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Özet— Çeşitli görüntü türlerinden görüntü meta verilerini elde etmeyi, işlemeyi ve anlamlı sonuçlar çıkarmayı amaçlayan 

görüntü açıklaması kavramı, bilgi toplumunda görüntülerden bilgi edinme konusunda daha kritik hale gelmiştir. Bu 

konuda literatürde önerilen birçok yaklaşım vardır, ancak en uygun olanı seçmek kolay değildir. Bu çalışmada, görüntü 

açıklamalarındaki kilit yaklaşımlar, kapsamlı bir literatür taraması ve sistematik haritalama yoluyla incelenmiştir. 

Çalışmamızın yeniliği, literatürdeki görüntü açıklama çalışmalarını araştırmak, haritalamak ve analiz etmek ve seçilen 

çalışmaları sınıflandırmak, araştırma boşluklarını ortaya çıkarmak ve bu makalede sunulan araştırma soruları için görsel 

özet hazırlamak adına ilk denemeyi temsil etmesidir. Literatürde, ilgi alanını farklı açılardan araştırmak için sistematik 

haritalama yaklaşımı önerilmektedir. Bu amaçla, tespit edilen toplam 404 çalışma içerisinden 95 çalışma seçilmiştir. 

Alandaki literatürün incelenmesi, mevcut yöntemlerin / tekniklerin, araçların, metriklerin, süreçlerin veya diğer teknik 

yaklaşımların kendi başlarına eksiksiz bir çözüm üretmek için yeterli olmadığını göstermektedir. Önerilen teknikleri 

birleştirerek ve disiplinlerarası yaklaşımları dikkate alarak yeni çözümler üretmenin gerekliliği de önerilmiştir.  
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A Systematic Mapping Review of Image Annotation 

Studies for Obtaining Information Retrieval from Images 

 

Abstract— Image annotation concept which aims to obtain and process image metadata from various kinds of images, to 

achieve meaningful results has become more and more critical in the information society in retrieving information from 

images. There are many approaches proposed in the literature, however, choosing the most appropriate ones is not an 

easy task. In this study, the key approaches on image annotation have been investigated through a systematic mapping 

with an extensive literature review. The novelty of our study is that it represents the first attempt to explore, investigate, 

map and analyze image annotation studies in literature and to help classify the studies, reveal research gaps, and prepare 

a visual summary for the research questions presented in this paper. The literature recommends the systematic mapping 

approach to investigate an area of interest from different perspectives. For this purpose, 95 studies were selected from a 

total of 404 studies identified. The examination of the literature on the domain shows that the available 

methods/techniques, tools, metrics, processes, or other technical approaches are not enough to produce a complete 

solution on their own. The necessity of generating new solutions by combining the proposed techniques and considering 

interdisciplinary approaches are also suggested.  
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1. INTRODUCTION  

Image annotation is a systematic way of adding, obtaining 

and processing metadata to get meaningful results from 

digital images in various forms such as captioning, 

keywords or sentences. Most of the time, the term image 

annotation is mixed with the term of image classification, 

but they differ in terms of goals and functionality. Image 

classification does not intend to add metadata or to caption 

digital images, the purpose of image classification is to 

identify the content, and this can be used by image 

annotation to achieve successful annotations.  

There are important topics that need to be examined in 

image annotation. The necessity of whether object 

recognition is required for image annotation is still an 

unclear issue in machines. There are two main questions 

Lavrenko addresses [1]: 

What is the object in a Picture? 

Where is it in the Picture? 

When it comes to object detection or recognition, some 

specific objects such as faces or cars should be focused on. 

Lavrenko suggests that “the joint probability for different 

regions forming these objects” should be learned, then 

examples for these objects should be trained [1]. Finally, a 

“two-class classification” problem should be solved which 

is called binary classification [1].  

Annotating images poses a few issues. The first of these 

issues is whether production or post-production is a more 

important issue for image annotation. For some aspects, it 

is easier to make productions earlier rather than annotating 

them later, because the required information is applicable 

during production time. In addition to this, it is cheaper and 

higher quality is achieved when metadata is added during 

production time rather than adding it later [2].  

Second, there is a generic annotation versus task-specific 

annotation issue. It is ineffective and costly to annotate 

images without a clear aim, object and background. Also, 

in most situations, it is not possible to know which 

metadata will be used for the applications under 

development in the future, therefore disregarding irrelevant 

application-particular assumptions is the best option to an 

annotator [2].  

Manual annotation versus automatic annotation issue and 

the “Semantic Gap” is another phenomenon. Experts 

believe that image descriptions can be provided by manual 

annotation “at the right level of abstraction” [2]. On the 

other hand, automatic annotation is faster and cheaper and 

provides more systematic feature extraction. As a result, 

automatic annotation produces a too low-level image 

description for many applications where the difference 

between the high-level content descriptions and the low-

level feature is referred to as “Semantic Gap” [2].  

Moreover, there are different types of metadata issues. 

Experts agree on the necessity of understanding the 

contrast between annotations portraying properties of the 

image, and those depicting the subject of the image, which 

is, the properties of the objects, people or ideas delineated 

by the image [2].  

Finally, experts point out the lack of syntactic and semantic 

interoperability issues. For example, using the same 

metadata created by another tool is not possible because of 

a lack of interoperability since a different syntax may be 

used by a tool, and a different meaning or semantics may 

be assigned to the same annotation by a particular tool [2].  

Various methods and techniques have been proposed to 

address the above challenges related to image annotation. 

While research and the number of related studies in the 

image annotation field increase, the need for a systematic 

classification of the current trends and debates in the 

academic literature also grows [3-5]. It is believed that a 

broader community of researchers and professionals will 

benefit from work on open research areas with the 

identification of future predictions in the field [3-6].  

In this study, the information within the field of image 

annotation domain is analyzed and classified through a 

comprehensive systematic mapping (SM) [5]. For this 

purpose, a group of research questions is raised, inclusion 

and exclusion criteria are defined, and a classification 

schema is developed for the selected studies.  

After the selection process which is detailed in the 

Research Method Section, 95 studies are included from a 

total of 404 studies that were published in the field of 

image annotation between the years of 2010 and 2018 [7]. 

Domain-specific trends such as types of input, research 

aspects, image annotation activities (e.g. research method), 

classification schemes, and types of evaluations in the 

primary studies are derived. This way, the precise 

formulation of the current studies in this domain is 

presented with the contribution of a methodical map that is 

fostered for the area of image annotation.  

In this study, Section 2 discusses the general framework 

and related studies. Section 3 describes our methodology, 

including the SM procedure, the aim and research 

questions handled in this study, followed by the article 

selection process. Section 4 discusses the results of the 

systematic mapping. Lastly, conclusion and future studies 

are presented in Section 5.  

2. BACKGROUND  

In the image annotation domain, the term “annotation” is 

related to obtaining information from an image and 

presenting it in a meaningful way after an interpretation 

process. Although the definition is simple, the task is not 

because of the various issues mentioned in the previous 

section. Researchers work on alternative solutions for 

image annotation by combining various technological 



BİLİŞİM TEKNOLOJİLERİ DERGİSİ, CİLT: 13, SAYI: 4, EKİM 2020 425 

advancements. One such contributing area is the Semantic 

Web. The researchers utilize Semantic Web to create links 

meaningful to machines, classify both links and the target, 

and also provide some limited reasoning. With the vast 

amount of internet images available, this research area is 

becoming more valuable than ever for image annotation in 

terms of getting a hint about image content from links or 

maybe image file itself. Besides, ontology-based systems 

are used for defining representational primitives. More 

semantic results can be achieved when these systems are 

used together with the annotation of an image. These 

enhancements are applied during the different stages of the 

image annotation procedure to decrease the semantic gap.  

The literature on image annotation provides a large number 

of studies, regarding the issues mentioned before. One such 

example is the lack of effective modeling method for the 

high-level semantics of images. Wang et al. proposed a 

method based on hot Internet topics which also addresses 

the lack of efficient dynamic update mechanisms for the 

training set in their study [8]. In terms of automatic image 

annotation, Bannour and Hudelot highlight the wide usage 

of machine learning techniques to provide a mapping 

function that allows classification using object features. At 

the same time, they also put forward the scalability issue of 

these approaches when dealing with broad content image 

datasets and propose a methodology for building fuzzy 

multimedia ontologies to address the issue in the image 

annotation domain to model image semantics [9]. In [10], 

the authors focus on the issue of subjectivity of human 

annotation and the ineffective time requirement for the 

manual annotation process. Fakhari and Moghadam 

propose an automatic image annotation approach based on 

semantic image retrieval for the high-level semantics 

within images regardless of their low-level features. In 

[11], the authors investigate the performance of capsule 

networks on the clothing classification task. The study of 

Gong and et al. shows that significant performance can be 

gained using deep convolutional architectures for 

multilabel annotation [12]. 

Another widely investigated concept in image annotation 

is multiple-instance learning, but multiple-instance 

learning has a drawback considering it can be solved by 

traditional supervised learning methods. Feature mapping 

usually overlooks the discriminative ability of the 

generated features. Hong et al. propose a multiple-instance 

learning method with discriminative feature mapping and 

feature selection in their study to address this certain 

drawback [13]. For discriminative image patches, a study 

conducted by Zhang et al. proposes a solution for 

annotating and retrieving Web-scale image data which is 

called ObjectPatchNet. Here, each vertex is defined as a 

collection of discriminative image patches annotated with 

object category labels [14]. 

 Various methods, techniques and systems exist for semi-

automatic annotation systems. Im and Park show an 

example of such a system by using semantic relations 

between social tags [15]. Seneviratne and Izquierdo 

propose another semi-automatic annotation approach to 

address the issue of the semantic annotation and tagging of 

multimedia contents. Their approach deviates from the 

conventional content-based image retrieval paradigm. The 

proposed approach uses a multifaceted mathematical 

model based on game theories to aggregate numbers of 

different key-paradigms [16]. Constructing high-quality 

image samples is another discussed problem in the image 

annotation domain due to labor intensiveness [17]. There 

are some proposed methods to solve this problem such as 

the negative sample image selection method. With this 

method, the highest accuracy can be achieved when a 

support vector machine is adopted, and if a uniform amount 

of negative sample images in the semantic hierarchical tree 

is selected [18]. In some papers, statistical methods are 

proposed together with alternative approaches for image 

annotation [19-21]. Liu et al. propose a sparse distribution 

attribute, local convergent assumption, and global 

convergent conjecture which are essential for keyword 

selection and image content understanding to overcome the 

semantic gap [19]. Mehmood et al. highlight the benefits 

of the weighted average of triangular histograms using a 

support vector machine which adds the image spatial 

contents to the inverted index of the bag-of-visual-words 

model [20].  

These studies can be considered as some example sources 

of information about the research questions on image 

annotation since they present relevant information. 

3. RESEARCH METHOD  

In this section, the research method overview is introduced 

and the aim, and research questions are discussed.  

3.1. Overview  

This research is conducted through a systematic mapping 

(SM) method which is implemented following the 

guidelines presented in [3-5]. Several other SM studies 

such as [22, 23] were also taken into consideration while 

conducting the SM.  

For this purpose, the SM procedure begins with identifying 

articles from different academic sources. At that point, a 

methodical guide is produced, and then, the outcomes are 

reported. The SM procedure is presented in detail in Figure 

1 below (see Figure 1).  

3.2. Goal and Research Questions  

The main goal of the paper is to conduct a systematic 

mapping study of image annotation research and identify 

the goals reflected in the research questions (RQs) 

presented in this paper such as contribution aspect of the 

selected studies, type and number of RQs raised in the 

studies, domains which have been analyzed in the papers 

together with quantitative analysis to provide an overview 

of image annotation literature.  
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The aim of this study is; identifying the most advanced 

level of image annotation on the Internet, determining 

prospects for future work, identifying research gaps, 

preparing a visual summary about the current trends 

providing guidance in the area. For this purpose, the Goal, 

Question, Metric (GQM) methodology [24] is followed. 

 

Figure 1. The systematic mapping procedure [25] 

The following research questions (RQs) are raised based 

on the above goals. 

RQ 1.1 – Research formulation by contribution aspect: 

How many works include image annotation strategies, 

methods, tools, models, measurements, or procedures? 

These types of research commitments to lead methodical 

formulation research in software engineering is proposed 

by Petersen et al. [5] and this formulating approach has 

been used in most SM research, e.g., [26-28]. Responding 

to this RQ will let us determine whether there are 

possibilities of developing newer techniques or tools 

within the domain. 

RQ 1.2 – Type and number of research questions raised in 

the empirical studies: What types of research questions 

have been addressed? Classification is performed using 

[29]. 

RQ 1.3 – Objects of study: What objects of study have been 

analyzed in the papers (e.g., datasets, domain, and other 

interesting aspects)? 

Addressing this RQ will provide statistical information 

about study objects in the image annotation domain. 

RQ 1.4 – How many studies present the image annotation 

process, image retrieval process, or both (e.g., automatic or 

semi-automatic image annotation, image retrieval, or 

both)? 

RQ 1.5 – Which studies use ontologies?  

RQ 2.1: What is the annual count of papers?  

RQ 2.2: Which papers have been referenced the most? 

The last two RQ’s provide a quantitative analysis in the 

image annotation literature.  

3.3. Search Strategy  

To carry out an extensive search, some synonyms were 

selected. The studies which have been published in 2010 or 

after were chosen in conducting the SM. The resulting 

search-string was: 

(semantic <or> ontology-based <or> high-level <or> top-

level <or> upper-level <or> content-based <or> meaning-

based <or> theme-based <or> large-scale <or> big-scale 

<or> massive-scale <or> tag-based <or> label-based <or> 

etiquette-based <or> automatic <or> robot <or> semi-

automatic) 

<and> 

(image <or> picture <or> photo <or> painting <or> 

drawing <or> illustration <or> figure <or> shape) 

<and> 

(annotation <or> footnote <or> commentary <or> 

explanation <or> interpretation <or> classification <or> 

tagging <or> reranking) 

<and> 

(internet <or> web <or> semantic web).  

3.4. Search Process  

The main academic research engines on the internet used 

to find the relevant studies are: (1) IEEE Xplore, (2) ACM 

Digital Library, (3) SpringerLink, (4) ScienceDirect 

Elsevier, (5) Wiley Interscience, (6) Web of Science, (7) 

Scopus, (8) Google Scholar. Grey literature was not 

included since it is not cited properly, and not indexed 

comprehensively.  
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3.5. Inclusion and Exclusion Criteria  

This research considers the criteria of the stage of 

extensiveness and assessment used in the studies and the 

criteria of whether a peer review is conducted. It is also 

decided that for multiple studies by the same author with 

the same title, the most recent one should be included. 

The studies to be included should be written in English, be 

electronically available, and be published in 2010 or after.  

Each candidate’s study is carefully examined to see 

whether it is relevant to the field. The studies which lack 

technical depth about the field including different 

perspectives, strengths and weaknesses of the current 

proposals, are excluded. A study should include different 

academic perspectives within the literature and should 

provide adequate knowledge about the contribution aspects 

and feedback of the proposed system [7].  

The decision of whether the articles in the initial pool 

would be in the category of inclusion or exclusion is made 

by the authors of the article. We first inspect the studies in 

the main pool, then perform a voting procedure on a 5-

point scale for each one. ‘5’ indicates a strong opinion for 

a study to be included, and ‘0’ indicates a strong opinion 

for a study to be excluded. A 3-mark criteria is considered 

for the evaluation of the studies, and the studies which have 

a cumulative mark of 3 or less are excluded. Title, abstract 

and keywords of each paper are reviewed in the marking 

process. In case of a lack of substantial information in these 

resources, a more detailed evaluation is carried out. Grey 

literature is also excluded. As a result of the collaborative 

marking, 95 studies have been selected from a total of 404.  

Table 1. The template column headings used for the 

classification scheme 

Field 

Headings 
Attributes 

Paper Title Title of the study 

Database Database Name 

Bibliometric 
Year, Venue Type, Venue Acronym, 

Author Affiliation, Number of Citation 

RQ 1.1 
Method/technique, Tool Used, Tool 

Developed, Model, Metric, Process 

RQ 1.2 
Exploratory, Base-rate, Relationship, 

Causality, Design, Other 

RQ 1.3 
Datasets, Domain, Other Interesting 

Aspects 

RQ 1.4 
Automatic, Semi-automatic, Retrieval, 

Both 

RQ 1.5 Count 

RQ 2.1 Annual count of papers 

RQ 2.2 Citation numbers 

3.6. Data Extraction  

A template is developed to extract information about the 

papers including: (a) Paper ID, (b) Paper Title, (c) 

Publication Year, (d) Venue and Venue Acronym, (e) 

Author Affiliation, (f) Number of Citations, (g) Database 

in which the study was found. In Table 1, the field headings 

and their attributes are given. 

4. RESULTS  

4.1. Contribution Aspect  

The top three contribution aspects are shown in Figure 2 

which are method/technique (64,2%), model (20%) and 

tool developed (16,8%) which have been presented in 61 

studies, 19 studies, and 16 studies, respectively. Following 

the figure, the references have also been given. The most 

cited research proposes a model that generates natural 

language descriptions of images and their regions [118]. 

 

 
Figure 2. Contribution aspect distribution 

 

Method / technique: [8-10, 12, 13, 18, 19, 32, 33, 35, 43, 

45-48, 52-54, 56, 58-60, 63, 64, 66-73, 75-78, 80-85, 89, 

92, 99, 102-113, 120] 

 

Tool Used: [30, 37, 45, 49, 55, 62, 70, 77, 89, 90, 114] 

 

Tool Developed: [14, 31, 34, 36, 38, 44, 47, 49, 50, 55, 57, 

62, 74, 98, 100, 115] 

 

Model: [15, 16, 39, 43, 48, 51, 52, 56, 61, 65, 75, 85, 86, 

91, 116-119] 

 

Metric: [81] 

 

Process: [10, 55, 79, 82, 96]  

4.2. Type and Number of Research Questions  

The top three research question types are shown in Figure 

3 which are design (38,9%), exploratory (30,5%), and 

0 20 40 60 80
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causality (23,1%) which have been presented in 37 studies, 

29 studies, and 22 studies, respectively. Following the 

figure, the relevant references are presented. One of the 

most cited research proposes an encoder-decoder pipeline 

that learns a multimodal joint embedding space with 

images and text [43]. 

4.3. Objects of Study  

The domains mentioned in these studies are; Radiology, 

CORAL pictures, randomly selected images, satellite, real-

world, gaming, internet images, images containing the 

packing cases of commercial products, medical images, 

images with social tags, plants, 3D content, news images, 

personal photographs, face images, human body, animals, 

endoscopic imaging, CT images, kidney biopsy images, 

and biomedical images. Figure 4 shows the distribution of 

the most widely used datasets in these studies. One of the 

most cited research presents the Visual Genome dataset to 

enable the modeling of interactions and relationships 

between objects in an image to achieve success at cognitive 

tasks [115]. NUS WIDE, Flickr30K and Flickr8K are the 

other datasets used by some of the most cited studies [12, 

43, 118, 120]. 

 

 
Figure 3. Research question type distribution 

 

Base-rate: [30, 34, 37, 38, 43, 47, 50, 55, 59, 63, 66, 79, 84, 

97, 98, 100, 104, 107] 

 

Design: [8, 9, 14-16, 39, 43, 46, 48, 49, 51, 53, 56, 57, 60, 

62, 65, 70-72, 74, 78, 80, 85, 86, 89, 102, 103, 109, 112, 

113, 115-118, 120] 

 

Causality: [10, 12, 15, 18, 35, 45, 52, 61, 63, 67, 73, 81, 82, 

84, 93, 94, 96, 99, 105, 106, 110, 119] 

 

Exploratory: [13, 19, 20, 30, 31-33, 36, 44, 49, 54, 58, 59, 

64, 68, 69, 75-77, 82, 83, 85, 89-92, 108, 111, 114]  
 

 
Figure 4. Datasets distribution shown in the studies 

Flickr30K: [43], [118]  RDF graphs: [30] 

Flickr Fruit & Veg pool: [31] DICOM files: [31] 

Flickr groups: [40]  DB1000: [32]          

NUS WIDE: [8], [12], [120] ILSVRC2010: [14] 

NUS WIDE LITE: [13]  CT images: [35]      

First 50 result pages: [41]  Visual Genome: [115] 

Radiological images: [49]  dset Rashtchian: [119]                  

Flickr-CIFAR: [120]                hot topic corpus: [8]                  

Flickr8K: [43], [118]               CORELbenchmark: [13]           

INRIA web images: [120]   MR images: [36]   

Pascal VOC'2009: [9]             Microscopyimages: [38]  

Pascal VOC'2010: [9]  Sound and Vision: [97] 

Real-world Web Queries: [105] MSCOCO: [118]          

“A segmented and annotated image dataset”: [10]                               

IBM Watson Medical: [97]             IBM Watson MRP: [97] 

Rijksmuseum: [97] 

4.4. The Studies Covering Image Annotation, Image 

Retrieval or Both  

The top three results are shown in Figure 5 which are 

automatic (70,5%), both “automatic<or>semi-automatic 

<and> retrieval” (26,3%), and semi-automatic (24,2%) 

which have been presented in 67 studies, 25 studies, and 23 

studies, respectively. The references are given following 

the figure. The studies which propose automatic annotation 

approaches are the most cited ones [43, 115, 118, 119]. 
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Figure 5. Study direction distribution 

 

Automatic: [8-10, 12-14, 18, 19, 30, 32, 35, 38-40, 43, 44, 

46, 48, 49, 51, 52, 54-56, 59, 63-73, 75-80, 82, 84, 85, 89, 

91-93, 99, 102-107, 109-113, 115, 117-120] 

 

Both: [10, 14, 15, 19, 30, 35, 39, 40, 47, 51-53, 55, 62, 75, 

80, 82, 91, 96, 99, 100, 114, 115, 117, 120] 

 

Semi-automatic: [16, 31, 34, 36, 39, 41, 46, 49, 50, 53, 57, 

58, 60, 62, 83, 86, 90, 96, 98, 100, 103, 104, 114] 

 

Retrieval: [45, 81, 88, 108, 116]  
 

4.5. Number of Ontology Related Papers  

The total number of studies that are directly or indirectly 

related to ontologies is 28 which amounts to 29,5%. The 

references are provided below. One of the most cited 

research proposes an object-based semantic classification 

method for high-resolution satellite imagery using an 

ontology that aims to take advantage of geographic object-

based image analysis techniques [103].  

 

[9, 30, 31, 35-37, 39, 47, 50, 55, 59-61, 66, 71, 72, 81, 83, 

86, 90, 96, 100, 102-104, 107, 113, 114]  

4.6. Annual Count of Papers  

The count of papers between the years 2010 and 2018 is 

shown in Figure 6. First is 2014 (22,1%), the second is 

2013 (20%) and third is 2015 (13,7%) which have appeared 

in 21 studies, 19 studies, and 13 studies, respectively. The 

first two of the most cited papers have been published in 

2017 [115, 118].  

 

 
Figure 6. Annual Count of Papers between 2010 and 2018  

4.7. Citation Number  

The number of citations for the studies (for citation count 

> 100) is shown in Figure 7. By a large margin, the first 

place belongs to the study [118], second place belongs to 

[115] and third is [119] which have 1060 citations, 782 

citations, and 341 citations, respectively. 

 

 
Figure 7. Citation Numbers of the Studies 

 

5. CONCLUSION AND FUTURE WORK  

Various technical approaches, research methods, research 

question types, and datasets have been identified from 

assorted studies associated with the related research 

questions in this study. A number of studies have been 

reviewed in the literature via a systematic mapping process 

to present the distributions among them according to the 

classification scheme. This study aims to support the 

decision-making process of researchers working in this 

field. In this systematic mapping research, 404 studies are 

identified from which 95 are selected to represent the 

sample set. Several studies are found to be highly focused 

on methods/techniques. Yet in terms of the most effective 

method, a consensus has not been reached. It is for this 

reason that a variety of methods, techniques, tools and 

processes coexist in the majority of the examined studies. 

Interdisciplinary approaches should also be considered in 

developing new solutions.  

Some of the studies highlight tools. From this perspective, 

the newly developed tools for image annotation have 

majority when compared to the Commercial off-the-shelf 

(COTS) software. There are also problems in conducting a 
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systematic mapping research in this domain, such as the 

utilized techniques. Some of them are adopted to cover just 

image annotation and some can be used for image retrieval 

as well. While classifying, these techniques may be 

misjudged. The majority of the papers belong to 2014, 

because of the accelerating technological development 

occurring in the image annotation domain in that year. For 

further analysis, there is a need for sub-classifications in 

some parts. For instance, other categories under the type of 

research method can be defined. There is also a need for 

categorization of the influencing image annotation factors 

because they are too generalized in the literature.  

In future work, the findings of this study can be utilized to 

support sectoral image annotation projects to design new 

methods, techniques, tools, models, metrics, and processes 

based on the previous literature.  
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