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ABSTRACT. In this paper, a nonlinear medical model based on observational variables has been produced and the particle swarm optimization (PSO) technique, which is an effective technique to predict optimum parameters of the biomedical model, has been used. This study has been conducted on a dataset consisting of 539 subjects. For comparison purposes, nonlinear regression analysis, nonlinear deep learning, and nonlinear regression neural network methods are also considered and the PSO results appear to be slightly better than that of other methods. Built on observational variables and findings, the model is expected to be a good guide for healthcare professionals in diagnosing pathologies and planning treatment programs for their patients. It is therefore strongly believed that the article will be particularly useful for those interested in emerging biomedical models in various medical modelling areas such as infectious and hematological diseases such as anemia.

1. INTRODUCTION

The progress of mathematical models considered to produce medical outputs is a growing field in medical science. Mathematical models used for various reasons are important equipment to deal with the behaviour of a phenomenon. As underlined in the literature [1,2,3,4,5], mathematical modelling has been achieved to be an essentially important tool for the analysis of pathological characteristics. The current medical model describes the relationship between the biomedical variables and the anemia types. Other important classes of medical models directly involve nonlinear models in the fundamental operation, and this generally means that one is considering the presence of nonlinear terms in medical models. Thus, the nature
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of nonlinear models is very important in many medical fields. The observational data are modelled by a function which is a nonlinear combination of the model parameters. Here the parameters are estimated for each of the variables in the nonlinear medical model, and this is the optimal model for more accurate prediction of the anemia types through the biomedical information.

Many models have been produced in dealing with different medical problems in the literature such as breast and ovarian cancers [6], colon and colorectal cancer [7], congenital heart disease [8], diabetic nephropathy [9], and osteoporosis [10]. A medical problem of frequently encountered is a set of data, which can be defined and described as a mathematical model having a set of parameters used to characterize the model. In this study, the main emphasis will be on the fitting parameters of the nonlinear medical model, which will be supposed to have some medical or mathematical significance through estimating best values in the set of the parameters. Therefore, the major aim here is to improve a nonlinear medical model to study the effect of the biomedical variables on the anemia types through a large number of the blood variables because there has been an increase in the incidence of anemia among various segments of society. As illustrated in the literature [11], the anemia of chronic disease, also called the anemia of chronic inflammation, was initially thought to be primarily associated with the infectious, inflammatory diseases. Some other estimation approaches [16], were worked to analyze anemia problems while one of them considered metastatic tumours problem. Heuristic algorithms can be used effectively to find the optimal parameters of the nonlinear model in many medical studies. Therefore, the PSO is one of the most effective optimization algorithms that are applied for a wide set of complex optimization problems. In computational science, the PSO is a computational method that is used for solving a problem by having a population of candidate solutions. Therefore, these candidate solutions are created in a frequently used method to increase the likelihood that they are actual solutions. Kennedy and Earhart [20] proposed the PSO approach to solve different problems in the literature [21], to estimate the parameters of nonlinear models. Besides, different mathematical method strategies are implemented to predict and optimize problems using the PSO with other methods [30].

Despite the recognized advantages of conventional methods, most of them have different disadvantages such as difficulty in use, time-consuming, and high cost. In this case, optimization can be considered as an excellent competitor to the related methods. Different heuristic approaches have been improved in the recent two decades to simplify solving optimization problems, such as the PSO approach. The PSO has many advantages including simplicity of the implementation and rapid convergence, which are the most attractive features of this algorithm. It is reliable, robust, and in general, is an effective algorithm to improve meta-heuristic approaches [35]. In this study, the PSO has been proposed to predict
the best parameter values of the nonlinear medical model. This algorithm is a typical tool for its ability to improve the complex search spaces, so, the PSO is popular in the academic community and that encouraged us to use it in dealing with the current medical problem.

The remaining contents are organized as follows. The samples used, the PSO algorithm, the predicted parameters and testing model are all considered in Section 2. The results of the estimated parameters, discussion and analysis have been given in Sections 3 and 4. Finally, conclusions and future research have been reported.

2. Data and Methods

2.1. Study samples. Anemia is a decrease in the blood susceptibility to transfer a sufficient amount of oxygen to the various tissues of the body because of the low level of haemoglobin in red blood cells or a decrease in the total number of red blood cells in the circulatory system, on this basis, tissue does not get enough oxygen to grow and sustain its various functions. Anemia is the most common one among the blood diseases in the world and one of the important clinical signs of underlying disorders [40].

The data used for this study were collected from observations of blood variables and included 539 subjects provided from the literature [2, 41]. Observations include individuals of the ages between (6-56) years old and 211 healthy subjects and 328 patients with anemia. Here we have samples for people and for each person readings of blood variables are [11, 12, 13, 40]: Hemoglobin (HB), Red Blood Cells (RBC), Mean Corpuscular Hemoglobin (MCH), White Blood Cell (WBC), Mean Corpuscular Volume (MCV), Hematocrit (HCT), Mean Corpuscular Hemoglobin Concentration (MCHC), Platelets (PLT), sex and age and some diseases of blood (Iron deficiency anemia (1), Deficiency Vitamin B12 (2), Thalassemia (3), Sickle cell (4) and Spherocytosis (5)). The anemia types and blood variables for our data are displayed in Table 1.

<table>
<thead>
<tr>
<th>HB</th>
<th>RBC</th>
<th>MCH</th>
<th>WBC</th>
<th>MCV</th>
<th>HCT</th>
<th>MCHC</th>
<th>PLT</th>
<th>Sex</th>
<th>Age</th>
<th>Anemia type</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.2</td>
<td>3.91</td>
<td>28.6</td>
<td>7.9</td>
<td>93</td>
<td>36.5</td>
<td>30.6</td>
<td>232</td>
<td>1</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>17.5</td>
<td>5.55</td>
<td>31.6</td>
<td>14.1</td>
<td>92</td>
<td>50.9</td>
<td>34.5</td>
<td>318</td>
<td>2</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>11.1</td>
<td>4.38</td>
<td>25.3</td>
<td>5.8</td>
<td>81</td>
<td>35.6</td>
<td>31.1</td>
<td>227</td>
<td>1</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>3.84</td>
<td>10.5</td>
<td>27.3</td>
<td>6.1</td>
<td>91</td>
<td>35.1</td>
<td>29.9</td>
<td>538</td>
<td>2</td>
<td>38</td>
<td>1</td>
</tr>
<tr>
<td>7.4</td>
<td>2.44</td>
<td>30.5</td>
<td>2.1</td>
<td>99</td>
<td>24.3</td>
<td>30.7</td>
<td>23</td>
<td>1</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>2.42</td>
<td>7</td>
<td>28.9</td>
<td>54.3</td>
<td>97</td>
<td>23.4</td>
<td>29.9</td>
<td>307</td>
<td>2</td>
<td>28</td>
<td>2</td>
</tr>
<tr>
<td>10.8</td>
<td>4.33</td>
<td>25</td>
<td>9.5</td>
<td>81</td>
<td>35.3</td>
<td>30.7</td>
<td>287</td>
<td>2</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>7.3</td>
<td>3.08</td>
<td>23.7</td>
<td>5.8</td>
<td>82</td>
<td>25.2</td>
<td>28.9</td>
<td>199</td>
<td>1</td>
<td>53</td>
<td>3</td>
</tr>
<tr>
<td>6.9</td>
<td>2.75</td>
<td>25.2</td>
<td>4.4</td>
<td>81</td>
<td>22.4</td>
<td>30.9</td>
<td>420</td>
<td>2</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>2.66</td>
<td>8.2</td>
<td>30.8</td>
<td>15.7</td>
<td>90.6</td>
<td>24.1</td>
<td>34</td>
<td>437</td>
<td>1</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>8.4</td>
<td>3.14</td>
<td>26.9</td>
<td>65.4</td>
<td>82</td>
<td>25.6</td>
<td>32.9</td>
<td>220</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>7.3</td>
<td>4.11</td>
<td>17.8</td>
<td>5.6</td>
<td>64</td>
<td>26.3</td>
<td>27.9</td>
<td>482</td>
<td>2</td>
<td>16</td>
<td>5</td>
</tr>
</tbody>
</table>
2.2. Modelling. Nonlinear models are important tools because life is nonlinear and many physical processes encountered in the physical environment such as biology, medicine, chemistry, physics, and other areas are better represented by a nonlinear model. Therefore, most processes are governed by nonlinear models in various fields of science such as the estimation of the parameters of a nonlinear medical model for predicting the anemia types.

A nonlinear model can be given in a basic form,

\[ y = f(x, b) + \epsilon, \]  

where \( y, x, b, f() \) and \( \epsilon \) indicate the observations, the vector of the coefficients, the known nonlinear function and the unobserved random variable that adds noise to the nonlinear relationship, respectively.

A nonlinear medical model describes the relationship between the dependent and independent variables when the behaviour of the model is nonlinear. Many nonlinear models can be proposed for dealing with anemia problem. In this regard, here, several attempts were made to obtain the best results, depending on the biomedical variables and the exponent of each input variable of interest. Other types of nonlinear models for the data were also considered and it was noted that the current model was the best among these models to obtain accurate results. In addition, those powers of the variables in the model have been investigated to find the optimum parameter values of the model, so as to obtain the best fitting for the data. It is well-known that the model order is chosen according to the number of bends needed on the structure of interest. Each increase in the exponent produces one more bend in the fitted structure. Therefore, it is tried to be found the multivariable nonlinear function that best fits the specific structure in the data.

The derived model is hence as follows:

\[ \hat{y} = \frac{b_0}{E_1 + E_2} + \epsilon, \]  

Here the denominator of Equation (2) is separated into two parts as \( E_1, E_2 \). Thus the separated parts are clearly expressed as:

\[ E_1 = b_1(HB)^6 + b_2(RBC)^5 + b_3(MCH)^4 + b_4(WBC)^3 + b_5(Sex)^2 \]
\[ E_2 = b_6(HCT) + b_7(MCHC)^{\frac{1}{2}} + b_8(PLT)^{\frac{1}{4}} + b_9(MCV)^{\frac{1}{4}} + b_{10}(Age) \]

where \( \hat{y} \) is the types of anemia, \( b_i, 0 \leq i \leq 10 \), are the parameters to be determined. Here HB, RBC, MCH, WBC, MCV, HCT, MCHC, PLT indicate Hemoglobin, Red Blood Cell, Mean Corpuscular Hemoglobin, White Blood Cell, Mean Corpuscular Volume, Haematocrit, Mean Corpuscular Hemoglobin Concentration, Platelets, respectively.

2.3. Particle Swarm Optimization. The PSO [20], is a population-based stochastic approach for solving continuous and discrete optimization problems. The method optimizes a problem by iteratively trying for an improved solution concerning a given measure of quality. They inspired from the behavior of birds and fish.
These animals have a major role in the development of the algorithm to escape from dangerous situations or to search for food by looking at each other.

In the PSO, the particles move in the search space and randomly selected particles search an improved solution. Therefore, the position of a particle represents a candidate solution for the current optimization problem. All particles look for better positions in the search space at the end of each iteration by changing their speed according to the rules inspired by behavioral models of bird flocking. Because of each iteration, the position and velocity vectors are expressed as follows:

\[ V_i^{(t+1)} = \omega V_i^t + c_1 r_1 (P_{best} - X_i^t) + c_2 r_2 (G_{best} - X_i^t) \]  

(3)

\[ X_i^{(t+1)} = X_i^t + V_i^{(t+1)} \]  

(4)

where \( t, \omega, c_1, c_2, r_1, r_2, X_i^t, V_i^t, P_{best}, \) and \( G_{best}, \) indicate iteration number, weight parameter (inertia weight), cognitive parameter, social parameter, random numbers in the interval \((0, 1)\), position of individual \( i \) at iteration \( t \), velocity of individual \( i \) at iteration \( t \), the best local value of each particle, the best value of swarm, respectively. Here \( t \) represents the current iteration, \( r_1, r_2 \) are the random numbers uniformly distributed between 0 and 1, acceleration coefficients \( c_1, c_2 \) are usually between 0 and 4. \( \omega \) denotes the inertia weight and usually decreases from around 0.9 to around 0.4 during the computation.

The particles keep the best value in their memory. This value, \( P_{best}, \) is listed for each particle and the best value is selected according to the fitness function such as \( G_{best} \). Parameter selection of the PSO has an important influence on the performance and efficiency of the algorithm. Determining the optimal parameters to achieve optimum performance is a complex issue. There is no general method for determining the optimum parameters or the stopping condition for iterations, in fact the parameters are chosen according to user experience as stated in the literature \[44, 45\]. In this paper, the PSO is used to estimate the parameters of the nonlinear medical model for deriving an accurate model. The process is done by finding a rapid convergence in fewer iterations and provides an accurate estimation of the parameters of the nonlinear medical model. (see Tables 2,3)

2.4. Test for the model. Determination of the coefficient is a measure showing the rate of the contribution of the independent variables in the interpretation of the change in the dependent variable and to know that the model explains the change in the relationship between all blood variables, sex, and age and the anemia types. Then it is given as follow:

\[ R^2 = 1 - \frac{SSE}{SST}. \]  

(5)
The model estimation is selected with the confidence interval of 95% and adjusted (Type III) sum of square tests. The computation formulae can be given as follows:

\[ SST = \sum_{j=1}^{n} (y_j - \bar{y})^2, \quad (6) \]

and

\[ SSE = \sum_{j=1}^{n} (y_j - \hat{y}_j)^2 = \sum_{j=1}^{n} e_j^2; \quad (7) \]

Here \( SST, SSE, y_j, \bar{y}, \hat{y}_j, e_j \) and \( n \) represent the sum of squared total, the sum of squared error, the observations, mean value of the observations, the value estimated, the residual and the number of observations, respectively.

The model uses the mean square residuals to measure the extent of the propagation of the random error around the nonlinear model. The MSE indicate the concentration of data around the line. The smaller MSE gives more accurate the results \[46,47\]. Then it is given by

\[ MSE = \frac{1}{n} \sum_{j=1}^{n} e_j^2. \quad (8) \]

2.5. **Estimation of the parameters of the nonlinear medical model.** The nonlinear function \( f \) in Equation (1) has parameters given by \( b = (b_1, b_2, \ldots) \). This study aims at estimating the parameters \( b \) obtained by minimizing the sum of the squared error function \( SSE(b) \) under the consideration of the PSO.

Hence, the cost (fitness) function in the PSO is selected as \( SSE(b) \), specifically:

\[ SSE(b) = \sum_{i=1}^{n} (y_i - f(x_i, b))^2. \quad (9) \]

For instance, for the model in Equation (2),

\[ SSE(b) = \frac{539}{n} \sum_{i=1}^{n} (y_i - \frac{b_0}{E_1 + E_2})^2, \quad (10) \]

\[ E_1 = b_1(HB)^{6} + b_2(RBC)^{5} + b_3(MCH)^{4} + b_4(WBC)^{3} + b_5(Sex)^{2}, \]
\[ E_2 = b_6(HCT) + b_7(MCHC)^{\frac{1}{2}} + b_8(PLT)^{\frac{1}{2}} + b_9(MCV)^{\frac{1}{2}} + b_{10}(Age). \]

Here \( y_i \) represents dependent observations, \( b_i, \quad 0 \leq i \leq 10 \), are the parameters to be determined.

The main parameters of the PSO method are \( \omega, c_1, c_2 \), and the size of the swarm. The settings for these parameters are decided according to how to optimize the search space. The inertia weight is used to control the effect of the previous velocities on the current velocity. Thus, the parameter \( \omega \) regulates the trade-off between
the global and local exploration capabilities of the swarm and also provides a balance between the global and local exploration capacity of the swarm and to find a better solution [21, 30, 48].

**Figure 1.** The PSO algorithm

The usual choices for acceleration coefficients are cognitive parameter $c_1$ and social parameter $c_2$, usually, $c_1$ is equal to $c_2$ ranged between 0 and 4. The swarm size plays a very important role in the PSO, as is the complexity and sturdiness.
of the algorithm. As shown in Figure 1, the PSO algorithm was inspired by the literature [21, 42].

3. The results for the estimated parameters of the model

The current study concentrates on obtaining the best estimation of parameters via the PSO for the currently derived nonlinear medical model to discover the effect of blood variables, sex, and age on the types of anemia. Thus, the parameters of the nonlinear medical model are estimated through the PSO algorithm (see Table 2), and the produced results for various versions of the models through the minimum error are illustrated in Table 3. In the estimation step, when the number of iteration increases, the error is decreasing as seen in Figures 2-4. Notice that the iteration reaches its optimum level at 3000. It is important to note that, nonlinear regression analysis, the nonlinear deep learning (LSTM) and nonlinear regression neural network methods have also been applied to compare our model results. The results of the currently derived model are more accurate than the other competitors (see Table 4).

| Table 2. Estimation of the parameters of the nonlinear medical model by the PSO algorithm |
|---------------------------------|--------|--------|--------|--------|
| Iteration Number | 100 | 500 | 1000 | 3000 |
| MSE | 2.071 | 0.717 | 0.510 | 0.503 |
| SST | 1157.243 | 1157.243 | 1157.243 | 1157.243 |
| SSE(b) | 1116.277 | 386.518 | 275.358 | 271.148 |
| $R^2$ | 0.036 | 0.666 | 0.762 | 0.766 |
| Constant | $b_0$ | -283.184 | -211.634 | -439.808 | -337.966 |
| HB | $b_1$ | -0.001 | -0.0001 | -0.0001 | -0.0002 |
| RBC | $b_2$ | -0.025 | -0.0001 | 0.029 | -0.002 |
| MCH | $b_3$ | 0.0001 | 0.0001 | 0.0003 | -0.0009 |
| WBC | $b_4$ | -1.177 | 0.0001 | 0.000006 | 0.00002 |
| MCV | $b_5$ | -9.257 | -1.456 | 1.006 | -2.600 |
| HCT | $b_6$ | 0.0001 | -0.895 | -7.688 | -8.733 |
| MCHC | $b_7$ | -10.285 | 1.720 | -72.156 | -40.975 |
| PLT | $b_8$ | -2.359 | -0.673 | -9.352 | -3.851 |
| Sex | $b_9$ | -4.206 | 1.551 | -115.177 | -191.734 |
| Age | $b_{10}$ | -2.024 | -0.909 | 0.159 | -0.256 |

4. Discussion and Analysis

Previous researchers have considered a very limited number of blood variables or a few types of anemia [49, 50, 51] to investigate various diseases, and they kept the
number of observational variables and the anemia types in their studies very modest as opposed to the current study. Therefore, here, we focus on an optimum nonlinear medical model investigating the relationship between many blood variables and the types of anemia.

As opposed to the PSO approach, classical ways in dealing with the nonlinear model have some disadvantages as seen in the previous works [30,31,32,33,34] with required a lot of cumbersome operations like matrix operations, gradient operations, and the Jacobean matrix. In the past [21,22,26,27,28,29,30], researchers estimated the parameters of a large number of various models by using the PSO. In the corresponding literature, they discussed various models/problems by using their
own approaches. We have here studied a nonlinear model for a large amount of medical data on anemia to estimate the parameters of the model through the PSO.

In this work, the swarm size is calculated according to the structure of the medical model, the number of estimated parameters, and the search space (-1000 and 10). The algorithm parameters $c_1$ and $c_2$ have been selected as 1 and 3, respectively. The termination criterion has been defined as the iteration limit. Specifically, the algorithm has been set to stop after different independent experiments for different iterations to verify the robustness of the estimation strategy.
Table 4. Comparison of the results of the PSO with the three methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>SSE</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>271.148</td>
<td>0.503</td>
<td>0.766</td>
</tr>
<tr>
<td>Nonlinear regression analysis [2]</td>
<td>271.148</td>
<td>0.514</td>
<td>0.766</td>
</tr>
<tr>
<td>Nonlinear Deep Learning Methods (LSTM) [2]</td>
<td>273.465</td>
<td>0.560</td>
<td>0.760</td>
</tr>
<tr>
<td>Nonlinear Regression Neural Networks [2]</td>
<td>287.826</td>
<td>0.534</td>
<td>0.752</td>
</tr>
</tbody>
</table>

LSTM: Long Short Term Memory

Estimating the parameters of the medical model for improvement is a complicated task for classical algorithms. $b$ values refer to the estimated parameter values for the real parameters that the PSO obtains after randomly specifying the initial parameters of the model from the search space. After making different independent attempts and different iterations, 100, 500, 1000, and 3000 were taken to get the best parameters, and we achieved that goal at 3000 iterations (see Table 2 and Figures 2-4).

Since the PSO algorithm is inherently random, the convergence behavior and the final predicted parameter values can be of interest. For the nonlinear model, the behavior of the error function is explained by the PSO approach which consists of the values estimated during the minimization process (see Figures 2-4). If Figures 2-4 are examined closely, the superiority variation to estimation accuracy for the parameter values of the medical model, $SSE = 271.149$, $MSE = 0.503$, and $R^2 = 0.766$ by the PSO, may be seen. This is important because the SSE and the MSE measure how well the data fit the model and anemia types, and concentration of data around the model line, which means a better fit for the model with the data. The model has been seen to be significantly effective on the prediction of anemia types, and the model explains 76.60% of the change in the relationship between the observational variables and the anemia types.

From the results obtained in Tables 2 and 3, we see through the $SSE$, $MSE$ and $R^2$ by using the PSO that the models produced in terms of a larger number of blood variables show a better correlation than the models produced in terms of fewer blood variables for predicting anemia types at the iteration of 3000.

This study addresses the anemia prediction issue by the PSO compared to other methods including nonlinear regression analysis, the nonlinear deep learning method (LSTM), and the nonlinear regression neural network. The computed results showed that the PSO has the best fit to the initial dataset compared to the others (see Table 4).

5. Conclusions and Future Research

In this article, we have developed an alternative for the parameter estimation approach that relies on the PSO algorithm in the nonlinear medical model. As
opposed to the PSO approach, classical methods have some disadvantages because they require many intricate mathematical operations. It can be concluded that the PSO algorithm has been seen to be an effective and very suitable parameter estimation method for the current nonlinear medical model. In addition, it should be noted that the PSO algorithm shows a tendency for rapid convergence; specifically, the algorithm converges for the model with the knowledge that the number of parameters is eleven. Therefore, the used parameter values are the latest and best results for securing a more realistic approach. Note that in the current problem the PSO approach has been found to be more accurate than both the nonlinear deep learning method (LSTM) and the nonlinear regression neural network. It can be accepted that the use of a relatively small amount of data or input variables could have seriously weakened our results and observations. For future research, various computational methods should be considered to estimate the parameters of the nonlinear medical model with this amount of data.
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