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Abstract

In this paper, we consider positively and negatively subscripted terms
of a generalized binary sequence {Un} with indices in arithmetic pro-
gression. We give a factorization of the Pascal matrix by a matrix
associated with the sequence {U±kn} for a fixed positive integer k, gen-
eralizing results of Kılıç and Tascı; Lee, Kim and Lee; Stanica; and
Zhizheng and Wang. Some new factorizations and combinatorial iden-
tities are derived as applications. Therefore we generalize the earlier
results on the factorizations of the Pascal matrix.
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1. Introduction

For n > 0, the n × n Pascal matrix Pn = [pij ] is defined as follows [4]:

pij =

{

(

i−1
j−1

)

if i ≥ j,

0 otherwise.

In [6], it is shown that the matrix Pn satisfies

Pn = FnLn,

where the n × n Fibonacci matrix Fn = [fij ] and the matrix Ln = [lij ] are defined by

[fij ] =

{

Fi−j+1 if i − j + 1 ≥ 0,

0 otherwise,
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306 E. Kılıç, N. Ömür, G. Tatar, Y. T. Ulutaş

and

lij =
(

(

i−1
j−1

)

−
(

i−2
j−1

)

−
(

i−3
j−1

)

)

,

respectively, where Fn stands for the n th Fibonacci number.

In [7], the authors define an n × n matrix Rn = [ri,j ] as follows:

rij =
(

i−1
j−1

)

−
(

i−1
j

)

−
(

i−1
j+1

)

,

and show that Pn = RnFn. As an example, they give the following result:
(

n−1
r−1

)

= Fn−r+1 + (n − 2) Fn−r + 1
2

(

n2 − 5n + 2
)

Fn−r−1

+
n−3
∑

k=r

(

n−1
k−1

)

[

2 −
n

k
−

(n − k) (n − k − 1)

k (k + 1)

]

Fk−r+1.

Especially, for r = 1 they have

n
∑

k=1

(

(

n−1
k−1

)

−
(

n−1
k

)

−
(

n−1
k+1

)

)

Fk = 1.

Furthermore they define an n × n matrix Un of the form:

Un =























1 0 0 0 . . . 0 0
0 1 0 0 . . . 0 0

−F3 1 1 0 . . . 0 0
−F4 0 1 1 . . . 0 0
−F5 0 0 1 . . . 0 0

...
...

...
... . . .

...
...

−Fn 0 0 0 . . . 1 1























,

and the matrices Uk and Rn by Uk = In−k ⊕Uk and Rn = [1]⊕Rn−1. Then the authors
give the following factorization:

Rn = RnUn,

Rn = U1U2 · · ·Un−1Un.

Let

S0 =





1 0 0
1 1 0
1 0 1



 , S−1 =





1 0 0
0 1 0
0 1 1



 ,

Sk = S0 ⊕ Ik for k ∈ N, G1 = In, G2 = In−3 ⊕ S−1, and Gk = In−k ⊕ Sk−3 for k ≥ 3.

In [5], the authors give the following factorization:

(1.1) Fn = G1G2 · · ·Gn,

where Fn is defined as before.

In [1], the authors show that the Stirling matrix Sn = (S (i, j))
ij

of the second kind
can be written in terms of the Pascal matrix Pn:

Sn = Pn ([1] ⊕ Sn−1) ,

where S (i, j) are the Stirling numbers of the second kind, defined by the following re-
currence:

S (n, k) = S (n − 1, k − 1) + S (n − 1, k) .
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In [3], the authors define the n × n matrix Wn = [wij ] and Pell matrix En = [eij ] as
below

wij =











Pi if j = 1,

1 if i = j

0 otherwise,

and eij = Pi−j+1 if i− j +1 ≥ 0 and 0 otherwise, where Pi is the i th Pell number. Then
they show that

En = Wn (I1 ⊕ Wn−1) (I2 ⊕ Wn−2) · · · (In−2 ⊕ W2) .

The Fibonacci and Lucas sequences have been discussed in very many studies. Various
further generalizations and matrix representations of these sequences have also been
introduced and investigated by many authors.

For n > 0 and nonnegative integers A and B such that A2 + 4B 6= 0, the generalized
Fibonacci and Lucas type sequences {Un} and {Vn} are defined by

Un+1 = AUn + BUn−1,

Vn+1 = AVn + BVn−1,

where U0 = 0, U1 = 1 and V0 = 2, V1 = A, respectively. When A = B = 1, Un = Fn

(n th Fibonacci number) and Vn = Ln (n th Lucas number).

The authors in [2] consider positively and negatively subscripted terms of the sequences
{Ukn} and {Vkn} for a fixed positive integer k. They obtain relationships between these
sequences and the determinants of certain tridiagonal matrices. Further, the authors give
more general trigonometric factorizations and representations for the terms of {U±kn}
and {V±kn}. Generating functions and combinatorial representations for them are de-
rived. Finally they obtain the following recurrence relations for k > 0 and n > 1,

Ukn = VkUk(n−1) + (−1)k+1
B

k
Uk(n−2),

Vkn = VkVk(n−1) + (−1)k+1
B

k
Vk(n−2).

In this paper, we consider positively and negatively subscripted terms of the generalized
binary sequence {Un}. We give a factorization of the Pascal matrix by a matrix associated
with the sequence {U±kn}. Also, some new factorizations and combinatorial identities
are derived as applications of our results. Therefore we generalize the results of some
earlier studies on these factorizations.

2. Factorizations of the Pascal matrix via recurrent matrices

associated with {U±kn}

In this section, we define a matrix associated with the sequence {U±kn}. Then we
obtain some factorizations of the Pascal matrix by this new matrix, and derive new
identities as an applications of these factorizations.

Let the n × n lower triangular matrix Hn = [hij ] be defined as follows:

hij =

{

U±(i−j+1)k if i − j + 1 ≥ 0,

0 otherwise.



308 E. Kılıç, N. Ömür, G. Tatar, Y. T. Ulutaş

Clearly the matrix Hn is in the form

Hn =















U±k 0
U±2k U±k

U±3k U±2k U±k

...
...

...
. . .

U±kn U±k(n−1) U±k(n−2) . . . U±k















.

Now, we define an n × n matrix Cn = [cij ] with

cij = 1
U±k

(

(

i−1
j−1

)

−
U±2k

U±k

(

i−1
j

)

+
(

i−1
j+1

)

(−B)±k
)

if i ≥ j and 0 otherwise.

Then we can give the following theorem.

2.1. Theorem. Pn = CnHn for n > 0.

Proof. To prove the theorem, it is sufficient to show PnH−1
n = Cn. The inverse of Hn is

given by

H
−1
n =

(

h
′

ij

)

=































1
U±k

−
V±k

U±k

1
U±k

(−B)±k

U±k
−

V±k

U±k

. . .

0 (−B)±k

U±k

. . . 1
U±k

...
. . .

. . . −
V±k

U±k

1
U±k

0 . . . 0 (−B)±k

U±k
−

V±k

U±k

1
U±k































.

In order to prove that PnH−1
n = Cn consider first the case where i ≥ 1 and j = 1. By

the definitions of Pn and H−1
n , we write

i
∑

k=1

pi,kh
′

k,1 = pi,1h
′

1,1 + pi,2h
′

2,1 + pi,3h
′

3,1

=
(

i−1
0

)

1
U±k

+
(

i−1
1

)

(

−
V±k

U±k

)

+
(

i−1
2

)

(

(−B)±k

U±k

)

= 1
U±k

− (i − 1)
V±k

U±k
+ (i−2)(i−1)

2U±k
(−B)±k

.

By the definition of Cn,

ci,1 = 1
U±k

(

(

i−1
0

)

−
(

i−1
1

) U±2k

U±k
+

(

i−1
2

)

(−B)±k
)

,

and so we get the required conclusion

i
∑

k=1

pi,kh
′

k,1 = ci,1.

For i ≥ 1 and j ≥ 2, we obtain

n
∑

k=1

pi,kh
′

k,j = pi,jh
′

j,j + pi,j+1h
′

j+1,j + pi,j+2h
′

j+2,j

=
(

i−1
j−1

)

1
U±k

+
(

i−1
j

)

(

−
V±k

U±k

)

+
(

i−1
j+1

) (−B)±k

U±k

=
(

i−1
j−1

)

1
U±k

−
(

i−1
j

) U±2k

U2
±k

+
(

i−1
j+1

) (−B)±k

U±k
.
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From the definition of Cn, we write

n
∑

k=1

pi,kh
′

k,j = ci,j .

Then we obtain that PnH−1
n = Cn. Thus the proof is complete. �

As a result of Theorem 2.1, we may give the following identity without proof.

2.2. Corollary. For n ≥ r > 0,

(

n−1
r−1

)

=
n

∑

j=r

(

(

n−1
j−1

)

−
(

n−1
j

)

V±k +
(

n−1
j+1

)

(−B)±k
)

U±(j−r+1)k

U±k
.

In particular, if we take r = 1 in Corollary 2.2, we have

n
∑

j=1

(

(

n−1
j−1

)

−
(

n−1
j

)

V±k +
(

n−1
j+1

)

(−B)±k
)

U±jk

U±k
= 1.

2.3. Lemma. For 3 ≤ i, j ≤ n,

i
∑

j=3

(

(

i−2
j−2

)

−
(

i−2
j−1

)

V±k +
(

i−2
j

)

(−B)±k
)

U±jk

U2
±k

= (i − 2)
V 2
±k

U±k
−

((

i−2
2

)

V±k +
(

i−2
1

))

(−B)±k

U±k
.

Proof. (By induction on i). Clearly the equation holds for i = 3. Assume that the
equation holds for i ≥ 4. Thus

i+1
∑

j=3

(

(

i−1
j−2

)

−
(

i−1
j−1

)

V±k +
(

i−1
j

)

(−B)±k
)

U±jk

U2
±k

=
i+1
∑

j=3

(

(

i−2
j−2

)

−
(

i−2
j−1

)

V±k +
(

i−2
j

)

(−B)±k
)

U±jk

U2
±k

+

i+1
∑

j=3

(

(

i−2
j−3

)

−
(

i−2
j−2

)

V±k +
(

i−2
j−1

)

(−B)±k
)

U±jk

U2
±k

=
i

∑

j=3

(

(

i−2
j−2

)

−
(

i−2
j−1

)

V±k +
(

i−2
j

)

(−B)±k
)

U±jk

U2
±k

+

i+1
∑

j=2

(

(

i−2
j−2

)

−
(

i−2
j−1

)

V±k +
(

i−2
j

)

(−B)±k
)

U±(j+1)k

U2
±k

= (i − 2)
V 2
±k

U±k
−

((

i−2
2

)

V±k +
(

i−2
1

)) (−B)±k

U±k

+
i+1
∑

j=2

(

(

i−2
j−2

)

−
(

i−2
j−1

)

V±k +
(

i−2
j

)

(−B)±k
)

×
(V±kU±jk−(−B)±kU±(j−1)k)

U2
±k

.
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After some calculations and using Corollary 2.2, we get

i+1
∑

j=3

(

(

i−1
j−2

)

−
(

i−1
j−1

)

V±k +
(

i−1
j

)

(−B)±k
)

U±jk

U2
±k

= (i − 1)
V 2
±k

U±k
−

((

i−1
2

)

V±k +
(

i−1
1

)) (−B)±k

U±k
.

Hence, the proof is complete. �

Now, we define the n × n matrices Tn, Cn and T k by

Tn =

























1
U±k

0

1 −
U±2k

U±k
1

−
U±3k

U±k
1 1

−
U±4k

U±k
0 1 1

...
...

. . .
. . .

. . .

−
U±nk

U±k
0 . . . 0 1 1

























,

Cn = [1] ⊕ Cn−1 and T k = In−k ⊕ Tk, where Cn is defined as before.

2.4. Lemma. For n > 0,

Cn = CnTn.

Proof. We denote the (i, j) th element of the matrix Cn by ci,j . Then,

ci,j =











1 if i = 1, j = 1,

0 if i 6= 1, j = 1 or i = 1, j 6= 1,

ci−1,j−1 otherwise.

Let CnTn = [Ki,j ] and Tn = [ti,j ]. Obviously K1,1 = 1
U±k

= c1,1, K2,2 = 1
U±k

= c2,2,

K2,1 =
1−V±k

U±k
= c2,1 and Ki,j = 0 for i < j. Since ti,1 = −

U±ik

U±k
for i ≥ 3, j = 1 and

using Lemma 2.3, we have

Ki,1 =

i
∑

j=2

ci,jtj,1 =

i
∑

j=2

ci−1,j−1tj,1

=
i

∑

j=2

(

(

i−2
j−2

)

−
U±2k

U±k

(

i−2
j−1

)

+
(

i−2
j

)

(−B)±k
)

1
U±k

tj,1

=
(

(

i−2
0

)

−
U±2k

U±k

(

i−2
1

)

+
(

i−2
2

)

(−B)±k
)

1
U±k

t2,1

−
i

∑

j=3

(

(

i−2
j−2

)

−
U±2k

U±k

(

i−2
j−1

)

+
(

i−2
j

)

(−B)±k
)

1
U2

±k

U±jk

=
(

1 − (i − 2) V±k +
(

i−2
2

)

(−B)±k
) (

1−V±k

U±k

)

−
(

(i − 2)
V 2
±k

U±k
−

(

(

i−2
2

)

V±k +
(

i−2
1

)

) (

(−B)±k

U±k

) )

=
(

(

i−1
0

)

−
(

i−1
1

)

V±k +
(

i−1
2

)

(−B)±k
)

1
U±k

= ci,1.
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In general, for i ≥ 2, j ≥ 2, from the definition of Cn, we get

Ki,j =

i
∑

m=1

ci,mtm,j = ci−1,j−1 · 1 + ci−1,j · 1 = ci,j .

Thus the proof is complete. �

2.5. Lemma. For n > 0,

Cn = T 1T 2 · · ·T n−1Tn.

Proof. Follows directly from the definitions of Cn and T n. �

For example, when n = 4 in Lemma 2.5, we obtain

C4 =















1
U±k

0 0 0
1−V±k

U±k

1
U±k

0 0

1−2V±k+(−B)±k

U±k

2−V±k

U±k

1
U±k

0
1−3V±k+3(−B)±k

U±k

3−3V±k+(−B)±k

U±k

3−V±k

U±k

1
U±k















=









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

U±k



















1 0 0 0
0 1 0 0
0 0 1

U±k
0

0 0 1 −
U±2k

U±k
1











×











1 0 0 0
0 1

U±k
0 0

0 1 −
U±2k

U±k
1 0

0 −
U±3k

U±k
1 1























1
U±k

0 0 0

1 −
U±2k

U±k
1 0 0

−
U±3k

U±k
1 1 0

−
U±4k

U±k
0 1 1













= T 1T 2T 3T 4.

Now, define

M0 =





U±k 0 0
V±k 1 0

− (−B)±k 0 1



 , M−1 =





1 0 0
0 U±k 0
0 U±2k U±k



 ,

Mk = M0 ⊕ Ik, k ∈ N, and A1 = In, A2 = In−3 ⊕ M−1, Ak = In−k ⊕ Mk−3, k ≥ 3.
Therefore, we easily obtain the following result which we give without proof.

2.6. Lemma. For n > 0,

Hn = A1A2 · · ·An.
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In particular, when n = 4,

H4 =









U±k 0 0 0
U±2k U±k 0 0
U±3k U±2k U±k 0
U±4k U±3k U±2k U±k









=









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

















1 0 0 0
0 1 0 0
0 0 U±k 0
0 0 U±2k U±k









×









1 0 0 0
0 U±k 0 0
0 V±k 1 0

0 − (−B)±k 0 1

















U±k 0 0 0
V±k 1 0 0

− (−B)±k 0 1 0
0 0 0 1









= A1A2A3A4.

2.7. Corollary. For n > 0,

Pn = CnHn = T 1T 2...T n−1T nA1A2 · · ·An.

Proof. This follows from Theorem 2.1 and Lemma 2.6. �

Now, we define an n × n matrix C′
n =

[

c′i,j
]

with

c
′

i,j = 1
U±k

(

(

i−1
j−1

)

−
U±2k

U±k

(

i−2
j−1

)

+
(

i−3
j−1

)

(−B)±k
)

if i ≥ j and 0 otherwise.

We can then give the following theorem.

2.8. Theorem. Let Pn, Hn, C′
n be the n × n matrices defined above. Then we have:

Pn = HnC
′

n.

Proof. It is sufficient to show H−1
n Pn = C′

n. Let H−1
n Pn = [zi,j ]. Here we note that the

matrix H−1
n is in the form

H
−1
n =





























1
U±k

0

−
V±k

U±k

1
U±k

(−B)±k

U±k
−

V±k

U±k

1
U±k

0 (−B)±k

U±k

. . .
. . .

...
. . .

. . . −
V±k

U±k

1
U±k

0 . . . 0 (−B)±k

U±k
−

V±k

U±k

1
U±k





























.

Clearly, z1,1 = c′1,1, z2,1 = c′2,1, z2,2 = c′2,2, and for i < j, zi,j = cij = 0. Since all the

elements of the first column of Pn are 1, we have zi,j =
1−V±k+(−B)±k

U±k
for i ≥ 3 and

j = 1.

For i, j ≥ 2, from the definition of C′
n, we obtain

zi,j =

n
∑

j=1

h
′

i,kpk,j = h
′

i,ipi,j + h
′

i,i−1pi−1,j + h
′

i,i−2pi−2,j

= 1
U±k

(

i−1
j−1

)

+
(

−
V±k

U±k

)

(

i−2
j−1

)

+ (−B)±k

U±k

(

i−3
j−1

)

= c
′

i,j .

Thus the proof is complete. �
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From Theorem 2.8, we get the following result:

2.9. Corollary. For n ≥ r > 0,

(

n−1
r−1

)

=
n

∑

j=r

(

U±(n−j+1)k

U±k

) (

(

j−1
r−1

)

−
(

j−2
r−1

)

V±k +
(

j−3
r−1

)

(−B)±k
)

.

In particular, when r = 1, we obtain

n
∑

j=1

(

U±(n−j+1)k

U±k

) (

1 −
(

j−2
0

)

V±k +
(

j−3
0

)

(−B)±k
)

= 1.

We define an n × n matrix Qn by

Qn =



























1
U±k

0 0 0 · · · 0
1−V±k

U±k
1 0 0 · · · 0

1−V±k+(−B)±k

U±k
1 1 0 · · · 0

1−V±k+(−B)±k

U±k
1 1 1 · · · 0

...
...

...
... · · ·

...
1−V±k+(−B)±k

U±k
1 1 1 · · · 1



























.

If we take C
′

n = [1] ⊕ C′
n−1, the following result is easily seen.

2.10. Lemma. For n > 0,

C
′

n = QnC
′

n.

For example, when n = 4, we get

C
′

4 =















1
U±k

0 0 0
1−V±k

U±k

1
U±k

0 0
1−V±k+(−B)±k

U±k

2−V±k

U±k

1
U±k

0

1−V±k+(−B)±k

U±k

3−2V±k+(−B)±k

U±k

3−V±k

U±k

1
U±k















=















1
U±k

0 0 0
1−V±k

U±k
1 0 0

1−V±k+(−B)±k

U±k
1 1 0

1−V±k+(−B)±k

U±k
1 1 1



























1 0 0 0
0 1

U±k
0 0

0
1−V±k

U±k

1
U±k

0

0
1−V±k+(−B)±k

U±k

2−V±k

U±k

1
U±k













= Q4C
′

4.

2.11. Lemma. Let the matrix Qk be defined as before and Qk = In−k ⊕ Qk. Then

C
′

n = QnQn−1...Q2Q1.
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We can give the following example:

C
′

3 =









1
U±k

0 0
1−V±k

U±k

1
U±k

0

1−V±k+(−B)±k

U±k

2−V±k

U±k

1
U±k









=









1
U±k

0 0
1−V±k

U±k
1 0

1−V±k+(−B)±k

U±k
1 1















1 0 0
0 1

U±k
0

0
1−V±k

U±k
1











1 0 0
0 1 0
0 0 1

U±k





= Q3Q2Q1.

We consider an n × n matrix T ′
n =

[

t′i,j
]

with

t
′

i,j =











U±ik if i ≥ 1, j = 1,

1 if i = j, i, j ≥ 2,

0 otherwise.

Now, we can give the following results:

2.12. Lemma. For n > 1,

Hn = T
′

n ([1] ⊕ Hn−1) .

Proof. Let T ′
n ([1] ⊕ Hn−1) = (yi,j). Since the (1, 1) th element of the matrix [1] ⊕ Hn−1

is 1, and the other elements in the first column of this matrix are zero, we get yi,1 = U±ik.
For i ≥ 1, j ≥ 2 and i ≥ j, by using the definitions of T ′

n and [1] ⊕ Hn−1, we obtain

yi,j = U±(i−j+1)k.

For i < j, we obtain yi,j = 0. Finally we get yi,j = hij for 1 ≤ i, j ≤ n, which completes
the proof. �

When n = 6 in Lemma 2.12,

H6 =

















U±k 0 0 0 0 0
U±2k U±k 0 0 0 0
U±3k U±2k U±k 0 0 0
U±4k U±3k U±2k U±k 0 0
U±5k U±4k U±3k U±2k U±k 0
U±6k U±5k U±4k U±3k U±2k U±k

















=

















U±k 0 0 0 0 0
U±2k 1 0 0 0 0
U±3k 0 1 0 0 0
U±4k 0 0 1 0 0
U±5k 0 0 0 1 0
U±6k 0 0 0 0 1

































1 0 0 0 0 0
0 U±k 0 0 0 0
0 U±2k U±k 0 0 0
0 U±3k U±2k U±k 0 0
0 U±4k U±3k U±2k U±k 0
0 U±5k U±4k U±3k U±2k U±k

















= T
′

6 ([1] ⊕ H5) .

2.13. Lemma. If we define T
′

k = In−k ⊕ T ′
k, then

Hn = T
′

nT
′

n−1 · · ·T
′

2T
′

1.
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For example, when n = 5 in Lemma 2.13, we have

H5 =













U±k 0 0 0 0
U±2k U±k 0 0 0
U±3k U±2k U±k 0 0
U±4k U±3k U±2k U±k 0
U±5k U±4k U±3k U±2k U±k













=













U±k 0 0 0 0
U±2k 1 0 0 0
U±3k 0 1 0 0
U±4k 0 0 1 0
U±5k 0 0 0 1

























1 0 0 0 0
0 U±k 0 0 0
0 U±2k 1 0 0
0 U±3k 0 1 0
0 U±4k 0 0 1

























1 0 0 0 0
0 1 0 0 0
0 0 U±k 0 0
0 0 U±2k 1 0
0 0 U±3k 0 1













×













1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 U±k 0
0 0 0 U±2k 1

























1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 U±k













= T
′

5T
′

4T
′

3T
′

2T
′

1.

Now, we define an n × n matrix Dn of the form:

Dn =



















U±k 0 0 0 · · · 0
V±k 1 0 0 · · · 0

− (−B)±k 0 1 0 · · · 0
0 0 0 1 · · · 0
...

...
...

... · · ·
...

0 0 0 0 · · · 1



















.

Then we have the following factorization.

2.14. Lemma. For n > 1,

Hn = ([1] ⊕ Hn−1) Dn.

Proof. Since the (i, j) th element of [1]⊕Hn−1 is hij , and in view of the definition of Dn,
the result is readily seen. �

For n = 4 in Lemma 2.14, we obtain

H4 =









U±k 0 0 0
U±2k U±k 0 0
U±3k U±2k U±k 0
U±4k U±3k U±2k U±k









=









1 0 0 0
0 U±k 0 0
0 U±2k U±k 0
0 U±3k U±2k U±k

















U±k 0 0 0
V±k 1 0 0

− (−B)±k 0 1 0
0 0 0 1









= ([1] ⊕ H3)D4.

If we define an n× n matrix Dk with Dk = In−k ⊕Dk, then we can obtain the following
result.

2.15. Lemma. For n > 1,

Hn = D1D2 · · ·Dn−1Dn.
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When n = 4 in Lemma 2.15, we get

H4 =









U±k 0 0 0
U±2k U±k 0 0
U±3k U±2k U±k 0
U±4k U±3k U±2k U±k









=









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 U±k

















1 0 0 0
0 1 0 0
0 0 U±k 0
0 0 V±k 1









×









1 0 0 0
0 U±k 0 0
0 V±k 1 0

0 − (−B)±k 0 1

















U±k 0 0 0
V±k 1 0 0

− (−B)±k 0 1 0
0 0 0 1









= D1D2D3D4.

3. Conclusion

In the present paper we introduce the n×n matrix Hn whose entries are Ukn satisfying
the general second order recurrence formula Ukn = VkUk(n−1) +(−1)k+1

BkUk(n−2), with
initial conditions 0, Uk for k > 0 and n > 1. We use the matrix Hn instead of the n× n

Fibonacci matrix Fn in the factorizations Pn = RnFn and Pn = FnLn given in [7] and
[6], respectively. Here we obtain new matrices corresponding to the matrices Rn and
Ln. Therefore, we give more generalized factorizations of the n × n Pascal matrix Pn.
Further, using these factorizations, the sequence {U±kn} and the matrix Hn associated
with the sequence {U±kn}, we generalize various results in [1, 3, 5, 6, 7].
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