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 Derin öğrenme (Deep Learning-DL), birçok alanda önemli başarılar elde etmiş güçlü bir makine 
öğrenmesi yöntemidir. Özellikle son on yılda, bilgisayarlı görü, nesne tanıma, konuşma tanıma, 
doğal dil işleme gibi birçok araştırma alanında başarılı sonuçlar elde ederek, yapay zekanın derin 
uykudan uyanmasına yol açmıştır. Günümüzde, çeşitli alanlardaki birçok araştırmacı, DL 
yöntemlerini kullanarak alanlarında en iyi sonucu almaya çalışmaktadır. Bu tarama çalışmasında, 
DL modelleri ve DL ile çalışılabilecek önemli araştırma konuları hakkında  bilgiler vererek 
araştırmacılara rehberlik etmeyi hedefliyoruz. Çalışmada Özerk Araçlar (Autonomous Vehicles), 
Doğal Dil İşleme (Natural Language Processing), El Yazısı Karakter Tanıma (Handwritten 
Character Recognition), İmza Doğrulama (Signature Verification), Ses ve Video Tanıma (Voice 
and Video Recognition), Tıbbi Görüntü İşleme (Medical İmage Processing), Büyük Veri (Big 
Data) gibi dünyanın en popüler ve en zorlu alanlarında yapılan DL çalışmalarını inceliyoruz. 
Ayrıca, araştırmacılara yardımcı olmak için, incelediğimiz bu alanlardaki DL ile çalışılabilecek, 
henüz çalışılmamış veya yeterince iyi sonuçlar elde edilememiş problemlere dikkat çekerek olası 
araştırma konularını listeliyoruz. Günümüzde, Derin öğrenme yöntemleri nesne tanıma alanında 
insanlardan daha iyi sonuçlara ulaşmıştır. DL üzerine yapılan çalışmalar dikkate alındığında, bu 
başarının otonom araçlar, tıbbi görüntü işleme, büyük veri analizi ve karakter tanıma gibi alanlarda 
da gerçekleşeceği öngörülmektedir. 
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 Deep learning (DL) is an important machine learning field that has achieved considerable success 
in many research areas. In the last decade, the-state-of-the-art studies on many research areas such 
as computer vision, object recognition, speech recognition, and natural language processing were 
especially led to the awakening of the artificial intelligence from deep sleep. Nowadays, many 
researchers try to find solutions to many problems in various fields under the light of DL methods. 
In this study, it is presented important knowledge to guide about DL models and challenging topics 
that can be used in DL for researchers. This study investigated DL studies which are made in the 
most popular and challenging fields such as autonomous vehicles, natural language processing, 
handwritten character recognition, signature verification, voice and video recognition, medical 
image processing, and big data. Furthermore, this study points out the remaining challenges of 
these research areas that can be solved by DL, and discusses future topics to help the researchers. 
In the present day, Deep learning methods have reached better results than humans in object 
recognition. According to the literature studies on DL, It is foreseen that this success will be 
achieved in areas such as autonomous vehicles, medical image processing, big data analysis, and 
character recognition. 

https://dx.doi.org/10.30855/gmbd.2019.03.01 

 
Keywords: 
Deep learning, 

Artificial Neural 
Netwoks, 

Convolutional Neural 
Network, 

Machine Learning 

*Corresponding 
Authors 
e-mail: 
atekerek@gazi.edu.tr 
 

 



189 
Yapıcı, Tekerek, Topaloğlu / Gazi Mühendislik Bilimleri Dergisi 5(3). (2019) 188-215 

 

PRINT ISSN: 2149-4916  E-ISSN: 2149-9373 © 2019 Gazi Akademik Yayıncılık 

 

 

1. INTRODUCTION (GİRİŞ) 

In last decades, Artificial Neural Network (ANN) 
based Machine Learning (ML) approaches have 
driven advances in many different research areas [1–
24]. The use of Deep Learning (DL) methods, which 
are the multi-layered structure of ANNs along with the 
improvements of GPU technology, have accelerated 
these advances. Furthermore, DL approaches have 
significantly outperformed state-of-the-art approaches 
in many fields such as object recognition [1, 3, 7, 9, 
25, 26], image processing [11, 27–32], computer 
vision[33–36], speech recognition [37–39], natural 
language processing (NLP) [10, 21, 27, 40–42], 
character recognition [5, 30, 43–46], signature 
verification [2, 6, 47–51]. Although the foundations of 
DL were based on ANN proposed by McCulloch and 
Pitts in 1943 [52], the real popularity has increased in 
2012. Multilayer neural networks have been 
unsuccessful for a long time as they have consistently 
achieved a local optimal solution. In addition, interest 
in multi-layered neural networks has not been more 
significance for a long time because the processing 
power of big data had increased too much. In 2006, 
Hinton et al. [53]  proposed a two-stage strategy for 
training DL effectively, which are pre-training, and 
fine-tuning with respectively. This was the first step 
to increased interest in DL. In 2012, Krizhevsky et al. 
[54] achieved a great success by improving the Top-5 
error rate from 26.2% to 15.3% in the ImageNet 
competition which is the most import competition in 
the object recognition field. This success achieved 
great reactions in the academy, and increased interest 
in DL. Besides the academic communities, many 
technology companies also contribute to the 
development of DL approaches by supporting. Many 
companies, such as Google [55, 56], Facebook [57], 
Microsoft [58, 59] and NVIDIA [60, 61]  have 
developed their own DL frameworks and released 
them as open source software so that researchers 
working on this area can develop new DL models. The 
success of DL is attributed to its high representational 
ability of input data, by using various layers such as 
Fully Connected (FC), Dropout, and Pooling. DL 
discovers intricate structure in large data sets by using 
the backpropagation algorithm to indicate how a 
machine should change its internal parameters that are 
used to compute the representation between layers 
[62, 63]. In literature, there are various DL 
architectures such as Deep Neural Network (DNN), 
Convolutional Neural Network (CNN), Deep Belief 
Network (DBN), Sparse Auto-Encoder (SAE), and 

Recurrent Neural Network (RNN). Although the 
essential structures of these frameworks are same,  
there are also some differences between DL models. 
Fig. 1. shows the approximate number of published 
DL articles by year. As it can seen clearly in the Fig. 
1, interest in DL has increased rapidly after 2012. 

Figure 1. Number of published deep learning articles by 
year. The numbers of articles were obtained from the search 
results on Scopus and Google Scholar with the query of 
‘Deep learning’.  

 
The basic structure of DNNs consists of an input 

layer, hidden layers and an output layer as in ANNs. 
The difference between DNNs and ANNs is the 
number of hidden layers which is more than one and 
directly affects the depth of the algorithm in DNNs. 
Firstly, raw data is given to the input layer, and 
secondly, all values are calculated sequentially along 
with the network layers as output. The obtained output 
value is used as input data for each next layer. The 
output values are calculated via the sum of the 
multiplication of the input and the weight for each unit 
in the current layer. Then, a non-linear function such 
as a rectified linear unit (ReLU), hyperbolic tangent or 
sigmoid is applied to compute the output values of the 
layer. The output data obtained as it progresses 
towards the last layer contains slightly more abstract 
representations than the state of the raw input data. It 
allows a more successful classification with the data 
[64]. According to  the developments in technology 
and the rapid increase in the use of DL in Figure 1 
many more researchers working in different fields 
may find their way to generate different DL 
approaches.  

Therefore, this review aims to guide the researchers 
who want to use the DL approaches in their studies. In 
the literature, although there are some review studies 
using DL on the subjects such as autonomous 

1,61 2,19 2,99 4,33 5,63

10,2

28,5
25,3

340 489 719 973 1202
2032

5133 4970

0

5

10

15

20

25

30

2004 2006 2008 2010 2012 2014 2016 2018
Pu

bl
ic

at
io

n 
N

um
be

rs

Thousand

Google

Scopus



190 
Yapıcı, Tekerek, Topaloğlu / Gazi Mühendislik Bilimleri Dergisi 5(3). (2019) 188-215 

 
 

PRINT ISSN: 2149-4916  E-ISSN: 2149-9373 © 2019 Gazi Akademik Yayıncılık 

 

vehicles[65], medical image processing [29, 66–69], 
big data [70, 71], natural language processing (NLP) 
[10, 19, 72], signature recognition [6, 32, 73], and 
many other fields [64, 69, 74–87], there is no 
comprehensive review covering all these fields. In this 
paper, we provide a review of DL which covers many 
challenging areas such NLP, medical image 
processing, mig data, hand-written character 
recognition, signature recognition, audio and video 
processing, and autonomous vehicles. This study 
investigates more than 230 articles related to DL 
applications in the selected areas. Main contributions 
of this study are summarized below: 
• to review of DL methods on many challenging 

areas. 
• to implement DL approaches in the most popular 

areas.  
• to introduce the challenging problems in popular 

topics. 
 
The manuscript is organized as follows. In Section 

2, comprehensive information on the DL applications 
is presented for the most popular areas. In Section 3, 
the important DL issues are proposed. Finally, the 
conclusion is given in Section 4.  

2. DEEP LEARNING RESEARCH 
AREAS (DERİN ÖĞRENME ARAŞTIRMA 
ALANLARI) 

In the last decade, with the development of ANN, 
many researchers have tried to develop further studies 
using DL methods. They achieved the-state-of-art 
results in many research areas such as autonomous 
vehicles, medical image processing, handwritten 
character recognition, and natural language 
processing. In this section, DL studies are investigated 
in popular areas to illuminate the paths of researchers 
working in DL. We visualized the researches in tables 
according to study fields, titles, methods, used tests, 
and training databases in order to make it easier for 
researchers to analyze. In literature, there are many 
study fields using DL approaches achieved high 
success, but in this review, seven research areas such 
as Autonomous Vehicles, Natural Language 
Processing, Handwritten Character Recognition, 
Signature Verification, Voice and Video Processing, 
Medical Image Processing, and Big Data are selected. 

2.1. Autonomous Vehicles 

In this section, the recent DL studies are 
investigated in autonomous vehicles. With the 

development of DL, technologies in autonomous 
vehicles have seen significant advances in recent 
years. DL become indispensable in application of 
autonomous vehicles. In the literature, autonomous 
vehicle studies for the aerial, underwater, and lander 
vehicles have focused on vehicle detection, obstacle 
detection, control strategies, autonomous driving, 
traffic and collision prediction. Vehicle and obstacle 
detection is one of the most important part of 
autonomous driving. Hence, so many researchers have 
studied to overcome these problems. To solve this 
problem, DL algorithms generally consist of two 
steps: region proposal and region classification. Shi et 
al. [88] proposed a Fast Recurrent-CNN to detect 
vehicle. They tested the algorithm on the public KITTI 
data set, self-collected BUU-T2Y data set, and mixed 
data set. In another study, Du et al. [89] proposed a 
DL framework for car detection, which fuses LIDAR 
and camera. Soin and Chahande [90] proposed 
moving vehicles detection on-road for driverless car 
assistance systems based on R-CNN. They claimed 
that the method was achieved 100% accuracy with 
respect to detection accuracy on the CIFAR-10 
dataset. Obstacle detection and classification on-road 
is one of the key tasks in the perception system of self-
driving vehicles. Nguyen et al. [91] used the DL for 
the classification of obstacles that were detected by 
using adaptive U-V disparity. Prabhakar et al. [36] 
developed a DL system that is region-based CNN  
trained with the PASCAL VOC image dataset for the 
detection and classification of on-road obstacles such 
as vehicles, pedestrians and animals. A fully 
convolutional network is proposed to predict pixel-
wise semantic labeling of on-road unexpected 
obstacles such as lost cargo by Ramos et al. [24]. 
Deepika and Variyar [92] used the SegNet encoder-
decoder architecture for pixel-wise semantic 
segmentation of the video frame followed by an 
obstacle detection algorithm. Dairi et al. [93] designed 
a hybrid encoder that integrates deep Boltzmann 
machines (DBM) and auto-encoders (AE) for obstacle 
detection. They combined the unsupervised hybrid 
model with the one-class support vector machines 
(OCSVM) to visually monitor an urban scene. In 
literature, collision and traffic predictions are other 
challenging tasks for self-driving cars. Vehicle 
taillights detection is an important topic in collision 
avoidance and autonomous vehicles. For this reason, 
Vancea et al. [31] addressed this problem by using 
FCN based on VGG16 architecture for vehicle rear 
light segmentation. Chen et al. [94] proposed a BP 
neural network optimized by GA to estimate the 
probability of collision. In this neural network, it has 
taken into account the effects of many factors, 
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including drivers, environment, vehicles, and path. In 
the study, the selection of the thresholds in the BP 
neural network is optimized by the GA. Liu et al. [95] 
proposed a decentralized multi-agent collision 
avoidance method based on deep reinforcement 
learning. Obtaining accurate and timely traffic flow 
information is essential for the success of intelligent 
transportation systems. Hence, traffic flow prediction 
is one of the major tasks of self-driving cars.  In the 
literature, there are many studies to address this task 
by using DL algorithms such as DBN, SAE, CNN, 
RCNN, RNN. DBN based architecture was used 
widely for traffic flow prediction. Huang et al. [96] 
developed a deep architecture that consists of two 
parts, i.e., DBN for unsupervised feature learning at 
the bottom and a multitask regression layer (MTL) at 
the top. For short-term traffic speed information 
prediction, Jia et al. [97] are proposed a DBN based 
model that was trained in a greedy unsupervised 
method, and fine-tuned by labeled data. In the other 
study, Jin et al. [98] used DBN and LSTM to conduct 
short-term traffic speed prediction with the 
consideration of rainfall impact as a non-traffic input. 
They reported that the R-LSTM has the best accuracy 
value according to R-DBN, R-BPNN, and R-ARIMA. 
Koesdwiady et al. [99] proposed a prediction 
architecture that incorporates DBN and data fusion to 
derive traffic flow prediction by using traffic flow 
history and weather data. Wang et al. [100] proposed 
an error-feedback recurrent CNN (eRCNN) model for 
the continuous traffic speed prediction. In another 
stud, Liu, Polson and their teams an LSTM based 
RNN architecture was used to improve traffic flow 
prediction accuracy. Du et al. [101] implemented an 
LSTM based regression model to predict the historical 
traffic data by revealing the pattern of traffic volume. 
They claimed that the LSTM model has the ability to 
remember the former state of time point and give a 
more accurate estimation of the next time points. Liu 
et al. [102] proposed a combination of Convolution 
and LSTM for traffic flow prediction. First, they used 
a Conv-LSTM module to extract the spatial-temporal 
feature of traffic flow, and then a Bi-LSTM module to 
obtain the period feature of traffic flow. For traffic 
flows prediction, Polson et al. [103] developed a DL 
architecture that combines a linear model fitted using 
regularization and a sequence of layers. In the other 
studies related to traffic flow prediction, Lv, Duan and 
their colleagues used SAE architecture. Lv et al. [104] 
explored a DL approach to predict traffic flow at 
different time ranges such as 15-min flow, 30-min 
flow, 45-min flow, and 60-min flow. They reported 
the best SAE architecture for every time ranges. Duan 
et al. [105] evaluated the performance of the SAE 

model for traffic flow prediction at daytime and 
nighttime. They also reported the hyper parameters of 
the SAE model at different times. In another study, 
Stacked Denoising Auto-Encoder (SDAR) based DL 
architecture was used for outdoor vehicle tracking by 
Xin et al. [106]. They trained the SDAE and then 
added k-sparse constraint to SDAE (kSSDAE) for 
classification. Hadsell et al. [107] described a self-
supervised DL based DBN approach for the 
classification complex terrain at distances up to the 
horizon by identifying trees, paths, man-made 
obstacles, and ground. Object recognition and 
pedestrian detection algorithm was developed with 
DL for autonomous driving by Ucar et al. [26]. In this 
study, feature extraction was carried out by using both 
CNN and Bag of Visual Words (BOW) approach. Al-
Qizwini et al. [22] introduced the Direct Perception 
DL algorithm by comparing different CNN 
architecture for autonomous driving. According to 
obtained results, GoogLeNet is the best performing 
architecture for autonomous driving in road feature 
extraction. Xia and Rausch seperately, introduced a 
different DL model to control autonomous vehicles. 
Rausch et al. [108] used CNN architecture in the 
application vehicles, and control strategy of Xia [109] 
is deep Q-learning with filtered experiences (DQFE) 
model, which combined the classic neural fitted Q-
iteration and DL technique to obtain a control strategy 
with less resource consumption.  

In literature, DL has also used so much in aerial and 
underwater autonomous vehicles. For the control of 
autonomous aerial vehicles, Zhang et al. [110] trained 
a DL algorithm by generated data according to MPC-
guided policy. They claimed that the algorithm was 
able to learn complex policies, such as high-speed 
obstacle avoidance, using raw sensor inputs, and low-
level rotor command outputs. For docking of 
autonomous underwater vehicle, Yahya and Arshad 
[111] proposed a R-CNN based DL application which 
detected the markers on a docking station. Yu et al. 
[112] tackled the control problem of trajectory 
tracking of Autonomous Underwater Vehicles 
(AUVs) based on the DL algorithm. They used a 
combination of two different DL algorithms to control 
AUVs. The first algorithm was used to select the 
action, and then the second was used to evaluate the 
accuracy of the selected action.  

2.2. Natural Language Processing 

Big data has grown rapidly over the last few 
decades. Therefore, semantic data extraction from raw 
data has become important necessity. Natural 
Language Processing (NLP) playes a major role in 
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acquiring relevant information of importance to 
business and intelligence. Studies in the field of NLP 
has great importance for this purpose. With the 
development of DL and artificial intelligence (AI), 
many researchers used neural networks in NLP tasks 
such as call–routing classification, spoken language 
understanding (SLU) systems, and semantic data 
extraction.   

Cambria and White [19] introduced a review on 
recent developments in NLP research to look at the 
past, present, and future of NLP technology. It is a 
helpful study to learn about research field of NLP. 
Application of DBNs to natural language call routing 
was proposed by Sarikaya et al. [113]. They compared 
between DBNs and other methods such as Boosting, 
MaxEnt, SVM. It was reported that DBNs produce 
better classification results than other methods even 
though it currently uses an impoverished 
representation of the input. In other study, Sarikaya et 
al. [40] applied DBNs to overcome natural language 
understanding problem. In a PhD thesis, Richard 
Socher [21] it was studied RNN to solve multiple 
language tasks involving word and sentence-level 
predictions of both continuous and discrete nature 
[21]. In this study, different RNN architectures such 
as SU-RNN, MV-RNN, C-RNN, DT-RNN, and 
RNTN were used and compared the performance of 
them.  

The most important limitation of NLP research on 
DL is insufficient data. For this reason, Galinsky et al. 
[41] proposed data augmentation approaches that are 
replacing words with their synonyms, reshuffling the 
words and adding new adjectives. After augmentation, 
they used CNN for addressing the sentiment analysis 
problem on Russian language. Natural Language 
Generation (NLG) systems have not been generalized 
across domains, and this is heavily restricting their 
usability beyond a single application. Therefore, 
Dethlefs [114] proposed a LSTM-Encoder-Decoder 
based RNN architecture for addressing the domain 
adaptation problem of NLG. In the study, Two LSTM 
model was used. The first one learns a latent 
representation of a semantic input, and the second one 
learns to decode it to a sequence of words. It is claimed 
that the learned representations can be transferred 
across domains and leveraged effectively to improve 
training on new unseen domains. Zhuang et al. [42] 
used a CNN model with chunk-max pooling by the 
leverage Chinese stroke for learning the continuous 
representation of Chinese character [42]. They built an 
NLP service for Chinese text classification for use in 
future studies. In another study, Zhang et al. [27] 
proposed a novel CNN and RNN based DL method 
which generates natural language descriptions of 

remote sensing images. In this study, CNN detected 
the main objects of the remote sensing images, and 
RNN generated the natural language descriptions of 
the objects. Al-Ayyoub, Sharma and their colleagues 
published a survey paper about DL studies in NLP. 
Sharma and Kaushik [72] have emphasized the 
importance of DL in NLP studies, and also 
recommended reinforcement learning as an extension 
to neural networking which is widely used in gaming 
for NLP. The survey of Al-Ayyoub et al. [10] was 
about DL studies in Arabic NLP. In this survey, they 
aimed to serve a guide for the young and growing 
ANLP community to help bridge the huge gap 
between ANLP literature and richer and more mature 
English NLP literature. 

2.3. Handwritten Character Recognition 

Character recognition is still one of the most 
challenging fields for researchers. Especially, the 
handwritten character recognition is an arduous task 
since the character usually has various appearances 
according to a different writer, writing style and noise. 
Handwriting recognition is composed of two types 
such online (stroke trajectory-based) and offline 
(image.-based). Due to the inadequate number of 
features that characterize, the offline handwriting 
character recognition problem is more difficult than 
online. With the great developments on the DL, many 
researchers try to tackle this problem by using DL 
based methods. 

One of the first DL-based studies on handwriting 
character recognition is hand-written digit recognition 
published by Y. LeCun et al. [115]. They proposed a 
fully connected multilayer neural network called 
LeNet for hand-written digit recognition. In 1995, 
Bengio, LeCun et al. [116] introduce a new Artificial 
Neural Network (ANN) and Hidden Markov Model 
(HMM) based hybrid approach for online recognition 
of handwritten words. They used CNN for recognition 
and used HMM to tag every word with an error score. 
They globally trained an entire system to minimize 
word-level errors. The different HMM and ANN 
models were used by Espana-Boquera et al. [117] for 
recognizing unconstrained offline handwritten texts. 
For the handwritten Arabic character recognition task, 
Al Jawfi [5] designed a LeNet based network that 
consists of two stages. The first stage is to recognize 
the main shape of the character, and the second stage 
is to determinate the dots. Lamsa-at and Horata [43] 
compared the recognition ability of Deep-Learning 
Feedforward-Backpropagation Neural Network 
(DFBNN) and Extreme Learning Machine (ELM) on 
three different data sets of the handwritten character. 
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They compared the classifiers in two categories: non-
extracted and extracted features according to 
Histograms of Oriented Gradients (HOG). They 
reported that features extracted by HOG can improve 
recognition rates of both DFBNN and ELM. 
According to the obtained results, DFBNN provided 
higher recognition rates than ELM. Yin et al. [118] 
presented a paper to define the tasks, methods, and 
results of the Chinese handwriting recognition 
competition held at the 12th International ICDAR13. 
They reported that ten groups joined with 27 systems 
for achieving five tasks:  classification on extracted 
feature data (Task 1), offline isolated character 
recognition (Task 2), online isolated character 
recognition (Task 3), offline handwritten text 
recognition (Task 4), and online handwritten text 
recognition (Task 5). In 2014 Sazal et al. [119] 
proposed a DBN based DL architecture to overcome 
Bangla handwritten character recognition. They 
applied the algorithm in two stages: supervised and 
unsupervised. They tested the algorithm on the dataset 
of Bangla numerals and other basic characters 
collected from the Indian Statistical Institute. As a 
result, they reported that the DBN approach can 
achieve a higher recognition rate even though no 
handcrafted feature was used. Pham, Doetsch and 
their colleagues used RNN to overcome the problems 
of offline handwriting recognition. Pham et al. [120] 
used LSTMs on three different handwriting datasets 
which contain French, English and Arabic text. They 
used the dropout technique with LSTM and reported 
that the performance of the word recognition networks 
could be improved if dropout is applied at multiple 
LSTM layers. Doetsch at al. [121] introduced a 
trainable modification of the activation functions 
inside the gating units of an LSTM-RNN in offline 
handwriting recognition. They showed that the frame-
wise recognition performance can be improved using 
the proposed gate scaling method. 

In the literature, CNN is the more preferred than 
different types of DL architectures such as DBN, 
RNN, etc. for the hand-written character recognition 
tasks. In 2011, to improve handwritten character 
recognition error rates, Ciresan et al. [122] proposed a 
group of CNN classifiers for each error on various 
parts of the training set.They reported 0.27% error 
rates for seven deep CNNs trained with graphics 
cards, narrowing the gap to human performance. In 
2012, Multi-column DNN (MCDNN) was the first to 
achieve human competitive performance on the 
famous MNIST handwritten digit recognition task. 
MCDNN was designed with combining several DNN 
columns by Ciresan et al. [30]. They also show how 
MCDNN further decreases the error rate by 30-40%. 

In 2015, another study was published by Ciresan and 
Meier [123] for the character classification. In this 
study, they used to same MCDNN model in their 
previous paper for offline handwritten Chinese 
character classification.  It was claimed that MCDNN 
could classify handwritten Chinese character dataset 
with almost human performance. CNN based 
handwritten Hangul recognition application was 
presented by Kim and Xie [45]. They also improved 
the training speed and recognition performance 
through GPU-based parallel processing and elastic 
distortion. They reported that the recognition rate on 
two public Hangul image databases, 95.26 % on 
SERI95a and 92.92 % on PE92. Zheng et al. [46] used 
CNN to train the recognition model of handwritten 
character images which are extracted from the original 
sunspot drawings. They tested the method on sunspot 
drawings provided by the Chinese Academy Yunnan 
Observatory. Wu et al. [15] proposed a hand-writing 
recognition method based on Relaxation CNN (R-
CNN) and Alternately Trained Relaxation CNN 
(ATR-CNN). The difference between R-CNN and 
CNN is whether neurons within a feature map share 
the same convolutional kernel. In the traditional CNN, 
neurons share the same weight matrix, but in the R-
CNN, neurons use different weight matrices. ATR-
CNN was used for the training procedure because R-
CNN increased the total number of parameters 
sharply. Chen et al. [124] designed a multi-supervised 
training model. The separately trained CNN models 
can be seen as different classifiers, though the training 
dataset is the same. Hence, they used to multi model 
voting method to decide for the final recognition 
result. They reported that the performed method was 
better than humans in handwritten digit (MNIST) and 
Chinese character (CASIA) recognition. A new 
training method to enhance Deep Convolutional 
Neural Networks (DCNN) in handwritten Chinese 
character recognition was proposed by Yang et al. 
[125]. For better performance, they used various types 
of domain knowledge, including deformation 
transformation, non-linear normalization, imaginary 
stroke maps, 8-directional feature maps, and path 
signature feature maps. They also used a new training 
method called DropSample for avoiding interference 
due to noisy samples. In 2017, Xiao et al. [44] 
proposed a new method for building fast and compact 
CNN model for large scale handwritten Chinese 
character recognition (HCCR). In the model, they 
used a Global Supervised Low-rank Expansion 
(GSLRE) method and an Adaptive Drop-weight 
(ADW) technique to solve the problems of speed and 
storage capacity. They claimed that compared with the 
state-of-the-art CNN model for HCCR, their model is 
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approximately 30 times faster, yet 10 times more cost-
efficient. Huang et al. [126] designed the inception 
font network (IFN) model which composed of two 
additional CNN structure elements for Chinese font 
recognition (CFR). In the model, they used the 
DropRegion method which randomly removes several 
elastically sized regions from the characters instead of 
Dropout. By using DropRegion, they aimed at data 
augmentation, thus improved the generalized 
applicability of the CNN-based network model and 
prevented model overfitting. CNN based DL 
algorithms are widely used in other languages as much 
as Chinese for achieving handwritten character 
recognition tasks. Boufenar et al. [127] designed a 
new DCNN architecture for off-line handwritten 
Arabic character recognition. The architecture was 
built around the AlexNet CNN and uses the transfer 
learning paradigm with and without preprocessing 
step. The Genetic Algorithm (GA) assisted CNN 
model was used to cope with the Devanagari 
handwritten numeral recognition problem. In this 
hybrid model, Trivedi et al. [128] proposed to use the 
genetic algorithm on the training phase of CNN to 
cope with the expensive computational cost of 
training. They reported that the GA implementation 
improves the accuracy of CNN. Soomro et al. [129] 
published a comparative study of hand-written 
character recognition. They compared the two-state of 
art CNN architectures such as AlexNet and Google 
Net. The architectures were tested on Chars74K and 
local datasets, which include English hand-written 
characters. As a result, they reported that the 
GoogleNet architecture outperforms the Caffe 

AlexNet architecture on varying test cases, on the 
application of handwritten character recognition. A 
combination of models of CNN and sequence to 
sequence (Seq2Seq) was used by Sueiras et al. [130] 
for offline hand-written Latin character recognition. 
They applied the CNN over a sequence of image 
patches obtained from the character image using a 
horizontal sliding window, and then they used the 
feature which obtained from CNN in the Seq2Seq 
network for character recognition. 

2.4. Signature Verification 

Signatures are the most commonly used biometric 
authentication technique for hundreds of years. The 
signatures have signed on paper with the pen for 
hundreds of years. Nowadays, with the development 
of technology, also online signature can be used via 
electronic devices such as tablets and computers. 
Therefore, today there are two types of signatures such 
as offline (static) and online (dynamic).  

In offline signature verification, a signature that is 
used as input data for process is available on a 
document and it is scanned to obtain its digital image 
representation. The offline signature has very few 
features for classification. The online signature is 
signed by special hardware, such as a digitizing tablet 
or a pressure-sensitive pen, to record the pen 
movements during writing. Therefore, it has many 
features for classification process [28, 49, 131, 132]. 
Table 6 presents a comparison of common features for 
offline and online signatures [133–135]. 

 
Table 1 Comparison of common features for offline and online signatures 

List of common features 
Offline Signatures Online Signatures 
f1 Aspect Ratio f1 -f13 All common features of offline signature 
f2 Out Ratio f14 Coordinate  
f3 Vertical and Horizontal Center f15 Coordinate  
f4 Base line shift f16 Pressure  
f5 Moments Features f17 Time stamp 

f6 Vertical and Horizontal Projection Peaks f18 
Absolute position, 

 r  
f7 Number of Edge and Cross Points f19 Velocity in  
f8 Number of closed loops f20 Velocity in  

f9 Maximum Vertical and Horizontal Projection f21 
Absolute velocity,   

 
f10 Grid Features f22 Velocity of  
f11 Texture Features f23 Acceleration in  
f12 Height f24 Acceleration in  
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f13 Width f25 
Absolute acceleration, 

 
  f26 Pen down Time  
  f27 Pen up Time  

Signatures, which legally impose financial and 
moral liabilities, are an authentication technique that 
is still widely used today especially in legal 
documents, banking, and commercial transactions. 
Hence, signature verification/recognition is one of the 
most important fields for researchers. To tackle this 
problem, signature competitions which is named as 
SigComp2011 [136], 4NSigComp2012 [137] and 
SigWiComp2013 [138] were organized. In addition, 
many researchers presented [28, 32, 73, 139] the-
state-of-the-art studies and surveys about signature 
verification and recognition systems. Researchers 
have tried to solve this problem by using algorithms 
such as Support Vector Machines (SVM), Dynamic 
Time Wrap (DTW), Principle Component Analysis 
(PCA), Fuzzy Systems Methods, Probabilistic Neural 
Network (PNN), Deep Multitask Metric Learning 
(DMML). In literature, the best results have been 
taken by DL algorithms. Along with the promising 
developments of DL, researchers have begun to 
develop new DL-based algorithms to address the 
signature verification and recognition. 

In 2011, for offline signature recognition, Ribeiro 
et al. [6] proposed a two-step hybrid classifier system, 
the first, identifies the owners of the signatures while, 
the second, determine its authenticity. They compared 
performances of the fourteen-different feature 
extraction algorithms in the study. They also extracted 
a high-representation of the signature images through 
multi-layers in a deep hierarchical structure and 
pointed out that the DL algorithm will perform good 
success in this area together with the development of 
the GPU technology. In the literature, it has clearly 
seen that many researchers using multi-model 
algorithms that are composed of Writer-Independent 
(WI) and Writer-Dependent (WD) for signature 
verification/recognition [2, 35, 140, 141]. Zhang et al. 
[2] proposed a new Deep Convolutional Generative 
Adversarial Network (DCGANs) model for offline 
signature verification with multi-phase architecture 
which works together with a hybrid Writer-
Independent-Writer-Dependent classifier. In the 
study, they reported that the method is promising, 
even though their system does not achieve 
performance close to the-state-of-the-art for GPDS, 
because it combines conveniences and robustness. 
Soleimani et al. [140] developed a Deep Multitask 

Metric Learning (DMML) method for offline 
signature verification. In the method, they used the 
knowledge extracted from the similarities and 
dissimilarities between the genuine and forged 
samples of other classes for achieving better results. 
They used a mixed approach of WI and WD to obtain 
the knowledge data. As a result, they reported that 
DMML outperforms SVM and DDML whether WI or 
WD. Hafemann et al. [35] used CNN with WI and WD 
model for signature verification. In the model, they 
used the WI method for feature extraction in the 
learning phase and then used the WD method by using 
the extracted features for classification. They reported 
the method is promising and achieving performance 
close to the state-of-the-art. In another study, 
Hafemann et al. [141] compared two different CNN 
architecture that consists of AlexNet and VGG for 
increasing the success of signature verification. They 
used the architectures with different parameters 
(number of hidden, pooling and fully connected 
layers, filter size, number of stride and padding) for 
fine-tuning. They also compared these architectures 
with dropout and without dropout. As a result, they 
reported that the best performing models were the 
AlexNet architecture (with 8 trainable layers) and the 
AlexNetreduced (with 6 trainable layers) when using 
the features to training linear SVMs and SVMs with 
RBF kernel, respectively. They also reported that 
features learned in a writer-independent format can be 
very effective and writer-dependent classifiers trained 
with these features can perform very well even with 
the limited number of samples per user (e.g. 5 
samples) and linear classifiers. In 2017 Hafemann et 
al. [142] presented different formulations based on the 
CNN model which was shown above by them, for 
learning representations for offline signature 
verification. They claimed that Equal Error Rate ( 
EER) 1.72% have been obtained in the GPDS-160 
dataset. Tayeb et al. [143] proposed a CNN based 
signature verification application. They tested the 
application on the SIGCOMP 2011 dataset and 
reported that the application was able to correctly 
detect the validity of the inputted signature 
approximately 83 percent. 

In the literature, it is seen that almost all studies are 
about the offline signature verification by the CNN 
methods. Similarly, DL algorithms are more 
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successful on verification of online signatures, since 
online signatures have high and robust features. Thus, 
this field is promising study area for researchers. In 
2018, Tolosana et al. [144] proposed multiple RNN 
systems for online handwritten signature verification. 
They used both Long Short-Term Memory (LSTM) 
and Gated Recurrent Unit (GRU) systems with a 
Siamese architecture. They reported the proposed 
recurrent Siamese networks have outperformed the-
state-of-the-art online signature verification systems. 

We noticed that there is not comprehensive 
literature view about signatures verification and 
signatures recognition studies based on DL, although 
there are two papers introduced by Sanmorino, 
Hafemann and their teams. This proves the 
importance of review will contribute greatly to the 
researchers. In 2012, Sanmorino et al. [73] published 
a survey on handwriting signature verification in three 
main sections which composed of data acquisition 
method, preprocessing, and verification technique 
(Artificial neural networks-ANN, hidden Markov 
model- HMM, and support vector machine-SVM). 
Although the survey does not contain DL methods, 
they reported that ANN had the best performance and 
the easiest implementation. Another literature review 
paper on handwriting signature verification was 
published by Hafemann et al. [32] in 2017. This 
review consists of five sections such as problem 
statement, datasets, preprocessing, feature extraction 
and training model. In the training model section, they 
discussed performance of DL models in addition to 
ANN. As a result, they reported that in the future 
works on signature verification will continue 
increasingly and in particular learning representations 
from signature images by using DL methods will 
increase the performance. 

In our opinion, signature verification studies will 
gain more importance in the future together with the 
serious development of  DL technologies. DL 
methods will show especially out performs on feature 
extraction and data augmentation parts. So, this will 
make better performance on signature verification and 
recognition. 

2.5. Voice and Video Processing 

DL has used frequently in video and audio 
processing areas as well as in many image processing 
areas. For this reason, DL was used in audio and video 
applications such as audio-visual voice activity 
detection, phonological features detection and 
classification, speaker emotion recognition, speech 
enhancement and recognition, noise separation, 

human action recognition, emotion, expression, and 
object recognition in videos. 

DL studies conducted in the field of audio 
processing are mostly studied in speech recognition 
applications. For achieving this process, it was seen 
that DL architectures which are mostly used are 
Recurrent Neural Network (RNN), Deep Denoising 
Autoencoders (DDAE), Deep Belief Networks 
(DBN). Wei et al. [145] built an articulatory model 
using hybrid deep neural networks (DNNs) and 
hidden Markov models (HMMs) methods to map both 
the acoustic and voicing features into articulatory 
spaces for Mandarin speech recognition. Tamura et al. 
[39] developed a DNN application for Audio-Visual 
Speech Recognition (AVSR) using deep bottleneck 
features and high-performance lipreading. They 
reported that the application achieved 73.66% 
lipreading accuracy and 90% AVSR accuracy on 
average in noisy environments. In another study, Wu 
et al. [146] used DNN for speech enhancement and 
speech recognition. They adopted two techniques, 
namely DNN-based regression to enhance reverberant 
and noisy speech, followed by DNN-based multi-
condition training for recognition. Becerra et al. [37] 
introduced two new variations of the frame-level cost 
function for training a DNN in order to achieve better 
speech recognition. Due to the profound differences 
between acoustic characteristics of neutral and 
whispered speech, the performance of traditional 
automatic Speech Recognition (ASR) systems trained 
on neutral speech degrades significantly when the 
whisper is applied. To tackle this problem, Grozdić et 
al. [38] proposed the new system based on Deep 
Denoising Autoencoders (DDAE). Speech 
enhancement is one of the most important 
preprocessing step. Therefore, many researchers [147, 
146, 148] work on speech enhancement applications 
to enhance the background noise and interfering 
speech in a speaker dependent. Another challenging 
task in audio processing based on DL is Speech 
Emotion Recognition (SER). Fayek, Mannepall and 
their teams [149, 150] proposed to the DL methods to 
overcome this challenging task. Fayek et al. [149] 
focused on a frame-based formulation for SER, 
aiming to achieve a system with a simple pipeline and 
low latency by modeling intra-utterance emotion 
dynamics. They proposed the SER system to 
empirically explore feed-forward and RNN 
architectures and their variants. Mannepall et al. [150] 
developed a new novel algorithm, called Adaptive 
Fractional DBN (AFDBN) for robust SER. They 
claimed that the proposed AFDBN achieved the 
higher accuracy as 99.17% and 97.74% on Berlin and 
Telugu database which ensured better emotion 
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recognition performance. Zhang et al. [151] proposed 
a DL framework to extract and recognize emotional 
information from respiration (RSP) signals. The DL 
framework includes a sparse auto-encoder (SAE) to 
extract emotion-related features and two logistic 
regression with one for arousal classification and the 
other for valence classification. Bhowmik et al. [152] 
designed deep-structured models which are pre-
trained by stacked autoencoder for detection and 
classification of the phonological feature of Bengali 
continuous speech. Another DL based speech 
classification study proposed by Deng et al. [153]. 
Achanta and Gangashetty[154] compared deep Elman 
RNN (ERNN) against deep gated RNNs for statistical 
parametric speech synthesis (SPSS). They claimed 
that Deep Elman RNNs are better suited for acoustic 
modeling in SPSS when compared to DNNs and 
perform competitively to deep SLSTMs, GRUs, and 
LSTMs. They remained Elman RNN based duration 
model is better than the DNN based counterpart. Ariav 
et al. [155] performed a deep architecture based on 
RNN for audio-visual voice activity detection. 

Video processing has been in the center of 
computer vision community for a long time. 
Therefore, video processing is one of the most 
challenging area for researchers. In this area, there are 
many important problems as object recognition, face 
recognition, emotion recognition, and action 
recognition in video. Learning by deep CNNs has 
shown outstanding effectiveness in a variety of image-
based classification tasks. Deep CNNs have also 
begun to be used to tackle video problems, along with 
the understanding that the computational efficiency of 
CNNs can be used in real-time applications. Object 
recognition is one of the most studied areas in the 
literature. Roman et al. [1] proposed a general DL 
framework for real-time object recognition in 
egocentric videos guided by visual salience to help 
grasping actions for neuro-prostheses. They reported 
that computational time at generalization is lower than 
a time of visual fixation. CNN knowledge transfer 
framework was described by Xin et al. [7] for 
underwater object recognition. The developed system 
can work for real-time live object recognition from 
underwater videos. They reported that discriminative 
features can be extracted from relatively low contrast 
images via the system. For security, detection of a 
hazardous substance as a bomb, gun, knife etc. is 
crucial problem. Real time live object recognition 
from videos is also very important for security. To 
tackle this problem, Olmos et al. [156] presented a 
novel automatic pistol detection system in videos 
appropriate for both, surveillance and control 
purposes. They pointed out that the most promising 

results have been obtained with Faster R-CNN based 
model which has a VGG-16 classifier. It is seen that 
face and emotion recognition are commonly studied 
in other areas for object recognition from video. It is 
seen that face recognition and emotion recognition are 
other challenging tasks in object recognition from 
video. CNN based Face Recognition (FR) from the 
video which has only a single sample (i.e., still ROI) 
per person (SSPP) is proposed by Parchami et al. 
[157]. The developed Canonical Face Representation 
CNN (CFR-CNN) method is based on a deep 
supervised autoencoder that can represent the 
divergence between the source (still ROI) and target 
(video ROI) domains encountered in still-to-video FR. 
Rao et al. [158] proposed a local temporal 
representation for video face recognition by 
combining the CNN feature with recurrent layers with 
locality constraints to make better use of temporal 
information. They presented a new attention-aware 
deep reinforcement learning (ADRL) method for 
video face recognition. Another face recognition 
study based on DL for spoof face detection published 
by Akbulut et al. [159]. They used two different DL 
models, namely (Local Receptive Field) LRF-ELM 
and CNN. The LRF-ELM model contains a 
convolution layer, a pooling layer, and a fully 
connected layer. They reported that the LRF-ELM 
method yielded better results against CNN. Studies of 
DL based emotion recognition from the video is 
presented by many researchers. A multimodal 
approach for video-based emotion recognition in the 
wild was proposed by Kaya et al. [4],  DL framework 
for achieving emotion recognition from low bit rate 
video was published by Cheng et al. [160], in another 
study Gupta et al. [161] presented an architecture 
based on DL for expression recognition in videos, 
which are invariant to local scaling. Classification of 
human actions is very challenging and important in 
many video-based applications. The challenge in 
human action analysis is to properly characterize 
spatial-temporal information and facilitate subsequent 
comparison/recognition tasks. To address this 
problem, some approaches would use the body 
movements for building various action syntactic 
primitives to represent and recognize actions. The 
ConvNets largely promoted the development of action 
recognition in video. A new deeper two-stream 
ConvNets for action recognition was proposed by Han 
et al. [162]. Another ConvNets based video 
classification was proposed to recognize human 
actions based on motion sequence information in 
RGB-D video using DL by ljjina and Chalavadi [163]. 
Alghyaline et al. [18] proposed a novel video 
representation to improve human action recognition 
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based on symmelets, IDT and DL. Parisi et al. [164] 
introduce a deep neural architecture for the lifelong 
learning of the body. The architecture consists of a 
series of hierarchically arranged self-organizing 
neural networks for learning action representations 
from pose–motion features. Ma et al. [165] proposed 
Region-sequence based six-stream CNN features for 
fine-grained human action recognition in videos. In 
the method, they divided the human body into six 
regions and used six-stream CNN for human action 
recognition. Herath et al. [82] provide a detailed 
review study that also includes the impact of Deep-
nets on human action recognition over the past decade. 
The human targets need to be localized first before 
actual analysis is conducted to analyze her/his 
behavior or activities. For this reason, a novel deep 
multi-channel residual networks-based metric 
learning method is introduced for the first time to 
realize moving human localization in video 
surveillance by Huang et al. [166]. Video compressive 
sensing (CS) aims at increasing the temporal 
resolution of a sensor. In another study, Iliadis et al. 
[167] present the first deep learning architecture for 
temporal video CS reconstruction approach, based on 
fully connected neural networks, which learns to map 
directly temporal CS measurements to video frames. 
Li and Wang [12] proposed a novel deep residual 
CNN to predict a high-resolution image using 
multiple motion-compensated observations. In the 
study, they used a optical flow algorithm for motion 
estimation and motion compensation. 

2.6. Medical Image Processing 

In recent years, the developments of deep learning 
algorithms have had a major impact on medical image 
analysis studies. Using the DL algorithms on medical 
images, very successful results have been obtained in 
the fields such as classification, object detection, 
segmentation, registration, and retrieval.  
Object classification which is usually focused on the 
classification of a small (previously identified) part of 
the medical image into two or more classes is not 
enough for accurate classification. In the literature, we 
have seen that many researchers have used multi-
model CNN architectures to tackle this problem. For 
skin lesion classification, Kawahara and Hamarneh 
[16] presented a novel CNN architecture that is 
composed of multiple tracts, which is each tract 
analyzes the image at a different resolution 
simultaneously. For skin lesion classification 
designed to learn based on information from multiple 
image resolutions while leveraging pre-trained CNNs. 
While traditional CNNs are generally trained on a 

single resolution image. Setio et al. [14], presented a 
CAD system for pulmonary nodule detection in CT 
scans based on multi-view CNNs. They showed that 
ConvNets-CAD is highly suited to be used as a 
decision aid in a lung cancer screening scenario by 
promising results and low computation time make. 
Mohsen et al. [168] used a Deep Neural Network 
classifier for classifying brain MRIs into 4 classes e.g. 
normal, glioblastoma, sarcoma, and metastatic 
bronchogenic carcinoma tumors. The classifier was 
combined with the discrete wavelet transform (DWT), 
the powerful feature extraction tool, and principal 
components analysis (PCA). According to the results, 
the performance of the classifier was high.  Gao et al. 
[169] proposed a fused CNN architecture to featuring 
both automatic and selective DL networks for the 
classification of echocardiography videos of eight 
viewpoint classes. They point out that CNN 
architecture of two-strand networks performs the best 
with classification results up to 92.1% of accuracy. 

The detection of objects of interest or lesions in 
medical images is a key part of diagnosis and is one of 
the most labor-intensive for clinicians. So, this is a 
very popular research area in the literature. Kooi et al. 
[170] provided a head-to-head comparison between 
the latest technology in the mammography CAD 
system and the CNN to obtain a system that can read 
mammography independently. As a result, they 
showed that the CNN model trained on a large data set 
of mammographic lesions outperforms. Another 
efficient DL model was developed by Saha et al. [171] 
for mitosis detection using breast histopathology 
images. Wang and Yang [172] developed a context-
sensitive deep neural network (DNN), aimed to take 
into account both the local image features of a 
microcalcification (MC) and its surrounding tissue 
background, for MC detection in mammograms. As a 
result, they claimed that the proposed approach could 
achieve significantly higher FROC curves when 
compared to two MC-based detectors. The earliest 
sign of diabetic retinopathy (DR) which is one of the 
leading causes of preventable blindness in the world 
is red lesions. Orlando et al. [173] proposed a novel 
method for red lesion detection based on combining 
both deep learned and domain knowledge. In the 
study, they have used CNN to learn features and then 
augmented by incorporating hand-crafted features. 
Finally, they used a random forest classifier to identify 
true lesion candidates.  

Segmentation studies on such as brain tumors, 
vessels, sclerosis lesion are so important tasks in 
medical image processing. Thus, one of the most 
studied fields on the medical image is segmentation. 
In most of the study about medical segmentation,  it 
was used CNNs. Havaei et al. [174] presented a fully 
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automatic brain tumor segmentation method based on 
Deep Neural Networks (DNNs) which are tailored to 
glioblastomas (both low and high grade) pictured in 
MR images. The CNN exploits both local features as 
well as more global contextual features 
simultaneously, and also uses a final layer that is a 
convolutional implementation of a fully connected 
layer which allows a 40-fold speed up. Pereira et al. 
[8] proposed an automatic segmentation method based 
on CNN to augment the efficiency of brain tumor 
segmentation in MRI images. The study has been 
validated in the Brain Tumor Segmentity Challenge 
2013 database (BRATS 2013), and has also been 
second in BRATS 2015. Işın et al. [29] presented a 
review article containing more detailed studies on 
brain tumor segmentation using DL models up to 
2015. Milletari et al. [33] proposed Hough-CNN that 
is a novel segmentation approach based on a voting 
strategy for the segmentation of deep brain regions in 
MRI and ultrasound. In the study, 3D CNN which is 
based on the Caffe framework is compared to the more 
common 2D convolution, as well as to a recent 2.5D 
approach. They claimed that Hough-CNN delivers 
results outperforms to methods based on voxel-wise, 
semantic classification. Hussain et al. [175] proposed, 
five types of nexus architectures are proposed namely: 
linear, two-path, two-path linear, inception, and 
inception linear for segmentation of glioma tumors in 
brain. In the study, a patch-based approach along with 
an inception module is used for training the deep 
network by extracting two co-centric patches of 
different sizes from the input images. The newest 
study that has been built upon the DL model about 
brain tumor segmentation up to now was developed 
by integrating Fully CNN (FCNNs) and Conditional 
Random Fields (CRFs) in a unified framework to 
obtain segmentation results with the appearance and 
spatial consistency. The model which was developed 
Zhao et al. developed a model  [176] to evaluate  the 
image dataset provided by the Multimodal Brain 
Tumor Image Segmentation Challenge (BRATS) 
2013, BRATS 2015, and BRATS 2016. Apart from 
brain tumor segmentation, vessel segmentation and 
sclerosis lesion segmentation studies are also common 
in the field of medical imaging. Valverde et al. [177] 
present a novel automated method based on a cascade 
of two 3D patch-wise CNN for White Matter (WM) 
lesion segmentation of Multiple Sclerosis (MS) 
patient images. Birenbaum and Greenspan [178] 
proposed a CNN based method for multiple sclerosis 
lesion segmentation. They used longitudinal data to 
improve segmentation accuracy significantly. Nasr-
Esfahani et al. [23] proposed the DL method using 
CNN for detecting vessel regions in angiography 

images. Barkana et al. [179] have evaluated the 
performance of descriptive statistical features in 
retinal vessel segmentation by using fuzzy logic, an 
artificial neural network classifier (ANN), a support 
vector machine (SVM), and classifier fusion. We 
figured out that there is not so many studies about 
retinal vessel segmentation by using DL methods in 
the literature.  

Image registration is the process of geometrically 
align two images or the process of overlaying images 
(two or more) of the same scene taken at different 
times, from different viewpoints, and/or by sensors 
[74]. Registration is very important for medical image 
analysis as well as for other image processing areas. 
Miao et al. [180] present a CNN regression approach 
which is used on the appearances of the digitally 
reconstructed radiograph and X-ray images to tackle 
slow computation and small capture range which are  
the two major limitations of existing intensity-based 
2-D/3-D registration technology. Yang et al. [181] 
proposed a deep regression model to predict 3D 
deformation parameters using the MR image in a 
time-efficient manner. Jia et al. [182] proposed a 
registration-based coarse segmentation to the pre-
processed prostate MRI images to get the potential 
boundary region by using DNN which is based on a 
VGG-19 network model.  

It is seen that medical image processing fields such 
as image retrieval, generation, and enhancement are 
also studied frequently. For medical images, using 
with and without class predictions, content-based 
image retrieval approach proposed by Qayyum et al. 
[183]. In another study, parallel deep solutions for 
image retrieval from imbalanced medical imaging 
archives were proposed by Khatami et al. [20]. For 
medical image analytics, a comprehensive review 
which also includes DL models was published for 
large-scale retrieval by Li et al. [67]. 

In the literature, it is seen that DL algorithms have 
a wide usage area in medical image processing. In 
addition to the topics mentioned above, cancer, 
protein subcellular localization, and toxicity 
prediction topics are also studied.  In literature, multi-
deep learning models are used to make a robust cancer 
prediction. Yuan et al. [184] introduced a regularized 
ensemble framework of DL to address the 
imbalanced, multi-class learning problems for cancer 
detection. They have claimed that their method 
improved the maximum accuracy by 24.7%. Xiao et 
al. [185] proposed a DL-based ensemble method for 
cancer prediction. The proposed method was tested on 
three public RNA-seq dataset of three kinds of 
cancers, Lung Adenocarcinoma, Stomach 
Adenocarcinoma, and Breast Invasive Carcinoma. In 
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another study, Chougrad et al. [186] proposed to 
increase the success of mammography mass lesion 
classification by fine-tuning CNN methods that have 
been studied previously. The identification of 
interactions between compounds and proteins plays an 
important role in network pharmacology and drug 
discovery. Hence recently many researchers study to 
predict protein-protein interaction. In literature,  a lot 
of studies based on DL about this area have been 
achieved by proving the advantages of DL techniques 
[187]–[191]. A comprehensive study of recent 
applications of DL in drug discovery research 
published by Chen et al. [87]. In the study, they 
introduced some popular DL architectures and 
discussed the future development of DL in drug 
discovery. Some products and medicines such as food 
additives, cleaning and cosmetic contain toxic 
substances. The prediction of the toxicity of chemical 
compounds is an important problem to solve. 
Therefore, there are many studies on toxicity 
prediction. Even a challenge named Toxicology in the 
21st Century (Tox21) 
https://tripod.nih.gov/tox21/challenge/  held every 
year to solve this problem. Unterthiner et al. [192] 
proposed a DL based method to learn automatically 
features resembling well-established toxicophores. 
There are various studies introduced in Tox21 by 
using DL for toxic prediction [11, 193, 194]. 

Consequently, there are more comprehensive 
studies on DL algorithms used in medical image 
processing field. Litjens et al. [66] published a survey 
on DL in medical image analysis and another survey 
about DL in medical image analysis was introduced 
by Shen et al. [68]. 

2.7. Big Data 

Recently, together with the social network systems, 
sensor networks, and communication technologies, 
have made great progress which makes it possible to 
the collection of big data [195]. Big data is defined as 
a 3V model, which is described as high volume, high 
speed and high diversity [196]. In the following years, 
the 4V model was introduced by adding high value. 
This model can be even extended to 5V (L. Kuang) if 
the concept of Veracity is incorporated into the big 
data definition [70, 197], [198]. For big data 
analyzing, deep learning models can be examined in 
four aspects as DL models for huge amounts of data, 
DL models for heterogeneous data, DL models for 
real-time data and DL models for low-quality data. 
First and foremost, big data includes so many samples 
for analysis and so, it poses a big challenge on DL 
models. In order to extract features and classification 

of big data, some large-scale DL models which have 
a-few hidden layer and billions of parameters and 
parallel DL algorithms have been developed. 

Deng at al. [153] presented DSN to cope with the 
problem of parallelizing learning algorithms for DL 
architectures. Hutchinson et al. [199] presented CPU 
clusters to improve the training efficiency of DSN and 
use an efficient and scalable parallel implementation. 
A Tensor DSN (T-DSN) that is a software framework 
called DistBelief was developed by Dean et al. to 
overcome the problem of training a deep network 
which uses tens of thousands of CPU cores with 
billions of parameters [200]. Therefore, it is very 
suitable to learn big data feature learning since 
DistBelief is able to scale up over many computers 
[201]. NVIDIA’s large-scale DL models with 16 GPU 
servers are another impressive DL system for huge 
amounts of data analyzing. The system is able to train 
1 billion parameter networks on just 3 machines in a 
couple of days, and it can scale to networks with over 
11 billion parameters using just 16 machines [202]. 
There are also FPGA based solutions for large scale 
DL. In order to improve the performance of large scale 
DL models as well as to maintain the low power cost, 
it was designed the DL accelerator unit (DLAU), 
which is a scalable accelerator architecture for large-
scale DL networks using field-programmable gate 
array (FPGA) [203]. Another FPGA model was 
developed to improve the performance of large scale 
DL models  by Wang et al. [174]. 

One of the biggest problems in large data analysis 
is the data format differences. The data can be in 
different formats such as image, sound, raw data, MR, 
and X-Ray. For example, in data mining of social 
media such as  Twitter and Flikcr etc., the data may 
contain texts, images, audio, and videos. Similarly, 
various multi-modal information such as X-ray, CT, 
MRI, PET, SPECT, and fMRI etc. is collected in 
medical analysis. These kinds of heterogeneous data 
have so many complexities in data analysis. To 
overcome these problems, the multi-model DL model 
has been developed in literature. For example, a Deep 
Boltzmann Machine Model (DRBM) is developed for 
learning a generative model of data that consists of 
multiple and diverse input modalities by Ngiam et al. 
They used the DL model for audio-video objects 
feature learning [204]. Another multi-modal 
Restricted Boltzmann Machines (RBM) model was 
developed by  Srivastava and Salakhutdinov [205]. In 
this model, they obtained a joint representation from 
the two given modalities that are image and text. 
Ouyang et al. built a multi-source deep model to 
extract non-linear representation from the score, 
appearance mixture type and deformation which are 

https://tripod.nih.gov/tox21/challenge/
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three important information sources for human pose 
estimation. With the deep model, they extracted high-
order human body articulation patterns [34]. To reach 
this goal, Zhao et al. [206] proposed a novel 
framework which is composed of two modules: multi-
modal deep neural network, and feature selection with 
sparse group LASSO. Wang et al. [25] first construct 
deep CNN layers for color and depth separately, 
which are then connected with a designed multi-modal 
learning framework for RGB-D object recognition. 
Zhang et al. [207] proposed a deep computation model 
for feature learning on big data, which uses a tensor to 
model the complex correlations of heterogeneous 
data. 

Even though today's technologies have accelerated 
DL algorithms, their classification performance is not 
good enough. Therefore, features extraction and 
representations for big data are difficult for traditional 
DL models in real-time classification problem. In 
recent years, for high-velocity data feature extraction,  
many incremental learning methods have presented. 
Wan and Banta [208] developed online training 
algorithm for neural networks, called parameter 
incremental learning (PIL) algorithm with high speed 
and accuracy. Zhao et al. [209] proposed a novel real- 
time and semi-supervised DL framework that 
integrates the strengths of computational 
epidemiology and social media mining techniques. 
Their aim was to learn the social media users' health 
states and intervention actions in real-time, which are 
regularized by the underlying disease model and 
contact network. Yu et al. [210] presented real-time 
(online) novel offline and online three-dimensional 
(3D) DL integration framework by leveraging the 3D 
fully convolutional network (3D-FCN) for automated 
polyp detection. Many researchers proposed an 
incremental learning method based on the structural 
modification to tackle real-time big data analytics 
overtime problem. Zhou et al. [211] proposed an 
incremental feature extraction algorithm to determine 
the optimal model complexity for large-scale online  
dataset  based  on  the  denoising  auto encoder. The 
performed algorithm is effective in recognizing new 
patterns when the data distribution changes over time 
in the massive online data stream. 

Low-quality, noisy and lack of data are other 
challenges in big data analytics. These challenges 
make so difficult to extract features and 
representations from big data by DL models. In 
literature, some studies used DL models on corrupted 
and noisy data. Vincent et al. [212] introduced a new 
training principle for unsupervised learning, which 
learns the representations with the partial corruption 
of the input pattern.  In another study, they also 

proposed an original strategy for building deep 
networks, based on stacking layers of denoising 
autoencoders which are trained locally to denoise 
corrupted versions of their inputs [213]. Wang and 
Tao [214] developed a (stacked) non-local auto-
encoder, which exploits self-similar information in 
natural images for stability. In the study, they 
proposed that similar inputs should induce similar 
network propagation. 

Big data analytics require new and sophisticated 
algorithms based on machine and DL techniques to 
process data in real-time with high accuracy and 
efficiency. In recent years, DL algorithms seem to fill 
this gap. Jan et al. [215] showed that DL techniques 
can be built by introducing a number of methods in 
combination with supervised and unsupervised 
training techniques for processing huge amount of 
data with the different number of neurons and hidden 
layers. Kiral-Kornek et al. [13] presented a seizure 
prediction system that is accurate, fully automated, 
patient-specific, and tunable for an individual’s needs 
by using intracranial electroencephalography (iEEG) 
data. Qi et al. [216] proposed a fault-diagnosis system 
using machine-learning techniques to data analysis 
and fault diagnosis for the reciprocating compressors. 
They used the support vector machine (SVM) for 
recognizing and classifying. With the development of 
sensors and Internet of Things (IOT) technologies, 
there is an increasing need for big data analytics. For 
this reason, DL provides advanced analytics tools for 
processing and analyzing big data. In this section, we 
highlighted the success of DL methods on big data 
analytics and tried to draw attention to commonly 
used DL algorithms for big data analytics and 
discussed applications. In the study, we focused on 
advantages, methods and future studies about DL 
overall research areas. Hence, we did not much 
emphasis on mathematical details and theories of 
studies which are done with DL methods for big data 
analytics. In literature, there are deeper studies on DL 
algorithms used in big data analytics [71, 201, 207, 
215]. Zhang et al. [71] presented a paper to point out 
the remaining challenges of big data analysis by using 
DL and discuss future topics about the emerging 
researches of DL models for big data feature learning. 

3. SUGGESTIONS ON DEEP 
LEARNING (DERIN ÖĞRENME ÖNERILERI) 

In this section, some popular subjects are proposed 
for researchers who want to study in DL. Many topics 
are identified in the direction of the information 
obtained from more than 230 articles in many research 
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areas and investigated from medical image processing 
to the signature verification. According to the 
reviewed papers, DL methods may produce more 
successful results than the other methods applied to 
the topics described in this paper.  

Fault-diagnosis systems for reciprocating 
compressors have studied with different approaches as 
SVM [216–221]. But there are no many DL based 
studies for these systems. Qi et al. [216] proposed a 
fault-diagnosis system using SVM to data analysis 
and fault diagnosis for reciprocating compressors. DL 
approaches in such data analysis and classification 
processes will be more brittle. Some studies have done 
using the DL approach supports us [220], [222]. 

Although DL approaches have been widely used in 
many Medical Image Processing and achieved 
successful results [8, 13, 14, 16, 20, 66, 170, 171, 176, 
180, 183, 223], it seems that they have not been used 
much in vessel segmentation yet. In literature, we 
observed that there are only a few studies to determine 
the eye vessels [224–226]. We believe that the DL 
models can obtain the successful results in vessel 
segmentation as it is in other medical fields. 

Ariav et al. [155] first suggested that bidirectional 
RNNs may be used to exploit the temporal context 
from future frames, and long short-term memory 
(LSTM) networks may facilitate learning even longer-
term dependencies between inputs. Second, it should 
be performed a fine-tuning of the entire network from 
end to end in a supervised manner, while 
simultaneously updating the weights of the auto-
encoder and the RNN via backpropagation. According 
to obtained results, the proposed models can use for 
future works in DL [155].  

DL approaches have achieved considerable success 
in face recognition systems as well as in many other 
areas. However, determining the vitality of the faces 
is as important as the face recognition in security 
[227–232]. Hence, it should be used the DL 
algorithms in spoof face detection method to 
determine both the identity and liveness of the face. 

Although on-road obstacle detection and 
classification is one of the key tasks for self-driving 
vehicles, we noticed that the performance of studies is 
not high for the Indian road scenario [36, 91–93]. 
Another important task for autonomous car is 
collision prediction [24, 94, 95, 110]. However,  there 
is no remarkable study in the literature. For this 
reason, we suppose that studies to overcome self-
driving and collision prediction problems will be 
important in the future.  

In literature, handwriting character recognition 
studies are widespread. In last decades, DL 
approaches are commonly used in handwriting 

recognition applications in last decades [5, 10, 15, 43–
46, 127, 117, 119, 122–125, 129]. There are at least 
3,866 languages using an established spelling system 
in the world [233]. For this reason, it is concluded that 
DL algorithms can be applied to many different 
writing languages for handwriting character 
recognition in this review. 

Signature recognition and verification is a 
promising area which must be addressed for 
researchers. Despite some studies on offline signature 
verification, there is not satisfied solution yet in 
literature [2, 28, 32, 35, 133, 136, 138–142, 234]. 
Therefore, signature verification is still one of the 
most challenging areas. It is recommended to 
researchers that the performance of the DL algorithms 
on signature verification can be increased by using 
feature extraction and augmentation methods. In 
literature, almost all studies on signature are about 
offline signature verification and most of them are 
based on CNN method. DL algorithms can be more 
successful in verification of online signatures since 
online signatures have high and robust features. 
Hence, online signature verification by DL models 
may be an important research area in the future. 

4. CONCLUSION 

In this study, we reviewed the deep learning studies 
related to popular seven research areas: Autonomous 
Vehicles, Natural Language Processing, Handwritten 
Character Recognition, Signature Verification, Voice 
and Video Recognition, Medical Image Processing, 
and Big Data. This review also determined the most 
challenging issues that can be studied with DL in these 
fields. Furthermore, we have pointed out the 
remaining challenges in these research areas that 
could be solved by using DL to help the researchers. 
Finally, we have presented the promising research 
topics which are unresolved yet. 

The success of deep learning methods is increasing 
with new techniques developed. Nowadays, DL  
achieves better success than humans in many areas 
such as object recognition. It is anticipated that this 
success will be achieved in areas such as autonomous 
vehicles, medical image processing, and character 
recognition. DL methods can obtain promising results 
in solving problems such as obstacle detection and 
collision prediction. Big data analysis is another 
promising area where high success can be achieved by 
DL.  
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