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Abstract 
 
      This study aimed at evaluating a statistical method, classification tree, which are recently 
developed parallel to the improvements in computer technology. The advantages over other 
methods and the criterions developed for classification tree are reported in this study. Classification 
tree (CT) is a non-parametric statistical method using a tree algorithm for reaching diagnosis by 
utilizing one or more risk factors. 
      Classifications (discriminative, logistic regression and cluster analysis etc) and regression 
methods are frequently employed in analysing data acquired from scientific studies. However, 
hypothesis in these models makes the statistical analysis limited to be performed in wide range of 
disciplines. As there is no need for hypothesis in analysing these data sets, classification trees are 
serious alternative for other statistical classification and regression techniques. 
      Classification tree, also known as Decision tree, is a good choice for data mining classifications 
in respect to both understanding and explaning the some particular rules about estimating the 
results.  These methods are evolved following the improvements in computer technology. 
      Classification tree is becoming more important in practice as it provides reliable measures in 
building accurate classifications. The advantages of the method over others are the following: 
simplification of the results, provision of non-parametric and lineer solutions, generalization of the 
conclusions optained by inductive reasoning. More over the technique can utilize mixed data types 
and the same variable can be employed in different parts of the tree.   
      The determination of choices, which is crucially important in accurate interpretation of the 
results,  needs time and effort in practicing the method. In field of medicine, classification tree is 
one of the favorable methods particulary utilized in clinical studies. 
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 Introduction 

 
This study aimed at evaluating a 

statistical method, classification tree, which are 
recently developed parallel to the improvements 

in computer technology. Classification Trees 
were introduced during the early 90s by Grimm 
and Grochtmann for the structured 
representation of test cases1,2

Classisfication Trees (CT) is a 
nonparametric technique that can select from 
among a large number of variables those and 
their interactions that are most important in 
determining the outcome variable to be 
explained

.  

3

Classification tree is an observational 
method used in order to classify explanatory 
variables. Common features of the classification 
tree methods can be listed as follows: 

. 

1- Merging: In this method, relative to the target 
variable, non-significant predictor categories are 
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grouped with the significant categories. 
2- Splitting: In this method, variable that 
distinguishes the split point population is chosen 
to be compared with all others. 
3-Stopping: This method determines how far to 
extend the splitting of nodes. 
4- Pruning: Determines the removed branches. 

Trees are a completely different way of 
partitioning. All we require is that the partition can 
be achieved by successive binary partitions 
based on the different predictors. The main 
questions related to creating the classification 
tree are: How to (1) select the splits, (2) 
determine the terminal nodes, and (3) assign the 
terminal node a class?.

Classification tree methods known also as 
decision trees can be accepted as a good 
method in the classification of data mining, 
estimation of the results and easy understanding 
and explanation of some rules. These methods 
were emerged in recent years by the 
developments in the computer technology. 

4 

Classification models can be created 
using various statistical approaches, including 
generalized linear models (GLM) such as logistic 
regression, generalized additive models which 
are semi-parametric extensions of GLMs, and 
fully nonparametric methods such as 
classification trees5

Classification tree gains more importance 
since it yields confidence measurements in 
accurate classification. Advantages of the 
methods against the other ones are listed as 
follows: Simplifies the results after the analysis, 
ensures non-parametric and non-linear results, 
gets results that may be generalized by means of 
induction, may use mixed data types, same 
variable can be reused in the different parts of a 
tree. 

. 

Two algorithms are used in the 
classification tree: First one is classification and 
regression trees (CART) and the second one is 
the QUEST algorithms formed of quick, unbiased, 
efficient, statistical trees.6

  

 Since the variables 
used in CART analysis are independent from the 
distributions, it ensures a great convenience to 
the users.  

 Classification Trees 
In CT analysis there are four basic steps. 

First step is the structuring of the tree. Second 
step is stopping the tree structuring method. 
Third step is called as pruning and fourth step is 

called as optimal tree selection. Tree 
construction begins on the main node by 
handling all observations.  Method tries to create 
a separate node by checking the possible sub-
variables and all variable values in order to find 
out the best variable. Possible sub groups in the 
categorical variables are divided into the number 
of categorical variables quickly. Therefore, it is 
beneficial to determine the maximum class 
numbers in each categorical variable in the 
program. 

Determining the node classes is carried 
out as follows: Including root node, each node is 
determinant in class formation. Each node is 
dependent on three factors in class formation. 
1- Priority possibility of each class in data set, 
2- Decision or cost matrix, 
3- Distinction of the observations stopped in each 
node. 

In a classification model, error rate is 
calculated as the proportion of mis-classified 
events to the entire events and accuracy rate is 
calculated by dividing the number of the accurate 
events to the number of the entire events 
(Accuracy Rate = 1- Error Rate). 

Risk matrix is used in order to decide on 
the error rates of the models established to 
classify the data. In the result of the distinction, 
the most appropriate class to be assigned for any 
node is estimated as follows: 
Where;  
C (j / i) : cost of classifying i class as j class 
(coefficients of risk matrix), 
π i
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 : former probability of class i, 
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is ensured for all values of j (j = 1, 2, …. k and j ≠ 
i), class i is assigned to node t as the most 
appropriate class.

Classification tree is a non-parametric 
statistical method developed to estimate the 
values of a dependent variable in a categorical 
structure.

7  

In the classification trees, there are three 
alternative accuracy estimation methods. These 
are replacement estimation, test sample 

7,8 
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estimation and cross validity test.
Even in the situations where dataset is 

very complex, CART may display the variables 
that affect the dependent variable and the 
significance of these variables in the model within 
a simple tree structure. If the handled dependent 
variable is in a categorical structure, method is 
called as Classification Tree, CT and if they are 
continuous it is called as Regression Tree, RT.

7-9 

 
7-9 

Geometrical Structure of the Classification 
Tree  

For a better understanding of the 
geometrical structure of the classification tree, it 
should be examined visually how the 
observations are classified on a geometrical 
plane.  

Such examination will be displayed by 
means of a graphical distinction that is realized 
by the multiple linear discriminating analysis that 
has a strong mathematical structure. Cutoff 
planes on the classification of data for 
discriminant model are shown in the following 
model. 
        

 
Figure 1. Cutoff planes for discriminant model 
 

When we examine the graphic above, we 
can see the explanatory variables of X, Y, Z and 
four subgroups of data. Four subgroups are 
determined as black, shadowed, white and 
hidden. Fourth group is not seen on the graphic. 
Because it lays under the plane. Although there 
are three explanatory and six cutoff planes for 
four groups, only four planes are seen in Graphic 
1. Generally, if there is group k, k.( k - 1)/2 plane 
is formed in linear discriminant model. 

Cut off planes on the classification of data 
for classification tree are shown in the following 
graphic. 
 

 
Figure 2. Cutoff planes for tree model. 
 

When we examine the graphic above, the 
most significant difference here is that the cutoff 
planes are parallel with the axis. In Graphic 2, we 
can only see the black dotted group that is the 
closest subgroup. Others cannot be seen since 
they lay under the planes.  

Although such situation restricts the 
flexibility of the planes, tree model allows for the 
interaction between the variables that are not 
seen in the sequenced linear discriminant 
model.10

When the study results are examined, it is seen 
that the classification tree is able to distinct the 
complex problems into simple and 
comprehensible sub problems.

  

 
11 

Advantages and disadvantages of the Method  
 
Classification trees are computationally 

efficient, can handle mixed variables (continuous 
and discrete) easily and the rules generated by 
them are relatively easy to interpret and 
understand12

Increase in the usage rate of classification 
tree models is connected with the following 
reasons:  

. 

 Since CT is a non-parametric model, its 
assumptions are limited.  

 In the model there is not any assumption and 
limitation regarding the types of the variables 
(continuous, categorical, sequential or 
mixed). 

 Since the relationship between the 
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dependent and independent variables have 
a visual presentations, model results in form 
of a tree can be interpreted easily without 
having the necessity for a lot of statistical 
information. 

 For the defined dependent variable, CT 
includes all possible independent variables 
and combinations of the model and performs 
the most accurate classification possible.  

 It is easily applied on the complex datasets. 
 It is a method that remains unaffected from 

the lost or missing values and also from the 
extreme values for both dependent and 
independent variables. 

 It is an alternative for many traditional 
statistic techniques (multiple regression, 
variance analysis, logistic regression, 
discriminant analysis, grouping analysis). 

 It considers the tree methods that are not 
certain but based on solid grounds. 

 It is a practical method in ensuring objective 
results in complex and broad datasets. 

 On the other hand, CT method has some 
disadvantages as listed below: 
 May have unstable decision trees. 
 Splits only by one variable 
 The tree-space is huge, so it may need a lot 

of data. 

13 

 It can be hard to assess uncertainty in 
inference about trees. 

 Actual additivity becomes a mess in a binary 
tree.  

 Simple trees usually do not have a lot of 
predictive power. 

 There is a selection bias for the splits14

 
. 

 
 Conclusions 

 
CART (classification and regression 

trees), has been used extensively as a means for 
clinical risk assessments15,16. In comparison with 
other statistical methods, CART analysis has 
been shown to perform equally or better than 
logistic regressions17-20, discriminant function 
analysis21,22, and neural networks23

As a result, use of Classification Tree 
method is more convenient than the other 
methods since it is a computer based analysis 
method and has a non-parametric feature.    

. In this study, 
we aimed to give some useful information about 
classification trees. 
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