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ANALYSIS OF FRACTIONAL DIFFERENTIAL SYSTEMS
INVOLVING RIEMANN LIOUVILLE FRACTIONAL DERIVATIVE

Songul BATIK and Fulya Yoruk DEREN

Department of Mathematics, Ege University, 35100 Bornova, Izmir, Turkey

ABSTRACT. This paper is devoted to studying the multiple positive solutions
for a system of nonlinear fractional boundary value problems. Our analysis is
based upon the Avery Peterson fixed point theorem. In addition, we include
an example for the demonstration of our main result.

1. INTRODUCTION

Researchers have focused a great deal of attention on the fractional boundary
value problems due to the rapid progress in the theory and applications of fractional
calculus. Aside from various fields of mathematics, boundary value problems for
fractional differential equations have many applications in the area of chemistry,
physics, biology, aerodynamics, control theory, economics, viscoelasticity, electrical
circuits, and so forth. Driven by the numerous applications, there are many works
related to the existence of positive solutions for the nonlinear fractional boundary
value problems. For an overview of these type of study, we mention Podlubny
[12], Jigiang Jiang, Hongchuan Wang [21], Kilbas, Srivastava, and Trujillo [9], Bai
and Sun [I], Goodrich [3], Cabrera, Harjani and Sadarangani [15], He, Zhang,
Liu, Yonghong Wu and Cui, [16], Wang, Liang and Wang [I7],Kamal Shah,Salman
Zeb,Rahmat Ali Khan [25]. Goodrich [4] studied the following fractional boundary
value problem subject to the given boundary conditions

D%u(t) 4+ f(t,u) =0, 0<t<l, n—-1<a<mn,
u(0)=0,0<i<n-2, Dou(l)=0, 1<5<n-2
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where D¢ is the standard Riemann-Liouville fractional derivative of order o and
f€C([0,1] x [0,00)), n > 3 . The existence of positive solutions was analyzed by
means of the Krasnoselskii’s fixed point theorem on cones.

In [20], C.F.Li et al. considered the following boundary value problem of frac-
tional derivative equations

Du(t)+ f(t,u) = 0, 0<t<1,
u(0) = 0,
DPu(l) = aDPu(n),

where D¢ is the standard Riemann-Liouville fractional derivative of order a, 1 <
a<2,0<8<1,0<a<1,m€(0,1)and f:]0,1]x[0,00) — [0, 00) is continuous.
Here, the argument relies on some fixed theorems on cones.

At the same time, boundary value problems for integer order differential sys-
tems are widely studied, despite fractional differential systems have emerged as a
significant field of investigation quite recently. Thus intensive study of the existence
theory of fractional systems has been carried out by means of methods of nonlinear
analysis such as fixed point theory, lower and upper solutions, monotone iterative
methods, see [111, 13} 14} [, [7, 8, [5l 10, 22] 23] 24] and the references therein.

In this paper, we discuss the multiple positive solutions for the following systems
of nonlinear fractional differential equations :

DU u(t) + f1(t,u(t),v(t)) =0, te(0,1), (1)
D®y(t) + fa(t,u(t),v(t)) =0, te(0,1), (2)

W/ (0) = 0, D" u(1) = uDP u(n) + g / u(s)dAs (s), / o(5)dAs (), (3)

<
—~

o
=

I

0(0) = (0) = 0, DPu(1) = uDPu(n) + gaf / u(s)dAs(s), / o(s)dAs(s)), (4)

in which D is the Riemann-Liouville fractional derivative, 2 < ¢; < 3 and 0 < p; <
L,0<q —pi—1fori=1,20<n<1,pc€(0,00), untri-t <1, fol u(s)dA;(s)
and f01 v(s)dA;(s) are the Riemann- Stieltjes integrals with positive measures, A,
and As are functions of bounded variation, f; € C([0,1] x [0,00) x [0, 00), [0, 00)),
gi € C([0, 0] x [0,00),[0,00)) for ¢ =1, 2.

Motivated by the above papers, our goal is to obtain the existence of multiple
positive solutions for the fractional differential system (1)-(4). Here, we employ
Riemann-Stieltjes integral boundary conditions. As they include multi-point and
integral conditions as special cases, the system (1)-(4) is more general than the
problems mentioned in some literature. Applying the Avery Peterson fixed point
theorem, multiple positive solutions are established. An example is also presented
to illustrate our main result.

In order to present our main result, we will make use of the following concepts
and the Avery Peterson fixed point theorem.
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Let ¢ and 6 be nonnegative continuous convex functionals on the cone P, ¢ be a
nonnegative continuous concave functional on P, and 1 be a nonnegative continuous
functional on P. Then, for positive numbers a,b,c,d we define the following sets:

Plp.d) = {zeP:p()<d},
P(p,¢,b,d) = {z€P:b<d(2),0(z)<d},

P(p,0,0,b,c,d) = {zeP:b<¢d(x),0(x) <celx) <d},
R(p,¥,a,d) = {z€P:a<y(x)p(z)<d}.

Theorem 1. [I8] Let P be a cone in a real Banach space E. and ¢, 0, ¢, i be
defined as above, furthermore ¥ holds ¥(kx) < ki(zx) for 0 < k <1 such that, for
some positive numbers M and d,

¢(x) < P(x) and || < Mp(z)

for all x € P(p,d). Assume T : P(p,d) — P(p,d) is completely continuous and
there exist positive numbers a,b,c with a < b, such that

(S1) : {z € P(p,0,0,b,¢c,d) : p(x) > b} # 0 and ¢(T'z) > b forz € P(p,0,¢,b,¢,d),

(S2) : ¢(Tx) > b for x € P(p,d,b,d) with 0(Tz) > ¢,

(S3): 0¢ R(p,v,a,d) and Y(Tx) < a for x € R(p,,a,d) with (x) = a.

Then, T has at least three fixed points x1, o, x5 € P(p,d), such that

o)) < d, fori=1,2,3;b < ¢(z1), a < P(z2), with ¢(z2) < b and
P(z3) < a.

2. EXISTENCE RESULTS

During the last decade, many definitions on the fractional calculus have been
carried out. In our paper, our work is based upon the Riemann Liouville fractional
operator defined by

D"glt) = s () [ = o alos,

where g : (0,00) — R is a function, n is the smallest integer greater than or equal to
v whenever the right hand side is defined. In particular, for v = n, D" g(t) = D"g(t).

In order to derive the main result of the system (1)-(4), we present the following
lemma:

Lemma 2. If h,y € C[0, 1], then the fractional differential equation
DUy(t)+ h(t) = 0, te(0,1), (5)
D®y(t)+y(t) = 0, te(0,1), (6)
with the boundary conditions (3) and (4) has the solution
t" (1 —

ut) = /0 Hl(t,s)h(s)ds+r(qlml)gl( /0 w(s)dAq (s), /0 v(s)dAr(s)),
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= 1 S s)as w 1US S 1US S
o) = [ s+ T [ us)an), [ o).

where
Hilt ) = Gilt, ) + Lo 1 G, 5) ™)
i(t,s) =G, 8) + =———Gi(n, s),
F(Qz‘)Az’ K
1 [t (1 —g)uPl—(t—g)u-l 0<s<t<l1

G‘ t, — 9 = >t =4 8
i(t5) [(q:) {tq'i—l(l — g)tiPi—l 0<t<s<1, ®)

_ nti—Piml(1 —g)ai=Piml _(n—g)u—Pi7l 0<s<n<1,
Gi(nvs) = . —1 p.—1 (9)

pt—Piml(1 = g) 2=l 0<pn<s<l,

and A; =1 — pun%=Pi=1 (i € {1,2}).

Proof. The equations (5) and (6) can be translated into the following equations:

1 t

W) =~ [ = s et et e,
1) Jo

1 ! 1 -1 2 _3

'U(t) = _F(q ) (t - S)q2 y(s)ds + dtP7 + dot? T 4 dgt?2 T,
2) Jo

Taking into account of (3)-(4) and D7[t¢71] = %tq*"’l (0,9 > 0), we obtain
02263207 d2:d3:0and

! ' q1—p1—
o= I(q1)(1 —anl—pl—l)/o (1-s) Yh(s)ds
a ! q1—pP1—
7F(Q1)(1 — 'u/,](h—lh—l) A (n - S) 1h(5)d8
r(ql)(r1(q_1 ,:nff)pll)gl(/o u(S)dAl(s)),/O v(s)dAi(s)),
L ' q2—p2—1 s)ds
T M@ =) /o (=) y(s)d
£ ! q2—p2—1
_F(qz)(l — pma2—p2—1) /0 (n—s) y(s)ds

I'(q2 — p2) 1 1
JrF(Qz)(l — /qu—pz—l)gQ(/O u(s)dAQ(S))a/o v(s)dAs(s)).

So, the solution is

1 t a=lp(g)ds
u(t) = —7)/0@—5) h(s)d

F(Ql

tai—1

Tl @ — i

)/0 (1 =) 7P1= h(s)ds
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th—lu n “p —1h J
_F(Q1)A1 /o (77 - S) <S) i

—tqlill—‘(ql _pl) 1u S S 1’U S S
ot ([ wda). [ visaas)

t1 (g — py

1 ) 1 1
= [ meants+ S B [Cu@ane). [ oeda).

1 ' q2—1
v(t) = IW/O(tS) y(s)ds

t112—1
+F(Q2)(1 — pmzmp2—1
tQ2—1M

oA / (n— )P Yy (s)ds

q2—1 _ 1 1
il ([ ueda(e). [ u(s)ds)
= [ oo + B [, [ ooiaa),

)/0 (1= 8)=7P27 y(s)ds

O

Lemma 3. (See [2]) The function G;(t,s), i € {1,2} holds the following properties :
(1) Gi(t,s) >0 for any t,s € [0, 1],

(i1) pit% 1 Li(s) < Gi(t,s) < Ly(s) for any t,s € [0,1],
where

s(1— S)Qi_pi_l
INCD

One can easily obtain the following lemma.

Li(s) = (10)

Lemma 4. The function H;(t,s), i € {1,2} holds the following properties :
(i) Hi(t,s) >0 for any t,s € [0,1],

(i) pit9i 1 K;(s) < H;(t,s) < K;(s) for any t,s € [0,1],

s(—s)27 7 pGi(n,s)

where K;(s) = T(q:) + INCOVAV
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Let us introduce the Banach space B = C[0, 1] x C[0, 1] with the norm ||(u,v)|| =
lull + [|v]| for (u,v) € B and ||u|| = max;c|o,1 |u(t)|. Define a cone

P={(we) e Bru(t) 2 0.0(0) 2 0.t € 0,11, min (u(o) +(0) 2 plw, )]

where p = min {pmq1*17p277‘12*1}and operators T; : P — B, i € {1,2}given by

Ti(u,v)(t) = /0H1(t78)f1(8au(3)771(5))d3

t1 1 (g — py

) ! 1
ergl(/o u(s)dAl(s),/O v(s)dA1(s)),
To(u,v)(t) = /0H2(t75)f2(87u(8),v(s))ds

t227 1T (g3 — p2

) ! 1
+W92(/0 U(s)dAz(s),/0 v(s)dA(s)).

Let us set

1
Ni = 4/ Ki(S)dS,
0

1
m; = 2p/ K;(s)ds,
n
= A0 pi) Jy dAiGs)
' D(gi)A; '

To prove that the system (1) — (4) has three positive solutions, the following
three functionals are defined by

o v) = min (u(t) + o(8). V() = 6(u,0) = () = ] + o]
The main theorem of this paper is stated as follows :

Theorem 5. Assume that there exist constants 0 < a < b < % < ¢ < d such that
b< mT’d and f;, g; hold the following conditions:

(C1) filt,u,v) < % fort e [0,1], (u+wv) €10,d],

(Co) fi(t,u,v) > mi fort € n,1], (u+v) € [b, ¢,

(C3) filt,u,v) < % fort e [0,1], (u+v) €[0,q],
+v

(Ch) gilu,v) < "= for (utv) € [0.d J§ dAi(s)].

K2




ANALYSIS OF FRACTIONAL DIFFERENTIAL SYSTEMS 1351

Then the system (1) — (4) has at least three positive solutions (u;,v;) (i = 1,2,3)
such that |[(ug, v;)]] < d,i=1,2,3;b < ¢d(u1,v1), a < ||¢(uz,v2)|| with ¢p(ug,vs) < b
and ||(us, v3)|| < a.

Proof. Define the completely continuous operator T': P — B by
T(u,v)(t) = (T1(u, v)(t), Ta(u, v)(t)).

As easily seen, the fixed point of the operator T is the solution of the system
(1) — (4). First, we check that T : P — P. Lemma 4 and the nonnegativity of
fi and g; imply that T3 (u,v)(t) > 0, Ta(u,v)(t) > 0 for ¢t € [0,1]. Besides, for
(u,v) € P

ITyww)] < / Ky(s) fa (s, u(s), v(s))ds

I'(qg1 —p1) 1 1
+W91(/(; U(S)dA1(S),/0 v(s)dAi(s)),

ITa(u,0)]| < / K(s) o5, u(s), v(s))ds

I'(q2 — p2) 1 1
+mg2(/o U(S)dAz(S),/O v(s)dAs(s))

and

in T, (u,v)(t
in 1(u,v)(t)

Y

py / K1(s) fa (5, u(s), v(s))ds

—nql_lr(QI —pl) 1U S S 11) S S
S ([ i), [ o)

> pu™ 7T (u, )]l
In a similar manner, we obtain rr[linl] Ta(u,v)(t) > pan® Y| Ty (u, v)||. Thus,
teln,
[in {71 (v, 0) () + Tow,0) (1)} 2 P T (u, )| + pan™ | Ta(u, )|
m,
> pllITy(u, o) || + 1 T2 (u, v)I]

= pllT(u,v)l,

so T : P — P. Furthermore by employing standard methods, T is a completely
continuous operator.

Now, all the conditions of Theorem 1 will be shown to be verified. First, we
indicate that T' : P(p,d) — P(p,d). If (u,v) € P(p,d), then p(u,v) < d, ||ul| +
[lvll < d . In view of Cy, we can get

o (o) [ uis\daus Jo (u(s) + v(s))dAi(s)
gz</0 u(s)d A (s), / (5)dAi(s)) < ?

%
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d [} dA(s)
Hence, (C1) yields that
tren[éui T (u,v)(t) = trenaa}f] / Hq(t,s)f1(s,u(s),v(s))ds
L@ = p)gy(fy u(5)dAa(s), fy v(s)dA1(5))
[(g1)Aq
1 1
I'(g1 —p1)d
< i/ Kl(s)ds+(‘“7pll/ dA(s)
N1 Jo [(q) ALy
d
< -
- 2
In the same way, one has maxc( 1) T2 (u,v)(t) < %. So, we have T : P(p,d) —
P(p,d). Next, we indicate that (S;) of Theorem 1 is fulfilled. Take (21)7 2’;)
Then, one may verify that (2p, pr) € P(p,0,0,b,¢,d) and ¢(u,v) > b. Hence,

{(u,v) € P(p,0,0,b,c,d) : ¢(u,v) > b} # (). Choose (u,v) € P(p,0,¢,b,c,d), then
this means (u(t) +v(t)) € [b, ] for any t € [n,1]. By Cy we get

¢(T(u,v)) = min (Ty(u, 0)(t) + Ta(u, v)(t))

t€(n,1]

> / Ki(s) f1(s,u(s), ())derp/ Ko(s)fa(s,u(s),v(s))ds

> pf/ Kl d5+p7/ K2

>

Thus (S1) of Theorem 1 holds.
Finally, we need to show that the last condition of Theorem 1 is fulfilled. In fact,
if (u,v) € P(p,9,b,d) with 8(T(u,v)) > ¢, then
tg[lri]nl](ﬂ(u, v) () + To(u,v)(t) > pl|T(u,v)]

> pc>b,

50, (S2) holds.
Since a > 0, 0 is not member of R(p,,a,d) with ¢(u,v) = a. Let (u,v) €
R(p,¢,a,d) and ¥(u,v) = a, then using (C3), we get

(T (u,v) = [T(w )

/K1 ) f1(s,u(s),v s))ds—l—/o Ks(s) fa(s,u(s),v(s))ds
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NG Pl)!h(f 5)dA;(s fo 5)dA1(s))

i (Q1)A1
RACEYALATH ue)dAr(5), Jo v(5)dAs(5))
['(g2)As

IA

Nl/Kl dS—‘rf/ KQ

(g1 —p1)a [* T(g2 —p2)a [
+F(Q1)Alf1 /0 ddu(s) + F(Q2)Azfz /0 dAQ(S)

Because all the condition of Theorem 1 fulfilled, the assertion of Theorem 5 is
satisfied. The proof is complete. ([l

Example 6. Consider

D52u(t) + fu(t,u(t),v(t)) =0, te(0,1),
D 2y(t) + folt,u(t),v(t)) =0, te(0,1),
u(0) = v/(0) = v(0) = v'(0) =0, (11)
DY/24(1) = 1/2DY?u(1/2) + g1 ( fql u(s)dA (s), fql v(s)dA;(s)),
DY2y(1) = 1/2DY2v(1/2) + go( [, u(s)dAs(s), [, v(s)dAz(s)),
in whichqr =q2 =35, pr=p2 =35, p=73, Ai(s) = As(s) = 5%, n = 3,
i dute) (u+v) € [0,10],
Aty = 47+ SR (o) € [10,20)
16, Wy %_*_ 5(u+vg);r376007 (U+U) c [20,600],
L 4700, (u +v) € 600, c0),
4 4 Autv) (u+v) € [0,10],
folt, u,v) = i oo () ¢ 10,20,
s Uy % + 5(u+v%;r37600’ ( + 1}) c [20,600],
5 + 700, (u +v) € [600,00).
And
() = NIn(u+v+1), (u+wv) € [0,600],
gitth N 1n(601), (u+ v) € [600,00).
It is easily seen that Ay = Ay = 3. We obtain, Ny = Ny = ﬁ, then p = (%)%
_ T _ 64 .
mi = mg = 223f And Ly = Ly = VR Choosing,

fi(tu,v) < 3~ 1413,7, for t € [0,1], (u+v) € [0,600],
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fi(t,u,v) > ~ 601,59, fort € [1,1], (u+v) € [20,200],

b
my
filt,u,v) < 3~ 13,29 for t €[0,1], (u+v) € [0,10],

gi(u,v) < U for (u+v) € [0,600].

We conclude that all the assumptions of Theorem 5 are verified, thus the problem
(11) has at least three positive solutions.

REFERENCES

[1] Bai, Z., Sun,W., Existence and multiplicity of positive solutions for singular fractional bound-

ary value problems, Comput. Math. Appl., 63 (2012), 1369-1381.

[2] He, J., Jia, M., Liu, X., Chen, H., Existence of positive solutions for a high order frac-

tional differential equation integral boundary value problem with changing sign nonlinearity,
Advances in Difference Equations, (2018) 2018:49.

] Goodrich, C.S., On a fractional boundary value problem with fractional boundary conditions,

Appl. Math. Lett., 25 (2012), 1101-1105.

[4] Goodrich, C.S., Existence of a positive solution to a class of fractional differential equations,

Appl. Math. Lett. (2010) 23:1050-1055

[5] Ahmad, B., Nieto J.J., Alsaedi A., Aglan, M.H., A Coupled System of Caputo-Type Sequen-

tial Fractional Differential Equations with Coupled (Periodic/Anti-periodic Type) Boundary
Conditions, Mediterr. J. Math. (2017) 14:227.

[6] Henderson, J., Luca, R., Positive solutions for a system of nonlocal fractional boundary value

problems, Fractional Calculus and Applied Analysis, 16(4) (2013), 985-1008.

[7] Henderson, J., Luca, R., Systems of Riemann-Liouville fractional equations with multi-point

boundary conditions, Applied Mathematics and Computation, 309 (2017), 303-323.

[8] Henderson, J. and Luca, R. : Positive solutions for a system of semipositone coupled fractional

boundary value problems, Boundary Value Problems (2016), 2016:61

| Kilbas, A.A., Srivastava, H.M., Trujillo, J.J., Theory and applications of fractional differential

equations, in: North-Holland Mathematics Studies, vol.204, Elsevier Science B.V, Amster-
dam, 2006.

[10] Liu, Y., New existence results for positive solutions of boundary value problems for coupled

systems of multi-term fractional differential equations, Hacettepe Journal of Mathematics
and Statistics, 45(2) (2016), 391-416.

[11] Xie, S., Xie, Y., Positive solutions of higher order nonlinear fractional differential systems with

nonlocal boundary conditions, Journal of Applied Analysis and Computation, 6(4), (2016),
1211-227.

| Podlubny, I., Fractional Differential Equations, Academic Press, San Diego, 1999.

[13] Su, X., Boundary value problem for a coupled system of nonlinear fractional differential

equations, Applied Mathematics Letters, 22 (2009), 64-69.

[14] Wang, Y., Positive solutions for a system of fractional integral boundary value problem,

Boundary Value Problems, (2013), 2013:256.

[15] Cabrera, I., Harjani, J., Sadarangani, K., Existence and uniqueness of solutions for a bound-

ary value problem of fractional type with nonlocal integral boundary conditions in Holder
spaces, Mediterr. J. Math., (2018), 15-98.

(16] He, J., Zhang, X., Liu, L., Wu, Y., Cui, Y., Existence and asymptotic analysis of positive

solutions for a singular fractional differential equation with nonlocal boundary conditions,
Boundary Value Problems, (2018), 2018:189.



[17]
18]
[19]

[20]

21]

22]

23]

[24]

[25]

ANALYSIS OF FRACTIONAL DIFFERENTIAL SYSTEMS 1355

Wang, Y., Liang, S., Wang, Q., Existence results for fractional differential equations with
integral and multi-point boundary conditions, Boundary Value Problems, (2018), 2018:4.
Avery, R.I., Peterson, A.C., Three positive fixed points of nonlinear operators on ordered
Banach spaces, Comput. Math. Appl. 42 (2001), 313-322.

Shah, K., Khan, R. A., Multiple positive solutions to a coupled systems of nonlinear fractional
differential equations, Springer Plus, (2016), 5:1116.

Li, C.F., Luo, X.N., Zuhou, Y., Existence of positive solutions of the boundary value problem
for nonlinear fractional differential equations, Computers and Mathematics with Applications
59 (2010), 1363-1375.

Jiang, J., Wang, H., Existence and uniqueness of solutions for a fractioanl differential equation
with multi-point boundary value problems, Journal of Applied Analysis and Computation,
9(6) (2019), 2156-2168.

Ali, A., Samet, B., Shah, K., Khan, R.A., Existence and stability of solution to a toppled
systems of differential equations of non-integer order, Boundary Value Problems, (2017),
2017:16.

Shah, K., Nonlocal boundary value problems for nonlinear toppled system of fractional dif-
ferential equations, Hacettepe Journal of Mathematics and Statistics, 49 (1) (2020).

Shah, K., Khan, R.A., Iterative scheme for a coupled system of fractional-order differen-
tial equations with three-point boundary conditions, Mathematical Methods in the Applied
Sciences, 41(3) (2018), 1047-1053.

Shah, K., Zeb, S., Khan, R.A., Multiplicity results of multi-point boundary value problem of
nonlinear fractional differential equations, Appl. Math. Inf. Sci., 12(3) (2018), 1-8.



	1. Introduction
	2. Existence Results
	References

