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Abstract: In recent years the artificial neural network models
have been successfully applied to solve many the real life
problems. Especially for the last decade, the artificial neural
network models have been applied to solve financial problems
like bankruptcy prediction, portfolio construction, credit
assessments and stock market forecasting.

This study examines the comparison of artificial neural
network models and stepwise linear regression forecasting the
daily and sessional returns of the ISE-100 index. By using
stepwise regression inputs is selected then the same inputs is
used in the neural network. Both methods are compared on the
basis of mean squared error, normalized mean squared error
and trend accuracy measures.

Relying the findings of this study, it is concluded that the
artificial neural network model is better than stepwise linear
regression.

Keywords:  Artificial Neural Network Models, Stock Market

Forecasting.

IMKB-100 ENDEKSININ YAPAY SINIR AGLARI VE
DOGRUSAL REGRESYON TAHMIN SONUCLARININ
KARSILASTIRILMAST

Ozet: Son yilarda papay sinir aglart modelleri gercek hayatin
pekgok  problemlerini  ¢ozmede  bagardi  bir  sekilde
kullanimaktadwr. Ozellikle son on yilda yapay sinir aglari
modelleri iflas tahmini, portféy olusturma, kredi analizleri ve
hisse senedi piyasasi tahminleri gibi finansal problemleri
¢ozmede de uygulanmaktadr.

Bu ¢caliyma IMKB 100 endeksinin giinliik ve seansltk
getirilerinin yapay sinir aglart ve regresyon modeli ile
tahminlerinin karsilastrmasun yapmaktadwr. Calismada ilk
olarak regresyon teknigi kullanlarak girdiler belirlenmis ve
aynt degiskenler kullamilarak yapay sinir agr olusturulmustur.
Bu iki yontem ortalama hatalar karesi, Normallestirilmis
ortalama hatalar karesi ve trend dogrulugu degerlerine
bakilarak karsiagtirdmigtir.

Performans  kriterleri IMKB-100 endeksinin  getirilerini
tahmin etmede yapay sinir aglart modelinin daha basarili
oldugunu gostermistir.

Anahtar Kelimeler: Yapay Sinir Aglar1 Modelleri, Hisse
Senedi Piyasas: Tahminleri,

L INTRODUCTION

Since the foundation of the financial markets,
especially the stock markets, several studies have been
devoted to explain the market behaviour. Among these
studies, The Efficient Capital Market Hypothesis and
Random-Walk Theorem tried to figure out the price
determination process in the financial markets in order to
explain the market behaviour. On the other hand, some
theories tried to ease the understanding of the market
behaviour by relating the expected returns with risk
factors. The Capital Asset Pricing Model and Arbitrage
Pricing Theory are well known examples for those
theories.

Besides the financial theories that are dedicated to
explain the fundamentals of market behaviour, some
statistical forecasting techniques have been developed to
forecast the future market behaviour in order to reduce the
uncertainty about the market behaviour.

Among the alternative statistical forecasting
techniques, the nonlinear forecasting techniques have

been appealing interests of many researchers as the recent
studies have presented some evidences on the nonlinear
dependence in the stock market returns.

For the developed markets, several researches
presented the existence of nonlinear relation in market
returns for S&P 500, DAX, Nikkei 225, FTSE-100
indexes [1-4] and for the developing market case some
evidence was found on the nonlinear relation for Korean,
Hong Kong, Singapore and Taiwan stock markets [5].

In addition to evidences found on nonlinearity in
the international financial markets, for the Turkish
financial markets it was stated that the inefficiency in
Istanbul Stock Exchange (ISE) could be explained by
nonlinear market behaviour [6] and the portfolio losses
could be reduced by exploiting the nonlinear dependence
in ISE [7]. And also, some evidences for nonlinear
dependence in ISE was reported for the period of 1989-
and 2001 [8].

Realizing the nonlinear dependence in stock
markets, several nonlinear statistical forecasting
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techniques have been devoted to forecast the market
behaviour. Among the alternative nonlinear statistical
forecasting techniques, the artificial neural network
models (NNs) have attracted interest of many researchers
as these models have comparative advantages over the
other nonlinear forecasting techniques. The comparative
advantages of the NNs could be summarised as being data
driven model, which did not require a model specification
{9], ability to deal with complex information even the
functional form of the data was not known [10].
Moreover, if the stock markets have been linearly
dependent in nature, even simple NNs could be used
effectively in forecasting linear time series [11].

This study aims to investigate and compare the
forecasting performances of one of the artificial neural
network models, the multilayer perceptron model, and the
linear regression for daily and sessional returns of the
Istanbul Stock BExchange Composite Index (ISE-100).
Performances of each model are determined by the use of
statistical performance measures that are defined in the
following pages.

IL LITERATURE REVIEW

Although the theoretical framework of the artificial
neural network models was developed in early 1940s by
McCulloch — Pitts [12], the stock market forecasting
application of these models could be realised in 1988 by
White’s study [13].

Following White’s study, several attempts have
been made to utilise the neural network models in stock
market forecasting. Wong, etal. utilized the neural
network models to forecast the returns of various US
stocks [14]. Kryzanowski, et. al. utilized the neural
network models to select stocks from the Canadian stock
markets [15].

Numerous studies were conducted in order to
measure the stock market forecasting power of artificial
neural network models. While some studies were
concentrated on measuring forecasting performance of
one type of artificial neural network models [16-20],
some other studies were conducted with the aim of
comparing the forecasting performances of different
artificial neural network models [21-23].

Besides the studies that only utilised the artificial
neural network models, there were some other studies,
which compared the forecasting performances different
statistical forecasting methods.

Dropsy studied the predictability of risk premia in
four stock markets (Germany, Japan, U.K. and U.S.) with
macroeconomic variables and compared the predictive
ability of neural networks with the linear regression and
random walk model [24]. The forecasting accuracy of
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each model was analysed according to the root mean
squared error (RMSE), maximum absolute errors
(MxAE), directional correctness ratio (DCR) and Pesaran-
Timmermann market timing test. For the forecasting
horizon, linear regression and neural network model
performed better than the random walk model. On the
other hand, linear regression presented better forecasting
accuracy than neural network model in terms of RMSE
and MxAE. Directional and market timing tests presented
that both of the models provide information on the
directional changes in the stock markets.

In order to enhance predictive power of forecasting
methods, Desai and Bharati used economic and financial
variables for linear regression methods and neural
networks [25]. They used five different neural network
architectures. In-the-sample R* results presented that the
simplest form of neural network outperformed other
neural networks and linear regression. Also, out-of-
sample correlation coefficient results showed that the
tightest neural network model was best. Similar
conclusion was stated according to mean squared errors.
Conditional efficiency of the models was tested and the
neural network forecasts were found to be conditionally
efficient with respect to linear model. Moreover, the
neural network models outperformed the linear regression
in high volatility periods.

In another study, Desai and Bharati [26]
investigated the forecasting effectiveness of neural
networks on large stocks, corporate bonds, small stocks
and intermediate-term government bonds with respect to
linear regression and the GARCH model. According to
mean squared error (MSE) and mean absolute error
(MAE) performance measures the GARCH model found
to be the best model over all assets. The neural network
model was better for corporate bonds and small stocks
according to the mean absolute percentage error (MAPE)
performance measure and also it was better for large
stocks and small stocks using the correlation coefficient
performance measure. The GARCH model was found to
be conditionally efficient with respect to neural network
on all assets. The neural network models were found to be
conditionally efficient with respect to linear regression
models for large stocks and corporate bonds.

Lim and McNelis examined the effects of U.S.
S&P index and Japanese Nikkei index on the Australian
All-Ordinaries index and tested the daily predicability of
the All-Ordinaries index returns [27]. By use of lagged
index returns for each market, a linear autoregressive
model, GARCH-M model and feedforward neural
network models were constructed. Among the alternative
models, partly connected feedforward neural network
model with 15 input variables outperform other models.
However, the results also presented that the forecast error
generated by the neural network model was not
statistically different from zero for the linear model.
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Qi examined the predictability of the S&P500
index for recursive investment horizons during 1960-1992
based on the linear regression and neural network models
[28]. For the whole forecasting period (1960-1992) the
neural network model outperforms the linear regression
on 5 statistical performance measures. However, if the
forecasting performance was compared in three
forecasting periods (1960-1969, 1970-1979,1980-1989),
neural network model outperformed the linear regression
for the first two sub-periods, and linear regression
outperformed the neural network model for 1980-1989 by
four out of five statistical performance measure.
According to the result of the study, it was concluded that
the investment horizon has an important effect on the
forecasting accuracy, and furthermore the forecasting
accuracy of various models could be measured different
by different performance measures. Although, conflicting
results were reported by different performance measures
and the difference between the forecasting accuracy of the
models under study was not statistically significant,
profitability of a trading strategy guided by neural
network model clearly outperformed the linear model.

Leung etal. compared the forecasting
performances of classification and level estimation
models for three globally traded market indices (S&P500,
FTSE100 and Nikkei225) [29]. The classification models
(linear discriminant, Logit and Probit, probabilistic neural
networks) were implemented to forecast the direction (up
or down) of the indices. On the other hand, the level
estimation models (adaptive exponential smoothing,
vector autoregression and multivariate transfer function
model and backpropagation neural network) were used to
estimate the return of the indices. The comparison
between models was based on the number of correct
forecasts (HIT) of the direction of the index return and
excess return from index trading. The results of HIT
presented that for classification models probabilistic
neural network model was best for S&P 500 and FTSE
100, and discriminant analysis was best for Nikkei 500.
For level estimation models backpropagation neural
network model, multivariate transfer function model and
adaptive exponential smoothing was best for S&P500,
FTSE100 and Nikkei225 respectively. In addition, return
measures presented that probabilistic neural network was
best for S&P500 and FTSE100, and discriminant analysis
was best for Nikkei500. On the other hand, for level
estimation models, backpropagation neural network was
best in predicting three indices according to return
measure.

Kanas & Yannopoulos studied predictive powers
of the linear and nonlinear techniques in order to forecast
monthly stock returns for Financial Times All Share
Index (FT) and Dow Jones Industrial Average (DJIA)
[30]. They utilized monthly aggregate stock returns,
trading volumes (number of shares) and the dividends for
Financial Times All Share Index and Dow Jones

Industrial Average as inputs for both models. The period
under examination was from January 1980 to December
2000, and the period from 1980 to 1995 was used as in-
the-sample period for neural network model (Multilayer
Perception-MLP) and estimation period for the linear
model. The results of the study showed that the neural
network model forecasts were significantly more accurate
than the linear model in both indices. In order to validate
the effectiveness of the neural network model, Diebold &
Mariano test and forecast encompassing test was applied.

Maasoumi and Racine examined the predictability
of the S&P500 index for recursive investment horizons
during 1960-1992 based on the linear regression, neural
network, nonparametric kernel regression models and
unconditional mean of past returns [31]. According to the
RMSE, MAE, and MAPE performance measures no
model can significantly predict the market for the entire
sample period. Furthermore, according to profitability of
a trading strategy guided by those models, no model
constantly dominated the others. Depending on the
findings of the study it was concluded that linear and
nonlinear predictability of the stock returns depends on
the period of the analysis, frequency of data observations,
conditioning variables, and predictability criteria.

By using 61 accounting ratios and 3 commonly
used market ratios of Canadian companies, traded on
Toronto Stock Exchange (TSE), Olson & Mossman [32]
tired to capture the differences in the predictability
powers of three forecasting techniques: neural network
model (back propagation), ordinary least squares and
logistic regression technique for stock returns. The date
used in the study covered the periods from 1976 to 1993.
In the analysis, most recent 6 years’ data were used to
predict the coming year’s return. Such that the period
from 1976 to 1982 was used to forecast the next year,
1983; and for each year between 1983 and 1993 returns
were forecasted by using the prior 6 years accounting
ratios. The results of the study showed that the neural
network model out performs the other two models in both
classification and estimation of the returns of the
companies under examination. In addition, application of
various trading rules was found to be more profitable
under the neural network model.

1. METHODOLOGY

The data set used in the study is obtained from ISE
between January 1996 and June 2005. Data set is
composed of both daily and sessional closing price of
ISE-100 and trading volume. This information is
converted to 14 different inputs, which are given in the
Table.1.
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Table.1. Input Variables

Lagged index return for 1 day

Lagged index return for 3 days

Lagged index return for 5 days

Lagged change in volume for 1 day.

Lagged change in volume for 3 days.

Lagged change in volume for 5 day.

Moving average for index return for 3 days
Moving average for index return for 5 days
Moving average for change in volume for 3 days
10. Moving average for change in volume for 5 days
11. Moving average for index (raw data) for 3 days
12. Moving average for index (raw data) for 5 days
13. Moving average for volume (raw data) for 3 days
14, Moving average for volume (raw data) for 5 days

WAL~

The analyses are done for eight data sets, which
are 1996-2005, 1996-1999, 1997-2000, 1998-2001, 1999-
2002, 2000-2003, 2001-2004, and 2002-2005. Each data
is also divided into three part in order to establish the
training, validation and test period. The training period is
70% of the observations, cross validation period is 20% of
the observation and remaning part of 10% is utilized for
testing the model for each eight sub period. The
dependent variable, ISE 100 return, is calculated as
logarithmic  difference.  Stepwise regression and
feedforward neural network with backpropagation, which
was trained by conjugate gradient algorithm, are used in
the study. The neural network model had three layers: one
input, one hidden and one-output layers. First of all
stepwise regression is done to select the important
variable from 14 inputs. Stepwise regression is done for
all period and performance measures are calculated. Then
with the same inputs neural networks are constructed and
performance measures are calculated. By using stepwise
regersssion irrelevant variables are excluded, the
important variables from input list are given in the Table
2 for daily data. For the sessional data same procedure is
done and relevant variables are given in the Table.3.

Table.2. Relevant Input for Daily Data

V" Lagged change in volume for 1 day.

1996-2005 | Moving average for index (raw data)
for 5 days

1996-1999 v Lagged index return for 5 days
1997-2000 " Lagged index return for 5 days
1998-2001 v Lagged index return for 5 days

- . . -
1999-2002 lg/;gxsnng average for index return for 5

= . .
2000-2003 lsfigxsnng average for index return for 3
2001-2004 v TLagged change in volume for 1 day
2002-2005 | Lagged change in volume for 1 day
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Table.3. Relevant Input for Sessional Data

v Lagged index return for 1 session

v Lagged change in volume for 5
sessions.

v" Lagged change in volume for 3
sessions.

v" Lagged index return for 3 sessions.

v Moving average for index (raw data)

for 3 sessions

Lagged index return for 1 session

Lagged index return for 3 session

Moving average for volume (raw data)

for 5 sessions

1996-2005

INEN

1996-1999

<

Lagged index return for 1 session

Lagged change in volume for 1 session.

Lagged index return for 1 session

Lagged change in volume for 5

sessions.

Lagged change in volume for 1 session.

Lagged index return for 1 session

Lagged change in volume for 5

sessions.

v Moving average for index (raw data)
for 5 sessions

v Lagged index return for 1 session

v Lagged change in volume for 5
sessions.

v" Moving average for index (raw data)
for 5 sessions

v" Lagged index return for 1 session

v" Lagged index return for 5 sessions

v Lagged change in volume for 3
sessions.

v" Lagged index return for 1 session

2002-2005 | v Lagged change in volume for 3

sessions.

1997-2000

AN NN

1998-2001

AN AN

1999-2002

2000-2003

2001-2004

After finding the relevant variable, both for daily
and sessional data set, forecasting process is done by
stepwise regression and neural network model by using
the inputs. Although, there are several performance
criteria in the literature three of them are going to be used
in the study: mean square error (MSE), normalized mean
square error (NMSE) and trend accuracy (TA).

Mean Squared Error is calculated as

>

MSE =2

-

I}
o

(dy _yg,')z

NP
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where P: number of output processing elements
N: number of exemplars in the data set

yij - network output for exemplar i at processing
elements j

dy: desired output for exemplar i at processing
elements j

Normalized Mean Squared Error is calculated as

P N MSE

N N
P NV de—(ng)z
i=0 i=0
LN

/=0

NMSE =

where P: number of output processing elements
N: number of exemplars in the data set
MSE: mean Squared Error
d;: desired output for exemplar i at processing

elements j

Trend Accuracy measures gives the percentage for
which the actual output changed in the direction relative
to the previous desired value.

Table.4. Performance Measures for Stepwise Regression and
Neural Network for Daily Data

MSE NMSE  TA (%)

SR NN SR NN SR NN

1996-2005  0,000270  0,000250 4,03 1,00 43 75
1996-1999  0,001360  0,001330 3,63 1,03 53 73
1997-2000  0,001860  0,001980 4,24 1,03 47 72
1998-2001  0,000892  0,000926 291 1,05 49 76
1999-2002  0,000895  0,000922 2,9 0,98 51 75
2000-2003  0,000530  0,000820 2,44 1,79 42 69
2001-2004  0,000242  0,000247 1,57 1,07 46 74
20022005  0,000290  0,000310 149 1,00 57 77

In Table.4 performance measure for daily data are
given. NMSE and TA show that neural network model
has a better result than stepwise regression. Although,
according to MSE the regression is better than neural
network for all the periods, except 1996-2005 and 1996-
1999, the difference between the two methods under MSE
is negligible.

In Table 5 performance measures for sessional
data are given and by looking at the normalized mean
square error and trend accuracy percentage neural

network model has a better result than stepwise
regression. Although there is a difference for MSE
between regression and neural network analysis, it is also
negligible.

Table.5. Performance Measures for Stepwise Regression and
Neural Network for Sessional Data.

MSE NMSE TA (%)

SR NN SR NN SR NN
1996-2005  0,000100 0,000400 4,97 099 50 76
1996-1999  0,000400 0,000100 4,14 1,19 52 67
1997-2000  0,000800 0,000810 5,54 0,99 53 76
1998-2001 0,000490 0,000480 435 098 56 73
1999-2002  0,000393 0,000399 3,82 098 48 71
2000-2003  0,000250 0,000260 3,29 1,09 51 68
2001-2004  0,000105 0,000106 2,02 1,01 52 72
2002-2005  0,000120 0,000130 1,94 1,04 57 72

IV. CONCLUSION

Linear and nonlinear forecasting techniques are
compared in the study by using MSE, NMSE and TA
measures. Results show that neural network models are
superior to stepwise regression on the bases of NMSE and
TA but it is the other way on the basis of MSE criteria.
The reason for the smaller MSE of the regression method
is estimation of the coefficient by using the minimizing
MSE. However, in the finance literature nonlinearity is a
implicitly accepted fact for a decade. Neural network
models can be used as tool to predict the ISE-100 index.
When sessional and daily results of neural networks
models are compared on the basis of MSE only 1996-
2005 period is better predicted by using daily data. When
the comparison is done on the basis of NMSE 1996-1999
and 2002-2005 sub periods are better predicted by using
the sessional data. If the model selection criterion is
chosen as Trend accuracy then 1999-2005 and 1997-2000
sub periods are predicted well by using sessional data. In
order to beat the market any investor should use nonlinear
models instead of linear one.

REFERENCES

[11 Brock, P.L; Hinich, M. & Patterson, D. (1988). Bispectral-
Based Tests for the Detection of Gaussianity and Linearity
in Time Series. Journal of American Statistical
Association, 83(403), 657-664.

[2] Abhyankar, A.; Copeland, L.S. & Wong, W. (1997).
Uncovering Nonlinear Structure in Real-Time Stock
Market Indexes: The S&p500, the DAX, The Nikke225,
and the FTSE-100. Journal of Business and Economic
Statistics, 15(1), 1-14.

305



Haziran 2007.301-307.

B3]

(4]

(5]

[0]

(7]

(8]

(9]

(1]

(1]

[12]

[13]

[14]

[15]

[16]

306

Qi, M. (1999). Nonlinear Predicability of Stock Returns
Using Financial and Economic Variables. Jowrnal of
Business and Economics Statistics, 17(4), 419-429.

Menezes, L.M. & Nikolaev, N.Y. (2006) Forecasting with
Genetically Programmed Polynomial Neural Networks.
International Journal of Forecasting, 22(2), 249-265.

Sewell, S.P.; Stansell, S.R.; Lee, I. & Pan, M.S. (1993).
Nonlinearities in Emerging Foreign Capital Markets.
Journal of Business Finance & Accounting, 20(2), 237-
248.

Kondak, N. (1998). The Efficient Market Hypothesis
Revisited: Some Evidence from the Istanbul Stock
Exchange. Capital Market Board Publication, No: 83.
Ankara.

Harris, R.D.F. & Kucukozmen, C.C. (2001). Linear and
Nonlinear Dependence in Turkish Equity Returns and Its
Consequences for Financial Risk Management. European
Journal of Operational Research, 134(3), 481-492.

Cinko, M. (2001). Nonlinearity Tests for Istanbul Stock
Exchange. 5. Ulusal Ekonometri ve Istatistik Sempozyumu.
19-22 September. Adana.

Desai, V.S. & Bharati, R. (1998). A Comparison of Linear
Regression and Neural Network Methods for Predicting
Excess Returns on Large Stocks. Annals of Operations
Research, 78(1-4), 127-163.

Hill, T.; Marquez, L.; O’Connor, M. & Remus, W. (1994).
Artificial Neural Network Models for Forecasting and
Decision Making. International Journal of Forecasting,
10(1), 5-15.

Zhang, G.P. (2001). An Investigation of Neural Networks
for Linear Time-Series Forecasting. Computers &
Operational Research, 28(12), 1183-1202.

McCulloch, W.S. & Pitts, W. (1943). A Logical Calculus
of the Ideas Immanent in Nervous Activity. Bulletin of
Mathematical Biophysics, 5(4), 115-133.

White, H. (1988). Economic Prediction Using Neural
Networks: The Case of IBM Daily Stock Returns.
Proceedings of the 2" IEEE International Conference on
Neural Networks, 24-27 July, San Diego, 451-458.

Wong, F.S.; Wang, P.Z.; Goh, T.H. & Quek, B.K. (1992).
Fuzzy Neural Systems for Stock Selection. Financial
Analysts Journal, 48(1), 47-52.

Kryzanowski, L. & Galler, M. & Wright, D., W. (1993).
Using Artificial Neural Networks to Pick Stocks.
Financial Analysts Journal, 49(4), 21-27.

Gencay, R. (1998). Optimisation of Technical Trading
Strategies and the Profitability in the Stock Returns.
Economic Letters, 59(2), 249-254.

[17]

(18]

(19]

(20]

(21]

[22]

(23]

(24]

(23]

[26]

(27]

(28]

[29]

Chandra, N. & Reeb, D.M. (1999). Neural Networks in a
Market Efficiency Context. American Business Review,
January, 17(1), 39-44.

Quah, T.S. & Srinivasan, B. (1999). Improving returns on
Stock Investment through Neural Network Selection.
Expert Systems with Applications, 17(4), 295-301.

Walczak, S. (1999). Gaining Competitive Advantage for
Trading in Emerging Capital Markets with Neural
Networks. Journal of Management Information Systems,
16(2), 177-192.

Eakins, S.G. & Stansell, S.R. (2003). Can Value Based
Stock Selection Yield Superior Risk-Adjusted Returns: An
Application of Neural Networks. International Review of
Financial Analysis, 12(1), 83-97.

Kohara, K. & Ishikawa, T. & Fukuhara, Y. & Nakamura,
Y. (1997). Stock Price Prediction Using Prior Knowledge
and Neural Networks. Intelligent Systems in Accounting,
Finance and Management, 6(1), 11-22.

Saad, E.W.; Prokhorov, D.V. & Wunsch, D.C. (1998).
Comparative Study of Stock Trend Prediction Using Time
Delay, Recurrent and Probabilistic Neural Networks. JEEE
Transactions on Neural Networks, 9(6), 1456-1470.

Kim, S.H. & Chung, S.H. (1998). Graded Forecasting
Using Array of Bipolar Predictions: Application of
Probabilistic Neural Networks to a Stock Market Index.
International Journal of Forecasting, 14(3), 323-337.

Dropsy, V. (1996). Do Macroeconomic Factors Help in
Predicting International Equity Risk Primia?: Testing the
Out-of-Sample Accuracy of Linear and Nonlinear
Forecasts. Journal of Applied Business Research, 12(3),
120-127.

Desai, V.S. & Bharati, R. (1998). A Comparison of Linear
Regression and Neural Network Methods for Predicting
Excess Returns on Large Stocks. Annals of Operations
Research, 78(1-4), 127-163.

Desai, V.S, & Bharati, R. (1998). The Efficiency of
Neural Networks in Predicting Returns on Stock and Bond
Indices. Decision Sciences, 29(2), 405-425.

Lim, G.C. & McNelis, P.D. (1998). The Effect of Nikkei
and S&P on the All-Ordinaries: A Comparison of Three
Models. International Journal of Finance and Economics,
3(3),317-228.

Qi, M. (1999). Nonlinear Predicability of Stock Returns
Using Financial and Economic Variables. Journal of
Business and Economics Statistics, 17(4), 419-429.

Leung, M.T.; Daouk, H. & Chen, A. (2000). Forecasting
Stock Indices: A Comparison of Classification and Level
Estimation Models. International Journal of Forecasting,
16(2), 173-190.



Murat CINKO — Emin AVCI

[30] Kanas, A. & Yannopoulos, A. (2001). Comparing Linear
and Nonlinear Forecasts for Stock Returns. /nternationals
Review of Economics and Finance, 10(4), 383-398.

[31] Maasoumi, E. & Racine, J. (2002). Entropy and
Predicability of Stock Market Returns. Journal of
Econometrics, 107(1-2), 291-312.

[32] Olson, D. & Mossman, C. (2002). Neural Network
Forecasts of Canadian Stock Returns using Accounting
Ratios. International Journal of Forecasting, 19(3), 1-13.

Murat CINKO  (mcinko@marmara.edu.tr) has PhD. of
Statistics at Marmara University Social Sciences Institute.
His research area is financial econometrics.

Emin AVCI (eavci@marmara.edu.tr) has PhD. of
Accounting and Finance at Marmara University Social
Sciences Institute. His research areas are forecasting in
financial markets and financial statement analysis.

307



