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ABSTRACT. Semantic segmentation, which is one of the key problems in computer vision, has been applied in various application domains such as autonomous driving, robot navigation, or medical imagery, to name a few. Recently, deep learning, especially deep neural networks, have shown significant performance improvements over conventional semantic segmentation methods. In this paper, we present a novel encoder-decoder type deep neural network-based method, namely XSeNet, that can be trained end-to-end in a supervised manner. We adapt ResNet-50 layers as the encoder and design a cascaded decoder that is composed of the stack of the X-Modules, which enables the network to learn dense contextual information and have wider field-of-view. We evaluate our method using CamVid dataset, and experimental results reveal that our method can segment most part of the scene accurately and even outperforms previous state-of-the-art methods.

1. INTRODUCTION

Semantic segmentation, which is the key problem in the field of computer vision that concerned with partitioning image frames in video sequences into multiple regions, is an active research area until these days. Consider road-scene video sequences, where those road-scene regions are assigned any semantic categories such as sidewalk, road, pedestrian, sky, building, and tree etc. More precisely, semantic segmentation is a multi-class classification problem, where each pixel of an image is associated with a class label. In this case, the representation of an image is changed to something that is more meaningful and easier to understand. Pixel-wise semantic segmentation is useful in various applications such as autonomous driving, medical imagery, and robot navigation etc.

Recently, Convolutional Neural Networks (CNNs) \[14\] are very powerful in extracting hidden feature representations from data \[28\] and have been successfully...
used in many recognition tasks [14, 13, 22, 16, 12, 2, 21]. In particular, Fully Convolutional Networks (FCNs) that are based on transfer learning [16] have shown significant performance improvement over traditional computer vision approaches by large margins. In this case, the knowledge that is gained from image classification problem is adapted to dense spatial class prediction domain where each pixel in an image is marked with a class label. However, due to feature resolution reduction caused by consecutive pooling and strided convolution operations in the pre-trained models, this is a trade-off for the segmentation problem since the contextual details or some object boundaries are lost. To recover lost information, some methods [21, 2] used a skip-connection technique to injecting decoder features by using encoder features. This technique enables the network to learning and refining lost object boundaries by using low level features in a sense of previous knowledge can be incorporated with prior knowledge to help boosting the network learning.

Motivated by the recent success of deep neural networks, we propose a simple yet effective encoder-decoder type network that can be trained end-to-end in a supervised manner. The rest of this paper is organized as follows: a brief summary about previous works is described in Section 2, our method is described in Section 3, our segmentation results are described in Section 4, and conclusion in Section 5.

Figure 1. The flow of XSeNet architecture.

2. Related Works

Motivated by significant improvement of deep neural networks, most researchers explore the capabilities of such networks in semantic segmentation domain which make this domain improved over times. Recently, the FCNs was proposed by authors in [16] in semantic segmentation domain. The authors cast fully connected layers of the pre-trained network; i.e. AlexNet [13], VGG-Net [22], and GoogLeNet [23] into fully convolutional forms. The in-network upsampling and the skip architecture are introduced to refine the semantic outputs. Their method improves the
performance on several datasets such as Pascal VOC 2011-12 [7], SIFT Flow [15] etc. This work is considered as a milestone since the network can be trained end-to-end by taking input images of arbitrary sizes and producing dense predictions. Apart from this, a decoder approach is proposed by authors in [17] to mitigate the limitation of FCNs. In this work, the deconvolution layers and unpooling layers are embedded on top of the pre-trained classification model (VGG-16 Net) in a symmetric way. The network is applied to each object proposal in an input image, and then the resultant semantic outputs from all proposals were combined to construct the final segmentation output. This technique alleviates the limitation caused by the fixed receptive field of FCNs.

SegNet [2] is another state-of-the-art method and it is trained with CamVid dataset [3]. The network is composed of a decoder network embedded on top of the pre-trained VGG-Net. The decoder network consists of convolution layers and upsampling layers, where the max-pooling indices of the encoder network are used to perform non-linear upsampling in the decoder part. This network outperforms existing methods such as FCN [16] and DeconvNet [17].
Another recent encoder-decoder network is proposed by authors in [11]. In this work, the network is designed based on DenseNet [9] and trained from scratch without using any pre-trained networks. The proposed approach improves the state-of-the-art on CamVid and Gatech dataset [20]. Another efficient semantic segmentation method called ENet was proposed by [18]. The authors adopt the ideas of ResNet network [8] and specifically design the model for fast inferences and having low computational cost; yet, provides comparable results to existing methods. Authors in [1] proposed a residual coalesced convolutional network (RCC-Net) for video semantic segmentation problem. This encoder-decoder typed network architecture is designed based on the inspiration of ResNet model and Inception network [23]. For computational efficiency, the authors utilize an initial module to reducing the dimensionality of the input images into small feature maps before passing to the encoder network. Experimental results show that this network outperforms most of state-of-the-art methods. Authors in [25] proposed an encoder-decoder type recurrent neural network-based method to exploit contextual information from images and it provides promising results on various benchmarks.

Recently, authors in [19] proposed a two-branch network architecture which can segment high resolution images at 123.5fps that can be suited to efficient computation on embedded devices with low memory.

Moreover, dilated convolution or atrous convolution has been successfully used in semantic segmentation task [26, 5, 4, 6]. The idea of dilated convolution is to enlarge field-of-views in the network without learning extra parameters. To exploit this nice property, we also adopt this idea in our implementation.

3. Our Method

3.1. Network Configuration.

3.1.1. The Encoder. We adapt the pre-trained ResNet-50 [8], also known as ResNet 50 layers, and design a network architecture as depicted in Fig. 1 and Fig. 2. We utilize the first four blocks of ResNet-50 (conv1, conv2_x, conv3_x, conv4_x) and freeze all layers of the network, except the last identity block of conv4_x where we keep it for fine-tuning (for detailed ResNet network architecture, one may refer to the original paper). Skip connection technique has been successfully applied in image recognition task [8] to facilitate gradient flows through the network, and in semantic segmentation task [21] to allow the decoder to learn relevant features that are lost by pooling operations in the encoder part. Motivated by these ideas, we apply the skip layers in our implementation, and we found out that it makes the network converge faster and improves the accuracy.

3.1.2. The Decoder. Our decoder network (Fig. 2) contains four stacked modules, namely X-Module, where each module contains exactly the same configuration, except that the dilation rate is increased by a factor of two from the first module to
the last module. For each module, given a set of feature map $F$, two convolutional operations are operated in parallel:

1. Firstly, a fixed receptive field 3x3-convolution with a stride of 1 is operated on a given feature map $F$ to produce a set of feature maps $M$ of size $H \times W \times 64$. Then the feature map $M$ is upsampled by a factor of 2 to produce a set of feature maps $M$ of size $H' \times W' \times 64$.

2. Secondly, a dilated 3x3-convolution with a dilation rate $n$ and a stride of 1 is operated on the same feature map $F$ to produce a set of feature maps $N$ of size $H \times W \times 64$. Follow the same process, the feature map $N$ is upsampled by a factor of 2 to produce a set of feature maps $N$ of size $H' \times W' \times 64$.

3. Thirdly, for the first, second and third module, a point-wise 1x1-convolution projects a set of high dimensional feature map depths in the encoder part to low dimension $P$ of size $H' \times W' \times 64$. Note that the skip weight-layers in conv2_x and conv3_x of the encoder part are taken from the last identity block (we pick the weight-layers right before BatchNormalization [10] and addition operation, from this identity block). There is no skip layer (dash-line layer) in the fourth module.

4. Finally, feature map $M$, $N$ and $P$ are concatenated along the depth axis to produce $H' \times W' \times 192$ feature maps (since $64 \times 3 = 192$), except the fourth module where there is no skip layer $P$ is used. Note that the concatenated features are sequentially followed by BatchNormalization, ReLU, and SpatialDropout [24] layer. Then, the resultant feature maps are passed through the next layer.

Further Analysis: a fixed receptive field of normal 3x3-convolution can be interpreted as learning local features without incorporating global information into account, where dilated 3x3-convolution enables the network to have wider receptive fields that is significant for dense prediction by aggregating wide-ranged contextual information into account. In our implementation, these types of convolutional results are concatenated with previous knowledge in the encoder part, and then passed through the next layer to learning dense prediction. In each module (Fig. 2), since the concatenated feature map is a result of two convolutional operations that are operated on the same input, this concatenated feature map is expected to be strongly correlated. In this case, to alleviate overfitting, we apply the SpatialDropout right after this concatenated feature to drop correlated feature maps with a dropout rate of 25% and we found it to be effective in our implementation.

3.2. Training Details. In this work, we utilize CamVid dataset [3], which consists of 367 training, 101 validation, and 233 testing images at 360x480 resolution. The CamVid challenge is to segment scenes into 11 classes such as road, building, car, pedestrian, sidewalk, traffic sign etc. We train our network using the same training frames as described in [2].

We perform data augmentations to expanding the training sizes by horizontally flipping, rotating +10/-10 degrees. To make the network paying attention to the rare classes such as pole or traffic light, we perform zooming and cropping (to left and right) on the input image by focusing on those rare classes. Note that we
zoom the images to left and right in ratios of 100% and 200%, and then crop those images. To help the network paying attention to the rare class, we weight the classes differently by computing the class weights from entire training examples.

We train our network using Adam optimizer with a batch size of 1, setting the learning rate to $1e^{-3}$ and training for 15 epochs. We reduce the learning rate by a factor of 5 when the minimum validation loss stops improving for 5 epochs. Early stopping is applied when the minimum validation loss stops improving (min_delta equals to $1e^{-4}$) for 10 epochs. A softmax cross entropy loss is used in our training. Note that we resize the training images to a resolution of 352x480 in this experiment.

4. Results and Discussion

![Figure 3](image.png)

**Figure 3.** Our test results on CamVid dataset. First, second, and third column show input images, ground-truths, and our test results, respectively.

We measure the performance using three metrics followed the work in [2]; i.e. percentage of pixels correctly classified (G), mean predicted accuracy over all classes or class average accuracy (C), and mean intersection over all classes (mIoU).

Our test results and comparisons are depicted in Table 1. As can be seen, our method outperforms all listed methods by some margins. We also depict our segmentation results in Fig. 3 and Fig. 4. Most parts of the scenes are correctly classified by our method, especially major classes such as road, building, tree or car.
First, second, third, and fourth column show input images, ground-truths, our test results, and ReSeg results [25], respectively.

etc. One remarkable thing is that it is capable of distinguishing between bicyclists and pedestrians (Fig. 3 last row), where it is the failed case of other methods. This improvement may cause by aggregating contextual information using dilated convolution. However, it fails to detect rare classes, i.e. traffic lights and poles, where they share similar color intensities with the scene and it may be caused by the imbalanced data problem. Similarly, in the challenging scenario (dark scene), our method produces comparable results compared to the top listed model (Fig. 4).

Table 1. The test results on CamVid dataset and comparisons with the state-of-the-art methods. (G: Percentage of pixels correctly classified, C: Mean predicted accuracy over all classes, mIoU: Mean intersection over all classes.)

<table>
<thead>
<tr>
<th>Methods</th>
<th>G</th>
<th>C</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>XSeNet (ours)</td>
<td>90.15</td>
<td>74.08</td>
<td>62.98</td>
</tr>
<tr>
<td>ReSeg [25]</td>
<td>88.70</td>
<td>68.10</td>
<td>58.80</td>
</tr>
<tr>
<td>RCC-Net [1]</td>
<td>–</td>
<td>71.50</td>
<td>53.30</td>
</tr>
<tr>
<td>ENet [18]</td>
<td>–</td>
<td>68.30</td>
<td>51.30</td>
</tr>
<tr>
<td>SegNet [2]</td>
<td>88.60</td>
<td>65.90</td>
<td>50.20</td>
</tr>
<tr>
<td>DeconvNet [17]</td>
<td>85.60</td>
<td>–</td>
<td>48.90</td>
</tr>
<tr>
<td>SegNet-Basic [2]</td>
<td>84.20</td>
<td>56.50</td>
<td>47.70</td>
</tr>
<tr>
<td>FCN [16]</td>
<td>83.50</td>
<td>57.30</td>
<td>47.00</td>
</tr>
</tbody>
</table>

5. Conclusion

In this research, we propose a novel network architecture and apply some useful techniques that significantly improve the segmentation results. We included four stacked X-Modules, all of which have exactly the same architectural configurations, except for the increased dilation rates. This configuration increases the receptive field size and helps better aggregating the contextual information without
creating additional burden to the architecture. Our method produces good results and outperforms previous state-of-the-art methods in all metrics. We believe that our method can be improved further by increasing the layers in our network, i.e. ResNet-101 and ResNet-152 layers, or by replacing the pre-trained architecture (ResNet-50) with dilated residual networks \cite{27}, since this network is designed to alleviate the problem of losing relevant information when applying pooling operations. We will investigate the optimal solution for the aforementioned problems in our future research.
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