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Highlights
- There are undetected species in almost all inventories due to sampling limitation.
- Undetected species causes negative bias in estimation of species diversity.
- A new estimator (\( \hat{H}_O \)) is proposed to estimate true species diversity.

Abstract
The present paper addresses a new approach to reduce bias when there are undetected species in a plot. Partially density matrix plays essential role in this new proposed estimator. The performance of the new proposed estimator (\( \hat{H}_O \)) was compared to bias-corrected MLE (MLEBC), Jackknife (JK) and the proposed estimator of Chao and Shen (\( \hat{H}_{CS} \)) using Principle component analysis (PCA). According to the result of the first PCA applied to the data including the estimators’ values of the assemblages, \( \hat{H}_O \) is located between JK and \( \hat{H}_{CS} \) and its’ nearest neighbor becomes JK. The second PCA was applied to the data belonging to the relative estimator values between the pairwise assemblages and, it was found that \( \hat{H}_O \) is still located between JK and \( \hat{H}_{CS} \) but its’ nearest neighbor becomes \( \hat{H}_{CS} \) along the first axis at this time. Those results indicated that \( \hat{H}_O \) is a better estimator than MLEBC. Thus the new proposed estimator (\( \hat{H}_O \)) may also be used as an alternative bias-corrected estimator in addition to the other estimators.
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1. INTRODUCTION
There is a wide variety of indices to measure biodiversity. In this sense, Shannon entropy, a theory for uncertainly measure introduced first by Claude Shannon [1], is the most well-known entropic measure [2].

Even though Shannon entropy is the most popular theory for biodiversity measure, rare events make Shannon entropy hard to estimate. There are no unbiased estimators of Shannon entropy for samples of fixed sizes. For incomplete samples, the main source of the bias comes from the undetected species.

Many correction methods have been proposed to obtain the reliable entropy estimator with less bias [3-11]. Applications of those correction methods require the number of individuals to estimate sample coverage.

With regard to the sample coverage approach to estimating the species number for an assemblage, assume that there are \( S \) species in a reference plot represented to that assemblage and they are labeled by 1,..., \( S \). Let \( X_i \) be the number of the individuals of the \( i \)th species detected in the plot (\( \sum_{i=1}^{S} X_i = n \)). The probabilities of relative values of the species (\( X_i/n \)) are represented by \( \pi_1, \pi_2, \ldots, \pi_{S-1}, \pi_S \) (\( \sum_{i=1}^{S} \pi_i = 1 \)).

Shannon entropy [1], is defined by

\[ H = -\sum_{i=1}^{S} \pi_i \log(\pi_i) \]  

Suppose that there are 100 species in a plot and 60 of them are singletons. Such plot data tell us that there should be undiscovered species in the plot due to many singletons. In this case, when \( H \) is computed using...
only the detected species, occurrence of sampling bias would be inevitable. That bias should therefore be corrected in order to compare the species diversity of the assemblage to those of the other assemblages.

As mentioned before, many bias corrected methods have been developed. One of the most popular one was built by Chao and Shen [7] for abundance data as an unbiased estimator ($\hat{H}$).

$$\hat{H} = - \sum_{i=1}^{S} \frac{\hat{\pi}_i \log \hat{\pi}_i}{1 - (1 - \hat{\pi}_i)^n} I(A_i) = - \sum_{i=1}^{S} \frac{\hat{C} \hat{\pi}_i \log \hat{C} \hat{\pi}_i}{1 - (1 - \hat{C} \hat{\pi}_i)^n} I(A_i)$$

(2)

$\hat{C}$ is the estimator of the single coverage. It is computed by $\hat{C} = 1 - f_i/n$ where $f_i$ denotes the number of species recorded only once (singletons). $\hat{\pi}_i = X_i/n$ is the MLE of $\pi_i$. $I(A_i)$ is the usual indicator function. If the event $A_i$ is true, then $I(A_i) = 1$, otherwise $I(A_i) = 0$.

Apart from the proposed method by Chao and Shen [7], bias-corrected MLE has been also frequently used to reduce bias for abundance data.

With regard to bias-corrected MLE (MLE+Š), $\hat{S}$, reflects the estimator of total number of species ($S$), and it is computed by the following equation

$$\hat{S} = S_{\text{abun}} + \frac{S_{\text{rare}}}{c_{\text{rare}}} + \frac{f_1}{c_{\text{rare}}} \hat{\gamma}^2$$

(3)

where

$$\hat{\gamma}^2 = \max \left\{ \frac{S_{\text{rare}}}{c_{\text{rare}}} \left( \frac{\sum_{i=1}^{S} \xi_i f_i}{\sum_{i=1}^{S} f_i} \right) - 1, 0 \right\},$$

(4)

$\hat{\gamma}^2$ denotes the estimator of squared CV [12,13]. The total number of the abundant and rare species in the plot are $S_{\text{abun}} = \sum_{i=\kappa+1}^{S} f_i = \sum_{i=1}^{\kappa} I[X_i > \kappa]$ and $S_{\text{rare}} = \sum_{i=1}^{\kappa} f_i = \sum_{i=1}^{\kappa} I[0 < X_i \leq \kappa]$. In the equation, $\kappa=10$ is the value of cut-point [14]. $\sum_{k=1}^{10} k f_k = n$ and sample coverage for the assemblage is $\hat{C}_{\text{rare}} = 1 - f_1/\sum_{k=1}^{10} k f_k$ where $f_1$ denotes the singletons. $f_k$ is the number of species that are those represented $i$th. value of the number of the species.

The other estimator is Jackknife methodology for bias correction. Chao and Shen [7] also used this estimator as proposed by Zahl [15] as well as bias-corrected MLE in comparison to the estimator they built.

$$JK = n \ln n - (n - 1) \ln(n - 1) + \frac{1}{n} \sum_{k=2}^{n} f_k k^2 \ln \frac{(k-1)}{k} - \frac{1}{n} \sum_{k=2}^{n} f_k k \ln(k - 1)$$

(5)

where $n$ denotes the number of individuals, $f_k$ number of species that are represented exactly $k$ times in the sample ($k = 1, 2, ..., m$).

The present paper offers a new estimator based on partially mixed density operator. Using the same data given by Chao and Shen [7] from Janzen, [16,17], Batten [18] and Holst [19], the performance of the new proposed estimator is discussed by comparing to the proposed estimator by Chao and Shen, bias corrected MLE and Jackknife estimator.

2. PROPOSED ESTIMATOR

The density operator for quantum system $\{ |\psi_i\rangle, p_i \}$ is $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i |$ and von Neuman entropy $S(\rho)$ of a quantum state $\rho$ is defined by the equation

$$S(\rho) \equiv - \text{Tr}(\rho \log(\rho)).$$

(6)
In information theory, the Shannon entropy is defined by $H(p) = -\sum_{i=1}^{n} p_i \log p_i$ where $\sum_{i=1}^{n} p_i = 1$ ($0 < p_i \leq 1$). $p = (p_1, p_2, ..., p_n)$ is a probability distribution. If the eigenvalues of $\rho$ are $\lambda_i$ then the von Neumann entropy can be re-expressed as $S(\rho) = -\sum_{i=1}^{\infty} \lambda_i \log(\lambda_i) = H(\rho)$ [20].

The von Neumann entropy is zero for any pure state. The main difference between von Neumann entropy and Shannon entropy arises when considering a mixture of quantum states which are not orthogonal.

Partially mixed state is selected in order to estimate unbiased values in the present study. Consider a quantum system of two spin one half particles. One particle is in the z-up spin state and the other in the x-up state. From the classical Shannon point of view, we have a mixture with $p_1 = p_2 = 0.5$, giving and entropy of $-(0.5 \log 0.5) - (0.5 \log 0.5) = 1$. The partially density matrix in the z-presentation is given by:

$$\rho = \frac{1}{2} |\uparrow\rangle\langle\uparrow| + \frac{1}{2} (|\uparrow\rangle + |\downarrow\rangle)(|\uparrow\rangle + |\downarrow\rangle) \frac{1}{\sqrt{2}}.$$

(7)

The density matrix should be diagonalised to calculate von Neumann entropy ($S_{\text{VN}}$), i.e. to calculate its eigenvalues. That can be generated by solving secular equation $\begin{pmatrix} 0.75 - \lambda & 0.25 \\ 0.25 & 0.25 - \lambda \end{pmatrix} = 0$. This yields $\lambda = 0.1464$ or 0.8536, (i.e. $\lambda_{\text{min}} = 0.1464$ and $\lambda_{\text{max}} = 0.8536$ ) and, $S_{\text{VN}} = 0.6007$.

With regard to the new proposed estimator $\lambda_{\text{max}}$ is the main parameter. Let $f_k$ (abundance frequency counts), $k = 1, 2, ..., m$, be the number of species that are detected exactly $k$ times in the plot. In this case, $\hat{k}$ denotes the value to be added to the number of individuals of a species that is detected exactly $k$ times in the plot. In other worlds, $\hat{k}$ is the estimated number of individuals of the species detected $k$ times that referring to undetected species and it is computed by:

$$\hat{k} = \frac{\lambda_{\text{max}} k}{k_k}.$$ 

(8)

$\lambda_{\text{max}}$ is calculated by the following equation

$$\rho_{f_k} = \frac{f_k}{S_{\text{obs}}} |\uparrow\rangle\langle\uparrow| + \frac{(S_{\text{obs}} - f_k)}{S_{\text{obs}}} (|\uparrow\rangle + |\downarrow\rangle)(|\uparrow\rangle + |\downarrow\rangle) \frac{1}{\sqrt{2}}$$

(9)

where $S_{\text{obs}}$ denotes the total number of detected species in a plot.

Total value ($\hat{k}$) of the number of individuals of $i$th detected species and the estimated number of individuals of $i$th detected species obtained by referring to an undetected species is defined by the following equation.

$$\hat{k} = \hat{k} + k.$$ 

(10)

When $\hat{k}$ is found, $\hat{p}_k$ is computed by:

$$\hat{p}_k = \frac{\hat{k}}{\sum_{i=1}^{S} f_k k} = \frac{\hat{k}}{\sum_{i=1}^{S} f_k k}$$

(11)

where $\hat{p}_k$ is the relative value obtained from total value of the number of individuals, $i$th detected species and the estimated number of individuals of $i$th detected species that is referred to an undetected species.

Finally bias-corrected entropy ($\hat{H}_0$) is defined as:

$$\hat{H}_0 = -\sum_{i=1}^{S} \frac{\hat{p}_k \ln \hat{p}_k}{1 - (1 - \hat{p}_k)(\sum_{i=1}^{S} f_k k + \sum_{i=1}^{S} f_k k)} I(A_i) = -\sum_{i=1}^{S} \frac{\hat{p}_k \ln \hat{p}_k}{1 - (1 - \hat{p}_k)(\sum_{i=1}^{S} f_k k)} I(A_i)$$

(12)
where $\bar{p} = 1/S$ and $I(A_i)$ is the usual indicator function. If the event $A_i$ is true, then $I(A_i) = 1$, $I(A_i) = 0$, otherwise. In this approach, the species corresponding to each of the $k$ values, in particular doubletons play roles to reduce bias even though singletons have the highest contribution value.

Suppose that there are 59 species, with only one indivual ($f_1 = 59$) and, the number of the total species ($S_{obs}$) is 78 in a sample plot. The partially density matrix for $f_1$ is:

$$\rho_f = \frac{59}{78} (\mathbb{1} | \mathbb{1} | + \frac{(78-59)(\mathbb{1}+\mathbb{1})}{\sqrt{2}} + \frac{(\mathbb{1}+\mathbb{1})}{\sqrt{2}})$$

$$= \frac{59}{78} (\mathbb{1} | \mathbb{1} | + \frac{19(\mathbb{1}+\mathbb{1})}{\sqrt{2}})$$

$$= \left( \begin{array}{cc} 0.878205 - \lambda & 0.121795 \\ 0.121795 & 0.121795 - \lambda \end{array} \right).$$

This yields $\lambda_{min} = 0.1026$ and $\lambda_{max} = 0.8974$. In this case, $\hat{k} = 0.8974 \times 1/1^2 = 0.8974$ and $\hat{k} = 0.8974 + 1 = 1.8974$ for $f_1$. If $\sum_{i=1} S_{obs} = 185$, then $\hat{p}_1 = 0.0102$. This $\hat{p}_1$ value is valid for all the singletons. After computing $\hat{p}_k$ for all $k$, bias corrected entropy ($\hat{H}_0$) is found by using equation 12.

3. DATA EXAMPLES

The data including the frequency counts for beetles of DT (day-time) and NT (night-time) (Table 1) found in the paper of Chao and Shen [7] was obtained from “Osa primary-hill, dry season, 1967” in Janzen’s papers [16,17]. As explained by Chao and Shen [7], for DT and NT plots, most of the species has only one, two or three individuals, and there are only a few a few abundant species (Table 1). It is clear that a relatively large fraction of species has been missed in the plots due to occurrences of most singletons in both of the plots.

As reported by Chao and Shen [7], MLE$_{bc}$ has the lowest precision for DT and NT Since the bias-corrected MLE yields the highest estimate (Table 2). The new proposed estimator ($\hat{H}_0$) has the closest value to the value of the proposed estimator of Chao and Shen ($\hat{H}_{CS}$) for both of the plots (Table 2). In this case, it may be said that $\hat{H}_0$ shows a much better precision than MLE$_{bc}$ for both of those plots.

| Table 1. Frequency counts for beetles data (DT (Day-Time), NT (Night-Time)), bird data (EW (Endemic woodland), (CP) Conifer plantation) and coin data (OS (Observed site), RS (Reserve site)) from Chao and Shen [7] |
|----------------|----------------|----------------|----------------|----------------|----------------|
| DT             | NT             | EW             | CP             | OS             | RS             |
| k              | f_k            | k              | f_k            | k              | f_k            | k              | f_k            | k              | f_k            |
| 1              | 59             | 1              | 56             | 1              | 2              | 102            | 1              | 156            |
| 2              | 9              | 2              | 3              | 2              | 1              | 26             | 1              | 19             |
| 3              | 3              | 3              | 7              | 3              | 2              | 3              | 3              | 2              |
| 4              | 2              | 5              | 2              | 5              | 1              | 5              | 1              | 5              | 0              |
| 6              | 2              | 10             | 1              | 11             | 1              | 9              | 1              | 6              | 0              |
| 11             | 1              | 14             | 1              | 16             | 1              | 11             | 1              | 7              | 0              |
| 16             | 1              | 21             | 1              | 14             | 1              | 14             | 1              | 1              | 1              |
| 18             | 1              | 25             | 1              | 20             | 1              | 20             | 1              | 1              | 1              |
| 26             | 1              | 30             | 2              | 5              | 1              | 2              | 2              | 2              |
| 35             | 1              | 65             | 1              |                |                |                |                |                |                |
| $S_{obs}$      | 78             | 79             | 20             | 14             | 141            | 178            |
| n              | 127            | 170            | 20             | 14             | 198            | 204            | 204            |

With regard to the data taken from Batten [18] by Chao and Shen [7], abundant species is dominant in both of EW and CP plots (Table 1). As a result of this, Chao and Shen [7] concluded that there were two missing
species for the EW and only one species was undiscovered for the CP. It means that almost all species were discovered. As a result of this, all estimators and $\hat{H}_O$ exhibit very close values to the value of MLE.

Coin data given by Holst [19] has been discussed previously by Chao and Lee [12]. The data for the two sides are given in Table 1. For two sides, as concluded by Chao and Lee [12], MLE is likely to be negatively biased. As can be seen in Table 2, $\hat{H}_O$ yields the closest estimate to $\hat{H}_{CS}$ for OS while it has almost the same value with the value of JK for RS data.

Table 2. The results of MLE, bias-corrected MLE (MLEBC), Jackknife (JK), the proposed estimator of Chao and Shen ($\hat{H}_{CS}$) and the new proposed estimator ($\hat{H}_O$) for beetles data, bird data and coin data (note that the values of MLE, MLEBC, JK and ($\hat{H}_{CS}$) were taken from Chao and Shen [7]).

<table>
<thead>
<tr>
<th>Assemblages</th>
<th>*MLE</th>
<th>*MLEBC</th>
<th>*JK</th>
<th>$\hat{H}_{CS}$</th>
<th>$\hat{H}_O$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>4.08</td>
<td>5.11</td>
<td>4.62</td>
<td>4.7</td>
<td>4.69</td>
</tr>
<tr>
<td>NT</td>
<td>3.83</td>
<td>4.62</td>
<td>4.24</td>
<td>4.3</td>
<td>4.33</td>
</tr>
<tr>
<td>EW</td>
<td>2.41</td>
<td>2.47</td>
<td>2.48</td>
<td>2.49</td>
<td>2.48</td>
</tr>
<tr>
<td>CP</td>
<td>2.06</td>
<td>2.09</td>
<td>2.10</td>
<td>2.09</td>
<td>2.09</td>
</tr>
<tr>
<td>OS</td>
<td>4.80</td>
<td>5.72</td>
<td>5.41</td>
<td>5.56</td>
<td>5.53</td>
</tr>
<tr>
<td>RS</td>
<td>5.13</td>
<td>7.20</td>
<td>5.96</td>
<td>6.63</td>
<td>5.96</td>
</tr>
</tbody>
</table>

Principle component analysis (PCA) was applied to observe the locations of the estimators using the data found in Table 2. As a result of the PCA, eigenvalues of the axes were found 0.918376 (96.264%), 0.0301362 (3.1589%), 0.0053526 (0.56106%) and 0.000156992 (0.016456%) respectively.

Figure 1. PCA results of the estimators

It is clear that most of the percentage of the total variance (96.264%) is explained by the first axis. According to the first axis, MLE is located in the left site opposite to the location of MLEBC. $\hat{H}_O$ is located between JK and $\hat{H}_{CS}$ and its’ nearest neighbor estimator is JK along the first axis.

The relative estimator values between the pairwise assemblages were also computed (Table 3). By using this data, the applied PCA results were given in Figure 1. The first axis explains 95.69% of the total variance. According to the first axis, $\hat{H}_O$ is still located between JK and $\hat{H}_{CS}$, but, instead of JK, its’ nearest neighbor is $\hat{H}_{CS}$ along the first axis in this time (Figure 1).

Table 3. The relative values of the estimators in accordance with the pairs of the assemblages

<table>
<thead>
<tr>
<th></th>
<th>MLE</th>
<th>MLEBC</th>
<th>JK</th>
<th>$\hat{H}_{CS}$</th>
<th>$\hat{H}_O$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT/NT</td>
<td>1.065274</td>
<td>1.106061</td>
<td>1.089623</td>
<td>1.093023</td>
<td>1.081408</td>
</tr>
<tr>
<td>DT/EW</td>
<td>1.692946</td>
<td>2.068826</td>
<td>1.862903</td>
<td>1.88755</td>
<td>1.892368</td>
</tr>
<tr>
<td>DT/CP</td>
<td>1.980583</td>
<td>2.444976</td>
<td>2.2</td>
<td>2.248804</td>
<td>2.242596</td>
</tr>
<tr>
<td>DT/OS</td>
<td>0.85</td>
<td>0.893357</td>
<td>0.853974</td>
<td>0.845324</td>
<td>0.847976</td>
</tr>
</tbody>
</table>
DT/RS | 0.795322 | 0.709722 | 0.775168 | 0.708899 | 0.787081
NT/EW | 1.859223 | 2.210526 | 2.019048 | 2.057416 | 2.073773
NT/CP | 1.859223 | 2.210526 | 2.019048 | 2.057416 | 2.073773
NT/OS | 0.797917 | 0.807692 | 0.783734 | 0.773381 | 0.784140
NT/RS | 0.746589 | 0.641667 | 0.711409 | 0.648567 | 0.727829
EW/CP | 1.169903 | 1.181818 | 1.180952 | 1.191388 | 1.185074
EW/OS | 0.502083 | 0.431818 | 0.458410 | 0.447842 | 0.448103
EW/RS | 0.469786 | 0.343056 | 0.416107 | 0.375566 | 0.415924
CP/OS | 0.429167 | 0.365385 | 0.388170 | 0.375899 | 0.378122
CP/RS | 0.401559 | 0.290278 | 0.352349 | 0.315234 | 0.350969
OS/RS | 0.935673 | 0.794444 | 0.907718 | 0.838612 | 0.928188

Figure 2. PCA results of the proportional values between the estimators of the assemblages

4. CONCLUDING REMARKS AND DISCUSSION

A new approach is proposed to reduce bias when there are undetected species in a plot. This new proposed estimator is based on partially mixed density matrix. If the species inventory is complete and all species are found in the plot, then the maximum likelihood approach (MLE) gives accurate results. Like the other estimators, (i.e. bias-corrected MLE (MLEBC), Jackknife (JK) and the proposed estimator of Chao and Shen [7] (\(\hat{H}_{CS}\)) the new proposed estimator (\(\hat{H}_{O}\)) computes a value, almost the identical value of MLE since a complete inventory includes many species and, very few of them are rare, meaning of slightly bias. However, such an inventory is not cost-effective and causes considerable time consuming. Bias-corrected estimators therefore play essential role to accurately measure biodiversity.

As reported by Chao and Shen [7], Chiu et al. [21] and Chao and Chiu [22], due to sampling limitation, there are undetected species in almost every species inventory. Thus the simple count of species in a plot underestimates the true species richness. To estimate accurate or true species richness, rare species are important because they yield the most information about the undetected species. Computations of the estimators (i.e., MLEBC, JK and \(\hat{H}_{CS}\)) for obtaining the bias corrected values are based on this notion. The new proposed estimator was built considering the same notion. In this sense, the species with only one individual (singletons) in a reference plot give the most information about occurrences of another species that were not able to be detected during the inventory. In this approach, the other counts (\(k=2, 3,...,m\)) in particular doubletons play also role to reduce bias.

The main difference of the new proposed estimator from the other estimators is that relative values (\(\hat{p}_k\)) are computed by summing up the number of individuals of the species detected \(k\) times and the estimated number of individuals of the species detected \(k\) times that refers to undetected species.
The results belonging to DT, NT, EW, CP and OS of the new proposed estimator ($\hat{H}_O$) seem to be very reasonable in comparison with the results of $\hat{H}_{CS}$. The most important differentiation appears between the results of $\hat{H}_O$ and $\hat{H}_{CS}$ when OS data is used. However it is not an unexpected result because $\hat{H}_O$ is a different approach from $\hat{H}_{CS}$ and it computes the values using its’ self-algorithm.

According the PCA results, as can be seen in Figure 1 and Figure 2, $\hat{H}_O$ is located between JK and $\hat{H}_{CS}$ along the first axes that explains most of the total variance. However there is an important difference between the results of the two PCA. Namely, by using the data including the values of the estimators, the applied first PCA results shows that the nearest neighbor of $\hat{H}_O$ is JK. That result may be evaluated that the accuracy of $\hat{H}_O$ is insufficient. However, the relativeness among the estimated values is usually essential in particular biodiversity modelling and mapping attempts from ecological point of view. The second PCA was therefore applied to the data including the relative values of the estimators between the pairwise assemblages and it was found that instead of JK, the nearest neighbor of $\hat{H}_O$ became $\hat{H}_{CS}$.

As a conclusion, all the results indicate that $\hat{H}_O$ is no fewer than MLE$_{BC}$. Thus the new proposed estimator ($\hat{H}_O$) can also be used as an alternative bias-corrected estimator as well as the other estimators. This proposed estimator may be also used to estimate unbiased diversity using transformed data obtained from species abundance data since it takes account of all the species data found in an assemblage.
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