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Abstract
The aim of this study is twofold. The first one is to investigate the effect of sample size and test length on the estimation of item parameters and their standard errors for the two parameter item response theory (IRT). Another is to provide information about the performance of Mplus, BILOG-MG and R (ltm) programs in terms of parameter estimation under the conditions which were mentioned above. The simulated data were used in this study. The examinee responses were generated by using the open-source program R. After obtaining the data sets, the parameters were estimated in BILOG-MG, Mplus and R (ltm). The accuracy of the item parameters and ability estimates were evaluated under six conditions that differed in the numbers of items and examinees. After looking at the resulting bias and root mean square error (RMSE) values, it can be concluded that Mplus is an unbiased program when compared to BILOG-MG and R (ltm). BILOG-MG can estimate parameters and standard errors close to the true values, when compared to Mplus and R (ltm).
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INTRODUCTION
In recent years, especially in the fields of education and psychology, item response theory (IRT) has been popular (Foley, 2010). Provision of the opportunity of modelling the relationship between examinees’ ability and their response to an item, makes IRT models more preferable than classical test theory models (CTT) (de Ayala, 2009; Hambleton, Swaminathan, & Rogers, 1991; Yen & Fitzpatrick, 2006). CTT focuses on the number of correct answers given by the examinee in the test. In other words, two examinees with the same number of correct answers get the same score in terms of the measured property, regardless of whether the item is difficult or easy (Proctor, Teo, Hou & Hsieh, 2005). Moreover, the major advantage of CTT is that it is easy to meet the assumptions in real test data (Fan, 1998; Hambleton & Jones, 1993). On the other hand, IRT requires stronger assumptions than CTT (Crocker & Algina, 1986). IRT is based on the probability of an examinee’s ability to perform on any item according to his or her ability. IRT models are functions of items, characterized by item parameters, and the ability of the examinees. As its name implies, IRT models test the behavior at the item level. IRT models can be unidimensional or multidimensional. In this study, we considered only unidimensional IRT models. There are three item parameters used in unidimensional IRT models. These are difficulty, $b$; discrimination, $a$; and pseudo-guessing, $c$ parameters (Hambleton, Swaminathan & Rogers, 1991; Van Der Linden & Hambleton, 1997).

Unidimensional IRT models vary in the number of item parameters that are used. The one parameter logistic (1PL) model assumed that all items have an equal discrimination index and the probability of guessing an item correctly is zero. In the three parameter logistic (3PL) model all three item parameters vary across items. And in the two parameter logistic (2PL) model only the item difficulty and discrimination indices vary across items (Lord, 1980). The item response function for the two parameter logistic (2PL) model is defined as follows:
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where $P_i(\theta) =$ the probability that a randomly selected examinee with ability $\theta$ answers item $i$ correctly. The parameter $b_i$ referred to as index to item difficulty or threshold parameter and describes the point on the ability scale at which an examinee has a 50 percent probability of answering item $i$ correctly. The discrimination parameter $a_i$ is proportional to the slope of $P_i(\theta)$ at point $\theta = b_i$. The constant D is a scaling factor that places the scale of the latent ability approximately on the standard normal metric when set to 1.7 (Hambleton & Swaminathan, 1985).

One of the advantages of IRT is that item parameters can be estimated independent of the group and ability parameters can be estimated independent of the item (Hambleton, Swaminathan & Rogers, 1991). For this reason, IRT provides an appealing conceptual framework for test development (Hambleton, 1989) and IRT-based item and ability estimations are frequently mentioned in test development studies. The aim of test development studies is to present the models which can estimate the most accurate and stable item and ability parameters. The estimation of parameters is important because the examinees’ reported score based on these parameters can affect any decision about examinees. For this reason, researchers aim to reveal the most accurate model to estimate the parameters in various conditions (Rahman & Chajewski, 2014).

In the literature, the effect of sample size and test length on parameter estimation is frequently investigated in IRT based test development studies. In these studies (Lim & Drasgow, 1990; Lord, 1968; Öztürk-Gübeş, Paek & Yao, 2018; Patsula & Gessaroli, 1995; Şahin & Anıl, 2017; Yen, 1987; Yoes, 1995) although the minimum number of sample size and the exact length of the test cannot be certainly specified (Foley, 2010), the optimal number of sample size and test length which should be reached under various conditions can be revealed. The common point of these studies is that the number of sample size and test length should be particularly large in complex models and IRT models require large sample size to make accurate parameter estimations (Hambleton, 1989; Hulin, Lissak & Drasgow, 1982).

Lord (1968) stated that, at least 50 items and 1000 sample sizes were required to estimate the discriminant parameter (a parameter) accurately for the 3PL model. Swaminathan and Gifford (1983) investigated the effect of sample size, test length, and the ability distribution on the estimation of item and ability parameters using the 3-PL model. Their results showed that the condition in which sample size was 1000 and test length was 20 produced more accurate estimates of the difficulty and guessing parameters, and fairly good estimates of the item discrimination parameters than the conditions in which sample size was 50 and test lengths were 10 or 15 and sample size was 200 and test lengths were 10 and 15. Hulin et al. (1982) suggested that at least 500 samples and 30 items were needed for the 2PL model. They also suggested that the number of sample size should be 1000 and the number of items should be 60 for the 3PL model or when sample size was 2000, test length should be 30. Also, for the 2PL model, Lim & Drasgow (1990) suggested 750 as the sample size for 20 items; Şahin and Anıl (2017) suggested 500 as the sample size for 20 items and Gübeş, Paek and Yao (2018) pointed out that when the sample size was 500 or greater, estimation methods produced same and appropriate results with the test lengths of 11 (small), 22 (medium) or 44 (large).

In many test applications, it is not always possible to increase the sample size or test length. Therefore, in recent times researchers focus on the use of the most accurate model and computer program according to the sample size or test length. Baker (1987) stated that the parameter estimation and the computer program that is used constitute an inseparable whole. And the characteristics of the obtained parameters will be affected by the underlying mathematics of the program. For this reason, many computer programs are available at various times depending on the possibilities offered by technology. BILOG-MG (Zimowski et al., 2003) has been widely used for parameter estimation in dichotomous items and has a long history (Baker, 1990; Lim & Drasgow, 1990; Swaminathan & Gifford, 1983). Recently, IRT analyses have been conducted using the libraries (e.g. package ltm, irtoys) in the open source program R (Rizopoulos, 2006, 2013; Bulut & Zoplouğlu, 2013; Pan, 2012). Mplus (Muthén & Muthén, 1998-2012) is another program that is preferred in analyzing latent models. Although there are a lot of programs for parameter estimation, they are questionable in terms of making accurate estimates.
Therefore, simulation studies can be effective to evaluate the accuracy of estimations. Such studies allow researchers to compare the estimation results with the true values in various test conditions (Şahin & Colvin, 2015).

Yen (1987), compared the performance of BILOG and LOGIST in terms of parameter estimates and item characteristic functions for the three-parameter logistic model. They used 1000 sample size with 10, 20 and 40 test lengths. They indicated that BILOG always produced more accurate estimates of item parameters especially in short tests. But they pointed out that two programs performed equally for the 20 and 40 item tests. Mislevy & Stocking (1989) recommended using BILOG in short tests and/or small examinee samples, while LOGIST might be preferred in longer tests.

Şahin and Colvin (2015) investigated the accuracy of the item and ability parameters which were obtained from “ltm” R package. They compared item and ability estimates with the true parameters when test lengths were 20 and 40 and sample sizes were 250, 1000 and 2000. They considered bias, mean absolute deviation (MAD), and root mean square error (RMSE) for the evaluation of accuracy of “ltm package” in terms of parameter estimation. According to their findings, it can be concluded that accurate estimates with the 1PL, 2PL, and 3PL can be provided by using ltm. Especially to estimate b parameters, ltm produced more accurate results. Their findings showed that while ltm estimated difficulty and ability parameters accurately there were some problems in guessing parameter (c) estimates. Results obtained from all the conditions showed that the accuracy of parameter estimation with ltm increased in all the three models as the number of examinees increased.

Rahman and Chahewski (2014) investigated the calibration results of 2PL and 3PL IRT models with 100 items and 1000 examinees in BILOG-MG, PARSACLE, IRTPPRO, flexMIRT, and R (ltm). They mentioned that ltm is the only software with a negative bias for the discrimination and guessing parameters while estimating the 3PL model. Their findings indicated that BILOG and PARSACLE underestimate item difficulties and latent traits, whereas IRTPRO and flexMIRT mostly overestimate them for 2PL models. And, R package ltm also showed negligible bias for item difficulty in 2 PL models. The package ltm is unable to perform with the other software programs in 3 PL models, but its recovery is precise for the latent trait using the 2PL model. Although there is some research about comparing performance of computer programs in IRT model parameter estimates, it is still necessary to conduct more research to compare the performance of different programs in parameter estimating.

The aim of this study is to investigate the effect of sample size and test length on the estimation of item parameters and their standard errors in 2PL models. Another aim of this study is to compare the performance of Mplus, BILOG-MG and R (ltm) in terms of parameter estimation in different sample sizes and test lengths. This study will contribute to the discussions about sufficient sample size or test length when studies are conducted based on IRT. On the other hand, the researchers will be able to get information about which of the programs they need to access in accordance with the available data or the parameters to be estimated. This research is original as it includes standart error comparison of parameters. The data which was simulated based on the parameters of a real test was used in the current study.

The basic problem investigated in the current study was “How do the parameters and their standard error estimates change in the BILOG-MG, Mplus and R (ltm) programs when the test length and sample size change?

METHOD

This research is a simulation based study examined the performance of different programs in terms of parameter estimation under specific conditions.
Data Generation

The simulated data were used in this study. To mimic a real test situation, examinee responses were generated based on TIMSS 2015 mathematic test item parameters. The mean and standard deviation of item parameters which were used in data generation were given in Table 1.

Table 1. Item Parameters Means and Standard Deviations Obtained from TIMSS 2015 Application

<table>
<thead>
<tr>
<th>Condition</th>
<th>Sample Size</th>
<th>Number of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>2000</td>
<td>60</td>
</tr>
</tbody>
</table>

Furthermore, the ability parameters are drawn from a standard normal distribution which has mean zero and standard deviation one, \( N \sim (0,1) \). For the response of the \( i \)th item and \( n \)th examinee; firstly, item response function was calculated based on 2PL model (see equation 1) then uniform random numbers were sampled from \((0, 1)\). If the uniform random number was equal or less than the probability of correctly answering item, item was scored as 1 (correct). Otherwise, item \( i \) was scored as 0 (incorrect).

In data simulation, test length and sample size were varied: sample sizes were 500, 1000 and 2000; test lengths were 30 and 60. In the current study, 3 sample sizes and 2 test lengths conditions yielded to generate six different data conditions. For each condition, 50 data sets were generated, which resulted in 300 generated response sets. Six simulation conditions are given in Table 2.

Table 2. Simulation Conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Sample Size</th>
<th>Number of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>2000</td>
<td>60</td>
</tr>
</tbody>
</table>

Data Analysis

In the first step of the data analysis, item parameters were estimated by using the Maximum Likelihood Estimation (MLE) method according to 2PL model for each condition of test length and sample size. Parameters were estimated in BILOG-MG, Mplus and R (ltm). In all the programs, default settings were used.

Mplus is a statistical modeling program which has a flexible modeling capacity. Mplus allows researchers to do factor analysis, mixture modeling and structural equation modeling. In Mplus, categorical and continuous data that have single-level or multi-level structure can be analyzed. In addition, Mplus has extensive facilities for Monte Carlo simulation studies. Normally, non-normally distributed, missing or clustering data can be generated by using Mplus (Muthén & Muthén, 1998, 2002, 2012).

BILOG-MG is a software program that is designed for analysis, scoring and maintenance of measurement instruments within the framework of IRT. The program is appropriate for the binary items scored right, wrong, omitted- or non-presented. The program is concerned with estimating the parameters of an item and the position of examinees on the underlying latent trait (Zimowski et al., 2003).
Latent trait models which is shortly abbreviated as “ltm” is an open-source R software package. Ltm can do analysis of univariate and multivariate dichotomous and polytomous data using latent trait models under the IRT. The package includes IRT models of Rasch, 2PL, 3PL, graded response and generalized partial credit (Rizopoulos, 2006). In the current study, analyses based on latent trait models were run under another R package, irtoys. The irtoys is a package which combined some useful IRT programs. These programs are ICL, BILOG-MG and ltm. In the installing process of irtoys the ltm package is also automatically loaded (Partchev, 2017).

In the second step of the data analysis, the accuracy of item parameters was investigated by computing discrepancy between the estimate and true value of the parameter. In order to evaluate the recovery of item parameters and their standard errors, bias and root mean square error (RMSE) were calculated. Bias is defined as the average difference between true and estimated parameters. It is a measure of any systematic error in estimation. To obtain the average bias value, bias was calculated for each replication of each condition, and then an average bias for each condition was calculated. Bias can take both positive and negative values. When the bias value is zero and close to zero, it can be decided that the parameter estimation is unbiased. RMSE is a measure of precision that, like standard deviation, provides information about the average magnitude of parameter variation around the true parameter. RMSE always yields positive values and the minimum value of RMSE is zero. If the RMSE value obtained in the relevant condition is close to zero, it is decided that the estimation stability is high. As the RMSE value moves away from zero it is interpreted as low estimation stability. For a given parameter, bias and RMSE indexes were calculated as in equations 2 and 3:

\[ \text{Bias} = \left( \frac{1}{R} \right) \sum_{r=1}^{R} \hat{\varphi}_r - \varphi \]  
\[ \text{RMSE} = \sqrt{\frac{\sum_{r=1}^{R} (\hat{\varphi}_r - \varphi)^2}{R}} \]

where \( \varphi \) is the parameter of interest and \( r \) is the replication number index (\( r = 1, 2, \ldots, R \)). In the item parameter recovery investigation, each of the data generating parameters is \( \varphi \). These indices were averaged across all items to compute summary indices for a given condition.

RESULTS

The averages of RMSE and bias value for the estimated parameters in Mplus, BILOG-MG and R (with ltm) programs across the 50 runs are given in Table 3.

<table>
<thead>
<tr>
<th>RMSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>b se(b)</td>
<td>a se(a)</td>
</tr>
<tr>
<td>Mplus</td>
<td>0.092</td>
</tr>
<tr>
<td>BILOG-MG</td>
<td>0.093</td>
</tr>
<tr>
<td>R (ltm)</td>
<td>0.109</td>
</tr>
</tbody>
</table>

As seen in Table 1, while the \( b \) parameter estimates of Mplus have the smallest average of RMSE values (0.092), R (ltm) estimates have the largest average (0.109). On the other hand, the standard error of \( b \) parameter estimates of BILOG-MG program has the smallest RMSE average (0.046), and again R (ltm) estimates have the largest RMSE average (0.056). The slope (\( a \)) parameter estimates of BILOG-MG have the smallest RMSE average (0.111) and R (ltm) estimates have the largest value (0.121). Similarly, BILOG-MG program has the smallest RMSE average (0.042) for the standard error of a parameter but Mplus estimates have the largest values (0.051).
Considering the bias values in Table 3, it can be said that the Mplus program has the smallest bias values for \(a\) (0.004) and \(b\) parameters (0.001); BILOG-MG has the smallest bias values for the \(se(b)\) (0.036) and \(se(a)\) (0.018) parameters. While, the R (ltm) has the largest mean of bias values for the \(b\) (0.023), \(se(b)\) (0.047) and \(a\) (-0.037) parameters; Mplus program has the largest bias values for the \(se(a)\) (0.030) parameter.

For each of the six conditions, the average of RMSE and bias values for the “\(b\)” parameter over 50 replications are plotted in Figure 1.

As seen in Figure 1a and Figure 1b where test lengths were 30 and 60, as sample size increased the RMSE values of \(b\) parameter estimates decreased in all programs. When test length was 30 and sample size was 500, while BILOG-MG \(b\) parameter estimates had the smallest RMSE values, Mplus had the largest ones. When sample size was 1000, the \(b\) parameter estimates of R and BILOG-MG programs had similar and smaller RMSE values than Mplus. When the sample size was 2000, although BILOG-MG and R (ltm) had similar and smaller RMSE values than Mplus, Mplus got very close RMSE values to other two programs (see Figure 1a).

When we consider RMSE values for the \(b\) parameter at test length 60 in Figure 1b, we can say that BILOG-MG had the smallest and R (ltm) had the largest values. On the other hand, at the test length 1000, while Mplus had the smallest RMSE values, again R (ltm) had the largest values. When sample size was 2000, Mplus and BILOG-MG programs had similar and smaller RMSE values than R (ltm).
We can say that in all sample sizes at the test length 60, based on RMSE index, R (ltm) performed worse than other programs in terms of estimating $b$ parameter.

The graphic in Figure 1c showed that at the test length 30, the smallest bias values for the $b$ parameter were obtained by Mplus and the largest ones were obtained by BILOG-MG program. However, at the sample size 1000, R (ltm) had the smallest bias values and again BILOG-MG had the largest RMSE values. At the sample size 2000, while Mplus had the smallest bias values, again BILOG-MG had very close but larger bias than R (ltm). Also, when sample size increased from 500 to 1000, bias values of $b$ parameter estimates from all programs increased but as sample size increased from 1000 to 2000, bias values decreased (see Figure 1c).

If we consider bias values for the $b$ parameter at the test length of 60 and sample sizes of 500 and 1000, while the smallest bias values were obtained by Mplus, the largest ones got from R program. At the sample size of 2000, bias values for $b$ parameter estimates of R program were larger than other programs but BILOG-MG estimates had very close bias values to Mplus program (see Figure 1d).

For each of six conditions, the average of RMSE and bias values for the “$se(b)$” parameter over 50 replications were plotted in Figure 2.

As seen in Figure 2, at the two test lengths as sample size increased, bias and RMSE values decreased for the $se(b)$ estimates from all the programs. Considering the test length of 30 in Figure 2a and 2d, the...
smallest RMSE and bias values for the $se(b)$ parameter were obtained from BILOG-MG estimates at all the sample sizes. And Mplus and $R \ (ltm)$ had similar but larger RMSE and bias values than BILOG-MG. According to results, we can say that at all sample sizes, BILOG-MG program performed best in estimating $se(b)$ parameter. Similarly, at the test length of 60 and sample size of 500, again BILOG-MG had the smallest and $R \ (ltm)$ had the largest RMSE and bias values for the $se(b)$ parameter (see Figure 2b). At the sample size of 1000 and 2000, Mplus and $R \ (ltm)$ had similar but larger RMSE and bias values than BILOG-MG program. However, at the sample size of 2000, the performance of three programs got very close to each other, BILOG-MG still estimated smaller RMSE and bias values for the $se(b)$ parameter. In other words, we can say that BILOG-MG performed best in terms of estimating $se(b)$ parameter at all the test lengths and sample sizes.

For each of six conditions, the average of RMSE and bias values for the “$a$” parameter over 50 replications are plotted in Figure 3.

As shown in Figure 3a and 3b, when test lengths were 30 and 60, RMSE values of $a$ parameter decreased as the sample size increased. This drop was sharper for Mplus and BILOG-MG programs when the number of item was 60. When test length was 30 and sample sizes were 500 and 1000, although BILOG-MG program had smaller RMSE values than other programs, at the test length of 2000, all of the three programs had similar RMSE values (see Figure 3a). We can say that while BILOG-MG had the best
performance at the sample size of 500 and 1000, at the sample size of 2000, all the programs performed similar in terms of estimating a parameter.

When test length increased to 60, programs performance changed due to sample size. For example, at the sample size of 500, Mplus and R (ltm) performed similar but they had larger RMSE values than BILOG-MG estimates. Under the condition where the sample size was 1000, the Mplus program had smallest and the R (ltm) had the largest RMSE values. At the sample size of 2000, while Mplus and BILOG-MG performed best, R (ltm) performed worst (see Figure 3b).

As shown in Figure 3c, for the test length 30, as sample sizes increased, bias values decreased in all programs except for Mplus. Also, Mplus had the smallest bias values and BILOG-MG was the largest bias values at all sample sizes. At the test length of 60, although BILOG-MG performed as well as Mplus program, generally Mplus had the smallest and R (ltm) had the largest bias values at all the sample sizes.

In Figure 4, the average of RMSE and bias values for the “se(a)” parameter over 50 replications are plotted.

As seen in Figure 4a, in all the programs, as sample size increased, RMSE values of se(a) parameter decreased in test length 30 conditions. At the sample size of 500, while BILOG-MG had the smallest RMSE values and it had the best performance, Mplus and R (ltm) had similar but larger RMSE values. When the sample size increased from 500 to 1000, RMSE values for se(a) were sharply decreased in all
the programs and although BILOG-MG estimates of \( se(a) \) had the smallest RMSE values, we can say that all of the three programs showed similar performance. And especially at the sample size of 2000, the performance of three programs is the same (see Figure 4a).

In conditions where test length was 60 and samples sizes were 500 and 1000, R (ltm) and BILOG-MG had similar and smaller RMSE values than Mplus, but at the sample size of 2000, all the programs had similar RMSE values (see Figure 4b). Also we can say that as sample size increased from 500 to 1000, the RMSE values decreased in all programs. When sample size increased from 1000 to 2000, RMSE values decreased for Mplus, but for BILOG-MG and R (ltm), RMSE values increased (see Figure 4b). When we looked at the bias values in Figures 4c and 4d, we can see that at the test lengths of 30 and 60, as sample size increased, bias values for \( se(a) \) decreased in all the programs. At the test length of 30 and sample sizes of 500 and 1000, Mplus and R (ltm) programs had similar but larger bias values than BILOG-MG program but at the test length of 60 still Mplus had the largest bias values, BILOG-MG and R (ltm) had similar and smaller values than Mplus. On the other hand, at the sample size of 2000, for both of test lengths, we can say that all the programs had similar bias values for \( se(a) \) estimates.

According to Table 3 and Figure 4, when the number of items was 30, the RMSE values of \( se(a) \) decreased as the sample size increased in all the programs. When the sample size was 500, the smallest RMSE values were obtained by BILOG. All the programs showed similar performance when the sample size was 2000. When the number of item was 60, RMSE values of \( se(a) \) tended to decrease as the sample size increased. But when the sample size was 2000, the RMSE value of \( se(a) \) increased in BILOG and R (ltm) programs. The smallest RMSE values for \( se(a) \) were obtained in BILOG-MG and R (ltm). In all the three programs, while the number of items were 30 and 60, the bias values of \( se(a) \) decreased as the sample size increased. When test length was 30, the smallest bias values were obtained by BILOG-MG. When the number of items was 60, BILOG-MG and R (ltm) showed better and similar performance compared to Mplus.

**DISCUSSION and CONCLUSION**

The aim of this study was to investigate the effects of sample size and test length on parameter estimates and to compare the performance of Mplus, BILOG-MG and R (ltm) in terms of parameter estimation accuracy. The conclusions based on results can be listed as follows:

According overall results based on RMSE index, we can say that while Mplus was the best program in estimating \( b \) parameter, it was the worst program in estimating \( se(a) \) parameter. BILOG-MG was the best and R (ltm) was the less effective in estimating \( se(b), a \) and \( se(a) \) parameters. This result is consistent with the findings of Rahman and Chajewski (2014). The researchers compared the RMSE values for the parameter estimates obtained by BILOG, PARSCALE, IRTPRO, flexMIRT and ltm package in R software. They found that although the estimation results were within acceptable ranges, the R (ltm) showed the most erroneous estimation. With regard to bias index, Mplus was the best in estimating \( b \) and \( a \) parameters but it was the worst program in estimating \( se(a) \) parameter. On the other hand BILOG-MG was the best in estimating \( se(a) \) and \( se(b) \) parameters. Lastly, R (ltm) was the worst in estimating, \( b, se(b) \) and \( a \) parameters. Besides, Muthén (1999) noted that small differences between BILOG-MG and Mplus estimates can be ignored, because both programs use the ML estimation but BILOG uses the logit function (\( D=1.7 \)) instead of the probit function.

In all test the lengths, as sample sizes increased, RMSE values decreased for all the parameter estimates. This finding supports the conclusion that the increasing sample size minimizes RMSE values for parameter estimation in the literature (Şahin & Anı, 2017; Şahin & Colvin, 2015; Lord,1968; Ree & Jensen,1980). The consistency of the estimator increases as the sample size increases, and estimated parameters tend to approach to the true values (Thissen & Wainer, 1982). In addition, as the sample size increases, the standard errors of the sample decrease, therefore, RMSE values for parameter estimations can be reduced (Stone, 1992). As stated by Edelen and Reeve (2007), the standard errors of parameter estimations are also reduced as the sample size increases.
Based on RMSE index, at the test length of 30 and sample size of 500, BILOG-MG was the best performing program in estimating $b$ parameter but as sample size increased to 1000 or to 2000, R (ltm) performed as well as BILOG-MG. According to Şahin & Colvin (2015), especially $b$ parameters can be estimated most accurately by ltm for 1 PL, 2 PL and 3PL models. In our study, although the performance of Mplus was found to be closer to the other programs at sample size of 2000, generally it was the worst performing program in estimating $b$ parameter. When test length increased to 60, at all of the sample sizes, R (ltm) was the less effective program in estimating $b$ parameter and the performance of BILOG-MG and Mplus program was affected by the sample sizes. For example, while BILOG-MG performed better than Mplus at the sample size 500, Mplus performed better at sample size 1000 and both programs performed similar at the sample size of 2000.

In terms of bias index at the test length of 30, while Mplus was the best performing at sample sizes of 500 and 2000, R (ltm) was the best at sample size of 1000 and BILOG-MG was the low performing program in estimating $b$ parameter. When test length was increased to 60, although the performance of BILOG-MG got very close to that of Mplus program at the sample size of 2000, Mplus was the best and R (ltm) was the worst performing program in estimating $b$ parameter.

Another conclusion that can be drawn from this study according to RMSE and bias index for $se(b)$ is that, BILOG-MG was the best performing program at all the test lengths and sample sizes. Although at the test length of 60, Mplus performed better than R (ltm) in some cases (i.e., at sample size 500), generally Mplus and R (ltm) showed similar performance. And another result is that as sample size increased, bias in estimating $se(b)$ parameter decreased in all the programs. According to Toland (2008), the accuracy of the estimated $se(b)$ in BILOG-MG is related to sample size for 2 PL model. He found that for sample size of 4000, consistent estimation of $se(b)$ can be found throughout the range of difficulty parameters. But when sample size was 500, accuracy of $se(b)$ decreased for larger $b$ parameters in BILOG-MG. So he suggests that researchers can use BILOG-MG confidently for $se(b)$ estimations in other applications with large sample sizes.

If we consider RMSE values for the $a$ parameter, especially at the smallest sample sizes and for both test lengths, BILOG-MG was the best performing program. For the test length 30, at the sample sizes of 1000 and 2000, the performance of three the programs was very similar. At the test length of 60, although Mplus was the best performing program at sample size of 1000, BILOG-MG caught Mplus at sample size of 2000. Lastly, we can say that R (ltm) was the low performing program for test length 60.

In terms of bias values for $a$ parameter, results showed that at the test length 30, Mplus was the best and BILOG-MG was the worst performed. At the test length 60, although BILOG-MG performed as well as Mplus program, generally Mplus performed best and R (ltm) performed the worst.

For $se(a)$ parameter, based on RMSE index, at the test length 30, although R (ltm) and Mplus programs caught BILOG-MG’s performance at sample sizes 1000 and 2000, generally BILOG-MG was the best. On the other hand, for the test length 60, although the three programs performed similar at the biggest sample size, BILOG-MG and R (ltm) performed similar and better than Mplus. According to Toland (2008), users of BILOG-MG can get reasonably accurate estimates of $se(a)$ under the 2PL model for smaller values of $a$ parameters (i.e., $a < 1.4$). These findings concur with the findings of the current study. This may be due to the fact that the true values of $a$ parameter are less than 1.4 for only 4 items within 30 items and less than 1.4 for 13 items within 60 items.

In the previous studies, it is seen that RMSE values obtained for $a$ parameter were between 0.11 and 0.15 and between 0.10 to 0.14 for $b$ parameter. In this study, the RMSE values obtained from Mplus, BILOG-MG and R (ltm) were consistent with the previous studies, because they are in the same range as those obtained in previous studies (Gao & Chen, 2005; Kim, 2006; Yen, 1987). Therefore, it can be said that all the three programs can be used to estimate $a$ and $b$ parameters, because they predict $a$ and $b$ parameters close to their true values.
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İkile Kategorili Puanlanan Maddelerde Madde Tepki Kuramına Dayalı Parametre Kestirimleri: BILOG-MG, Mplus ve R (ltm) Karşlaştırma

Giriş


Tüm bunlar dikkate alındığında araştırmada ele alınan temel problem test uzunluğu ve örneklem büyüklüğü değiştiğiinde parametre ve bunlara ait standart hata kestirimleri BILOG, Mplus ve R (ltm) programlarında nasıl değişmektedir? şeklinde belirlenmiştir.

**Yöntem**

Bu çalışmada kullanılan veriler R programında yetenek parametreleri aritmetik ortalama 0, standart sapma 1 olan standart normal dağılım gösteren çekilde üretilmiştir. TIMSS 2015 matematik uygulamasından hesaplanan madde parametreleri bu çalışmada verileri üretmek amacıyla kullanılmıştır.


**Sonuç ve Tartışma**

Bu araştırmaın amacı örneklem büyüküğü ve test uzunluğunun parametre kestirimleri üzerindeki etkisini incelemek ve Mplus, BILOG-MG ve R (ltm) programlarının parametre kestirimindeki performanslarını karşılaştırmaktır.

Araştırmadan elde edilen RMSE indeksleri dikkate alındığında Mplus programının b parametresini kestirmekte en iyi, sh(a) parametresini kestirmekte en düşük performansı sergilediği görülmüştür. BILOG-MG sh(b), a ve sh(a) parametreleri en iyi kestirecek program olarak eğitilmiştir. Bu sonuç Rahman & Chajewski (2014)'ün bulgularıyla tutarlılık göstermektedir. Araştırmacılar BILOG, PARSCALE, IRTPRO, flexMIRT ve ltm (R) ile kestiricikleri parametreler üzerinde ilişkin RMSE değerlerini karşılaştırarak kabul edilebilir derecede olsa da en hatalı kestirimde ltm programından olduğunu göstermişlerdir. Yanlısh indekslerine bakıldığında b ve a parametreleri en yanlış kestirecek program olarak eğitilmiştir. Ancak bu program sh(a) parametresini en yanlış kestirecek programdır. BILOG-MG programı sh(b) ve sh(a) parametresini en yanlış kestirecek program olmuştur. R (ltm) ise b, sh(b) ve a parametreleri en yanlış kestirecek programdır. Muthén'e (1999) göre, BILOG ve Mplus kestirimleri arasındaki küçük farklar göz ardı edilebilmektedir, çünkü her iki program da ML kestirim yöntemi, ancak BILOG programı probit fonksiyon yerine logit fonksiyonu (D=1.7) kullanmaktadır.


Bu çalışmada Mplus programının 2000 örneklem büyüklüğünde b parametresi için diğer programlara yakın kestirim sonuçları elde ettiği görülecektir. Test uzunluğunu 60 olarak tutarak tüm örneklem büyüklüklerinde R(ltm) b parametresini kestirmeye en düşük performansı sergilemiştir. BILOG-MG programı 500 örneklem büyüklüğünde Mplus’a göre b parametresini kestirmeye daha iyi iken, 1000 örneklem büyüklüğünde Mplus programı BILOG-MG’ye göre daha iyidir. Örneklem büyüklüğü 2000 iken BILOG-MG ve Mplus benzer performans sergilemiştir.

Araştırmadan çıkan bir diğer sonuç sh(b) parametresini en iyi kestiren programın tüm örneklem büyüklüğü ve test uzunluklarında BILOG-MG olduğu yönündedir. Öte yandan örneklem büyüklüğü arttıkça sh(b) parametresine yönelik yanılsık indekslerinin tüm programlarda düştüğü görülür. Toland (2008), sh(b) parametresinin BILOG-MG programında kestirim doğruluğunu 2 PL model için örneklem büyüklüğine bağlı olduğunu belirtmiştir. Örneklem büyüklüğü 4000 olduğunda sh(b) için tutarlı sonuçlar elde edildiği, ancak örneklem büyüklüğü 500 iken büyük b değerlerinde sh(b) parametresinin kestirim doğruluğunu azaldığı ifade edilmiştir.


a parametresi için elde edilen RMSE değerleri 0.11 ile 0.15 arasında, b parametresi için 0.10 ile 0.14 arasında değiştiği belirtilmiştir. Bu çalışmada b parametresi için elde edilen RMSE değerlerinin 0.11 ile 0.15 arasında, a parametresi için 0.10 ile 0.14 arasında değiştiği belirtilmiştir. Bu çalışmada Mplus, BILOG-MG ve R (ltm) ile elde edilen RMSE değerleri yapılan çalışmalarla benzer aralıkları aralarda tutarken, çalışmalarda b parametresinin gerçek değere yakın kestirimleri nedeni ile kullanılabileceği önerilebilir.