EDITORIAL BOARD

Honorary Editor
Lawrence Michael Brown

Editor in Chief
Mathematics
Ayşe Çiğdem Özcan (Hacettepe University, Mathematics - hjms@hacettepe.edu.tr)

Statistics
Çağdaş Hakan Aladağ (Hacettepe University, Statistics - statisticshjms@gmail.com)

Associate Editors
Bülent Saraç (Hacettepe University, Mathematics - bsarac@hacettepe.edu.tr)
Aslı Yıldız (Hacettepe University, Mathematics - aslipekcan@hacettepe.edu.tr)
Ceren Eda Can (Hacettepe University, Statistics - cerencan@hacettepe.edu.tr)

Production Editors
Gülbanu Tekbulut (Hacettepe University - dergilerhacettepe@gmail.com)
O. Oğulcan Tuncer (Hacettepe University, Mathematics - otuncer@hacettepe.edu.tr)
Talha Arıkan (Hacettepe University, Mathematics - tarikan@hacettepe.edu.tr)
Nurbanu Bursa (Hacettepe University, Statistics - nurbanubursa@hacettepe.edu.tr)

Area Editors
Mathematics
Evrim Akalan (Associative Rings and Algebras - eakalan@hacettepe.edu.tr)
Okay Çelebi (Partial Differential Equations - acelebi@yeditepe.edu.tr)
Angel Del Río (Algebra, Group Theory - adelrio@um.es)
Gülin Ercan (Algebra, Group Theory - ercan@metu.edu.tr)
Sergio Estrada (Algebra, Group Theory - sestrada@um.es)
Varga Kalantarov (Partial Differential Equations - vkalantarov@ku.edu.tr)
Emre Mengi (Numerical Analysis - emengi@ku.edu.tr)
Cihan Orhan (Analysis, Summability - orhan@science.ankara.edu.tr)
Murad Özaydın (Differential Geometry, Global Analysis - mozaydin@math.ou.edu)
Abdullah Özbekler (Ordinary Differential Equations - aozbekler@gmail.com)
Sibel Özkan (Combinatorics - s.ozkan@gtu.edu.tr)
Ekin Özman (Number Theory, Algebraic Geometry - ekin.ozman@boun.edu.tr)
Serap Öztap Kaptanoğlu (Abstract Harmonic Analysis - oztops@istanbul.edu.tr)
Mehmetçik Pamuk (Topology, Manifolds and Cell Complexes - mpamuk@metu.edu.tr)
Ivan Reilly (Topology - i.reilly@auckland.ac.nz)
Alexander P. Šostak (General Topology - sostaks@latnet.lv)

Statistics
Ali Allahverdi (Operational Research & Statistics - ali.allahverdi@ku.edu.kw)
Olcay Arslan (Robust Statistics - oarslan@ankara.edu.tr)
Narayanaswamy Balakrishnan (Applied Statistics, Theory of Statistics - bala@mcmaster.ca)
Adil Baykasoğlu (Operational Research - adil.baykasoglu@deu.edu.tr)
Sat Gupta (Sampling, Time Series - sngupta@uncg.edu)
Birgal Şenoğlu (Experimental Design, Statistical Distributions - senoglu@science.ankara.edu.tr)
Tahir Hanaloğlu (Stochastic Processes Theory, Probability Theory - tahirkhaniyev@etu.edu.tr)
Zeynep İşıl Kalaycıoğlu (Bayesian Inference, Model Selection - kzeynep@metu.edu.tr)
Chebyshev Wavelet Method for Numerical Solutions of Coupled Burgers’ Equation

Ö. Oruç\(^1\), F. Bulut\(^2\), A. Esen\(^3\)

\(^1\)Eğil Vocational and Technical Anatolian High School, Diyarbakır, Turkey
\(^2\)İnonu University, Department of Physics, Malatya, Turkey
\(^3\)İnonu University, Department of Mathematics, Malatya, Turkey

Abstract
This paper deals with the numerical solutions of one dimensional time dependent coupled Burgers’ equation with suitable initial and boundary conditions by using Chebyshev wavelets in collaboration with a collocation method. The proposed method converts coupled Burgers’ equations into system of algebraic equations by aid of the Chebyshev wavelets and their integrals which can be solved easily with a solver. Benchmarking of the proposed method with exact solution and other known methods already exist in the literature is made by three test problems. The feasibility of the proposed method is demonstrated by test problems and indicates that the proposed method gives accurate results in short cpu times. Computer simulations show that the proposed method is computationally cheap, fast and quite good even in the case of less number of collocation points.
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1. Introduction
We consider the Coupled Burgers’ problem

\[
\begin{align*}
    u_t - u_{xx} + \eta uu_x + \alpha(uv)_x &= 0, & x \in [0,1], & t \in [0,T] \\
    v_t - v_{xx} + \xi vv_x + \beta(uv)_x &= 0, & x \in [0,1], & t \in [0,T]
\end{align*}
\]

(1.1) (1.2)

with the initial conditions

\[
    u(x,0) = \psi_1(x), \quad v(x,0) = \psi_2(x), \quad x \in [a,b]
\]

and the boundary conditions

\[
    u(0,t) = f_1(t), \quad u(1,t) = f_2(t), \quad t \in [0,T] \\
    v(0,t) = g_1(t), \quad v(1,t) = g_2(t), \quad t \in [0,T]
\]
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where $\eta$, $\xi$ are real constants and $\alpha$, $\beta$ are arbitrary constants depend on system parameters such as Peclet number, Stokes velocity of particles due to gravity and the Brownian diffusivity [30]. $u(x,t)$ and $v(x,t)$ are the velocity components to be determined; $\psi_i$, $f_i$, and $g_i$ ($i = 1, 2$) are the known functions; $uu_x$ is the nonlinear convection term, $ut$ is unsteady term and $u_{xx}$ is diffusion term.

Coupled Burgers’ equation was first derived by Esipov [12] which is a simple model of sedimentation or evolution of scaled volume concentrations of two kinds of particles in fluid suspensions or colloids, under the effect of gravity [30]. This equation has been solved by various approaches such as; Khater et al. [21] used the Chebyshev spectral collocation method to solve the equation and M. Dehghan et al. [11] applied Adomian–Pade technique for solving the coupled Burgers equations and more recently Kuthay and Ucar [23] solved coupled Burgers’ equation by using the Galerkin quadratic B-spline method. In order to solve Eqs. (1.1), (1.2) Mittal and Arora [28] used a cubic B-spline collocation scheme. Rashid and Ismail [34] have used Fourier Pseudospectral method to solve the equation numerically. Srivastava et al. [42] obtained numerical solutions of the Eqs.(1.1), (1.2) by implicit finite-difference method. Zhang et al. [37] applied local discontinuous Galerkin method to solve coupled Burgers’ equations. Siraj-ul-Islam et al. [17] solved coupled Burgers’ equation by mesh free interpolation method. Kelleci and Yildirim [20] have solved the equation by combining homotopy perturbation and Pade techniques and Inan et al. [16] have applied Bäcklund transformation to the Eqs.(1.1), (1.2). In the studies [22,29], coupled Burgers’ equations are solved by Haar wavelet method. Rashid et al. have solved the coupled viscous Burgers’ equation by Chebyshev–Legendre Pseudo-Spectral method in [33].

Kaya [19] obtained the exact solution of the equation by Adomian Decomposition method and Soliman [41] used a modified extended tanh-function method to obtain its exact solution. Abdou and Soliman [2] used Variational iteration method to solve the coupled viscous Burgers’ equation.

The wavelet methods were first applied for solving differential equations at the beginning of 1990s. Until now a vast number of papers devoted to this topic. In most cases the wavelet coefficients were calculated by the Galerkin or collocation method. But there is a drawback in these methods since we have to evaluate integrals of some combinations of the wavelet functions (connection coefficients). This is a very sophisticated problem, since for most wavelet families we do not have an explicit form for these integrals [25]. Due to these facts, researchers have focused on more simple wavelets such as Haar wavelets, Legendre wavelets and Chebyshev wavelets for obtaining numerical solutions of differential and integral equations. There are a lot of studies on application of Haar wavelets in solving differential and integral equations numerically [6,7,9,18,22,24,26,27,29,31,32,40]. Nowadays, Legendre and Chebyshev wavelets are studied by many researchers [3,4,8,13,14,35,36,38,39,44–47]. In this paper we propose a Chebyshev wavelet method for solving coupled Burgers’ equations numerically.

The outline of this paper is as follows. In Section 2, preliminaries about Chebyshev wavelets are given. In section 3, we show how to use Chebyshev wavelet method for solving coupled Burgers’ equation. In Section 4, proposed method tested by three examples, obtained numerical results tabulated and numerical solutions depicted graphically. Finally we conclude the paper in Section 5.

2. Preliminaries and notations

In this section, we give some necessary definitions and mathematical preliminaries of Chebyshev wavelets.
2.1. Chebyshev wavelets

Wavelets constitute a family of functions which are generated from dilation and translation of a single function which is called as mother wavelet \( \psi(x) \). If the dilation parameter \( a \) and the translation parameter \( b \) vary continuously we have the following family of continuous wavelets [10]:

\[
\psi_{a,b}(x) = |a|^{-1/2} \psi \left( \frac{x-b}{a} \right),
\]

where \( a, b \in \mathbb{R} \) and \( a \neq 0 \). Chebyshev wavelets \( \psi_{nm} = \psi(k,n,m,x) \) defined as follows:

\[
\psi_{nm}(x) = \begin{cases} 
\gamma_m \frac{2^{(k-1)/2}}{\sqrt{\pi}} T_m \left( 2^k x - 2n + 1 \right), & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
0, & \text{else}
\end{cases}
\]

where

\[
\gamma_m = \begin{cases} 
\sqrt{2}, & m = 0 \\
2, & m = 1, 2, \ldots
\end{cases}
\]

and \( m = 0, 1, \ldots, M - 1 \). Here \( n = 1, 2, \ldots, 2^k - 1, \) \( k \) can take any positive integer, \( m \) is the degree of Chebyshev polynomials of first kind and \( x \) is the normalized time. \( T_m(x) \) are Chebyshev polynomials of the first kind of degree \( m \) and satisfy the following recursive formula:

\[
T_0(x) = 1, T_1(x) = x, \quad T_{m+1}(x) = 2x T_m(x) - T_{m-1}(x).
\]

which are orthogonal with respect to the weight function \( \omega(x) = 1/\sqrt{1-x^2} \). We should remind that Chebyshev wavelets are orthogonal with respect to the weight function \( \omega_n(x) = \omega(2^k x - 2n + 1) \).

2.2. Function approximation

Any function \( u(x) \in L^2_{\omega}[0,1] \) can be expanded into Chebyshev wavelets as follows:

\[
u(x) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{nm} \psi_{nm}(x).
\]

(2.2)

Here wavelet coefficients are \( c_{nm} = \langle u(x), \psi_{nm}(x) \rangle \), where \( \langle \cdot, \cdot \rangle \) represents the inner product with respect to \( \omega_n(x) \).

In practice, one needs the truncated version of the Eq. (2.2), namely:

\[
u(x) = \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} \psi_{nm}(x) = C^T \Psi(x),
\]

(2.3)

where \( C \) and \( \Psi(x) \) are \( 2^k-1 \times M \) matrices given as

\[
C = [c_{10}, c_{11}, \ldots, c_{1(M-1)}, c_{20}, c_{21}, \ldots, c_{2(M-1)}],
\]

\[
\psi(x) = [\psi_{10}(x), \psi_{11}(x), \ldots, \psi_{1(M-1)}, \psi_{20}(x), \psi_{21}(x), \ldots, \psi_{2(M-1)}],
\]

Convergence analysis of Chebyshev wavelets is given in [3,45].
2.3. Integrals of Chebyshev wavelets [8]

We denote the first integral of the Eq. (2.1) as \( p_{nm}(x) = \int_0^x \psi_{nm}(s)ds \) and the second integral of the Eq. (2.1) as \( q_{nm}(x) = \int_0^x p_{nm}(s)ds \). The first integral \( p_{nm}(x) \) is given for \( m = 0, m = 1 \) and \( m > 1 \) as follows:

\[
p_{n0}(x) = \begin{cases} 
0 & 0 \leq x < \frac{n-1}{2^{k-1}} \\
\gamma_0 \frac{2^{-(k-1)/2}}{\sqrt{\pi}} [T_1(t) + T_0(t)], & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
\gamma_0 \frac{2^{-(k-1)/2}}{\sqrt{\pi}} T_0(t), & \frac{n}{2^{k-1}} \leq x < 1 
\end{cases}
\]

\[
p_{n1}(x) = \begin{cases} 
0 & 0 \leq x < \frac{n-1}{2^{k-1}} \\
\gamma_1 \frac{2^{-(k-1)/2-1}}{\sqrt{\pi}} [T_2(t) - T_0(t)], & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
0, & \frac{n}{2^{k-1}} \leq x < 1 
\end{cases}
\]

\[
p_{nm}(x) = \begin{cases} 
0 & 0 \leq x < \frac{n-1}{2^{k-1}} \\
\gamma_m \frac{2^{-(k-1)/2-2}}{\sqrt{\pi}} \left[ \frac{T_{m+1}(t) - (-1)^{m+1}}{m+1} - \frac{T_{m-1}(t) - (-1)^{m-1}}{m-1} \right], & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
\gamma_m \frac{2^{-(k-1)/2-2}}{\sqrt{\pi}}, & \frac{n}{2^{k-1}} \leq x < 1 
\end{cases}
\]

where \( t = 2^k x - 2n + 1 \). The second integral \( q_{nm}(x) \) is given for \( m = 0, m = 1, m = 2 \) and \( m > 2 \) as follows:

\[
q_{n0}(x) = \begin{cases} 
0 & 0 \leq x < \frac{n-1}{2^{k-1}} \\
\gamma_0 \frac{2^{-3(k-1)/2-4}}{\sqrt{\pi}} [T_2(t) + 4T_1(t) + 3T_0(t)], & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
\gamma_0 \frac{2^{-(k-1)/2}}{\sqrt{\pi}} \left( \frac{1}{2^k} + x - \frac{n}{2^{k-1}} \right), & \frac{n}{2^{k-1}} \leq x < 1 
\end{cases}
\]

\[
q_{n1}(x) = \begin{cases} 
0 & 0 \leq x < \frac{n-1}{2^{k-1}} \\
\gamma_1 \frac{2^{-3(k-1)/2-4}}{\sqrt{\pi}} \left[ \frac{T_3(t)}{6} - \frac{3T_1(t)}{2} - \frac{4T_0(t)}{3} \right], & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
\gamma_1 \frac{2^{-3(k-1)/2-2}}{\sqrt{\pi}}, & \frac{n}{2^{k-1}} \leq x < 1 
\end{cases}
\]

\[
q_{n2}(x) = \begin{cases} 
0 & 0 \leq x < \frac{n-1}{2^{k-1}} \\
\gamma_2 \frac{2^{-3(k-1)/2-3}}{\sqrt{\pi}} \left[ \frac{T_4(t)}{24} - \frac{T_2(t)}{3} - \frac{2T_3(t)}{3} - \frac{2T_0(t)}{3} \right], & \frac{n-1}{2^{k-1}} \leq x < \frac{n}{2^{k-1}} \\
\gamma_2 \frac{2^{-(k-1)/2}}{\sqrt{\pi}} \left( \frac{1}{2^k} + x - \frac{n}{2^{k-1}} \right), & \frac{n}{2^{k-1}} \leq x < 1 
\end{cases}
\]
3. Method of solution for coupled Burgers’ equation

Consider the equations (1.1), (1.2) with the initial conditions

\[ u(x, 0) = \psi_1(x), \quad v(x, 0) = \psi_2(x), \quad x \in [0, 1] \]

and the boundary conditions

\[ u(0, t) = f_1(t), \quad u(1, t) = f_2(t), \quad t \in [0, T] \]

\[ v(0, t) = g_1(t), \quad v(1, t) = g_2(t), \quad t \in [0, T] \]

Let us divide the interval \([0, T]\) into \(N\) equal parts of length \(\Delta t = T/N\) and denote \(t_s = (s - 1)\Delta t, \quad s = 1, 2, ..., N\). In order to use the Chebyshev integrals given in the previous section we expand the highest derivatives that appeared in the Eqs. (1.1) and (1.2) into Chebyshev wavelets. Therefore assume that \(\dot{u}''(x,t)\) and \(\dot{v}''(x,t)\) can be expanded in terms of Chebyshev wavelets as

\[
\dot{u}''(x,t) = \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} \psi_{nm}(x) \\
\dot{v}''(x,t) = \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} \psi_{nm}(x)
\]

where \(\cdot\) and \(\cdot'\) means differentiation with respect to \(t\) and \(x\), respectively, the row vectors \(c_{nm}\) and \(d_{nm}\) are constants in the sub-interval \(t \in [t_s, t_{s+1}]\). We discretize \(u(x,t)\) below, same procedure can be applied to \(v(x,t)\).
Integrating equation (3.1) with respect to $t$ from $t_s$ to $t$ and twice with respect to $x$ from 0 to $x$, we have following equations:

\[
\begin{align*}
u''(x,t) &= (t - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}\psi_{nm}(x) + u''(x,t_s), \\
u'(x,t) &= (t - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}p_{nm}(x) + u'(x,t_s) - u'(0,t_s) + u'(0,t), \\
u(x,t) &= (t - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}q_{nm}(x) + u(x,t_s) - u(0,t_s) \\
&\quad + x [u'(0,t) - u'(0,t_s)] + u(0,t), \\
\dot{u}(x,t) &= \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}q_{nm}(x) + \dot{u}(0,t) + xu'(0,t).
\end{align*}
\]

By using boundary conditions, we obtain

\[
\begin{align*}
u(0,t) &= f_1(t), \quad u(0,t_s) = f_1(t_s), \quad \dot{u}(0,t_s) = f'_1(t_s) \\
u(1,t) &= f_2(t), \quad u(1,t_s) = f_2(t_s), \quad \dot{u}(1,t_s) = f'_2(t_s).
\end{align*}
\]

At $x = 1$ in the formulae (3.5) and (3.6) and by using conditions, we have

\[
\begin{align*}
u'(0,t) - u'(0,t_s) &= -(t - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}q_{nm}(1) + f_2(t) \\
&\quad - f_2(t_s) + f_1(t_s) - f_1(t) \\
\dot{u}'(0,t) &= - \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}q_{nm}(1) - f'_1(t) + f'_2(t).
\end{align*}
\]

Substituting (3.7) and (3.8) into (3.4)-(3.6) and discretizing the results by assuming $x \to x_l$ and $t \to t_{s+1}$ we obtain

\[
\begin{align*}
u''(x_l,t_{s+1}) &= (t_{s+1} - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}\psi_{nm}(x_l) + u''(x_l,t_s), \\
u'(x_l,t_{s+1}) &= (t_{s+1} - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}p_{nm}(x_l) + u'(x_l,t_s) \\
&\quad - (t_{s+1} - t_s) \sum_{n=1}^{2^{k-1} - 1} \sum_{m=0}^{M-1} c_{nm}q_{nm}(1) + f_2(t_{s+1}) \\
&\quad - f_2(t_s) + f_1(t_s) - f_1(t_{s+1}), \\
\end{align*}
\]
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\[ u(x_l, t_{s+1}) = (t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} q_{nm}(x_l) + u(x_l, t_s) \]
\[ + f_1(t_{s+1}) - f_1(t_s) \]
\[ + x_l \left[ -(t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} q_{nm}(1) \right] \]
\[ + x_l [f_2(t_{s+1}) - f_2(t_s) + f_1(t_s) - f_1(t_{s+1})] , \] (3.11)
\[ \dot{u}(x_l, t_{s+1}) = \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} q_{nm}(x_l) + f_1'(t_{s+1}) \]
\[ + x_l \left[ -\sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} q_{nm}(1) - f_1'(t_{s+1}) + f_2'(t_{s+1}) \right] . \] (3.12)

Similarly we obtain

\[ v''(x_l, t_{s+1}) = (t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} \psi_{nm}(x_l) + v''(x_l, t_s) , \] (3.13)
\[ v'(x_l, t_{s+1}) = (t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} p_{nm}(x_l) + v'(x_l, t_s) \]
\[ - (t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} q_{nm}(1) \]
\[ + g_2(t_{s+1}) - g_2(t_s) + g_1(t_s) - g_1(t_{s+1}) , \] (3.14)
\[ v(x_l, t_{s+1}) = (t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} q_{nm}(x_l) + v(x_l, t_s) + g_1(t_{s+1}) - g_1(t_s) \]
\[ + x_l \left[ -(t_{s+1} - t_s) \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} q_{nm}(1) \right] \]
\[ + x_l [g_2(t_{s+1}) - g_2(t_s) + g_1(t_s) - g_1(t_{s+1})] , \] (3.15)
\[ \dot{v}(x_l, t_{s+1}) = \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} q_{nm}(x_l) + g_1'(t_{s+1}) \]
\[ + x_l \left[ -\sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} d_{nm} q_{nm}(1) - g_1'(t_{s+1}) + g_2'(t_{s+1}) \right] . \] (3.16)

for \( v(x, t) \). Based on the Eqs. (3.9)-(3.12) and (3.13)-(3.16) we will use following equations.

\[ \dot{u}(x_l, t_{s+1}) = u''(x_l, t_{s+1}) - \eta u(x_l, t_s) u'(x_l, t_s) - \alpha [u(x_l, t_s)v(x_l, t_s)]_x \]
\[ \dot{v}(x_l, t_{s+1}) = v''(x_l, t_{s+1}) - \xi v(x_l, t_s) v'(x_l, t_s) - \beta [u(x_l, t_s)v(x_l, t_s)]_x \] (3.17)
Now by substituting (3.9)-(3.12) and (3.13)-(3.16) into (3.17) we obtain accurate results. On the other hand as time grows errors get larger. Measured cpu times from the Table 1 that by increasing the number of collocation points one can achieve more boundary conditions and initial conditions are determined from the exact solution and the exact solution of the coupled system for velocity. In Table 1, we show the obtained results for various values of an arbitrary constant. This problem has large gradients moving rightward with constant speed. We firstly consider the coupled Burgers’ equation (1.1), (1.2) for $\lambda = \xi = -2$, [1]. So we have

$$u_t - u_{xx} - 2uu_x + \frac{5}{2}(u,v)_x = 0,$$

$$v_t - v_{xx} - 2vv_x + \frac{5}{2}(u,v)_x = 0.$$

The exact solution of the coupled system for $x \in [0,1]$, is

$$u(x,t) = v(x,t) = \lambda \left[ 1 - \tanh \left( \frac{3}{2} \lambda (40(x - 0.5) - 3\lambda t) \right) \right],$$

boundary conditions and initial conditions are determined from the exact solution and $\lambda$ is an arbitrary constant. This problem has large gradients moving rightward with constant velocity. In Table 1, we show the obtained results for various values of $\lambda$. It can be seen from the Table 1 that by increasing the number of collocation points one can achieve more accurate results. On the other hand as time grows errors get larger. Measured cpu times are going to use the norms $C_{\infty}$, $L_2$.

We have executed our computations on Intel Core i5-2410M 2.3Ghz and 4GB (667Mhz) of RAM with the codes implemented in free software package GNU Octave and Python programming language. Graphical outputs were generated by Matplotlib package [15].

4. Numerical results and discussion

To show the performance of suggested method as compared with the exact solution we are going to use the norms $L_2$ and $L_\infty$ defined by

$$L_2 = \sqrt{\sum_{i=1}^{n'} |u_i^\text{exact} - u_i^\text{num}|^2},$$

$$L_\infty = \max_i |u_i^\text{exact} - u_i^\text{num}|.$$

We have executed our computations on Intel Core i5-2410M 2.3Ghz and 4GB (667Mhz) of RAM with the codes implemented in free software package GNU Octave and Python programming language. Graphical outputs were generated by Matplotlib package [15].

4.1. Problem 1.

We firstly consider the coupled Burgers’ equation (1.1), (1.2) for $\alpha = \beta = \frac{5}{2}$ and $\eta = \xi = -2$, [1]. So we have

$$u_t - u_{xx} - 2uu_x + \frac{5}{2}(u,v)_x = 0,$$

$$v_t - v_{xx} - 2vv_x + \frac{5}{2}(u,v)_x = 0.$$

The exact solution of the coupled system for $x \in [0,1]$, is

$$u(x,t) = v(x,t) = \lambda \left[ 1 - \tanh \left( \frac{3}{2} \lambda (40(x - 0.5) - 3\lambda t) \right) \right],$$

boundary conditions and initial conditions are determined from the exact solution and $\lambda$ is an arbitrary constant. This problem has large gradients moving rightward with constant velocity. In Table 1, we show the obtained results for various values of $\lambda$. It can be seen from the Table 1 that by increasing the number of collocation points one can achieve more accurate results. On the other hand as time grows errors get larger. Measured cpu times are going to use the norms $C_{\infty}$, $L_2$.

We have executed our computations on Intel Core i5-2410M 2.3Ghz and 4GB (667Mhz) of RAM with the codes implemented in free software package GNU Octave and Python programming language. Graphical outputs were generated by Matplotlib package [15].

4.1. Problem 1.

We firstly consider the coupled Burgers’ equation (1.1), (1.2) for $\alpha = \beta = \frac{5}{2}$ and $\eta = \xi = -2$, [1]. So we have

$$u_t - u_{xx} - 2uu_x + \frac{5}{2}(u,v)_x = 0,$$

$$v_t - v_{xx} - 2vv_x + \frac{5}{2}(u,v)_x = 0.$$
are also given in Table 1 which are quite small. In Fig. 1, we plot the numerical solution for \( \lambda = 0.05, 0.1, 0.4, 0.8 \) and \( \Delta t = 0.005 \) at \( t = 3 \) and \( t = 5 \). We see that for greater values of \( \lambda \), large gradient regions occur in the solution. The present method is capable of analyzing the large gradient regions that occur in the solution which is an indicator of the efficiency of a numerical method according to the Vasilyev and Paolucci [43] and Basdevant et al. [5].

![Figure 1](image_url)

**Figure 1.** Numerical solution of problem 1 for \( \lambda = 0.05, 0.1, 0.4, 0.8 \) and \( \Delta t = 0.01 \) at \( t = 1 \) with \( m' = 128 \).

<table>
<thead>
<tr>
<th>Table 1. Errors for various values of parameters of problem 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 5, M = 4, m' = 64 )</td>
</tr>
<tr>
<td>( \lambda = 0.1 )</td>
</tr>
<tr>
<td>( L_2 )</td>
</tr>
<tr>
<td>8.5052e-6</td>
</tr>
<tr>
<td>2.7482e-6</td>
</tr>
<tr>
<td>1.0348e-2</td>
</tr>
<tr>
<td>7.7311e-2</td>
</tr>
<tr>
<td>Cpu time</td>
</tr>
</tbody>
</table>

**4.2. Problem 2.**

We consider the coupled Burgers’ equation (1.1), (1.2) for \( \eta = \xi = -2 \) so that equations (1.1), (1.2) take the following form:

\[
\begin{align*}
    u_t - u_{xx} - 2uu_x + \alpha(u,v)_x &= 0, \\
    v_t - v_{xx} - 2vv_x + \beta(u,v)_x &= 0.
\end{align*}
\]
The exact solution of this equation is given in [41]

\[ u(x,t) = a_0 \left( 1 - \tanh(A(20(x - 0.5) - 2At)) \right) \]

\[ v(x,t) = a_0 \left( \left( \frac{2\beta - 1}{2\alpha - 1} \right) - \tanh(A(20(x - 0.5) - 2At)) \right) \]

where

\[ a_0 = 0.05, \quad A = \frac{1}{2} a_0 \left( \frac{4\alpha\beta - 1}{2\alpha - 1} \right) \]

and \( x \in [0,1] \). The initial and boundary conditions are taken from the exact solution. In Table 2, we tabulated and compared the obtained results from the present method with Chebyshev spectral collocation method [21], cubic B-spline collocation method [28], Galerkin quadratic B-spline finite element method [23] and Fourier pseudospectral method [34]. We take \( k = 4, M = 2 \) and \( \Delta t = 0.01 \). It can be seen from the Table 2, the \( L_\infty \) error norm obtained by the present method is smaller than those obtained by the existing methods and even for the small number of collocation points one can achieve the accuracy of the existing methods in the literature. In Table 3, we compare the \( L_\infty \) error norms for \( \alpha = 0.1, \beta = 0.3, k = 4, M = 2 \) and \( \Delta t = 0.001 \) with the ones obtained by Haar wavelet method [22]. The superiority of the present method over Haar wavelet method in the sense of accuracy is clearly seen from Table 3. The numerical solutions at \( t = 1 \), are shown in Fig. 2 for \( k = 4, M = 2 \) and \( \Delta t = 0.01 \).
Table 2. Comparisons of error norms of $u(x,t)$ and $v(x,t)$, for various parameters for Problem 2.

<table>
<thead>
<tr>
<th></th>
<th>$u(x,t)$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$m = 16$</td>
<td>$N = 10$ partitions</td>
<td>$N = 100$ partitions</td>
<td>$N = 100$ partitions</td>
<td>$N = 16$ partitions</td>
<td>$m = 16$</td>
<td>$N = 10$ partitions</td>
<td>$N = 100$ partitions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>0.3</td>
<td>6.7900e-4</td>
<td>4.1584e-5</td>
<td>1.44e-3</td>
<td>4.38e-5</td>
<td>6.736e-4</td>
<td>4.167e-5</td>
<td>6.783e-4</td>
<td>4.208e-5</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03</td>
<td></td>
<td>7.4791e-4</td>
<td>4.5846e-5</td>
<td>6.68e-4</td>
<td>4.58e-5</td>
<td>7.326e-4</td>
<td>4.590e-5</td>
<td>7.609e-4</td>
<td>4.703e-5</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1</td>
<td>0.3</td>
<td>1.3322e-3</td>
<td>8.2147e-5</td>
<td>1.27e-3</td>
<td>8.66e-5</td>
<td>1.325e-3</td>
<td>8.258e-5</td>
<td>1.334e-3</td>
<td>8.320e-5</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03</td>
<td></td>
<td>1.4720e-3</td>
<td>9.1737e-5</td>
<td>1.30e-3</td>
<td>9.16e-5</td>
<td>1.452e-3</td>
<td>9.182e-5</td>
<td>1.500e-3</td>
<td>9.409e-5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$v(x,t)$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$m = 16$</td>
<td>$N = 10$ partitions</td>
<td>$N = 100$ partitions</td>
<td>$N = 100$ partitions</td>
<td>$N = 16$ partitions</td>
<td>$m = 16$</td>
<td>$N = 10$ partitions</td>
<td>$N = 100$ partitions</td>
<td>$N = 100$ partitions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>0.3</td>
<td>2.0314e-4</td>
<td>9.3908e-6</td>
<td>5.42e-4</td>
<td>4.99e-5</td>
<td>9.057e-4</td>
<td>1.480e-4</td>
<td>5.101e-4</td>
<td>0.221e-4</td>
<td>2.746e-5</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03</td>
<td></td>
<td>1.3284e-3</td>
<td>1.8067e-4</td>
<td>1.20e-3</td>
<td>1.81e-4</td>
<td>1.591e-3</td>
<td>5.729e-4</td>
<td>1.327e-3</td>
<td>1.818e-4</td>
<td>2.454e-4</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1</td>
<td>0.3</td>
<td>9.8534e-4</td>
<td>4.1270e-5</td>
<td>1.29e-3</td>
<td>9.92e-5</td>
<td>1.251e-3</td>
<td>4.770e-5</td>
<td>0.995e-5</td>
<td>4.255e-5</td>
<td>3.745e-5</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03</td>
<td></td>
<td>2.6158e-3</td>
<td>3.6136e-4</td>
<td>2.35e-3</td>
<td>3.62e-4</td>
<td>2.250e-3</td>
<td>3.617e-4</td>
<td>2.617e-3</td>
<td>3.636e-4</td>
<td>4.525e-4</td>
</tr>
</tbody>
</table>
Table 3. Comparison of error norms for $\alpha = 0.1$, $\beta = 0.3$ and $\Delta t = 0.001$ at various time levels for Problem 2.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$L_\infty(u)$ Present</th>
<th>$L_\infty(u)$ Haar</th>
<th>$L_\infty(v)$ Present</th>
<th>$L_\infty(v)$ Haar</th>
<th>Cpu times for the present method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>4.1638e-5</td>
<td>5.675e-5</td>
<td>2.1915e-5</td>
<td>3.679e-5</td>
<td>0.2089</td>
</tr>
<tr>
<td>2</td>
<td>1.6239e-4</td>
<td>2.085e-4</td>
<td>7.9455e-5</td>
<td>1.359e-4</td>
<td>0.8045</td>
</tr>
<tr>
<td>3</td>
<td>2.3962e-4</td>
<td>3.006e-4</td>
<td>1.1427e-4</td>
<td>2.049e-4</td>
<td>1.2080</td>
</tr>
</tbody>
</table>

4.3. Problem 3.

Lastly we consider the coupled Burgers’ equation (1.1), (1.2) for $\alpha = \beta = 1$ and $\eta = \xi = -2$ so that equations (1.1), (1.2) take the following form:

$$u_t - u_{xx} - 2u u_x + (u,v)_x = 0,$$

$$v_t - v_{xx} - 2v v_x + (u,v)_x = 0.$$

The exact solution is $u(x,t) = v(x,t) = e^{-t} \sin(2\pi(x - 0.5))$, $x \in [0,1]$. The initial and boundary conditions are taken from the exact solution. Comparison of the error norms at each time for $k = 6$, $M = 2$ and $\Delta t = 0.001$ is given in Table 4. The obtained results by the present method are in good agreement with Haar wavelet method [29] and are better than Finite element method [23]. The physical behavior of numerical solutions for $\alpha = \beta = 1$ and $\eta = \xi = -2$ between $t = 0$ and $t = 2$ and for $\alpha = 3$, $\beta = 2$ and $\eta = 1$, $\xi = -2$ between $t = 0$ and $t = 1.5$ are depicted with contour forms in Fig. 3 and Fig. (4) respectively.
Figure 3. Numerical solution $u(x,t)$ of problem 3 for $\Delta t = 0.025$, $m' = 64$, $\alpha = \beta = 1$ and $\eta = \xi = -2$.

Figure 4. Numerical solution $v(x,t)$ of problem 3 for $\Delta t = 0.025$, $m' = 64$, $\alpha = 3$, $\beta = 2$ and $\eta = 1$, $\xi = -2$.

Table 4. Comparisons of error norms for $\Delta t = 0.001$ at different times for problem 3.

<table>
<thead>
<tr>
<th></th>
<th>Kutluay [23] (100 partitions)</th>
<th>Mittal [29] (64 partitions)</th>
<th>Present method (64 partitions)</th>
<th>Cpu Time of Present Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_2$</td>
<td>$L_\infty$</td>
<td>$L_2$</td>
<td>$L_\infty$</td>
</tr>
<tr>
<td>$t = 0.01$</td>
<td>1.876e-4</td>
<td>1.986e-5</td>
<td>4.9971e-6</td>
<td>5.0040e-6</td>
</tr>
<tr>
<td>$t = 0.1$</td>
<td>3.96e-4</td>
<td>3.943e-4</td>
<td>1.943e-4</td>
<td>1.382e-5</td>
</tr>
<tr>
<td>$t = 0.5$</td>
<td>2.473e-4</td>
<td>2.869e-4</td>
<td>2.232e-4</td>
<td>2.119e-5</td>
</tr>
<tr>
<td>$t = 1$</td>
<td>3.530e-4</td>
<td>1.786e-4</td>
<td>2.676e-4</td>
<td>1.552e-5</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper Chebyshev wavelet method is used to get numerical solutions of one dimensional coupled Burgers’ equation. In the solution procedure, the highest derivatives that appeared in the equations are expanded into Chebyshev wavelets and with aid of the integrals of Chebyshev wavelets the considered partial differential equations are converted to algebraic system of equations. The proposed method is tested by three examples and obtained results are compared with the exact solution and with those existed in the literature such as Finite element method, Haar wavelet method and Spectral methods. The comparisons show that the present method is quite satisfactory and competitive with other methods. We can give the highlights of the present method as follows:

- The present method can handle boundary conditions easily.
- Computer simulations show that the proposed method is computationally cheap, fast and gives accurate results even in the case of a small number of collocation points.
- The computer implementation of the proposed method is simple and straightforward.
- The present method can also be used for similar partial differential equations from different branches of science and engineering with suitable modifications.
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Abstract
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1. Introduction
Let $X,Y$ be topological spaces and $C(X,Y)$ be the set of all continuous functions from $X$ to $Y$. The set $C(X,Y)$ has a number of classical topologies; among them the topology of uniform convergence and the set open topology. Since their introduction by Arens and Dugundji [1], set open topologies have been studied and the comparison between them and the topology of uniform convergence have been considered by many authors (see, for example, [4, 7, 9, 10]).

In [4], Bouchair and Kelaiaia have established a criterion for the coincidence of the set open topology and the topology of uniform convergence on $C(X,Y)$ defined on a family $\alpha$ of compact subsets of $X$. They also have studied the comparison between some set open topologies on $C(X,Y)$ for various families $\alpha$. In this paper we continue the study of the comparison between these topologies in the case when $\alpha$ is a family consisting of $Y$-compact sets and give a criterion for their coincidence.

One of the most useful tools normally used for studying function spaces is the concept of restriction map. If $Z$ is a subspace of a topological space $X$, then the restriction map $\pi_Z : C(X,Y) \to C(Z,Y)$ is defined by $\pi_Z(f) = f|_Z$ for any $f \in C(X,Y)$. The properties of the restriction map $\pi_Z : C(X,\mathbb{R}) \to C(Z,\mathbb{R})$, when both $C(X,\mathbb{R})$ and $C(Z,\mathbb{R})$ are endowed with the topology of the pointwise convergence, have been studied by Arhangel’skii in
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In the present paper, we give a criteria for the continuity and for the openness of the restriction map in the case when $Y$ is an equiconnected topological space and $C(X,Y)$ and $C(Z,Y)$ are equipped with the set open topology.

Our paper is organized as follows. In Section 3, we prove that the set open and uniform topologies on $C(X,Y)$ coincide if and only if $\alpha$ is a functional refinement family. Section 4 is devoted to compare the spaces $C_\alpha(X,Y)$ and $C_\beta(X,Y)$ for two given families $\alpha$ and $\beta$ of $Y$-compact subsets of $X$. In Section 5, we consider, for a subspace $Z$ of a topological space $X$, the restriction map $\pi_Z : C_\alpha(X,Y) \to C_\beta(Z,Y)$ and we give necessary and sufficient condition for the continuity and for the openness of the restriction map in the framework of set open topology. We prove that, if $\alpha$ is a functional refinement family consisting of closed $Y$-compact subsets of $X$ and $\beta$ is a family of closed $Y$-compact subsets of $Z$, then $\pi_Z$ is continuous if and only if the quadruplet $(\beta,\alpha,X,Y)$ satisfies the property $(P)$. We also show that, if $\alpha$ and $\beta$ are two admissible families of compact subsets of $X$ and $Z$ respectively, then $\pi_Z : C_\alpha(X,Y) \to C_\beta(Z,Y)$ is open onto its image if and only if $\beta$ approximates $\alpha|_Z$.

2. Definitions and preliminaries

Throughout this paper, $X$ is a Tychonoff space, $Y$ is an equiconnected topological space, $C(X,Y)$ is the set of all continuous functions from $X$ to $Y$, and $\alpha$ is always a nonempty family of subsets of $X$. The set open topology on $C(X,Y)$ has a subbase consisting of all sets of the form $[A,V] = \{ f \in C(X) : f(A) \subseteq V\}$, where $A \in \alpha$ and $V$ is an open subset of $Y$, and the function space $C(X,Y)$ endowed with this topology is denoted by $C_\alpha(X,Y)$. If $V$ is not arbitrary but is restricted to some collection $\mathcal{B}$ of open subsets of $Y$, then we denote by $C^B_\alpha(X,Y)$ the corresponding function space.

For a metric space $(Y,\rho)$, the topology of uniform convergence on members of $\alpha$ has as base at each point $f \in C(X,Y)$ the family of all sets of the form

$$<f,A,\epsilon> = \{g \in C(X,Y) : \sup_{x \in A} \rho(f(x),g(x)) < \epsilon\},$$

where $A \in \alpha$ and $\epsilon > 0$. The space $C(X,Y)$ having the topology of uniform convergence on $\alpha$ is denoted by $C_{\alpha,\alpha}(X,Y)$.

The symbols $\emptyset$ and $\mathbb{N}$ will stand for the empty set and the positive integers, respectively. We denote by $\mathbb{R}$ the real numbers with the usual topology. The complement and the closure of a subset $A$ in $X$ is denoted by $A^c$ and $\overline{A}$, respectively. If $A \subseteq X$, the restriction of a function $f \in C(X,Y)$ to the set $A$ is denoted by $f|_A$. Let $Z$ be a subspace of $X$, then $\alpha|_Z$ denotes the family $\{A \cap Z : A \in \alpha\}$.

Let $\beta$ be a nonempty family of subsets of $X$. We say that $\alpha$ refines $\beta$ if every member of $\alpha$ is contained in some member of $\beta$. We say that $\beta$ approximates $\alpha$ provided that for every $A \in \alpha$ and every open neighborhood $U$ of $A$ in $X$, there exist $B_1,\ldots,B_n \in \beta$ such that $A \subseteq B_1 \cup B_2 \cup \ldots \cup B_n \subseteq U$. A family $\alpha$ is said to be admissible if for every $A \in \alpha$ and every finite sequence $U_1,\ldots,U_n$ of open subsets of $X$ such that $A \subseteq \bigcup_{i=1}^n U_i$, there exists a finite sequence $A_1,\ldots,A_m$ of members of $\alpha$ which refines $U_1,\ldots,U_n$ and whose union contains $A$. For example, the family of all compact sets as well as the family of all finite sets in a topological space is an admissible family.

A topological space $Y$ is said to be equiconnected [6] if there exists a continuous map $\Psi : Y \times Y \times [0,1] \to Y$ such that $\Psi(x,y,0) = x$, $\Psi(x,y,1) = y$, and $\Psi(x,x,t) = x$ for all $x,y \in Y$ and $t \in [0,1]$. The map $\Psi$ is called an equiconnecting function. A subset $V$ of an equiconnected space $Y$ is called a $\Psi$-convex subset of $Y$ if $\Psi(V,V,[0,1]) \subseteq V$. It is a known fact that any topological vector space or any convex subset of any topological vector space is an equiconnected space, and any equiconnected space is a pathwise connected space.
For topological space $X$ and $Y$, we write $X = Y$ ($X \leq Y$) to mean that $X$ and $Y$ have the same underlying set and the topology on $Y$ is the same to (finer than or equal to) the topology on $X$.

**Definition 2.1.** ([10]). Let $A \subseteq X$ and let $Y$ be an arbitrary topological space. For a fixed natural number $n$, we will say that $A$ is $Y^n$-compact if, for any continuous function $f \in C(X,Y^n)$, the set $f(A)$ is compact in $Y^n$.

We would like to mention that there are $Y$-compact sets which are not closed. Indeed, it is proved in [10, Example 1] that if $X$ is the set of all ordinals that are less than or equal to $\omega_1$ and $Y = \mathbb{R}$, then the subset of all countable ordinals from $X$ is $\mathbb{R}$-compact but it is not closed in $X$. It was proved also that there are closed sets that are not $Y$-compact, see [10, Example 4]. So in our comparison of topologies on $C(X,Y)$ we consider the family $\alpha$ in the class of closed and $Y$-compact sets. Notice that, in the case when $A = X$ and $Y = \mathbb{R}$, the $\mathbb{R}$-compactness of the set $A$ coincides with the pseudocompactness of the space $X$.

**Definition 2.2.** ([11]). A space $Y$ is called cub—space (or quadra—space) if for any $x \in Y \times Y$ there are a continuous map $f$ from $Y \times Y$ to $Y$ and a point $y \in Y$ such that $f^{-1}(y) = x$.

For example, any Tychonoff space with $G_\delta$-diagonal containing a nontrivial path or a zero-dimensional space with $G_\delta$-diagonal containing a nontrivial convergent sequence is a cub-space. Also a pathwise connected metric space is a cub—space.

**Proposition 2.3.** Let $X$ be a topological space, and $(Y, \rho)$ be a pathwise connected metric space. If $A$ is an $Y$-compact subset of $X$ and $n$ is a natural number, then $A$ is also an $Y^n$-compact subset of $X$.

**Proof.** For the proof see Proposition 2.2 in [11].

The following lemma will be useful in the sequel which is a particular case of the Proposition 2.4 in [11].

**Lemma 2.4.** Let $X$ be a topological space and $(Y, \rho)$ be a pathwise connected metric space. Then the intersection of an $Y$-compact subset of $X$ and the inverse image, by any continuous function from $X$ to $Y$, of any closed subset of $Y$ is $Y$-compact.

**Proof.** Let $A \subseteq X$ be an $Y$-compact set, $F$ a closed subset of $Y$, and $g \in C(X,Y)$. We will show that $A \cap g^{-1}(F)$ is $Y$-compact. Take an arbitrary element $f$ of $C(X,Y)$ and prove that $f(A \cap g^{-1}(F))$ is compact in $Y^2$. Define the function $h : X \to Y^2$ by $h(x) = (f(x),g(x))$, for every $x \in X$. It is clear that the function $h$ is continuous. By Proposition 2.3, the set $h(A)$ is compact in $Y^2$. Consider the set $T = Y \times F$. We claim that $h(A \cap g^{-1}(F)) = h(A) \cap T$. Indeed, if $z \in h(A \cap g^{-1}(F))$, then $z \in h(A)$. On the other hand, there exists a point $x \in A \cap g^{-1}(F)$ such that $z = h(x) = (f(x),g(x))$. Therefore $z \in T$. Conversely, let $y \in h(A) \cap T$. Then, $y = h(x) = (f(x),g(x))$ for some $x \in A$. Since $y \in T$, we have $x \in g^{-1}(F)$. Therefore, $x \in A \cap g^{-1}(F)$ and $y \in h(A \cap g^{-1}(F))$. Thus, $h(A \cap g^{-1}(F)) = h(A) \cap T$ which is compact as the intersection of the compact set $h(A)$ with the closed set $T$. To finish the proof of the lemma it suffices to see that $f(A \cap g^{-1}(F))$ is the projection of the set $h(A \cap g^{-1}(F))$ on $T$.

We give the following definition.

**Definition 2.5.** A family $\alpha$ of subsets of $X$ is called a functional refinement if for every $A \in \alpha$, every finite sequence $U_1, \ldots, U_n$ of open subsets of $Y$, and every $f \in C(X,Y)$ such that $A \subseteq \bigcup_{i=1}^n f^{-1}(U_i)$, there exists a finite sequence $A_1, \ldots, A_m$ of members of $\alpha$ which refines $f^{-1}(U_1), \ldots, f^{-1}(U_n)$ and whose union contains $A$. 
It is clear that every admissible family is a functional refinement family.

**Proposition 2.6.** Let $X$ be a topological space, and $(Y, \rho)$ be a metric space. Then, the family of all $Y$-compact subsets of $X$ is a functional refinement family.

**Proof.** Let $A \subseteq X$ be an $Y$-compact set, $\{U_1, ..., U_n\}$ a finite sequence of open subsets of $Y$, and $f \in C(X, Y)$ such that $A \subseteq \bigcup_{i=1}^n f^{-1}(U_i)$. For every $y \in f(A)$, there exist $i_y \in \{1, ..., n\}$ and $\varepsilon_y > 0$ such that $B(y, \varepsilon_y) \subseteq U_{i_y}$, where $B(y, \varepsilon_y)$ is the open ball with center $y$ and radius $\varepsilon_y$. Then the family $\{B(y, \varepsilon_y) : y \in f(A)\}$ is an open covering of $f(A)$. From this covering, let us choose a finite subcover $\{B(y_j, \varepsilon_{y_j})\}_{j=1}^m$ and for each $j = 1, ..., m$, let us choose some $i_{y_j}$ such that $B(y_j, \varepsilon_{y_j}) \subseteq U_{i_{y_j}}$. By Lemma 2.4, the set $A_j = f^{-1}\left(B(y_j, \varepsilon_{y_j})\right) \cap A$ is $Y$-compact, for each $j$. Therefore, the family $A_1, ..., A_m$ of $Y$-compact subsets of $X$ covers $A$ and refines $f^{-1}(U_1), ..., f^{-1}(U_n)$. Hence, the family of all $Y$-compact subsets of $X$ is a functional refinement. \[\square\]

3. Coincidence of set open and uniform topologies

In this section, we study necessary and sufficient condition for the coincidence of the set open topology and the uniform topology on $C(X, Y)$ in the case when the family $\alpha$ consists of closed $Y$-compact sets. We first give subbase for the space $C_{\alpha}(X, Y)$ that help us to study the comparison of these topologies.

**Theorem 3.1.** Let $\alpha$ be a functional refinement family consisting of $Y$-compact subsets of $X$ and $\mathcal{B}$ be an arbitrary base for $Y$. Then, the family $\{[A, V] : A \in \alpha, V \in \mathcal{B}\}$

is a subbase for the space $C_{\alpha}(X, Y)$.

**Proof.** Let $f \in C(X, Y)$ and take a subbasic open neighborhood $[K, U]$ of $f$ in $C_{\alpha}(X, Y)$, where $K \in \alpha$ and $U$ open in $Y$. The open set $U$ will be written as the union of some subfamily $\{V_i : i \in I\}$ of $\mathcal{B}$ which covers $f(K)$. Since $f(K)$ is compact, there exists $n \in \mathbb{N}^*$ such that $f(K) \subseteq \bigcup_{i=1}^n V_i$. Since $\alpha$ is a functional refinement, there exists a sequence $K_1, ..., K_m$ of members of $\alpha$ which refines $\{f^{-1}(V_i) : i = 1, ..., n\}$ and whose union contains $K$. For each $j \in \{1, ..., m\}$, let us choose $i_j \in \{1, ..., n\}$ such that $K_i \subseteq f^{-1}(V_{i_j})$. It is easy to see that $f \in \bigcap_{j=1}^m [K_{j_i}, V_{i_j}] \subseteq [K, U]$. \[\square\]

The following result was obtained in [11, Theorem 3.3].

**Theorem 3.2.** For every Hausdorff space $X$ and any uniform cube-space $(Y, \mathcal{U})$ the topology on $C(X, Y)$ induced by the uniformity $\hat{\mathcal{U}}|\alpha$ of uniform convergence on the saturation family $\alpha$ coincides with the set open topology on $C(X, Y)$, where $Y$ has the topology induced by $\mathcal{U}$.

Because every equiconnected metric space is a cube-space, the following result follows immediately from the above theorem.

**Theorem 3.3.** Let $X$ be a topological space, and $(Y, \rho)$ be an equiconnected metric space. If $\alpha$ is a functional refinement family consisting of $Y$-compact subsets of $X$, then $C_{\alpha}(X, Y) = C_{\alpha, u}(X, Y)$.

**Corollary 3.4.** Let $X$ be a topological space, and $(Y, \rho)$ be an equiconnected metric space. If $\alpha$ is a family consisting of $Y$-compact subsets of $X$ which contains all $Y$-compact subsets of its elements, then $C_{\alpha}(X, Y) = C_{\alpha, u}(X, Y)$. 

We will now give a necessary and sufficient condition for which $C^B_\alpha(X, Y) = C_{\alpha,u}(X, Y)$. To this end, we will introduce, for a family $\alpha$ of subsets of $X$, the following family
\[
\alpha_1 = \{A'/A' \text{ is } Y\text{-compact subset of } X \text{ and } \exists A \in \alpha : A' \subseteq A\}.
\]
Proposition 2.6 leads us to the following corollary.

**Corollary 3.5.** If $\alpha$ is a family of $Y$-compact subsets of $X$, then the family $\alpha_1$ is always a functional refinement family.

We give a definition.

**Definition 3.6.** Let $X$ and $Y$ be two topological spaces. Let $\alpha$ and $\beta$ be two families of subsets of $X$. We will say that the quadruplet $(\alpha, \beta, X, Y)$ satisfies the property $(P)$ provided that for every $A \in \alpha$, every open subset $U$ in $Y$, and every $f \in C(X, Y)$ such that $A \subseteq f^{-1}(U)$, there exist $B_1, ..., B_n \in \beta$ with $A \subseteq \bigcup_{i=1}^n B_i \subseteq f^{-1}(U)$.

From the above definition, we observe that if a family $\beta$ approximates $\alpha$ then $(\alpha, \beta, X, Y)$ satisfies the property $(P)$.

**Lemma 3.7.** Let $\alpha$ be a family of $Y$-compact subsets of $X$. Then $\alpha$ is a functional refinement if and only if the quadruplet $(\alpha_1, \alpha, X, Y)$ satisfies the property $(P)$.

**Proof.** Suppose that $\alpha$ is a functional refinement family. We will show that $(\alpha_1, \alpha, X, Y)$ satisfies the property $(P)$. Let $A' \in \alpha_1$, $U$ be an open subset of $Y$ and $f \in C(X, Y)$ such that $A' \subseteq f^{-1}(U)$. Let $A \in \alpha_1$, with $A' \subseteq A$. If $A \subseteq f^{-1}(U)$ the proof is finished. If $A \not\subseteq f^{-1}(U)$; then the family $\{f^{-1}(f(A')^c), f^{-1}(U)\}$ is an open cover of $A$. Since $\alpha$ is a functional refinement family, there exists a finite sequence $A_1, ..., A_n$ of elements of $\alpha$ which refines $\{f^{-1}(f(A')^c), f^{-1}(U)\}$ and whose union contains $A$. Put $1 = \{i : A_i \subseteq f^{-1}(U)\}$.

It is clear that $A' \subseteq \bigcup_{i \in I} A_i \subseteq f^{-1}(U)$.

Conversely, suppose that $(\alpha_1, \alpha, X, Y)$ satisfies the property $(P)$. Let $A \in \alpha$, $\{U_1, ..., U_n\}$ a finite family of open subsets of $Y$ and let $f \in C(X, Y)$ such that $A \subseteq \bigcup_{i=1}^n f^{-1}(U_i)$.

From Proposition 2.6, there exists a finite sequence $A_1, ..., A_m$ of $Y$-compact subsets of $X$ which refines $\{f^{-1}(U_1), ..., f^{-1}(U_n)\}$ and whose union contains $A$. We set $A_j = A_i \cap A$ for each $1 \leq j \leq m$. Then the subfamily $\{A_1, ..., A_m\}$ of $\alpha_1$ covers $A$ and refines $f^{-1}(U_1), ..., f^{-1}(U_n)$. For each $j = 1, ..., m$, let us choose some $i_j$ such that $A_j \subseteq f^{-1}(U_{i_j})$. By our hypothesis there is, for every $j = 1, ..., m$, a finite family $A_j = \{A_{1_j}, ..., A_{m_j}\}$ of members of $\alpha$, such that $A_j \subseteq \bigcup_{k=1}^{m_j} A_{k_j} \subseteq f^{-1}(U_{i_j})$. Put $A = \bigcup_{i=1}^m A_i$. This is a finite family of elements of $\alpha$ which covers $A$ and refines $f^{-1}(U_1), ..., f^{-1}(U_n)$. Therefore $\alpha$ is a functional refinement family.

**Corollary 3.8.** For any family $\alpha$ of $Y$-compact subsets of $X$, we have $C_{\alpha_1}(X, Y) = C_{\alpha_1,u}(X, Y) = C_{\alpha,u}(X, Y)$.

Let $\alpha = \{A : A \in \alpha\}$. We have the following result.

**Proposition 3.9.** Let $X$ be a topological space, and $(Y, \rho)$ be a metric space. For any family $\alpha$ of $Y$-compact subsets of $X$, we have $C_{\alpha}(X, Y) = C_{\alpha,u}(X, Y)$.

**Proof.** Let us prove that $C_{\alpha,u}(X, Y) = C_{\alpha,u}(X, Y)$. Let $A \in \alpha$, $\varepsilon > 0$ and $f \in C(X, Y)$. As $A \subseteq \alpha$, we have $\langle f, A, \varepsilon \rangle \subseteq \langle f, A, \varepsilon \rangle$, then $C_{\alpha,u}(X, Y) \subseteq C_{\alpha,u}(X, Y)$. Let $\langle f, A, \varepsilon \rangle$ be an open subbasic set of $C_{\alpha,u}(X, Y)$. Let us show that $\langle f, A, \frac{\varepsilon}{2} \rangle \subseteq \langle f, A, \varepsilon \rangle$. Let $g \in \{f, A, \frac{\varepsilon}{2}\}$ and $x$ be an arbitrary point of the set $\alpha$. Since $g$ and $f$ are continuous, then for every $\varepsilon > 0$, there exists a point $y_\varepsilon \in A$ such that $\rho(f(x), f(y_\varepsilon)) < \frac{\varepsilon}{2}$ and $\delta(g(x), g(y_\varepsilon)) < \frac{\varepsilon}{2}$.
(this is possible, since \( f^{-1}(B(f(x), \frac{\varepsilon}{2})) \cap g^{-1}(B(g(x), \frac{\varepsilon}{2})) \) is a neighborhood of the point \( x \) and \( x \in A \). Hence \( \rho(f(x), g(x)) \leq \rho(f(x), f(y)) + \rho(f(y), g(y)) + \rho(g(x), g(y)) < \varepsilon \); therefore \( C_{\pi,u}(X, Y) \leq C_{\alpha,u}(X, Y) \).

**Theorem 3.10.** Let \( X \) be a topological space, and \((Y, \rho)\) be an equiconnected metric space with a bounded metric \(\rho\) and having a base \(\mathcal{B}\) consisting of \(\Psi\)-convex sets. Let \(\alpha\) be a family of closed \(Y\)-compact subsets of \(X\). Then \(C^B_{\alpha}(X, Y) = C_{\alpha,u}(X, Y)\) if and only if \(\alpha\) is a functional refinement family.

**Proof.** If \(\alpha\) is a functional refinement family, then by Theorems 3.1 and 3.3 we have \(C^B_{\alpha}(X, Y) = C_{\alpha}(X, Y) = C_{\alpha,u}(X, Y)\). Conversely, suppose that \(C^B_{\alpha}(X, Y) = C_{\alpha,u}(X, Y)\) and let us show that \(\alpha\) is a functional refinement family. From Lemma 3.7 it suffices to prove that \((\alpha_1, \alpha, X, Y)\) satisfies the property \((P)\). Let \(A' \in \alpha_1\), \(f \in C(X, Y)\) and let \(U\) be an open subset in \(Y\) such that \(A' \subseteq f^{-1}(U)\). Since \(f(A')\) is compact, there exists a continuous function \(g : Y \to [0, 1]\) such that \(g(f(A')) = \{1\}\) and \(g(U^c) = \{0\}\). Take a nontrivial path \(p\) in \(Y\) with \(p(0) \neq p(1)\), and put \(h = p \circ g \circ f\). Since the topologies of the spaces \(C_{\alpha,u}(X, Y)\) and \(C_{\alpha,u}(X, Y)\) coincide, the set \(\langle h, A', \varepsilon \rangle\), where \(\varepsilon\) is strictly inferior to the distance between \(p(0)\) and \(p(1)\) in \(Y\), is an open neighborhood of \(h\) in \(C_{\alpha,u}(X, Y)\). Moreover, since \(C^B_{\alpha}(X, Y) = C_{\alpha,u}(X, Y)\) there exist \(A_1, ..., A_n \in \alpha\) and \(V_1, ..., V_n \in \mathcal{B}\) such that \(h \in \bigcap_{i=1}^{n} [A_i, V_i] \subseteq \langle h, A', \varepsilon \rangle\).

Equiconnectedness of \(Y\) leads us, by [12, Corollary 1], to the fact that \(A' \subseteq \bigcup_{i=1}^{n} A_i\). We set \(J = \{i : A_i \subseteq f^{-1}(U)\}\). By the same argument as in [4, Theorem 3], it follows that \(A' \subseteq \bigcup_{i \in J} A_i\). This means that \((\alpha_1, \alpha, X, Y)\) satisfies the property \((P)\), and so the family \(\alpha\) is a functional refinement family. \(\square\)

**Corollary 3.11.** Let \(X\) be a topological space, and \((Y, \rho)\) be an equiconnected metric space with a bounded metric \(\rho\) and having a base \(\mathcal{B}\) consisting of \(\Psi\)-convex sets. Let \(\alpha\) be a family of closed \(Y\)-compact subsets of \(X\). Then \(C^B_{\alpha}(X, Y) = C_{\alpha_1}(X, Y)\) if and only if \(\alpha\) is a functional refinement family.

4. Comparison of \(C_{\alpha}(X, Y)\) and \(C_{\beta}(X, Y)\)

In this section, we are going to compare the topologies of \(C_{\alpha}(X, Y)\) and \(C_{\beta}(X, Y)\) when \(\alpha\) and \(\beta\) are two families of \(Y\)-compact subsets of \(X\).

**Theorem 4.1.** Let \(\alpha\) and \(\beta\) be two families of subsets of \(X\). If \((\alpha, \beta, X, Y)\) satisfies the property \((P)\), then \(C_{\alpha}(X, Y) \leq C_{\beta}(X, Y)\).

**Proof.** The proof is the same of [4, Theorem 5]. \(\square\)

**Theorem 4.2.** Let \(\alpha\) and \(\beta\) be two families of closed \(Y\)-compact subsets of \(X\), and \(Y\) be an equiconnected topological space having a base \(\mathcal{B}\) consisting of \(\Psi\)-convex sets. If \(C_{\alpha}(X, Y) \leq C^B_{\beta}(X, Y)\), then the quadruplet \((\alpha, \beta, X, Y)\) satisfies the property \((P)\).

**Proof.** Let \(A \in \alpha, V\) an open subset in \(Y\) and \(f \in C(X, Y)\) such that \(A \subseteq f^{-1}(V)\). Since \(f(A)\) is compact in \(Y\), there exists a continuous function \(g : Y \to [0, 1]\) such that \(g(f(A)) = \{0\}\) and \(g(V^c) = \{1\}\); Let \(p : [0, 1] \to Y\) be a path in \(Y\) with \(p(0) \neq p(1)\), and let \(h = p \circ g \circ f\). Let \(W \in \mathcal{B}\) which contains the point \(p(0)\) and does not contain \(p(1)\). Then \([A, W]\) is an open neighborhood of \(h\) in \(C^B_{\alpha}(X, Y)\). Since the topology of \(C^B_{\beta}(X, Y)\) is finer than the topology of \(C_{\alpha}(X, Y)\), there exist \(B_1, ..., B_n \in \beta\) and \(V_1, ..., V_n \in \mathcal{B}\) such that \(h \in \bigcap_{i=1}^{n} [B_i, V_i] \subseteq [A, W]\).
We have then \( A \subseteq \bigcup_{i=1}^{n} B_i \). Put \( I = \{ i : B_i \subseteq f^{-1}(V) \} \). As in the proof of Theorem 3.10, we obtain that \( A \subseteq \bigcup_{i \in I} B_i \) and hence \( (\alpha, \beta, X, Y) \) satisfies the property \((P)\). \( \square \)

**Corollary 4.3.** Let \( \alpha \) and \( \beta \) be two families consisting of closed \( Y \)-compact subsets of \( X \), and \( Y \) be an equiconnected topological space having a base \( \mathcal{B} \) consisting of \( \Psi \)-convex sets. If \( \beta \) is a functional refinement family, then \( C_\alpha(X, Y) \leq C_\beta(X, Y) \) if and only if \( (\alpha, \beta, X, Y) \) satisfies the property \((P)\).

**5. Restriction map**

In this section, we use the results obtained above to study and generalize some results due to Arhangel’skii about the properties of the so-called restriction map on function spaces. Let \( Z \) be a subspace of a topological space \( X \). The restriction map \( \pi_Z : C(X, Y) \rightarrow C(Z, Y) \) is defined by \( \pi_Z(f) = f|_Z \) for any \( f \in C(X, Y) \). We begin by examining the continuity of \( \pi_Z \). The following result is stated in [3].

**Proposition 5.1.** [3, Proposition 1] Let \( X, Y \) be topological spaces, and \( Z \) be a subspace of \( X \). Let \( \alpha \) be a network in \( X \) and \( \beta \) be a network in \( Z \). If \( \beta \subseteq \alpha \), then the restriction map \( \pi_Z : C_\alpha(X, Y) \rightarrow C_\beta(Z, Y) \) is continuous.

Proposition 5.1 can be strengthened as follows.

**Proposition 5.2.** Let \( X, Y \) be topological spaces, and \( Z \) be a subspace of \( X \). Let \( \alpha \) be a family of subsets of \( X \) and \( \beta \) be a family of subsets of \( Z \). If \( (\beta, \alpha, X, Y) \) satisfies the property \((P)\), then \( \pi_Z : C_\alpha(X, Y) \rightarrow C_\beta(Z, Y) \) is continuous.

**Proof.** Let \( f \in C(X, Y) \) and \( [B, V] \) be an open neighborhood of \( f|_Z \) in \( C_\beta(Z, Y) \), where \( B \in \beta \) and \( V \) open in \( Y \). Then \( B \subseteq f^{-1}(V) \). Since \( (\beta, \alpha, X, Y) \) satisfies the property \((P)\), there exist \( A_1, ..., A_n \in \alpha \) such that \( B \subseteq \bigcup_{i=1}^{n} A_i \subseteq f^{-1}(V) \). Thus \( \bigcap_{i=1}^{n} [A_i, V] \) is an open neighborhood of \( f \) in \( C_\alpha(X, Y) \). It is easy to see that \( \pi_Z(\bigcap_{i=1}^{n} [A_i, V]) \subseteq [B, V] \). Therefore \( \pi_Z \) is continuous. \( \square \)

**Proposition 5.3.** Let \( X, Y \) be topological spaces, and \( Z \) be a subspace of \( X \). Let \( \alpha \) be a family of subsets of \( X \) and \( \beta \) be a family of subsets of \( Z \). If \( Z \) is dense in \( X \) and \( (\beta, \alpha, X, Y) \) satisfies the property \((P)\), then \( \pi_Z : C_\alpha(X, Y) \rightarrow \pi_Z(C_\alpha(X, Y)) \) is a bijective continuous map, i.e., a condensation.

**Proof.** Let \( f \) and \( g \) be distinct elements in \( C(X, Y) \). The continuity of the functions \( f \) and \( g \) and the fact that \( Z = X \) imply that \( f|_Z \neq g|_Z \). Hence \( \pi_Z(f) \neq \pi_Z(g) \). This means that \( \pi_Z \) is one-to-one. By Proposition 5.2, \( \pi_Z \) is continuous. \( \square \)

**Corollary 5.4.** Let \( X, Y \) be topological spaces, and \( Z \) be a subspace of \( X \). Let \( \alpha \) be a family of subsets of \( X \) and \( \beta \) be a family of subsets of \( Z \). If \( \alpha \) approximates \( \beta \), then \( \pi_Z : C_\alpha(X, Y) \rightarrow C_\beta(Z, Y) \) is continuous.

Let \( B \subseteq Z \subseteq X \) and \( V \subseteq Y \). Recall that \( [B, V] = \{ f \in C(X, Y) : f(B) \subseteq V \} \); let us denote by \( [B, V]_Z = \{ f \in C(Z, Y) : f(B) \subseteq V \} \). For the converse of Theorem 5.2, we have the following.

**Proposition 5.5.** Let \( X \) be topological space, \( Y \) an equiconnected topological space having a base \( \mathcal{B} \) consisting of \( \Psi \)-convex sets, and \( Z \) be a subspace of \( X \). Let \( \alpha \) be a functional refinement family consisting of closed \( Y \)-compact subsets of \( X \) and \( \beta \) be a family of closed \( Y \)-compact subsets of \( Z \). If \( \pi_Z : C_\alpha(X, Y) \rightarrow C_\beta(Z, Y) \) is continuous, then \( (\beta, \alpha, X, Y) \) satisfies the property \((P)\).
Proof. By Corollary 4.3, it suffices to show that $C_\beta(X,Y) \leq C_\alpha(X,Y)$. Let $f \in C_\beta(X,Y)$ and $[B,V]$ be an open neighborhood of it in $C_\beta(X,Y)$, where $B \in \beta$ and $V$ open in $Y$. Then $\pi_2(f) = f\mid Z \in [B,V]$. The continuity of $\pi_2$ leads to the existence of $A_1,\ldots,A_n \in \alpha$ and open subsets $V_1,\ldots,V_n$ of $Y$ such that

$$f \in \bigcap_{i=1}^n [A_i,V_i] \subseteq [B,V].$$

Hence $C_\beta(X,Y) \leq C_\alpha(X,Y)$, and so $(\beta,\alpha,X,Y)$ satisfies the property $(P)$.

Now, to find out when $\pi_2$ is open we first recall the following result obtained by Arhangel’iskii [2, Proposition 3] for the topology of pointwise convergence in the case $Y = \mathbb{R}$.

Theorem 5.6. If $Z$ is a closed subset of $X$, then $\pi_2$ maps the space $C_p(X)$ openly onto the subspace $\pi_2(C_p(X))$ of $C_p(Z)$.

In order to study the openness of the restriction map when $C(X,Y)$ and $C(Z,Y)$ are equipped with set open topologies, we will need the following lemmas.

Lemma 5.7. Let $X$ be a topological space, and $Y$ be an equiconnected space. Let $K$ be compact subset of $X$, $F$ be closed subset of $X$, and let $f : X \to Y$ be a continuous function such that $f(K \cap F) \subseteq V$, where $V$ is an open $\Psi$-convex subset of $Y$. Then there exists a continuous function $f_1 : X \to Y$ such that $f_1(K) \subseteq V$ and $f_1\mid F = f\mid F$.

Proof. We observe that $V$ is pathwise connected. Let $p : [0,1] \to V$ be a path in $V$. Put $K_1 = K \cap f^{-1}(V^c)$ which is compact. Let $g : X \to [0,1]$ be a continuous function such that $g(F) = \{1\}$ and $g(K_1) = \{0\}$. Define the function $f_1 : X \to Y$ by $f_1(z) = \Psi(p \circ g(z),f(z),g(z))$ for each $z \in X$. It is clear that $f_1$ is continuous, and one can easily verify that $f_1\mid F = f\mid F$ and $f_1(K) \subseteq V$.

Lemma 5.8. Let $X$ be a topological space, $Y$ an equiconnected space with equiconnected function $\Psi$, $Z$ a subspace of $X$, $\alpha$ a family of compact subsets of $X$ with $A \cap Z = A \cap \overline{Z}$ for each $A \in \alpha$ and let $g \in C(Z,Y)$ be a function continuously extendable over $X$. Let $A_1,\ldots,A_n \in \alpha$, and $V_1,\ldots,V_n$ are $\Psi$-convex open subsets of $Y$ such that $g(A_i \cap \overline{Z}) \subseteq V_i$ for each $i = 1,\ldots,n$. Then there exists a continuous extension $g' : X \to Y$ of $g$ such that $g'(A_i) \subseteq V_i$ for each $i = 1,\ldots,n$.

Proof. We proceed by recurrence. Let $g \in C(Z,Y)$, $A \in \alpha$ and $V$ be an open $\Psi$-convex subset of $Y$ with $g(A \cap \overline{Z}) \subseteq V$. By applying Lemma 5.7 with $F = \overline{Z}$ and $K = A$, we obtain a continuous extension $g'$ of $g$ over $X$ with $g'(A) \subseteq V$.

Suppose that the property is true up to $n$. We show that it remains true for $n + 1$: let $A_1,\ldots,A_{n+1} \in \alpha$, and $V_1,\ldots,V_{n+1}$ are $\Psi$-convex open subsets of $Y$ such that $g(A_i \cap \overline{Z}) \subseteq V_i$ for each $i = 1,\ldots,n+1$, and let us show the existence of a continuous extension $g' \in C(X,Y)$ of $g$ such that $g'(A_i) \subseteq V_i$ for each $i = 1,\ldots,n$. By our assumption, we have $g((A_i \cap A_{n+1}) \cap \overline{Z}) \subseteq V_i \cap V_{n+1}$, for each $i = 1,\ldots,n$. Then the family $\{A_1 \cap A_{n+1},\ldots,A_n \cap A_{n+1}\}$ verifies $(A_1 \cap A_{n+1}) \cap Z = (A_1 \cap A_{n+1}) \cap \overline{Z}$ for each $i = 1,\ldots,n$. Therefore, by the recurrence hypothesis, we find a function $g'_1 \in C(X,Y)$ extending $g$ and such that $g'_1(A_i \cap A_{n+1}) \subseteq V_i \cap V_{n+1}$, for each $i = 1,\ldots,n$. We set $X_1 = X \cup (\bigcup_{i=1}^n (A_i \cap A_{n+1}))$. Clearly we have $A_i \cap X_1 = A_i \cap X_1$ and $g'_1(A_i \cap X_1) \subseteq V_i$ for each $i = 1,\ldots,n$. Applying Lemma 5.7 once again for $F = \overline{X_1}$ and $K = A_{n+1}$, we get an extension $g'_2 \in C(X,Y)$ of $g'_1\mid_{X_1} \subseteq V_{n+1}$, for each $i = 1,\ldots,n$. We observe that $g'_2(A_i \cap A_{n+1}) \subseteq V_i$, for each $i$. Again we put $X_2 = X_1 \cup A_{n+1}$. Then, we have, for each $i = 1,\ldots,n$, $A_i \cap X_2 = A_i \cap X_2$ and $g'_2(A_i \cap X_2) \subseteq V_i$. Hence $g'_2(A_i) \subseteq V_i$, for each $i = 1,\ldots,n$, and we have $g'_3(A_{n+1}) = g'_2(A_{n+1}) \subseteq V_{n+1}$. Whence $g' = g_3$ is our required function.
Lemma 5.9. Let $X$ be a topological space, $Z$ a subspace of $X$, $\alpha$ and $\beta$ are two families of compact subsets of $X$ and $Z$, respectively. If $\beta$ approximates $\alpha|_Z$, then $A \cap Z = A \cap Z$ for each $A \in \alpha$.

Proof. Suppose that there exists $A \in \alpha$ such that $A \cap (Z \setminus Z) \neq \emptyset$. Let $x \in A \cap (Z \setminus Z)$. Then there is no member of $\beta$ for which $x$ belongs. Therefore $A \cap Z$ does not contain any finite union of members of $\beta$; this contradicts the fact that $\beta$ approximates $\alpha|_Z$.

Theorem 5.10. Let $X$ be a topological space, $Z$ a subspace of $X$, and $Y$ is an equiconnected space with a base $\mathcal{B}$ consisting of $\Psi$-convex sets. Let $\alpha$ be an admissible family of compact subsets of $X$ and $\beta$ be a family of compact subsets of $Z$. If $\beta$ approximates $\alpha|_Z$, then $\pi_Z$ is an open map from $C_\alpha(X,Y)$ onto the subspace $\pi_Z(C_\beta(Z,Y))$.

Proof. Let $\cap_{i=1}^n [A_i, V_i]$, where $A_1, \ldots, A_n \in \alpha$ and $V_1, \ldots, V_n \in \mathcal{B}$, be a basic open subset of $C_\alpha(X,Y)$ and $f \in \pi_Z(\cap_{i=1}^n [A_i, V_i])$. Let $f' \in C(X,Y)$ be an extension of $f$ over $X$ such that $f' \in \cap_{i=1}^n [A_i, V_i]$. Since $\beta$ approximates $\alpha|_Z$, there exists, for each $i = 1, \ldots, n$, a finite subfamily $\beta_i$ of $\beta$ such that

$$A_i \cap Z \subseteq \bigcup\{B : B \in \beta_i\} \subseteq f^{-1}(V_i).$$

Then

$$f \in \left(\bigcap_{i=1}^n \bigcap_{B \in \beta_i} [B, V_i]\right) \cap \pi_Z(C(X,Y)) = W.$$

We have $W \subseteq \pi_Z(\cap_{i=1}^n [A_i, V_i]).$ Indeed, let $g \in W$. Because $g(\bigcup\{B : B \in \beta_i\}) \subseteq V_i$, then $g(A_i \cap Z) \subseteq V_i$ for every $i = 1, \ldots, n$. Also, from Lemma 5.9, we have $A \cap Z = A \cap Z$ for each $A \in \alpha$. Then, by Lemma 5.8, there exists a function $g' \in C(X,Y)$ which agrees with $g$ on $Z$ and belongs to $\cap_{i=1}^n [A_i, V_i]$. We have then $g \in \pi_Z(\cap_{i=1}^n [A_i, V_i]).$ Therefore $W \subseteq \pi_Z(\cap_{i=1}^n [A_i, V_i]),$ which means that $\pi_Z:C_\alpha(X,Y) \to \pi_Z(C_\beta(Z,Y))$ is open.

Lemma 5.11. Let $X$ be a topological space, $Z$ a subspace of $X$, and $\alpha, \beta$ are two families of compact subsets of $X$ and $Z$, respectively. Let $Y$ be an equiconnected $T_1$-space, with equiconnecting function $\Psi$. If $\pi_Z$ is an open map from $C_\alpha(X,Y)$ onto the subspace $\pi_Z(C_\alpha(X,Y))$ of $C_\beta(Z,Y)$, then $A \cap Z = A \cap Z$ for each $A \in \alpha$.

Proof. Suppose that there exists $A \in \alpha$ such that $A \cap (Z \setminus Z) \neq \emptyset$. Let $x \in A \cap (Z \setminus Z)$. Let $p : [0, 1] \to Y$ be a path in $Y$ with $p(0) \neq p(1)$ and put $V = Y \setminus \{p(0)\}$. Let $f \in \pi_Z([A, V])$, then we have $f = f'_Z$ for some $f' \in [A, V]$. Since $\pi_Z: C_\alpha(X,Y) \to \pi_Z(C_\alpha(X,Y))$ is open, there exist $B_1, \ldots, B_n \in \beta$ and $V_1, \ldots, V_n$ open subsets in $Y$ such that

$$f \in \left(\bigcap_{i=1}^n [B_i, V_i]\right) \cap \pi_Z(C(X,Y)) \subseteq \pi_Z([A, V]).$$

Since $x \in A \cap (Z \setminus Z)$, we have $x \notin \bigcup_{i=1}^n B_i$. Complete regularity of $X$ gives us a continuous function $h : X \to [0, 1]$ such that $h(x) = 0$ and $h(\bigcup_{i=1}^n B_i) = \{1\}$. Consider the function $h_1 : X \to Y$ defined by $h_1(z) = \Psi(p \circ h(z), f'(z), h(z))$ for each $z \in X$. It is clear that $h_1$ is continuous, $h_1(\bigcup_{i=1}^n B_i) \subseteq V$ and $h_1(x) = p(0) \notin V$. So $h_{1|Z} \in \left(\bigcap_{i=1}^n [B_i, V_i]\right) \cap \pi_Z(C(X,Y))$ and $h_1$ does not belong to $[A, V]$. Assume that $h_{1|Z}$ admits another extension $h_2 \in C(X,Y)$. By continuity we have $h_{1|Z} = h_{2|Z}$. Thus $h_1(x) = h_2(x) \notin V$, and so $h_2 \notin [A, V]$. This leads that no continuous extension of $h_{1|Z}$ over $X$ belongs to $[A, V]$, which contradicts the fact that $(\bigcap_{i=1}^n [B_i, V_i]) \cap \pi_Z(C(X,Y)) \subseteq \pi_Z([A, V]).$ Hence, we have $A \cap Z = A \cap Z$ for every $A \in \alpha$.
Theorem 5.12. Let $X$ be a topological space, $Z$ a subspace of $X$, and $Y$ is an equiconnected $T_1$-space with a base $\mathcal{B}$ consisting of $\Psi$-convex sets. Let $\alpha$ be a family of compact subsets of $X$ and $\beta$ an admissible family of compact subsets of $Z$. If $\pi_Z$ is an open map from $C_\alpha(X,Y)$ onto the subspace $\pi_Z(C_\alpha(X,Y))$ of $C_\beta(Z,Y)$, then $\beta$ approximates $\alpha|_Z$.

Proof. Notice first that, from Lemma 5.11, we have $A \cap Z = A \cap Z$ for every $A \in \alpha$. Furthermore, $C_\beta(Z,Y) = C_\beta^Z(Z,Y)$ because $\beta$ is a functional refinement family. Let $A \in \alpha$, $G$ an open subset of $Z$ with $A \cap Z = A \cap Z \subseteq G$. Let $G_1$ be an open subset in $X$ with $G_1 \cap Z = G$. Now the subset $G_2 = G_1 \cup (X \setminus Z)$, which is open in $X$, contains $A$ and verifies $G_2 \cap Z = G_1 \cap Z = G$. Let $f : X \to [0,1]$ be a continuous function such that $f(\{a\}) = \{1\}$ and $f(X \setminus G_2) = \{0\}$. Let $V = Y \setminus \{p(0)\}$, where $p$ is a path in $Y$, and put $g = p \circ f$. Then $g^{-1}(V) \subseteq G_2$. Thus $g^{-1}_Z(V) \subseteq G$. Consider in $C_\alpha(X,Y)$ the subspace $\pi_Z(C(X,Y))$, by our assumption. Therefore, there exist $B_1, ..., B_n \in \beta$ and open sets $V_1, ..., V_n \in \mathcal{B}$ such that

$$g|_Z \in \left(\cap_{i=1}^n [B_i, V_i]\right) \cap \pi_Z(C(X,Y)) \subseteq \pi_Z(\{A, V\}).$$

By the same reasoning as in the proof of Lemma 5.11, we obtain that $A \cap Z = A \cap Z \subseteq \cup_{i=1}^n B_i$. To continue our proof we will introduce the following notation. By $B^1$ we denote a subset $B \subseteq X$, and by $B^0$ its complementary in $X$, i.e., $B^c$. Let $J = \{1, ..., n\}$ and define the following set

$$\Delta = \left\{ (\delta_1, \delta_2, ..., \delta_n) \in \{0,1\}^n \setminus \{(0, ..., 0)\} : \left( \bigcap_{i \in J} B^i_{\delta_i} \right) \cap (A \cap Z) \neq \emptyset \right\}.$$

We have then

$$A \cap Z = A \cap Z \subseteq \bigcup_{(\delta_1, ..., \delta_n) \in \Delta} \left\{ \bigcap_{i=1}^n B^i_{\delta_i} / (\delta_1, ..., \delta_n) \in \Delta \right\}.$$

Fixing an element $(\delta_1, ..., \delta_n)$ in $\Delta$ and let us show that $\bigcap_{i=1}^n V_i \subseteq V$. Assume the contrary. Let $y_0 \in \bigcap_{i=1}^n V_i \setminus V$. Let $x_0 \in \left(\bigcap_{i \in J} B^i_{\delta_i}\right) \cap (A \cap Z)$, then $x_0 \not\in \left(\bigcup_{i=0}^n B_i\right)$ and $g(x_0) \in \bigcap_{i=1}^n V_i$. By continuity of $g$ and the fact that $x_0 \not\in \left(\bigcup_{i=0}^n B_i\right)$, we can take an open neighborhood $U$ of $x_0$ such that $g(U) \subseteq \bigcap_{i=1}^n V_i$ and $U \cap \left(\bigcup_{i=1}^n B_i\right) = \emptyset$. Consider a continuous function $\varphi : X \to [0,1]$ such that $\varphi(x_0) = 0$ and $\varphi(U^c) = \{1\}$, and $0 \leq \varphi(x) \leq 1$ for all $x \in X$. Then the function $h : X \to Y$ defined by $h(x) = \psi(y_0, g(x), \varphi(x))$, for all $x \in X$, is continuous and $h|_Z$ does not belong to $\pi_Z(C(\{A, V\}))$ because $h(x_0) = y_0$. But $h|_Z \in (\cap_{i=1}^n [B_i, V_i]) \cap \pi_Z(C(X,Y))$. In fact, if $x \in B_i \cap U$ then $h(x) = \psi(y_0, g(x), \varphi(x)) \in V_i$, because $V_i$ is $\Psi$-convex subset, for each $1 \leq i \leq n$. If $x \in B_i \setminus U$, then $h(x) = g(x) \in V_i$ for each $i$ with $1 \leq i \leq n$. This gives us a contradiction, so we have $\bigcap_{i=1}^n V_i \subseteq V$. Moreover, since $\bigcap_{i \in J} B^i_{\delta_i} \subseteq \bigcap_{i=1}^n B_i$ and $A \subseteq \bigcup\left\{ \bigcap_{i \in J} B^i_{\delta_i} / (\delta_i) \in \Delta \right\}$ we obtain that

$$A \cap Z \subseteq \bigcup\left\{ \bigcap_{i=1}^n B_i / (\delta_i) \in \Delta \right\} \subseteq f_{|_Z}^{-1}(V).$$

Moreover, the admissibility of $\beta$ gives us, by [4, Lemma 1], that for each $(\delta_i) \in \Delta$, there exist $\beta(\delta_i)$ finite subfamily of $\beta$ such that

$$\bigcap_{i=1}^n B_i \subseteq \bigcup\left\{ B : B \in \beta(\delta_i) \right\} \subseteq f_{|_Z}^{-1}(V).$$

Hence

$$A \cap Z = A \cap Z \subseteq \bigcup_{(\delta_i) \in \Delta} \left( \bigcup_{B \in \beta(\delta_i)} B \right) \subseteq f_{|_Z}^{-1}(V) \subseteq G.$$
Thus, we have $\beta$ approximates $\alpha|_{Z}$. 

**Corollary 5.13.** Let $X$ be a topological space, $Z$ a subspace of $X$, and $Y$ is an equiconnected $T_1$-space with a base $B$ consisting of $\Psi$-convex sets. Let $\alpha$ be an admissible family of compact subsets of $X$ and $\beta$ an admissible family of compact subsets of $Z$. Then $\pi_Z$ is an open map from $C_\alpha(X,Y)$ onto the subspace $\pi_Z(C_\alpha(X,Y))$ of $C_\beta(Z,Y)$ if and only if $\beta$ approximates $\alpha|_{Z}$.
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1. Introduction

A submanifold of a complex manifold is a complex (invariant) submanifold if the tangent space of the submanifold at each point is invariant with respect to the almost complex structure of the Kähler manifold. Besides complex submanifolds of a complex manifold, there is another important class of submanifolds called totally real submanifolds. A totally real submanifold of a complex manifold is a submanifold of such that the almost complex structure of ambient manifold carries the tangent space of the submanifold at each point into its normal space. Many authors have studied totally real submanifolds in various ambient manifolds and many interesting results were obtained, see ([45], page: 199) for a survey on all these results. As a generalization of holomorphic and totally real submanifolds, slant submanifolds were introduced by Chen in [13]. We recall that the submanifold \( M \) is called slant [14] if for any \( p \in M \) and any \( X \in T_pM \), the angle between \( JX \) and \( T_pM \) is a constant \( \theta(X) \in [0, \frac{\pi}{2}] \), i.e, it does not depend on the choice of \( p \in M \) and \( X \in T_pM \). It follows that invariant and totally real immersions are slant immersions with slant angle \( \theta = 0 \) and \( \theta = \frac{\pi}{2} \) respectively.

On the other hand, Riemannian submersions between Riemannian manifolds were studied by O’Neill [37] and Gray [25]. Since then Riemannian submersions have been an effective tool to obtain new manifolds and compare certain manifolds within differential
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geometry, see [8], [12] and [21]. It is also known that Riemannian submersions have many applications in different areas such as Kaluza-Klein theory [22], [10], statistical machine learning processes [46], medical imaging [36], statistical analysis on manifolds [9] and the theory of robotics [3]. As analogue of holomorphic submanifolds, holomorphic submersions were introduced by Watson [44] in seventies by using the notion of almost complex map. This notion has been extended to other manifolds, see [21] for holomorphic submersions and their extensions to other manifolds. Although holomorphic submersions have been studied widely, however this research area is still an active research area, see a recent paper [43]. The main property of such maps is that the horizontal distribution and the vertical distribution of holomorphic submersions are invariant with respect to the almost complex map of the total manifold. Thus holomorphic submersions include only those submersions whose vertical distribution is invariant under the almost complex structure of the total manifold. Therefore, the second author of the present paper considered a new submersion defined on an almost Hermitian manifold such that the vertical distribution is anti-invariant with respect to almost complex map [41]. He showed that such submersions have rich geometric properties and they are useful for investigating the geometry of the total space. This new class of submersions called anti-invariant submersions can be seen as an analogue of totally real submanifolds in the submersion theory. As a generalization of anti-invariant submersions, slant submersions were defined in [42] and it is shown that such maps are useful for obtaining new conditions for harmonicity, see also [4,5,7,18–20,24,28–32,34,35,38] and [40] for new submersions in other total spaces.

As a generalization of Riemannian submersions, horizontally conformal submersions are defined as follows [6]: Suppose that $(M, g_M)$ and $(B, g_B)$ are Riemannian manifolds and $F : M \rightarrow B$ is a smooth submersion, then $F$ is called a horizontally conformal submersion, if there is a positive function $\lambda$ such that

$$\lambda^2 g_M(X,Y) = g_B(F_*X, F_*Y)$$

for every $X,Y \in \Gamma((kerF_*)^\perp)$. It is obvious that every Riemannian submersion is a particular horizontally conformal submersion with $\lambda = 1$. One can see that Riemannian submersions are very special maps comparing with conformal submersions. We note that horizontally conformal submersions are special horizontally conformal maps which were introduced independently by Fuglede [23] and Ishihara [33]. We also note that a horizontally conformal submersion $F : M \rightarrow B$ is said to be horizontally homothetic if the gradient of its dilation $\lambda$ is vertical, i.e.,

$$\mathcal{H}(grad \lambda) = 0$$

(1.1)

at $p \in M$, where $\mathcal{H}$ is the projection on the horizontal space $(kerF_*)^\perp$. Although conformal maps do not preserve distance between points contrary to isometries, they preserve angles between vector fields. This property enables one to transfer certain properties of a manifold to another manifold by deforming such properties.

As a generalization of holomorphic submersions, conformal holomorphic submersions were studied by Gudmundsson and Wood [27]. They obtained necessary and sufficient conditions for conformal holomorphic submersions to be a harmonic morphism, see also [15–17] for the harmonicity of conformal holomorphic submersions.

Recently, we introduced conformal anti-invariant submersions [2] from almost Hermitian manifolds onto Riemannian manifolds, as a generalization of anti-invariant submersions, and investigated the geometry of such submersions. (see also: [1]) We showed that the
geometry of such submersions are different from their counterparts anti-invariant submersions and semi-invariant submersions. In this paper, we study conformal slant submersions as a generalization of both conformal holomorphic submersions and conformal anti-invariant submersions and investigate the geometry of the total space and the base space for the existence of such submersions.

The paper is organized as follows. In the second section, we present the basic information needed for this paper. In section 3, we give definition of conformal slant submersions from almost Hermitian manifolds onto Riemannian manifolds, provide examples and give a sufficient condition for conformal slant submersions to be harmonic. We also investigate the geometry of leaves of $(\ker F)^\perp$ and $(\ker F)$ Moreover we obtain a decomposition theorem on the total space of a conformal slant submersion. Finally, we give necessary and sufficient conditions for a conformal slant submersion to be totally geodesic.

2. Preliminaries

In this section, we define almost Hermitian manifolds, recall the notion of (horizontally) conformal submersions between Riemannian manifolds and give a brief review of basic facts of (horizontally) conformal submersions.

Let $(M, g_M)$ be an almost Hermitian manifold. This means [45] that $M$ admits a tensor field $J$ of type (1,1) on $M$ such that, $\forall X, Y \in \Gamma(TM)$, we have

$$J^2 = -I, \quad g_M(X,Y) = g_M(JX,JY). \tag{2.1}$$

An almost Hermitian manifold $M$ is called Kähler manifold if

$$(\nabla_X J)Y = 0, \quad \forall X, Y \in \Gamma(TM), \tag{2.2}$$

where $\nabla$ is the Levi-Civita connection on $M$. Conformal submersions belong to a wide class of conformal maps that we are going to recall their definition, but we will not study such maps in this paper.

**Definition 2.1.** ([6]). Let $\varphi : (M^m, g) \rightarrow (N^n, h)$ be a smooth map between Riemannian manifolds, and let $x \in M$. Then $\varphi$ is called horizontally weakly conformal or semi conformal at $x$ if either

(i) $d\varphi_x = 0$, or

(ii) $d\varphi_x$ maps the horizontal space $\mathcal{H}_x = (\ker (d\varphi_x))^\perp$ conformally onto $T_{\varphi(x)} N$, i.e.,

$$d\varphi_x \text{ is surjective and there exists a number } \Lambda(x) \neq 0 \text{ such that}$$

$$h(d\varphi_x X, d\varphi_x Y) = \Lambda(x) g(X,Y) \quad (X,Y \in \mathcal{H}_x). \tag{2.3}$$

We shall call a point $x$ of type (i) in Definition 2.1 critical point. Also we shall call a point of type (ii) a regular point. At a critical point, $d\varphi_x$ has rank 0; at a regular point, $d\varphi_x$ has rank $n$ and $\varphi$ is submersion. The number $\Lambda(x)$ is called the square dilation (of $\varphi$ at $x$); it is necessarily non-negative; its square root $\lambda(x) = \sqrt{\Lambda(x)}$ is called the dilation (of $\varphi$ at $x$). The map $\varphi$ is called horizontally weakly conformal or semi conformal (on $M$) if it is horizontally weakly conformal at every point of $M$. It is clear that if $\varphi$ has no critical points, then we call it a (horizontally) conformal submersion.

Next, we recall the following definition from [26]. Let $\pi : M \rightarrow N$ be a submersion. A vector field $E$ on $M$ is said to be projectable if there exists a vector field $\hat{E}$ on $N$, such that $d\pi(E_x) = \hat{E}_{\pi(x)}$ for all $x \in M$. In this case $E$ and $\hat{E}$ are called $\pi$-related. A horizontal vector field $Y$ on $(M,g)$ is called basic, if it is projectable. It is well known fact, that if $\hat{Z}$ is a vector field on $N$, then there exists a unique basic vector field $Z$ on $M$, such that $Z$ and $\hat{Z}$ are $\pi$-related. The vector field $Z$ is called the horizontal lift of $\hat{Z}$. 
The fundamental tensors of a submersion were introduced in [37]. They play a similar role to that of the second fundamental form of an immersion. More precisely, O’Neill’s tensors $T$ and $A$ defined for vector fields $E, F$ on $M$ by

$$A_E F = \nabla_{\nabla^E} \nabla^F + \nabla_{\nabla^E} \nabla^F, \quad T_E F = \nabla_{\nabla^E} \nabla^F + \nabla_{\nabla^F} \nabla^E$$

where $\nabla$ and $\nabla^F$ are the vertical and horizontal projections (see [21]). On the other hand, from (2.4), we have

$$\nabla_V W = T_V W + \mathring{\nabla}_V W$$  \hspace{1cm} (2.5)

$$\nabla_V X = \nabla_X V + T_V X$$  \hspace{1cm} (2.6)

$$\nabla_X Y = \nabla_X Y + A_X Y$$  \hspace{1cm} (2.7)

for $X, Y \in \Gamma((\ker F)^{-1})$ and $V, W \in \Gamma(\ker F)$, where $\mathring{\nabla}_V W = \nabla V W$. If $X$ is basic, then $\nabla_V X = A_X V$. It is easily seen that for $x \in M$, $X \in \mathcal{X}_x$ and $V_x$ the linear operators $T_V, A_X : T_x M \rightarrow T_x M$ are skew-symmetric. We see that the restriction of $T$ to the vertical distribution $T^V |_{\nu \times \nu}$ is exactly the second fundamental form of the fibres of $\pi$. Since $T_V$ is skew-symmetric we get: $\pi$ has totally geodesic fibres if and only if $T \equiv 0$. For the special case when $\pi$ is horizontally conformal we have the following:

**Proposition 2.2.** ([26]). Let $\pi : (M^m, g) \rightarrow (N^n, h)$ be a horizontally conformal submersion with dilation $\lambda$ and $X, Y$ be horizontal vectors, then

$$A_X Y = \frac{1}{2} \{V[X, Y] - \lambda^2 g(X, Y) \text{grad} \ln \lambda (\frac{1}{\lambda^2}) \}. \quad (2.8)$$

We now recall the notion of harmonic maps between Riemannian manifolds. Let $(M, g_M)$ and $(N, g_N)$ be Riemannian manifolds and suppose that $\varphi : M \rightarrow N$ is a smooth map between them. Then the differential $\varphi_*$ of $\varphi$ can be viewed as a section of the bundle $\text{Hom}(TM, \varphi^{-1}TN) \rightarrow M$, where $\varphi^{-1}TN$ is the pullback bundle which has fibres $(\varphi^{-1}TN)_p = T_{\varphi(p)} N, p \in M$. $\text{Hom}(TM, \varphi^{-1}TN)$ has a connection $\nabla$ induced from the Levi-Civita connection $\nabla^M$ and the pullback connection. Then the second fundamental form of $\varphi$ is given by

$$(\nabla \varphi_*)(X, Y) = \nabla^N_X \varphi_*(Y) + \varphi_*(\nabla^M_X Y)$$  \hspace{1cm} (2.9)

for $X, Y \in \Gamma(TM)$, where $\nabla^N$ is the pullback connection. It is known that the second fundamental form is symmetric. A smooth map $\varphi : (M, g_M) \rightarrow (N, g_N)$ is said to be harmonic if $\text{trace}(\nabla \varphi_*) = 0$. On the other hand, the tension field of $\varphi$ is the section $\tau(\varphi)$ of $\Gamma(\varphi^{-1}TN)$ defined by

$$\tau(\varphi) = \text{div} \varphi_* = \sum_{i=1}^{m} (\nabla \varphi_*)(e_i, e_i), \quad (2.10)$$

where $\{e_1, \ldots, e_m\}$ is an orthonormal frame on $M$. Then it follows that $\varphi$ is harmonic if and only if $\tau(\varphi) = 0$, for details, see [6]. Now, we recall the following lemma from [6].

**Lemma 2.3.** Suppose that $\varphi : M \rightarrow N$ is a horizontally conformal submersion. Then, for any horizontal vector fields $X, Y$ and vertical fields $V, W$ we have

(i) $\nabla d\varphi(X, Y) = X(\ln \lambda) d\varphi(Y) + Y(\ln \lambda) d\varphi(X) - g(X, Y) d\varphi(\text{grad} \ln \lambda)$;

(ii) $\nabla d\varphi(V, W) = -d\varphi(A^V_W)$;

(iii) $\nabla d\varphi(X, V) = -d\varphi(\nabla^M_X V) = d\varphi((A^X_V)^*) V$).

Here $(A^X_V)^*$ is the adjoint of $A^X_V$ characterized by

$$(A^X_V)^* E, F = (E, A^X_V F) \quad (E, F \in \Gamma(TM)).$$

Let $g_B$ be a Riemannian metric tensor on the manifold $B = B_1 \times B_2$ and assume that the canonical foliations $D_{B_1}$ and $D_{B_2}$ intersect perpendicularly everywhere. Then $g_B$ is the metric tensor of a usual product of Riemannian manifolds if and only if $D_{B_1}$ and $D_{B_2}$ are totally geodesic foliations [39].
3. Conformal Slant submersions

In this section, we define conformal slant submersions from an almost Hermitian manifold onto a Riemannian manifold, investigate the effect of the existence of conformal slant submersions on the source manifold and the target manifold. But we first present the following notion.

**Definition 3.1.** Let $F$ be a horizontally conformal submersion from an almost Hermitian manifold $(M_1, g_1, J_1)$ onto a Riemannian manifold $(M_2, g_2)$. If for any non-zero vector $X \in \Gamma(\ker F_*)$, $p \in M_1$, the angle $\theta(X)$ between $JX$ and the space $(\ker F_*)_p$ is a constant, i.e., it is independent of the choice of the point $p \in M_1$ and choice of the tangent vector $X$ in $(\ker F_*)_p$, then we say that $F$ is a conformal slant submersion. In this case, the angle $\theta$ is called the slant angle of the conformal slant submersion.

We note that it is known that the distribution $\ker F_*$ is integrable. In fact, its leaves are $F^{-1}(q)$, $q \in M_2$, i.e., fibers. Thus it follows from above definition that the fibres of a conformal slant submersion are slant submanifolds of $M_1$, for slant submanifolds, see [13]. We now give some examples of conformal slant submersions.

**Example 3.2.** Every Hermitian submersion from an almost Hermitian manifold onto an almost Hermitian manifold is a conformal slant submersion with $\lambda = 1$ and $\theta = 0$.

**Example 3.3.** Every conformal anti-invariant submersion from an almost Hermitian manifold to a Riemannian manifold is a conformal slant submersion with $\lambda = 1$ and $\theta = \frac{\pi}{2}$.

**Example 3.4.** Every slant submersion from an almost Hermitian manifold onto a Riemannian manifold is a conformal slant submersion with $\lambda = 1$.

A conformal slant submersion is said to be proper if it is neither Hermitian nor conformal anti-invariant submersion. We now present two examples of a proper conformal slant submersion. We denote by $J_\alpha$ the compatible almost complex structure on $R^4$ defined by

$$J_\alpha(a, b, c, d) = (\cos \alpha)(-c, -d, a, b) + (\sin \alpha)(-b, a, d, -c), \quad 0 < \alpha \leq \frac{\pi}{2}$$

**Example 3.5.** Consider the following submersion given by

$$F : \quad R^4 \quad \longrightarrow \quad R^2$$

$$(x_1, x_2, x_3, x_4) \quad \longrightarrow \quad (e^{x_1} \sin x_2, e^{x_1} \cos x_2),$$

where $x_2 \in \mathbb{R} - \{k\frac{\pi}{2}, k\pi\}$, $k \in \mathbb{Z}$. Then it follows that

$$\ker F_* = span\{V_1 = \partial x_3, \quad V_2 = \partial x_4\}$$

and

$$(\ker F_*)^\perp = span\{X_1 = e^{x_1} \sin x_2 \partial x_1 + e^{x_1} \cos x_2 \partial x_2, \quad X_2 = e^{x_1} \cos x_2 \partial x_1 - e^{x_1} \sin x_2 \partial x_2\}.$$ 

Then by direct computations for any $0 < \theta \leq \frac{\pi}{2}$, $F$ is a slant submersion with slant angle $\theta$. On the other hand,

$$F_* X_1 = (e^{x_1})^2 \partial y_1, \quad F_* X_2 = (e^{x_1})^2 \partial y_2.$$ 

Hence, we have

$$g_2(F_* X_1, F_* X_1) = (e^{x_1})^2 g_1(X_1, X_1), \quad g_2(F_* X_2, F_* X_2) = (e^{x_1})^2 g_1(X_2, X_2),$$

where $g_1$ and $g_2$ denote the standard metrics (inner products) of $R^4$ and $R^2$. Thus $F$ is a conformal slant submersion with $\lambda = e^{x_1}$. 

Example 3.6. Let $F$ be a submersion defined by

$$F : \mathbb{R}^4 \longrightarrow \mathbb{R}^2$$

$$(x_1, x_2, x_3, x_4) \longrightarrow (\cosh x_1 \sin x_3, \sinh x_1 \cos x_3),$$

where $x_3 \in \mathbb{R} - \{k\frac{\pi}{2}, k\pi\}$, $k \in \mathbb{Z}$. Then it follows that

$$\ker F_* = \text{span}\{V_1 = \partial x_2, \ V_2 = \partial x_4\}$$

and

$$(\ker F_*)^\perp = \text{span}\{X_1 = \sinh x_1 \sin x_3 \partial x_1 + \cosh x_1 \cos x_3 \partial x_2, \ X_2 = \cosh x_1 \cos x_3 \partial x_1 - \sinh x_1 \sin x_3 \partial x_2\}.$$

Then by direct computations for any $0 < \theta \leq \frac{\pi}{2}$, $F$ is a slant submersion with slant angle $\theta$. On the other hand,

$$F_* X_1 = (\sinh^2 x_1 \sin^2 x_3 + \cosh^2 x_1 \cos^2 x_3) \partial y_1$$

and

$$F_* X_2 = (\sinh^2 x_1 \sin^2 x_3 + \cosh^2 x_1 \cos^2 x_3) \partial y_2.$$

Hence, we have

$$g_2(F_* X_1, F_* X_1) = (\sinh^2 x_1 \sin^2 x_3 + \cosh^2 x_1 \cos^2 x_3) g_1(X_1, X_1)$$

and

$$g_2(F_* X_2, F_* X_2) = (\sinh^2 x_1 \sin^2 x_3 + \cosh^2 x_1 \cos^2 x_3) g_1(X_2, X_2),$$

where $g_1$ and $g_2$ denote the standard metrics (inner products) of $\mathbb{R}^4$ and $\mathbb{R}^2$. Thus $F$ is a conformal slant submersion with $\lambda^2 = \sinh^2 x_1 \sin^2 x_3 + \cosh^2 x_1 \cos^2 x_3$.

Let $F$ be a conformal slant submersion from an almost Hermitian manifold $(M_1, g_1, J)$ onto a Riemannian manifold $(M_2, g_2)$. Then for $U \in \Gamma(\ker F_*)$, we write

$$JU = \phi U + \omega U \tag{3.1}$$

where $\phi U$ and $\omega U$ are vertical and horizontal parts of $JU$. Also for $X \in \Gamma((\ker F_*)^\perp)$, we have

$$JX = \mathfrak{B} X + \mathfrak{C} X, \tag{3.2}$$

where $\mathfrak{B} X$ and $\mathfrak{C} X$ are vertical and horizontal components. Using (2.5), (2.6), (3.1) and (3.2) we obtain

$$\nabla_U \omega V = \mathfrak{C} T_U V - T_U \phi V \tag{3.3}$$

$$\nabla_U \phi V = \mathfrak{B} T_U V - T_U \omega V, \tag{3.4}$$

where $\nabla$ is the Levi-Civita connection on $M_1$ and

$$\nabla_U \omega V = \mathfrak{K} \nabla_U \omega V - \omega \hat{\nabla}_U V$$

$$\nabla_U \phi V = \hat{\nabla}_U \phi V - \phi \hat{\nabla}_U V$$

for $U, V \in \Gamma(\ker F_*)$. Let $F$ be a proper conformal slant submersion from an almost Hermitian manifold $(M_1, g_1, J)$ onto a Riemannian manifold $(M_2, g_2)$, then we say that $\omega$ is parallel with respect to the Levi-Civita connection $\nabla$ on $(\ker F_*)$ if its covariant derivative with respect to $\nabla$ vanishes, i.e., we have

$$\nabla_U \omega V = \nabla_U \omega V - \phi \hat{\nabla}_U V$$

for $U, V \in \Gamma(\ker F_*)$. The proof of the following result is exactly same with slant immersions (see [11] and [13]), therefore we omit its proof.
**Theorem 3.7.** Let \( F \) be a conformal slant submersion from an almost Hermitian manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\). Then \( F \) is a proper conformal slant submersion if and only if there exists a constant \( \lambda_1 \in [-1, 0] \) such that

\[
\phi^2 U = \lambda_1 U
\]

for \( U \in \Gamma(\text{ker} F) \). If \( F \) is a proper conformal slant submersion, then \( \lambda_1 = -\cos^2 \theta \).

By using above theorem, it is easy to see the following lemma.

**Lemma 3.8.** Let \( F \) be a proper conformal slant submersion from an almost Hermitian manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\) with slant angle \( \theta \). Then, for any \( U, V \in \Gamma(\text{ker} F) \), we have

\[
g_1(\phi U, \phi V) = \cos^2 \theta g_1(U, V), \tag{3.5}
\]

and

\[
g_1(\omega U, \omega V) = \sin^2 \theta g_1(U, V). \tag{3.6}
\]

We now denote complementary distribution of \( \omega(\text{ker} F) \) in \( (\text{ker} F)^\perp \) by \( \mu \). The proof of the following result is exactly same with slant submersion (see [42]), therefore we omit its proof.

**Proposition 3.9.** Let \( F \) be a proper conformal slant submersion from an almost Hermitian manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\). Then \( \mu \) is invariant with respect to \( J_1 \).

**Corollary 3.10.** Let \( F \) be a proper conformal slant submersion from an almost Hermitian manifold \((M_1^n, g_1, J_1)\) onto a Riemannian manifold \((M_2^n, g_2)\). Let

\[
\{e_1, ..., e_{m-n}\}
\]

be a local orthonormal basis of \((\text{ker} F) \), then \( \{\csc \theta e_1, ..., \csc \theta e_{m-n}\} \) is a local orthonormal basis of \( \omega(\text{ker} F) \).

**Proof.** It will be enough to show that \( g_1(\csc \theta e_i, \csc \theta e_j) = \delta_{ij} \), for any \( i, j \in \{1, ..., \frac{m-n}{2}\} \).

By using (3.6), we have

\[
g_1(\csc \theta e_i, \csc \theta e_j) = \csc^2 \theta \sin^2 \theta g_1(e_i, e_j) = \delta_{ij},
\]

which proves the assertion. \(\square\)

We note that above Proposition 3.9 tells that the distributions \( \mu \) and \((\text{ker} F) \oplus \omega(\text{ker} F) \) are even dimensional. In fact it implies that the distribution \((\text{ker} F) \) is even dimensional. More precisely, we have the following result whose proof is similar to the above corollary.

**Lemma 3.11.** Let \( F \) be a proper conformal slant submersion from an almost Hermitian manifold \((M_1^n, g_1, J_1)\) onto a Riemannian manifold \((M_2^n, g_2)\). If \( e_1, e_2, ..., e_{\frac{m-n}{2}} \) are orthogonal unit vector fields in \((\text{ker} F) \), then

\[
\{e_1, \sec \theta e_1, e_2, \sec \theta e_2, ..., e_{\frac{m-n}{2}}, \sec \theta e_{\frac{m-n}{2}}\}
\]

is a local orthonormal basis of \((\text{ker} F) \).

Let \( F \) be a proper conformal slant submersion from an almost Hermitian manifold \((M_1^n, g_1, J_1)\) onto a Riemannian manifold \((M_2^n, g_2)\). As in the case of slant immersions, we call such an orthonormal frame

\[
\{e_1, \sec \theta e_1, e_2, \sec \theta e_2, ..., e_n, \sec \theta e_n, \csc \theta e_1, \csc \theta e_2, ..., \csc \theta e_n\}
\]

an adapted slant frame for conformal slant submersions. In the sequel, we show that the conformal slant submersion puts some restrictions on the dimensions of the distributions and the base manifold.
Proposition 3.12. Let $F$ be a proper conformal slant submersion from an almost Hermitian manifold $(M^m_1, g_1, J_1)$ onto a Riemannian manifold $(M^r_2, g_2)$. Then $\dim(\mu) = 2n - m$. If $\mu = 0$, then $n = \frac{m}{2}$.

Proof. First note that $\dim(\ker F_\mu) = m - n$. Thus using Corollary 3.10, we have $\dim((\ker F_\mu) \oplus \omega(\ker F_\mu)) = 2(m - n)$. Since $M_1$ is $m$-dimensional, we get $\dim(\mu) = 2n - m$. Second assertion is clear. □

We now check the harmonicity of conformal slant submersions. But we first give a preparatory lemma.

Lemma 3.13. Let $F$ be a proper conformal slant submersion from a Kähler manifold onto a Riemannian manifold. If $\omega$ is parallel with respect to $\nabla$ on $(\ker F_\mu)$, then we have

$$T_{\phi U} \phi V = -\cos^2 \theta T_{\phi U}$$  \hspace{1cm} (3.7)

for $U \in \Gamma(\ker F_\mu)$.

Proof. If $\omega$ is parallel, then from (3.3) we have $\Theta T_U V = T_U \phi V$ for $U, V \in \Gamma(\ker F_\mu)$. Interchanging the role of $U$ and $V$, we get $\Theta T_V U = T_V \phi U$. Thus we have

$$\Theta T_U V - \Theta T_V U = T_U \phi V - T_V \phi U.$$  \hspace{1cm} (3.8)

Since $T$ is symmetric, we derive

$$T_U \phi V = T_V \phi U.$$  \hspace{1cm} (3.9)

Then substituting $V$ by $\phi U$ we get $T_{\phi U} \phi^2 U = T_{\phi U} \phi U$. Finally using Theorem 3.7 we obtain (3.7). □

Theorem 3.14. Let $F : (M^2_{1(m+r)}, g_1, J_1) \rightarrow (M^r_2, \omega_1, g_2)$ be a conformal slant submersion, where $(M^r_1, g_1, J_1)$ is a Kähler manifold and $(M^r_2, \omega_1, g_2)$ is a Riemannian manifold. Then the tension field $\tau$ of $F$ is

$$\tau(F) = -\frac{1}{m} F_\mu \left(T_{e_i} e_i + \sec^2 \theta T_{\phi e_i} \phi e_i\right) + \left(\frac{2}{m^2} - (m + 2r)\right) F_\mu (\text{grad} \ln \lambda).$$  \hspace{1cm} (3.10)

Proof. Let $\{e_1, \ldots, e_m, \sec \omega e_1, \ldots, \sec \omega e_m, \csc \omega e_1, \ldots, \csc \omega e_m, \mu_1, \ldots, \mu_r, J_1 \mu_1, \ldots, J_1 \mu_r\}$ be orthonormal basis of $\Gamma(TM_1)$ such that $\{e_1, \ldots, e_m, \sec \omega e_1, \ldots, \sec \omega e_m\}$ be orthonormal basis of $\Gamma(\ker F_\mu)$, $\{\csc \omega e_1, \ldots, \csc \omega e_m\}$ be orthonormal basis of $\Gamma(\omega(\ker F_\mu))$ and $\{\mu_1, \ldots, \mu_r, J_1 \mu_1, \ldots, J_1 \mu_r\}$ be orthonormal basis of $\Gamma(\mu)$. Then the trace of second fundamental form (restriction to $\ker F_\mu \times \ker F_\mu$) is given by

$$\text{trace}^{\ker F_\mu} \nabla F_\mu = \sum_{i=1}^{m} (\nabla F_\mu)(e_i, e_i) + (\nabla F_\mu)(\sec \omega e_i, \sec \omega e_i)$$

$$= \sum_{i=1}^{m} (\nabla F_\mu)(e_i, e_i) + \sec^2 \theta (\nabla F_\mu)(\phi e_i, \phi e_i).$$

Then using (2.9) we obtain

$$\text{trace}^{\ker F_\mu} \nabla F_\mu = \frac{1}{m} F_\mu (T_{e_i} e_i) - \frac{1}{m} F_\mu (\sec^2 \theta T_{\phi e_i} \phi e_i)$$

$$= -\frac{1}{m} F_\mu (T_{e_i} e_i + \sec^2 \theta T_{\phi e_i} \phi e_i).$$  \hspace{1cm} (3.11)

In a similar way, we have

$$\text{trace}^{(\ker F_\mu)^*} \nabla F_\mu = \sum_{i=1}^{m} (\nabla F_\mu)(\csc \omega e_i, \csc \omega e_i) + \sum_{i=1}^{2r} (\nabla F_\mu)(\mu_i, \mu_i)$$

$$= \csc^2 \theta \sum_{i=1}^{m} (\nabla F_\mu)(\omega e_i, \omega e_i) + \sum_{i=1}^{2r} (\nabla F_\mu)(\mu_i, \mu_i).$$
Using Lemma 2.3 we arrive at
\[
trace(ker F_*)^\perp \nabla F_* = \csc^2 \theta \sum_{i=1}^{m} \omega_i(\ln \lambda) F_* \omega_i
\]
\[
- g_1(\omega_i, \omega_i) F_*(\text{grad} \ln \lambda)
\]
\[
+ \sum_{i=1}^{2r} \{ \mu_i(\ln \lambda) F_* \mu_i + \mu_i(\ln \lambda) F_* \mu_i - g_1(\mu_i, \mu_i) F_*(\text{grad} \ln \lambda) \}
\]
\[
= \csc^2 \theta \sum_{i=1}^{m} 2g_1(H(\text{grad} \ln \lambda, \omega_i) F_* \omega_i
\]
\[
- \csc^2 \theta g_1(\omega_i, \omega_i) F_*(\text{grad} \ln \lambda)
\]
\[
+ \sum_{i=1}^{2r} 2g_1(H(\text{grad} \ln \lambda, \mu_i) F_* \mu_i - 2r F_*(\text{grad} \ln \lambda).
\]

Since $F$ is a conformal slant submersion, we derive
\[
trace(ker F_*)^\perp \nabla F_* = \csc^2 \theta \sum_{i=1}^{m} \frac{2}{\lambda^2} g_2(F_* (\text{grad} \ln \lambda), F_* \omega_i) F_* \omega_i
\]
\[
+ \sum_{i=1}^{2r} \frac{2}{\lambda^2} g_2(F_* (\text{grad} \ln \lambda), F_* \mu_i) F_* \mu_i - (m + 2r) F_*(\text{grad} \ln \lambda)
\]
\[
= \frac{2}{\lambda^2} F_* (\text{grad} \ln \lambda) - (m + 2r) F_*(\text{grad} \ln \lambda)
\]
\[
= \left(\frac{2}{\lambda^2} - (m + 2r)\right) F_*(\text{grad} \ln \lambda). \quad \text{(3.11)}
\]

Then proof follows from (3.10) and (3.11). \qed

We note that for any $C^2$ real valued function $f$ defined on an open subset of a Riemannian manifold $M$, the equation $\Delta f = 0$ is called Laplace’s equation and solutions are called harmonic functions on $U$. Let $F : M \rightarrow N$ be a smooth map between Riemannian manifolds. Then $F$ is called harmonic morphism if, for every harmonic function $f : V \rightarrow \mathbb{R}$ defined an open subset $V$ of $N$ with $F^{-1}(V)$ non-empty, the composition $f \circ F$ is harmonic on $F^{-1}(V)$. It is known that a smooth map $F : M \rightarrow N$ between Riemannian manifolds is a harmonic morphism if and only if $F$ is both harmonic and horizontally weakly conformal [23] and [33]. Thus from Theorem 3.14 we deduce the following result.

**Theorem 3.15.** Let $F : (M_1^{2(m+r)}, g_1, J_1) \rightarrow (M_2^{m+2r}, g_2)$ be a conformal slant submersion such that $\frac{2}{(m+2r)} \neq \lambda^2$ where $(M_1, g_1, J_1)$ is a Kähler manifold and $(M_2, g_2)$ is a Riemannian manifold. Then any two conditions below imply the third:

(i) $F$ is a harmonic morphism

(ii) $\omega$ is parallel with respect to $\nabla$ on $(ker F_*)$

(iii) $F$ is a horizontally homotetic map.

We also have the following result.

**Corollary 3.16.** Let $F$ be a conformal slant submersion from a Kähler manifold $(M_1^{2(m+r)}, g_1, J_1)$ to a Riemannian manifold $(M_2^{m+2r}, g_2)$. If $\frac{2}{(m+2r)} = \lambda^2$ then $F$ is harmonic morphism if and only if $\omega$ is parallel with respect to $\nabla$ on $(ker F_*)$.

**Remark 3.17.** By arguing as in [6, Proposition 3.5.1, Theorem 4.5.4], one can see that Theorem 3.15 and Corollary 3.16 are also valid for a horizontally weakly conformal map.
We note that if \( \frac{2}{m+2r} = \lambda^2 \) is satisfied, then \( F \) is certainly horizontally homothetic.

We now study the integrability of the distribution \((\ker F_*)^\perp\) and then we investigate the geometry of leaves of \((\ker F_*)^\perp\) and \((\ker F_*)\). We note that it is known that the distribution \(\ker F_*\) is integrable.

**Theorem 3.18.** Let \( F \) be a proper conformal slant submersion from a Kähler manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\). Then the following assertions are equivalent to each other;

1. \((\ker F_*)^\perp\) is integrable,
2. \[ \frac{1}{\lambda^2} \{ g_2(\nabla_Y^FH_\ast X - \nabla_X^FH_\ast Y) - g_2(\nabla_Y^FH_\ast Y - \nabla_X^FH_\ast Y, F_\ast \omega \phi) \} = g_1(A_X \ast Y - A_Y \ast X) - \omega \phi \]
   
   for \(X, Y \in \Gamma((\ker F_*)^\perp), \, \, \, V \in \Gamma(\ker F_*)\).

**Proof.** For \(X, Y \in \Gamma((\ker F_*)^\perp)\) and \(V \in \Gamma(\ker F_*)\), using (2.1), (2.2) and (3.1) we have

\[ g_1([X, Y], V) = -g_1(\nabla_X Y, J_\phi V) + g_1(\nabla_X J_\phi Y, \omega V) + g_1(\nabla_Y J_\phi X, \omega V) \]

Then by using (3.2), we get

\[ g_1([X, Y], V) = -g_1(\nabla_X Y, \phi^2 V) - g_1(\nabla_X \phi \omega V) + g_1(\nabla_X \ast Y, \omega V) \]

If \(\nabla F_*\) is symmetric, we have

\[ \sin^2 \theta_1([X, Y], V) = g_1(A_X \ast Y - A_Y \ast X - \omega \phi \ast Y) + \frac{1}{\lambda^2} \{ g_2(\nabla_Y^FH_\ast X - \nabla_X^FH_\ast Y) - g_2(\nabla_Y^FH_\ast Y - \nabla_X^FH_\ast Y, F_\ast \omega \phi) \} \]

which proves assertion. \(\square\)

From Theorem 3.18, we deduce the following which shows that a conformal slant submersion with integrable \((\ker F_*)^\perp\) turns out to be a horizontally homothetic submersion.
Theorem 3.19. Let \( F \) be a proper conformal slant submersion from a Kähler manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\). Then any two conditions below imply the three:

(i) \((\ker F_*)^\perp\) is integrable

(ii) \( F \) is horizontally homotetic.

(iii) \( \frac{1}{\lambda^2} \{ g_2(\nabla F_* X - \nabla F_* Y, F_* \omega V) - g_2(\nabla F_* X - \nabla F_* Y, F_* \omega V) \} = g_1(A_X \mathbb{B} Y - A_Y \mathbb{B} X, \omega V) \)

for \( X, Y \in \Gamma((\ker F_*)^\perp), V \in \Gamma(\ker F_*) \).

Proof. For \( X, Y \in \Gamma((\ker F_*)^\perp), V \in \Gamma(\ker F_*) \), from Theorem 3.18, we have

\[
\sin^2 \theta g_1([X, Y], V) = g_1(A_X \mathbb{B} Y - A_Y \mathbb{B} X - \mathbb{E} Y (\ln \lambda) X + \mathbb{E} X (\ln \lambda) Y - 2g_1(CX, Y) \ln \lambda, \omega V) + \frac{1}{\lambda^2} \{ g_2(\nabla F_* X - \nabla F_* Y, F_* \omega V) - g_2(\nabla F_* X - \nabla F_* Y, F_* \omega V) \}.
\]

Now, if we have (i) and (iii), then we arrive at

\[
-g_1(H(\text{grad} \ln \lambda, \mathbb{E} Y) g_1(X, \omega V) + g_1(H(\text{grad} \ln \lambda, \mathbb{E} X) g_1(Y, \omega V) - 2g_1(CX, Y) \ln \lambda, \omega V) = 0.
\]

Now, taking \( Y = J V \) in (3.12) for \( V \in \Gamma(\ker F_*) \), we get

\[
g_1(H(\text{grad} \ln \lambda, \mathbb{E} X) g_1(\omega V, \omega V) = 0.
\]

Hence \( \lambda \) is a constant on \( \Gamma(\mu) \). On the other hand, taking \( Y = \mathbb{E} X \) in (3.12) for \( X \in \Gamma(\mu) \), we derive

\[
-g_1(H(\text{grad} \ln \lambda, \mathbb{E}^2 X) g_1(X, \omega V) + g_1(H(\text{grad} \ln \lambda, \mathbb{E} X) g_1(\mathbb{E} X, \omega V) - 2g_1(CX, \mathbb{E} X) \ln \lambda, \omega V) = 0,
\]

hence, we arrive at

\[
g_1(CX, \mathbb{E} X) g_1(H(\text{grad} \ln \lambda, \omega V) = 0.
\]

From above equation, \( \lambda \) is a constant on \( \Gamma(\omega(\ker F_*)) \). Similarly, one can obtain the other assertions. \( \square \)

Theorem 3.20. Let \( F \) be a proper conformal slant submersion from a Kähler manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\). Then the distribution \((\ker F_*)^\perp\) defines a totally geodesic foliation on \( M_1 \) if and only if

\[
\frac{1}{\lambda^2} \{ g_2(\nabla F_* Y, F_* \omega V) - g_2(\nabla F_* Y, F_* \omega V) \} = g_1(A_X \mathbb{B} Y, \omega V) + g_1(\text{grad} \ln \lambda, X) g_1(Y, \omega V) + g_1(\text{grad} \ln \lambda, Y) g_1(X, \omega V) - g_1(X, Y) g_1(\mathbb{E} Y, \omega V) - g_1(\text{grad} \ln \lambda, \mathbb{E} Y) g_1(X, \omega V) + g_1(X, \mathbb{E} Y) g_1(\text{grad} \ln \lambda, \omega V)
\]

for \( X, Y \in \Gamma((\ker F_*)^\perp), V \in \Gamma(\ker F_*) \).

Proof. For \( X, Y \in \Gamma((\ker F_*)^\perp) \) and \( V \in \Gamma(\ker F_*) \), using (2.1), (2.2), (3.1) and (3.2) we have

\[
g_1(\nabla X Y, V) = -g_1(\nabla X Y, \omega V) - g_1(\nabla X Y, \omega V) + g_1(\nabla X \mathbb{B} Y, \omega V) + g_1(\nabla X \mathbb{E} Y, \omega V).
\]
Since $F$ is a conformal submersion, using (2.7), Theorem 3.7 and Lemma 2.3 we arrive at
\[ g_1(\nabla_X Y, V) = \cos^2 \theta g_1(\nabla_X Y, V) + g_1(A_X B_Y, \omega V) + g_1(\nabla \ln \lambda, X)g_1(Y, \omega \phi V) + g_1(\nabla \ln \lambda, Y)g_1(X, \omega \phi V) - g_1(X, Y)g_1(\nabla \ln \lambda, \omega \phi V) - \frac{1}{\lambda^2}g_2(\nabla_X^F Y, F_\omega \phi V) - g_1(\nabla \ln \lambda, X)g_1(\phi Y, \omega V) - g_1(\nabla \ln \lambda, \nabla \phi Y)g_1(X, \omega V) + g_1(X, \phi Y)g_1(\nabla \ln \lambda, \omega V) + \frac{1}{\lambda^2}g_2(\nabla_X^F \phi Y, F_\omega \phi V) \]
Hence we have
\[ \sin^2 \theta g_1(\nabla_X Y, V) = g_1(A_X B_Y, \omega V) + g_1(\nabla \ln \lambda, X)g_1(Y, \omega \phi V) + g_1(\nabla \ln \lambda, Y)g_1(X, \omega \phi V) - g_1(X, Y)g_1(\nabla \ln \lambda, \omega \phi V) - \frac{1}{\lambda^2}g_2(\nabla_X^F Y, F_\omega \phi V) - g_1(X, \phi Y)g_1(\nabla \ln \lambda, \omega V) \]
which proves assertion. \qed

In a similar way we have the following.

**Theorem 3.21.** Let $F$ be a proper conformal slant submersion from a Kähler manifold $(M_1, g_1, J_1)$ onto a Riemannian manifold $(M_2, g_2)$. Then the distribution $(\ker F^*_\omega)$ defines a totally geodesic foliation on $M_1$ if and only if
\[
\frac{1}{\lambda^2}\{g_2((\nabla F_\omega)(U, \omega \phi V), F_\omega Z) - g_2(\nabla_{\omega \phi V} F^*_\omega U, F^*_\omega J CZ)\} = g_1(A_{\omega \phi U}, J CZ) + g_1(T^\omega B Z, \omega V)
\]
for $U, V \in \Gamma(\ker F_\omega)$ and $Z \in \Gamma((\ker F_\omega)^\perp)$.

From Theorem 3.21, we deduce that:

**Theorem 3.22.** Let $F$ be a proper conformal slant submersion from a Kähler manifold $(M_1, g_1, J_1)$ onto a Riemannian manifold $(M_2, g_2)$. Then any two conditions below imply the three:

(i) $\ker F_\omega$ defines a totally geodesic foliation on $M_1$.
(ii) $\lambda$ is a constant on $\Gamma(\mu)$.
(iii) $\frac{1}{\lambda^2}\{g_2((\nabla F_\omega)(U, \omega \phi V), F_\omega Z) - g_2(\nabla_{\omega \phi V} F^*_\omega U, F^*_\omega J CZ)\} = g_1(A_{\omega \phi U}, J CZ) + g_1(T^\omega B Z, \omega V)$
for $U, V \in \Gamma(\ker F_\omega)$ and $Z \in \Gamma((\ker F_\omega)^\perp)$.

**Proof.** For $U, V \in \Gamma(\ker F_\omega)$ and $Z \in \Gamma((\ker F_\omega)^\perp)$, from Theorem 3.21, we have
\[
\sin^2 \theta g_1(\nabla U V, Z) = g_1(T^\omega \omega V, B Z) - g_1(A_{\omega \phi U}, J C Z) - g_1(\omega V, \omega U)g_1(\nabla \ln \lambda, J C Z) + \frac{1}{\lambda^2}\{g_2((\nabla F_\omega)(U, \omega \phi V), F_\omega Z) - g_2(\nabla_{\omega \phi V} F^*_\omega U, F^*_\omega J C Z)\}.
\]
Now, if we have (i) and (iii), then we get
\[ g_1(\omega V, \omega U)g_1(\nabla \ln \lambda, J C Z) = 0. \]
From above equation, $\lambda$ is a constant on $\Gamma(\mu)$. Similarly, one can obtain the other assertions. \qed

From Theorem 3.20 and Theorem 3.21 we have the following result.
Theorem 3.24. Let \( \lambda \) be a geodesic in the base manifold in proportion to arc lengths. A geometric interpretation of a totally geodesic map is that it maps every geodesic in the domain manifold onto a geodesic in the total manifold if and only if

\[
\frac{1}{\lambda^2} \{ g_2(\nabla_X^F F, Y, F, \omega \phi V) - g_2(\nabla_X^F F, \mathcal{C} Y, F, \omega \phi V) \} = g_1(A_X^2 Y, \omega V) + g_1(\text{grad} \ln \lambda, X) g_1(Y, \omega \phi V) + g_1(\text{grad} \ln \lambda, Y) g_1(X, \omega \phi V) - g_1(X, Y) g_1(\text{grad} \ln \lambda, \omega \phi V) - g_1(\text{grad} \ln \lambda, X) g_1(\mathcal{C} Y, \omega V) - g_1(\text{grad} \ln \lambda, \mathcal{C} Y) g_1(X, \omega V) + g_1(X, \mathcal{C} Y) g_1(\text{grad} \ln \lambda, \omega V)
\]

and

\[
\frac{1}{\lambda^2} \{ g_2((\nabla F)_*(U, \omega \phi V), F, Z) - g_2(\nabla^F \omega V F, \omega U, F, J C Z) \} = g_1(A_{\omega V} \phi U + g_1(\omega U, \omega V) \text{grad} \ln \lambda, J C Z) + g_1(T U \mathcal{B} Z, \omega V)
\]

for \( X, Y, Z \in \Gamma((\ker F)_*) \) and \( U, V \in \Gamma(\ker F) \).

Finally we obtain necessary and sufficient condition for a conformal slant submersion to be totally geodesic. We recall that a differentiable map \( F \) between two Riemannian manifolds is called totally geodesic if

\[(\nabla F_*)(X, Y) = 0 \quad \forall X, Y \in \Gamma(TM).\]

A geometric interpretation of a totally geodesic map is that it maps every geodesic in the total manifold into a geodesic in the base manifold in proportion to arc lengths.

Theorem 3.24. Let \( F \) be a proper conformal slant submersion from a Kähler manifold \((M_1, g_1, J_1)\) onto a Riemannian manifold \((M_2, g_2)\). Then \( F \) is a totally geodesic map if and only if

(i) \( \frac{1}{\lambda^2} \{ g_2((\nabla F)_*(U, \omega \phi V), F, Z) - g_2(\nabla^F \omega V F, \omega U, F, J C Z) \} = g_1(A_{\omega V} \phi U + g_1(\omega U, \omega V) \text{grad} \ln \lambda, J C Z) + g_1(T U \mathcal{B} Z, \omega V), \)

(ii) \( \frac{1}{\lambda^2} \{ g_2((\nabla F)_*(U, \omega B X), F, Y) + g_2((\nabla F)_*(U, \mathcal{C} X), F, C Y) \} = g_1(T U \phi B X, Y) - g_1(T U \mathcal{C} X, B Y), \)

(iii) \( F \) is a horizontally homothetic map

for \( U, V \in \Gamma(\ker F) \) and \( X, Y, Z \in \Gamma((\ker F)_*) \).

Proof. (i) For \( U, V \in \Gamma(\ker F) \) and \( Z \in \Gamma((\ker F)_*) \), using (2.1), (2.2), (3.1), (3.2) and Lemma 2.3 we have

\[
\frac{1}{\lambda^2} g_2((\nabla F_*)(U, V), F, Z) = g_1(\nabla U \phi^2 V, Z) + g_1(\nabla U \omega \phi V, Z) - g_1(\nabla U \omega V, B Z) - g_1(\nabla U \omega V, \omega Z) = g_1(\nabla U \phi^2 V, Z) + g_1(\nabla U \omega \phi V, Z) - g_1(\nabla U \omega V, B Z) + g_1(\nabla \omega V J U, J \mathcal{C} Z).
\]
Using (2.5), Theorem 3.7 and Lemma 2.3 we arrive at
\[
\frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, V), F_\ast Z) = -\cos^2 \theta g_1(\nabla U, Z) - g_1(\nabla U, \nabla Z) + g_1(A_{\omega V}^\ast U, J_{\omega V}^\ast Z)
\]
\[
- \frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, \omega \phi V), F_\ast Z) - g_1(\nabla \ln \lambda, \omega V) g_1(\nabla U, J_{\omega V}^\ast Z)
\]
\[
- g_1(\nabla \ln \lambda, \omega U) g_1(\nabla V, J_{\omega V}^\ast Z) + g_1(\nabla V, \omega U) g_1(\nabla \ln \lambda, J_{\omega V}^\ast Z)
\]
\[
+ \frac{1}{\lambda^2} g_2(\nabla F_\ast F_\ast U, F_\ast J_{\omega V}^\ast Z).
\]

Hence we have
\[
\sin^2 \theta \frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, V), F_\ast Z) = g_1(A_{\omega V}^\ast U, J_{\omega V}^\ast Z) - g_1(\nabla U, \omega U) g_1(\nabla \ln \lambda, J_{\omega V}^\ast Z)
\]
\[
- g_1(\nabla U, \omega V) - \frac{1}{\lambda^2} \{g_2((\nabla F_\ast)(U, \omega \phi V), F_\ast Z) + g_2(\nabla F_\ast F_\ast U, F_\ast J_{\omega V}^\ast Z)\}.
\]

(ii) For \(X, Y \in \Gamma((\ker F_\ast)^\perp)\) and \(U \in \Gamma(\ker F_\ast)\), in a similar way
\[
\frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, X), F_\ast Y) = g_1(\nabla U, \phi B X, Y) + g_1(\nabla X, \omega B Y, Y)
\]
\[
- g_1(\nabla U, \phi X, Y) - g_1(\nabla X, \omega Y)
\]
\[
\frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, X), F_\ast Y) = g_1(\nabla U, \phi B X, Y) + \frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, \omega B X, Y)
\]
\[
- g_1(\nabla U, \phi X, Y) - \frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, \omega B X, Y)
\]
\[
- g_1(\nabla U, \phi X, Y) - g_1(\nabla X, \omega Y)
\]
\[
+ \frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, \phi X), F_\ast Y) - g_2((\nabla F_\ast)(U, \omega B X, Y))
\]
\[
\frac{1}{\lambda^2} g_2((\nabla F_\ast)(U, X), F_\ast Y).
\]

(iii) For \(X, Y \in \Gamma(\mu)\), from Lemma 2.3, we have
\[
(\nabla F_\ast)(X, Y) = X(\ln \lambda) F_\ast Y + Y(\ln \lambda) F_\ast X - g_1(X, Y) F_\ast(\nabla \ln \lambda).
\]

From above equation, taking \(Y = JX\) for \(X \in \Gamma(\mu)\) we obtain
\[
(\nabla F_\ast)(X, JX) = X(\ln \lambda) F_\ast JX + JX(\ln \lambda) F_\ast X - g_1(X, JX) F_\ast(\nabla \ln \lambda)
\]
\[
X(\ln \lambda) F_\ast JX + JX(\ln \lambda) F_\ast X.
\]

If \((\nabla F_\ast)(X, JX) = 0\), we obtain
\[
(\ln \lambda) F_\ast JX + JX(\ln \lambda) F_\ast X = 0. \tag{3.13}
\]

Taking inner product in (3.13) with \(F_\ast JX\) we have
\[
g_1(\nabla \ln \lambda, X) g_2(F_\ast JX, F_\ast JX) + g_1(\nabla \ln \lambda, X) g_2(F_\ast JX, F_\ast JX) = 0.
\]

From above equation, it follows that \(\lambda\) is a constant on \(\Gamma(\mu)\). In a similar way, for \(U, V \in \Gamma(\ker F_\ast)\), using Lemma 2.3 we have
\[
(\nabla F_\ast)(\omega U, \omega V) = \omega U(\ln \lambda) F_\ast \omega V + \omega V(\ln \lambda) F_\ast \omega U - g_1(\omega U, \omega V) F_\ast(\nabla \ln \lambda).
\]
From above equation, taking $V = U$ we obtain
\[
(\nabla F_*)(\omega U, \omega U) = \omega U (\ln \lambda) F_* \omega U + \omega U (\ln \lambda) F_* \omega U - g_1(\omega U, \omega U) F_* (\text{grad} \ln \lambda)
\]
\[
= 2 \omega U (\ln \lambda) F_* \omega U - g_1(\omega U, \omega U) F_* (\text{grad} \ln \lambda).
\]
(3.14)

Taking inner product in (3.14) with $F_* \omega U$ and since $F$ is a conformal submersion, we derive
\[
2g_1(\text{grad} \ln \lambda, \omega U) g_2(F_* \omega U, F_* \omega U) - g_1(\omega U, \omega U) g_2(F_* (\text{grad} \ln \lambda), F_* \omega U) = 0.
\]

From above equation, it follows that $\lambda$ is a constant on $\Gamma(\omega(\ker F_*))$. Thus $\lambda$ is a constant on $\Gamma(\ker F_* \perp)$. On the other hand, if $F$ is a horizontally homothetic map, it is obvious that $(\nabla F_*)(X, Y) = 0$. Thus proof is complete. □
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Abstract
The link between ordered sets and hyperstructures is one of the classical areas of research in the hyperstructure theory. In this paper we focus on $EL$–hyperstructures, i.e. a class of hyperstructures constructed from quasi-ordered semigroups. In our paper we link this concept to the concept of a composition hyperring, a recent hyperstructure generalization of the classical notion of a composition ring.

Mathematics Subject Classification (2010). 06E20, 20N20, 06F15, 13B99

Keywords. Composition ring, composition hyperring, hyperstructure theory, partially ordered semigroup, quasi-ordered semigroup

1. Introduction
Since the times of elementary algebra, the scope of this mathematical discipline has widened considerably. Already in 1930s, a step from the study of single-valued structures to the study of multi-valued structures was made. This new creation, the hyperstructure theory, has since then grown to a fully established branch of algebra with numerous far-reaching applications in geometry, graph-theory, coding theory, medicine, number theory, physics, chemistry, etc. For basic introduction to the theory and applications see [9,11].

Two important multi-valued analogues of classical topics of algebra intersect in this paper: the study of ordered sets and their connection to hyperstructures and the study of ring-like hyperstructures.

The ordered sets have been in the focus of attention of the hyperstructure theory since works of Nieminen, Corsini, Rosenberg, Krasner, Mittas, Davvaz, Leoreanu or Chvalina of 1960s to 1990s. Notice that one of the first chapters of [9], a canonical book of the hyperstructure theory, is dedicated to ordered sets. Selected reading on some aspects of the topic includes also works such as [3,4,8,16]. Furthermore, Heidari and Davvaz [16] have recently introduced the notion of partially ordered semihypergroups, i.e. have transferred the concept of partially ordered semigroups to hyperstructures.

Krasner [20] introduced the notion of the hyperfield and then hyperring in order to approximate a local field of positive characteristic by a system of local fields of characteristic
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zero. The additive part of this hyperring was a special hypergroup while the multiplicative part was a semigroup. Constructions of these structures can be found in [19,22,28]. While studying polynomials over Krasner’s hyperrings, Mittas [27] introduced superrings, in which both parts, additive and multiplicative, were hyperstructures. G. Massouros, approaching the theory of languages and automata from the point of view of hypercomputational algebra, was led to the introduction of the concepts of hyperringoid and join hyperring [23,24]. Also, Vougiouklis [33] generalizing Mitas’ superring introduced hyperrings in the general sense. Some recent papers on the topic include [2,7,13,26] and a book [11].

Motivated by the study of properties of the hyperring of polynomials [18], Cristea and Jančić-Rašović in [10] introduced the concept of composition hyperring as a multi-valued generalisation of an older concept of the composition ring introduced in [1]. Notice that as regards single-valued rings, composition leads to interesting applications in rings of polynomials, power series or in the field of rational functions. In [12], the concept of composition is used to construct composition \((m,n,k)\)-hyperrings.

In this paper we study composition, suggested by Cristea and Jančić-Rašović, in EL–hyperstructures, i.e. in a class of hyperstructures constructed from quasi-ordered semigroups. The authors of [10] define the composition hyperoperation in hyperrings in the general case of [32], i.e. in multivalued systems \((R,+,\cdot)\), where \((R,+)\) is a hypergroup, \((R,\cdot)\) is a semihypergroup and the multiplication is distributive with respect to the addition. In our paper we partly broaden this environment by suggesting implications also for cases of \((R,+)\) being a semihypergroup (making use of results achieved in [30]).

2. EL–hyperstructures: construction and use

There exist numerous constructions of hyperstructures from given single-valued algebraic structures. The concept of EL–hyperstructures was coined by Chvalina in [4] and explored in e.g. [15,29,31]. The construction is based on validity of a rather simple and straightforward Lemma 2.1. However, when looking for examples of EL–hyperstructures, the simplicity and straightforwardness disappear. Naturally, there are obvious intuitive face-value examples such as \((\mathbb{N},+\leq)\) or \((\mathcal{P}(S),\cap\subseteq)\). EL-hyperstructures have also been used in papers such as [5,6,14] or Sections 8.3 and 8.4 of book [11] in the context of quasi-ordered semigroups such that the nature of their elements and the operation and ordering follow from the application task. In this respect also notice [21], where EL–hyperstructures have been used to construct a class of \(H_v\)-matrices. Finally, there is another layer of possible uses: Suppose that we have a set of elements, properties of which can be described by means of numerical values (such as length, cardinality, number of elements of a sequence, etc.). Since number domains with a suitably chosen operation and the natural ordering with respect to size often form quasi-ordered semigroups, Lemma 2.1 presents a natural way of constructing (associative and commutative) hyperstructures out of them. In this paper we intentionally demonstrate our results using the simplest possible examples. For a deeper insight and less obvious and straightforward uses of the construction see the above mentioned references.

Further on we work with principal ends (hence EL which stands for “Ends lemma”), i.e. for an arbitrary \(a \in (S,\leq)\) we set \([a]_{\leq} = \{x \in S; a \leq x\}\).

**Lemma 2.1.** ([4], Theorem 1.3 & Theorem 1.4, pp. 146–147). Let \((S,\cdot,\leq)\) be a partially ordered semigroup. The binary hyperoperation \(*: S \times S \rightarrow \mathcal{P}(S)\) defined by

\[
a * b = [a \cdot b]_{\leq}
\]  

(2.1)

is associative. The semihypergroup \((S,*)\) is commutative if and only if the semigroup \((S,\cdot)\) is commutative. Furthermore, the following conditions are equivalent:
1°: For any pair \((a, b) \in S^2\) there exists a pair \((c, c') \in S^2\) such that \(b \cdot c \leq a\) and \(c' \cdot b \leq a\).

2°: The associated semihypergroup \((S, *)\) is a hypergroup.

**Remark 2.2.** If \((S, \cdot, \leq)\) is a partially ordered group, then if we take \(c = b^{-1} \cdot a\) and \(c' = a \cdot b^{-1}\), then condition 1° is valid. Therefore, if \((S, \cdot, \leq)\) is a partially ordered group, then its associated hyperstructure is a hypergroup. In fact, it is a transposition hypergroup, i.e. our reasoning results in transposition hypergroups, which can suggest another line of further research. For the use of transposition axiom in hypercompositional structures see [25]. Cases of \((S, \cdot)\) not being a group yet resulting in a hypergroup \((S, *)\) are discussed in [31]. It can also be easily verified that we can assume quasi-ordered structures instead of partially ordered ones in Lemma 2.1 (however, beware that in this case commutativity of the hyperoperation does not imply commutativity of the single-valued operation). For details see e.g. [29].

3. Basic notions and concepts, notation

Throughout the paper we work with the following definitions and concepts. By a hyperring in the general sense and by a semihyperring in the general sense we mean systems \((R, +, \cdot)\) discussed e.g. in [33].

**Definition 3.1.** ([33], p. 21, included as plain text) \((R, +, \cdot)\) is a hyperring in the general sense if \((R, +)\) is a hypergroup, \((\cdot)\) is associative hyperoperation and the distributive law \(x(y + z) \subseteq xy + xz, (x + y)z \subseteq xz + yz\) is satisfied for every \(x, y, z\) of \(R\). [. . .] \((R, +, \cdot)\) will be called semihyperring if \((+, \cdot)\) are associative hyperoperations, where \((\cdot)\) is distributive with respect to \((+)\). The rest of definitions are analogous. If the equality in the distributive law is valid, then the hyperring is called strong or good.

By a hyperring and by a semihyperring we mean a good hyperring, or a good semihyperring in the sense of Definition 3.1, respectively. Notice that this means that our concept of hyperring is the same as the concept used in [10, 18, 32] yet it permits a generalisation in the sense of inclusions.

**Composition hyperrings** were introduced in [10] as a special class of hyperrings with one additional property.

**Definition 3.2.** ([10], Def. 3.1) A composition hyperring is an algebraic structure \((R, +, \cdot, \circ)\), where \((R, +, \cdot)\) is a commutative hyperring and the hyperoperation \(\circ\) satisfies the following properties, for any \(x, y, z \in R\):

1. \((x + y) \circ z = x \circ z + y \circ z\)
2. \((x \cdot y) \circ z = (x \circ z) \cdot (y \circ z)\)
3. \(x \circ (y \circ z) = (x \circ y) \circ z\).

The binary hyperoperation \(\circ\) having the previous properties is called the composition hyperoperation of the hyperring \((R, +, \cdot)\).

To be consistent with the background and reasoning of [1, 10] we further on deal with commutative hyperoperations and composition property only. Notice that in the construction using Lemma 2.1 commutativity of the single-valued operation implies commutativity of the hyperoperation and antisymmetry of \(\leq\) turns this implication into equivalence. If \(x \circ y\) is a one-element set for all \(x, y \in R\), we will speak about an operation rather than a hyperoperation even though it will have to be at certain point applied in an element-wise manner on sets (see below in e.g. (5,7) Theorem 5.10). Throughout the paper we will be interested in the composition (hyper)operation in various types of hyperstructures \((R, +, \cdot)\) – not only in hyperrings but also in hyperrings in the general sense, semihyperrings or semihyperrings in the general sense.
Since we construct hyperoperations from single-valued operations on the same set, we have to alter the standard notation of hyperoperations in ring-like hyperstructures. Thus in our context the symbols + and · will be reserved for single-valued operations and the hyperoperations will be denoted by ⊕ and •. The hyperoperations will be constructed from single-valued quasi-ordered semigroups using Lemma 2.1, i.e. for all $x, y \in R$, where $(R, +, \leq)$ and $(R, \cdot, \leq)$ are quasi-ordered semigroups, we define

$$a + b = [a + b]_\leq = \{ x \in R ; a + b \leq x \} \quad (3.1)$$

and

$$a \cdot b = [a \cdot b]_\leq = \{ y \in R ; a \cdot b \leq y \} \quad (3.2)$$

and get hyperstructures $(R, \oplus, \bullet)$ which we then study. Since $(R, \oplus)$ and $(R, \bullet)$ are EL–hyperstructures, it is possible to apply results achieved in [29–31] and immediately state further properties of both $(R, \oplus)$, $(R, \bullet)$ and $(R, \oplus, \bullet)$.

4. **EL–hyperstructures with two hyperoperations**

First we show the variety of EL–hyperstructures with two hyperoperations which can be obtained using hyperoperations (3.1) and (3.2). Thus the following lemma, included in [30] as Theorems 5.2, 5.4 and 5.5., bounds the area of our future considerations.

**Lemma 4.1.** Let $(R, +, \leq)$ and $(R, \cdot, \leq)$ be quasi-ordered semigroups and $\oplus$, $\bullet$ hyperoperations defined by (3.1) and (3.2) respectively. Furthermore, let $\cdot$ distribute over $+$ from both left and right.

1. $(R, \oplus, \bullet)$ is a semihyperring in the general sense.
2. If $(R, +)$ is a group or if $(R, \oplus)$ is a hyperring, then $(R, \oplus, \bullet)$ is a hyperring in the general sense.
3. If $(R, \cdot)$ is a group, then $(R, \oplus, \bullet)$ is a semihyperring.
4. If $(R, +)$ is a group with neutral element $0$ and $(R \setminus \{0\}, \cdot)$ is a group, then $(R, \oplus, \bullet)$ is a hyperring.

**Proof.** The proof is included in [30] and is based on use of [30], Lemma 4.1, Lemma 4.4, which discuss distributivity, and Remark 4.8, which discusses the role of the absorbing element of the single-valued ring-like structures. Since Lemma 4.1 is important in the context of this paper and not including at least a sketch of its proof would not be correct, we include the main idea of the proof here.

First we show that, for all $a, b, c \in R$, where $(R, +, \leq)$ and $(R, \cdot, \leq)$ are quasi-ordered semigroups, there is

$$a \cdot (b + c) = a \cdot b + a \cdot c \quad \Rightarrow \quad a \bullet (b \oplus c) \subseteq a \bullet b \oplus a \bullet c \quad (4.1)$$

$$(a + b) \cdot c = a \cdot c + b \cdot c \quad \Rightarrow \quad (a \oplus b) \bullet c \subseteq a \bullet c \oplus b \bullet c$$

This is done in the usual way of rewriting both sides of the inclusions using (3.1) and (3.2) and then proving that an arbitrary element from one side of the inclusion is included in the other one.

If we now suppose that $(R, \cdot, \leq)$ is a quasi-ordered group, then with the help of inverse elements we are able to prove the opposite inclusions, i.e.

$$a \cdot (b + c) = a \cdot b + a \cdot c \quad \Rightarrow \quad a \bullet (b \oplus c) \supseteq a \bullet b \oplus a \bullet c \quad (4.2)$$

$$(a + b) \cdot c = a \cdot c + b \cdot c \quad \Rightarrow \quad (a \oplus b) \bullet c \supseteq a \bullet c \oplus b \bullet c$$

for all $a, b, c \in R$.

To complete the proof we need to discuss the role of the potentially existing absorbing elements. Suppose $a = 0$ (or $c = 0$ in the second inclusion) in (4.1). We get $\{0\}_\leq \subseteq \bigcup_{x,y \in \{0\}_\leq} [x + y]_\leq$ for $a = 0$ or $\{0\}_\leq \subseteq \{0\}_\leq$ for $c = 0$. Since the relation $\leq$ is reflexive, this...
obviously holds and does not cause any problems. If we suppose \( a = 0 \) (or \( c = 0 \)) in (4.2), we get that
\[
\bigcup_{x, y \in [0]} [x + y] \subseteq \bigcup_{h \in \{b + c\}} [0 \cdot h] = [0].
\]
However \( x, y \in [0) \) means that \( 0 \leq x, 0 \leq y \), i.e. \( 0 = 0 + 0 \leq x + y \), i.e.
\[
\bigcup_{x, y \in [0)} [x + y] = [0),
\]
i.e. we get equality \([0) \subseteq [0)\)\). If in the second inclusion \( c = 0 \), then we get the same equality \([0) \subseteq [0)\).

Thus we have shown the respective parts on distributivity. The rest follows from Lemma 2.1 and definitions of the respective ring-like hyperstructures. \( \square \)

**Remark 4.2.** Notice that [31] discusses conditions under which Lemma 2.1 applied on a quasi-ordered semigroup which is not a group constructs a hypergroup. In this respect Lemma 4.1, item 2, could be made stronger – see Example 4.3. The same holds for analogous situations, e.g. below in Theorem 6.2.

**Example 4.3.** Regard an arbitrary set \( S \) and its power set \( \mathcal{P}(S) \). The operations \( \cap, \cup \) of set intersection and set union are associative, thus \( (\mathcal{P}(S), \cap) \) and \( (\mathcal{P}(S), \cup) \) are semigroups. The relation \( \subseteq \) on \( \mathcal{P}(S) \) is obviously reflexive and transitive and for arbitrary \( A, B, C \in \mathcal{P}(S) \) such that \( A \subseteq B \) there is \( A \cap C \subseteq B \cap C \) and \( A \cup C \subseteq B \cup C \). Thus if we define hyperoperations \( \oplus, \bullet \) for arbitrary \( A, B \in \mathcal{P}(S) \) by
\[
A \oplus B = [A \cup B] = \{ X \in \mathcal{P}(S); A \cup B \subseteq X \}
\]
and
\[
A \cdot B = [A \cap B] = \{ Y \in \mathcal{P}(S); A \cap B \subseteq Y \},
\]
we get semihypergroups \( (\mathcal{P}(S), \oplus) \) and \( (\mathcal{P}(S), \bullet) \). Moreover, as set intersection is distributive with respect to set union, \( (\mathcal{P}(S), \oplus, \bullet) \) is a semihyperring in the general sense.

5. **The composition hyperoperation in various EL–ring-like hyperstructures**

In this section we study the potential and limitations of hyperstructures suggested in Section 4 with respect to the composition hyperoperation (or operation). Since the hyperstructures are constructed from single-valued structures, we concentrate on properties of the hyperstructures which follow from properties of the single-valued structures.

In the text below notice the precise meaning of symbols \( \oplus \) and \( \bullet \). When applied on single elements, they are used in the meanings (3.1) and (3.2) respectively. However, for all sets \( A, B \subseteq R \) there is
\[
A \oplus B = \bigcup_{a \in A \atop b \in B} [a \oplus b] = \bigcup_{x \in R} \{ x \in R; a \oplus b \leq x \}
\]
and
\[
A \bullet B = \bigcup_{a \in A \atop b \in B} [a \cdot b] = \bigcup_{y \in R} \{ y \in R; a \cdot b \leq y \}.
\]

First of all we discuss a rather trivial case of constant composition.

**Definition 5.1.** If there is \( x \circ y = r \circ s \) for an arbitrary quadruple of elements \( x, y, r, s \in R \), we call the composition operation (hyperoperation) \( \circ \), defined in Definition 3.2, constant composition operation (hyperoperation).

The following theorem holds for all types of hyperstructures discussed in Lemma 4.1.
Theorem 5.2. Let \((R, \oplus, \bullet)\) be a semihyperring in the general sense constructed in Lemma 4.1 from idempotent quasi-ordered semigroups \((R, +, \leq)\) and \((R, \cdot, \leq)\). Consider \(r \in R\) arbitrary. Then \(\circ\) defined by

\[
a \circ b = [r]_\leq
\]

for all \(a, b \in R\), is a constant composition hyperoperation on \((R, \oplus, \bullet)\). It is a constant operation if \(\leq\) is antisymmetric and \(r\) is the greatest element of \((R, \leq)\).

Proof. In the \(\oplus, \bullet\) notation, the left-hand side of Definition 3.2, property 1, reads \((x \oplus y) \circ z\). This is

\[
[x + y]_\leq \circ z = \bigcup_{\text{number of elements of } [x + y]_\leq \text{-times}} [r]_\leq = [r]_\leq.
\]

The right-hand side reads \((x \circ z) \oplus (y \circ z)\), which is

\[
[r]_\leq + [r]_\leq = \bigcup_{a, b \in [r]_\leq} [a + b]_\leq = \bigcup_{r \leq a, b \leq r} [a + b]_\leq.
\]

Since \(r \leq a, r \leq b\) implies \(r + r \leq a + b\) and the relation \(\leq\) is reflexive, there is \([r]_\leq + [r]_\leq = [r + r]_\leq\). For idempotent \(+\) there is \(r + r = r\), i.e. \([r]_\leq + [r]_\leq = [r]_\leq\).

The same reasoning can be applied on property 2 of Definition 3.2. Property 3 holds obviously. Finally, if \(r\) is the greatest element of \((R, \leq)\), then \([r]_\leq = \{r\}\), thus we can speak about an operation instead of a hyperoperation.

Example 5.3. If we continue with Example 4.3, where the semihyperring in the general sense of the power set \(\mathcal{P}(S)\) is discussed, and define

\[
A \circ B = [R]_\leq = \{T \in \mathcal{P}(S); R \subseteq T\}
\]

for an arbitrary pair of \(A, B \in \mathcal{P}(S)\), we get a constant composition hyperoperation on \(\mathcal{P}(S)\). If \(R = S\), then \(\circ\) becomes a constant composition operation.

Theorem 5.2 obviously does not hold when operations \(+\) or \(\cdot\) are non-idempotent. Not even one of the inclusions holds because neither \(r \in [r + r]_\leq\) nor \(r + r \in [r]_\leq\) in a general case. Yet for all types of hyperstructures discussed in Lemma 4.1 we might prove the following.

Theorem 5.4. Let \((R, \oplus, \bullet)\) be a semihyperring in the general sense constructed in Lemma 4.1 from partially ordered semigroups \((R, +, \leq)\) and \((R, \cdot, \leq)\). If they exist, denote \(e_s\) the neutral element of \((R, +)\) and \(e_p\) the neutral element of \((R, \cdot)\).

1. If simultaneously \(e_p \leq e_p + e_p\) and \(e_s \leq e_s \cdot e_s\), then \(\circ_{\min e}\) defined by

\[
a \circ_{\min e} b = [\min\{e_s, e_p\}]_\leq
\]

for all \(a, b \in R\), is a constant composition hyperoperation on \((R, \oplus, \bullet)\).

2. If simultaneously \(e_p + e_p \leq e_p\) and \(e_s \cdot e_s \leq e_s\), then \(\circ_{\max e}\) defined by

\[
a \circ_{\max e} b = [\max\{e_s, e_p\}]_\leq
\]

for all \(a, b \in R\), is a constant composition hyperoperation on \((R, \oplus, \bullet)\).

Before proving the theorem, agree that, if the elements \(e_s, e_p\) are incomparable, then since the minimum does not exist, we set \(a \circ_{\min e} b = \emptyset\). Moreover, if only \(e_s\) exists, then we set \(\min\{e_s, e_p\} = e_s\) (and the same for \(e_p\)). And make the similar agreement for the maxima.

Proof. We will prove the theorem for \(\circ_{\min e}\) only. The proof for \(\circ_{\max e}\) is analogous.
In the $\oplus, \bullet$ notation the left-hand-side of Definition 3.2, property 1, reads $(x \oplus y) \circ z$. This is

$$[x + y]_\leq \circ \min \exists z = \bigcup_{\text{number of elements}} \min \{e_s, e_p\}_\leq$$

while the right-hand side, which reads $(x \circ z) \oplus (y \circ z)$, is

$$\min \{e_s, e_p\}_\leq + \min \{e_s, e_p\}_\leq = \bigcup_{\min \{e_s, e_p\}_\leq} [a + b]_\leq.$$

Now the following cases are possible:

- $e_s \leq e_p$: This means that $\min \{e_s, e_p\} = e_s$; the left-hand-side is $[e_s]_\leq$ while the right-hand-side is $\bigcup_{e_s \leq e_p} [a + b]_\leq = [e_s + e_s]_\leq = [e_s]_\leq$, i.e. the same.

- $e_p < e_s$: This means that $\min \{e_s, e_p\} = e_p$, the left-hand-side is $[e_p]_\leq$ while the right-hand-side is $\bigcup_{e_p \leq e_s} [a + b]_\leq = [e_p + e_p]_\leq$. Suppose now an arbitrary $x \in [e_p]_\leq$, i.e. such $x \in R$ that $e_p \leq x$. Since we assume that $e_p < e_s$, there is also $e_p + e_p \leq x + e_s = x$, i.e. $x \in [e_p + e_p]_\leq$. If on the other hand we suppose an arbitrary $x \in [e_p + e_p]_\leq$, i.e. $e_p + e_p \leq x$, then on condition assumed in the theorem, i.e. $e_p \leq e_p + e_p$, there is from transitivity that $e_p \leq x$, which means that $x \in [e_p]_\leq$. Altogether $[e_p]_\leq = [e_p + e_p]_\leq$.

If neither $e_s$ nor $e_p$ exists or if $e_s$ and $e_p$ are incomparable, we end up with $\emptyset = \emptyset$. If only $e_s$ exists, we get the same as when $e_s \leq e_p$. If only $e_p$ exists, we get the same as when $e_p < e_s$.

The proof of Definition 3.2 property 2, is completely analogous. The proof of property 3 is obvious. \qed

**Example 5.5.** Since $(\mathbb{Z}, +, \leq)$, where $\leq$ is the natural ordering of integers, is a partially ordered group, $(\mathbb{Z}, \cdot, \leq)$ a partially ordered semigroup and $e_s = 0, e_p = 1$, the hyperoperation $\circ$ defined for all $a, b \in \mathbb{Z}$ by $a \circ b = [0]_\leq$ is an example of a constant composition hyperoperation on the hyperginn in the general sense $(\mathbb{Z}, \oplus, \bullet)$, where $\oplus$ and $\bullet$ are defined by (3.1) and (3.2) respectively, in a context when the single-valued operations $+, \cdot$ are non-idempotent. The conditions of Theorem 5.4 obviously hold since $1 \leq 1 + 1$ and $0 \leq 0 \cdot 0$.

The constant compositions are rather trivial and degenerated cases yet even there the limits of applying the composition property in the context of the “Ends lemma”, i.e. on hyperoperations based on the sets of the $[a]_\leq$ type, can be seen. It is rather difficult to achieve equality in properties 1 and 2 since the addition (or multiplication) on the left-hand side is applied on elements while on the right-hand side it is (in a general case) applied on sets – and this is done in a context where neither $a \in [a + a]_\leq$ nor $a + a \in [a]_\leq$ holds generally.

Let us therefore adjust the composition hyperoperation defined in Definition 3.2 to suit $EL$–hyperstructures better. In order to keep notation uniform with Definition 3.2 we use symbols $+, \cdot$ for the hyperoperations even though below we are going to use Definition 5.6 only in context of hyperoperations $\oplus, \bullet$.

In the following definition we speak of “semihyperrings in the general sense”. This is because they are the weakest of hyperstructures discussed in Lemma 4.1. Thus we make sure that the future considerations are valid for all types of relevant hyperstructures.
**Definition 5.6.** A binary operation (hyperoperation) on a semihyperring in the general sense \((R, +, \cdot)\), where + and \cdot are hyperoperations on \(R\), is called a left weak composition operation (hyperoperation) and denoted \(\circ_{\text{lw}}\) if, for all \(x, y, z \in R\),

\[
\begin{align*}
(1) & \quad (x + y) \circ_{\text{lw}} z \subseteq (x \circ_{\text{lw}} z) + (y \circ_{\text{lw}} z) \\
(2) & \quad (x \cdot y) \circ_{\text{lw}} z \subseteq (x \circ_{\text{lw}} z) \cdot (y \circ_{\text{lw}} z) \\
(3) & \quad x \circ_{\text{lw}} (y \circ_{\text{lw}} z) = (x \circ_{\text{lw}} y) \circ_{\text{lw}} z.
\end{align*}
\]

or the right weak composition operation (hyperoperation) and denoted \(\circ_{\text{rw}}\) if, for all \(x, y, z \in R\):

\[
\begin{align*}
(1) & \quad (x \circ_{\text{rw}} y) + (y \circ_{\text{rw}} z) \subseteq (x + y) \circ_{\text{rw}} z \\
(2) & \quad (x \circ_{\text{rw}} y) \cdot (y \circ_{\text{rw}} z) \subseteq (x \cdot y) \circ_{\text{rw}} z \\
(3) & \quad x \circ_{\text{rw}} (y \circ_{\text{rw}} z) = (x \circ_{\text{rw}} y) \circ_{\text{rw}} z.
\end{align*}
\]

The hyperstructure \((R, +, \cdot, \circ_W)\) (regardless of type) is called a weak composition hyperstructure (i.e. weak composition semihyperring / weak composition hyperring / etc.) regardless of whether \(\circ_W = \circ_{\text{lw}}\) or \(\circ_W = \circ_{\text{rw}}\) or whether \(\circ_W\) is single- or multi-valued.

Chvalina has in [3,4] and subsequent papers introduced and studied the concept of quasi-ordered hypergroups, which has been studied by a number of authors since. In the following theorem we not only give necessary conditions for the existence of a left (right) weak composition hyperoperation but also establish a link between quasi-order hypergroups and \(EL\)-hyperstructures by defining the composition hyperoperation by \(a \circ b = [a]_{\leq} \cup [b]_{\leq}\) for all \(a, b \in R\), i.e. by a condition used when testing whether a hypergroupoid \((H, \circ)\) is a quasi-order hypergroup. (For details see e.g.[9], chapter 3, §1). Notice that to reflectivity of relation \(\leq\) the set \([a]_{\leq} \cup [b]_{\leq}\) has for \(a \neq b\) always at least two elements.

**Theorem 5.7.** Let \((R, +, \cdot)\) be a semihyperring in the general sense constructed in Lemma 4.1 from quasi-ordered semigroups \((R, +, \leq)\) and \((R, \cdot, \leq)\). If, for all \(r \in R\), there is \(r + r \leq r\) and \(r \cdot r \leq r\), then there exists a left weak composition hyperoperation \(\circ_{\text{lw}}\) on \((R, +, \cdot)\).

**Proof.** Define \(a \circ_{\text{lw}} b = [a]_{\leq} \cup [b]_{\leq}\) for all \(a, b \in R\). In this context the left-hand side of property 1 of Definition 5.6 is

\[
[x + y]_{\leq} \circ_{\text{lw}} z = \bigcup_{x + y \leq a} [a]_{\leq} \cup [z]_{\leq} = [x + y]_{\leq} \cup [z]_{\leq}
\]

while the right-hand side is

\[
(x \circ_{\text{lw}} z) \oplus (y \circ_{\text{lw}} z) = ([x]_{\leq} \cup [z]_{\leq}) \oplus ([y]_{\leq} \cup [z]_{\leq})
\]

\[
= \bigcup_{a \in [x]_{\leq}, b \in [y]_{\leq} \cup [z]_{\leq}} [a + b]_{\leq},
\]

i.e. \((x \circ_{\text{lw}} z) \oplus (y \circ_{\text{lw}} z) = \{d \in R; a + b \leq d; (x \leq a \text{ or } z \leq a) \text{ and } (y \leq b \text{ or } z \leq b)\}\). Suppose an arbitrary \(c \in [x + y]_{\leq} \circ_{\text{lw}} z\). There are two options: \(c \in [x + y]_{\leq}\) or \(c \in [z]_{\leq}\).

If \(c \in [x + y]_{\leq}\), then obviously \(c \in (x \circ_{\text{lw}} z) \oplus (y \circ_{\text{lw}} z)\) because \(a \in [x]_{\leq}, b \in [y]_{\leq}\), i.e. \(x \leq a, y \leq b\) implies \(x + y \leq a + b\) which thanks to transitivity of \(\leq\) means that \(x + y \leq c\) which is what we suppose. If \(c \in [z]_{\leq}\), i.e. \(z \leq c\), then if we suppose that \(z + z \leq z\) we get from transitivity of \(\leq\) that \(z + z \leq c\). Yet this is on the right-hand side the case of \(a \in [z]_{\leq}, b \in [z]_{\leq}\), i.e. \(z + z \leq a + b\).

The proof of property 2 is analogous, the proof of property 3 is obvious.

**Corollary 5.8.** If \((R, +, \leq)\) and \((R, \cdot, \leq)\) are idempotent quasi-ordered semigroups, then there always exists a left weak composition hyperoperation \(\circ_{\text{lw}}\) on \((R, +, \cdot)\). The same holds if \(r + r \leq r\) for all \(r \in R\) and \((R, \cdot, \leq)\) is an idempotent quasi-ordered semigroup or if \(r \cdot r \leq r\) for all \(r \in R\) and \((R, +, \leq)\) is an idempotent quasi-ordered semigroup.

**Proof.** Conditions \(r + r \leq r\), \(r \cdot r \leq r\) included in Theorem 5.7 in this case turn into \(r \leq r\). However, since the relation \(\leq\) is reflexive, they hold trivially.
Remark 5.9. If both \((R, +, \leq)\) and \((R, \cdot, \leq)\) are quasi-ordered groups, then simultaneous validity of \(r + r \leq r\) and \(r \cdot r \leq r\) for all \(r \in R\) is equivalent to the fact that \(r \leq e_s\) and \(r \leq e_p\), where \(e_s\) and \(e_p\) are neutral elements of \((R, +)\) and \((R, \cdot)\) respectively. Thus \(e_s\) and \(e_p\) are the greatest elements of \((R, \leq)\), which means that for groups \((R, +, \leq)\) and \((R, \cdot, \leq)\) validity of the conditions in Theorem 3.3 implies that \(e_s = e_p\).

Theorem 5.10. There exists a right weak composition operation \(\circ_{rw}\) on all types of hyperstructures \((R, \oplus, \cdot)\) discussed in Lemma 4.1 which are constructed from a quasi-ordered semigroup \((R, +, \leq)\) and a commutative idempotent quasi-ordered semigroup \((R, \cdot, \leq)\).

Proof. For arbitrary \(A, B \subseteq R\) denote

\[
A \circ_{rw} B = \{a \cdot b; a \in A, b \in B\},
\]

(5.6)

where \(\cdot\) is the single-valued product of \((R, \cdot, \leq)\). One-element sets \(A, B\) will be represented by the elements themselves, i.e. \(\{a\} \circ_{rw} \{b\} = a \cdot b\), which will allow us to write

\[
a \circ_{rw} b = a \cdot b
\]

(5.7)

for all \(a, b \in R\).

Now in property \(1\) of Definition 5.6 we get on the left-hand side, which reads \((x \circ_{rw} z) \oplus (y \circ_{rw} z)\), the set \([x \cdot z + y \cdot z]_{\leq}\) which thanks to distributivity of the single-valued structure \((R, +, \cdot)\) is \([x + y]_{\cdot z}]_{\leq}\). On the right-hand side, which reads \((x \oplus y) \circ_{rw} z\), we get \([x + y]_{\circ_{rw} z}\), which equals \(\bigcup x+y \leq sz\{s \cdot z\}\). Yet since the relation \(\leq\) is reflexive, there is \(x + y \leq x + y\) and \([x + y]_{\cdot z}]_{\leq} \subseteq \bigcup x+y \leq s\{s \cdot z\}\).

In property \(2\) of Definition 5.6 we get that (thanks to commutativity and idempotency)

\[
(x \circ_{rw} z) \circ (y \circ_{rw} z) = (x \cdot z) \circ (y \cdot z) = [x \cdot z \cdot y \cdot z]_{\leq}
\]

\[
= [x \cdot y \cdot z \cdot z]_{\leq} = [x \cdot y \cdot z]_{\leq}.
\]

On the left-hand side we get that \([x \cdot y]_{\circ_{rw} z} = \bigcup x+y \leq s\{s \cdot z\}\). Thus thanks to reflexivity of the relation \(\leq\) property \(2\) holds.

In property \(3\) of Definition 5.6 there is \(x \circ_{rw} (y \circ_{rw} z) = x \circ_{rw} (y \cdot z) = x \cdot y \cdot z\) and \((x \circ_{rw} y) \circ_{rw} z = (x \cdot y) \circ_{rw} z = x \cdot y \cdot z\).

\(\square\)

Example 5.11. If we continue with Example 4.3 and define

\[
A \circ_{lw} B = \{A\}_{\subseteq} \cup \{B\}_{\subseteq} = \{R \in \mathcal{P}(S); A \subseteq R\ or\ B \subseteq R\}
\]

for all \(A, B \in \mathcal{P}(S)\), then since both set intersection and set union are idempotent, the above defines a left weak composition hyperoperation on \((\mathcal{P}(S), \oplus, \cdot)\), i.e. \((\mathcal{P}(S), \oplus, \cdot, \circ_{lw})\) is a weak composition semihyperring in the general sense.

Example 5.12. If we continue with Example 4.3 and define \(A \circ_{rw} B = A \cap B\) for all \(A, B \in \mathcal{P}(S)\), then since the set intersection is both commutative and idempotent (and distributive with respect to set union), this defines a weak composition operation on \((\mathcal{P}(S), \oplus, \cdot)\), i.e. that \((\mathcal{P}(S), \oplus, \cdot, \cap)\) is a weak composition semihyperring in the general sense.

Examples 5.13 and 5.14 are partly motivated by the classical interval binary hyperoperation on a linearly ordered group discussed e.g. in [17] and defined by

\[
a \ast b = [\min\{a, b\}]_{\leq} \cap [\max\{a, b\}]_{\leq}
\]

\[
= \{x \in G; \min\{a, b\} \leq x \leq \max\{a, b\}\}
\]

for all \(a, b \in G\).
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Example 5.13. Regard the ordered semiring of natural numbers, i.e. a distributive structure \((\mathbb{N}, +, \cdot)\), where \((\mathbb{N}, +)\) and \((\mathbb{N}, \cdot)\) are semigroups and \(\leq\) is the usual ordering of natural numbers with the smallest element 1. Obviously \((\mathbb{N}, +, \leq)\) and \((\mathbb{N}, \cdot, \leq)\) are quasi-ordered semigroups, which enables us to construct semihypergroups \((\mathbb{N}, +, \circ)\) and \((\mathbb{N}, \cdot, \bullet)\) using (3.1) and (3.2) respectively. Thus we get a semihyperring in the general sense \((\mathbb{N}, +, \circ)\).

For arbitrary \(a, b \in \mathbb{N}\) define
\[
a \circ_{rw} b = [\max\{a, b\}]_\leq.
\]
Obviously, the maximum always exists and \(a \circ_{rw} b\) is never empty or a one-element set. In the proof of Theorem 6.2 we will show that (5.8) is a weak composition hyperoperation on \((\mathbb{N}, +, \circ)\), or rather on every set where there hold implications used in Theorem 6.2, such that it is different from the hyperoperation considered in the proof of Theorem 5.10.

Example 5.14. One can easily show that when changing in (5.8) \(\max\{a, b\}\) to \(\min\{a, b\}\), we get another weak composition hyperoperation on \((\mathbb{N}, +, \circ)\).

6. Existence theorems

Using Lemma 4.1, results of section 5 might be summed up as follows. Notice that definitions of composition hyperstructures are analogies of Definition 3.2, only the carrier hyperstructure is different.

Theorem 6.1. Let \((R, +, \leq)\) and \((R, \cdot, \leq)\) be quasi-ordered semigroups and \((R, +, \circ)\), \((R, \cdot, \bullet)\) their associated \(EL\)-hyperstructures constructed using (3.1) and (3.2) respectively. Furthermore, let \(\circ\) distribute over + from both left and right.

1. If operations + and \(\cdot\) are idempotent, then there exists a composition hyperoperation \(\circ\) on \((R, +, \circ)\) such that \((R, +, \circ)\) is a composition semihyperring in the general sense.
2. The same holds if \((R, +)\) or \((R, \cdot)\) are monoids with neutral elements \(e_s\), \(e_p\) respectively, and either \(e_p \leq e_p + e_p\), \(e_s \leq e_s \cdot e_s\) or \(e_p + e_p \leq e_p\), \(e_s \cdot e_s \leq e_s\).
3. If \((R, +)\) is a group or \((R, +, \circ)\) is a hypergroup, then in 1 and 2 \((R, +, \circ)\) is a composition hyperring in the general sense.
4. If \((R, \cdot)\) is a group, then in 1 and 2 \((R, +, \circ)\) is a composition semihyperring.
5. If \((R, +)\) is a group with neutral element 0 and \((R \setminus \{0\}, \cdot)\) is a group, then in 1 and 2 \((R, +, \circ)\) is a composition hyperring.

Proof. Follows immediately from Lemma 4.1, Theorem 5.2 and Theorem 5.4. □

Analogous theorems can be formulated for weak composition hyperstructures using Theorem 5.7, Corollary 5.8 or Theorem 5.10. Or – which is more important – immediately after finding suitable (weak) composition operations (hyperoperations) in some special contexts. An example of this is the following case of linearly ordered commutative semigroups used in Example 5.13 or Example 5.14.

Theorem 6.2. Let \((R, +, \circ)\) and \((R, \cdot, \bullet)\) be two semihypergroups constructed from linearly ordered commutative semigroups \((R, +, \leq)\) and \((R, \cdot, \leq)\) by (3.1) and (3.2) respectively. Furthermore, let \(\cdot\) distribute over + from both left and right. If implications \(a + a \leq b \Rightarrow a \leq b\) and \(a \cdot a \leq b \Rightarrow a \leq b\) hold for all \(a, b \in R\), then there exists a weak composition hyperoperation \(\circ_{rw}\) on \(R\) such that \((R, +, \circ_{rw})\) becomes a weak composition semihyperring in the general sense.

Proof. The fact that \((R, +, \circ)\) is a semihyperring follows from Lemma 4.1. The weak composition hyperoperation in question will be (5.8).

Suppose arbitrary \(x, y, z \in R\). First we discuss the meaning of property 1 of Definition 5.6 based on definitions of \(\oplus\) and \(\circ_{rw}\). In our notation the left-hand side reads
\((x \circ_{rw} z) \oplus (y \circ_{rw} z)\). This is
\[
\max\{x, z\} \leq \max\{y, z\} = \bigcup_{a \in \max\{x, z\}, b \in \max\{y, z\}} [a + b] \leq \max\{a + b\} = \bigcup_{\max\{x, z\} \leq a, \max\{y, z\} \leq b} [a + b] \leq,
\]
which results in the following four cases based on the relations between \(x\), \(y\) and \(z\). Notice that reasoning in cases C) and D) is analogous to reasoning in case B).

**A)** \(x \leq z, y \leq z\): In this case \(\max\{x, z\} = z, \max\{y, z\} = z\) and moreover \(x + y \leq z + z\). Thus
\[
\bigcup_{\max\{x, z\} \leq a, \max\{y, z\} \leq b} [a + b] = \bigcup_{c \in R} [a + b] = \{c \in R; a + b \leq c; z \leq a, z \leq b\}.
\]

At the same time conditions \(z \leq a, z \leq b\) result in \(z + z \leq a + b\) and from transitivity of \(\leq\) we get that \(z + z \leq c\). Finally
\[
(x \circ_{rw} z) \oplus (y \circ_{rw} z) = \{c \in R; x + y \leq c\} = \{c \in R; z + z \leq c\}. \tag{6.1}
\]

**B)** \(x \leq z, y \leq z\): In this case \(\max\{x, z\} = z, \max\{y, z\} = y\) and moreover from transitivity of \(\leq\) there is \(x \leq y\). Thus
\[
\bigcup_{\max\{x, z\} \leq a, \max\{y, z\} \leq b} [a + b] = \bigcup_{c \in R} [a + b] = \{c \in R; a + b \leq c; z \leq a, y \leq b\}.
\]

At the same time conditions \(z \leq a, y \leq b\) result in \(z + y \leq a + b\) and from transitivity of \(\leq\) we get that \(z + y \leq c\). Finally
\[
(x \circ_{rw} z) \oplus (y \circ_{rw} z) = \{c \in R; z + y \leq c\}. \tag{6.2}
\]

**C)** \(z \leq x, y \leq z\): This results in \((x \circ_{rw} z) \oplus (y \circ_{rw} z) = \{c \in R; x + z \leq c\}\).

**D)** \(z \leq x, z \leq y\): This results in
\[
(x \circ_{rw} z) \oplus (y \circ_{rw} z) = \{c \in R; x + y \leq c\} = \{c \in R; z + z \leq c\}
\]
The right-hand side of property 1 of Definition 5.6 reads \((x \oplus y) \circ_{rw} z\). Based on definitions of \(\oplus\) and \(\circ_{rw}\) this is
\[
[x + y] \leq \circ_{rw} z = \bigcup_{r \in [x+y]} \max\{r, z\} \leq \bigcup_{x+y \leq r} \max\{r, z\}.
\]
However, in our case this is the same as \([\max\{x+y, z\}]\), which is
\[
\{d \in R; \max\{x + y, z\} \leq d\}. \tag{6.3}
\]
Now we verify the inclusion in property 1 of Definition 5.6. Suppose an arbitrary \(c \in (x \circ_{rw} z) \oplus (y \circ_{rw} z)\) and let us find out whether \(c \in (x \oplus y) \circ_{rw} z\). We have to test each of the cases A – D.

**ad A:** The element \(c\) is such that \(z + z \leq c, x + y \leq c\) and at the same time \(x \leq z, y \leq z\). Thus
\[
\begin{align*}
&(1) \text{ if } \max\{x + y, z\} = x + y, \text{ then } (6.3) \text{ turns into } \{d \in R; x + y \leq d\}. \text{ Thus } \ c \in (x \oplus y) \circ_{rw} z \text{ obviously holds.} \\
&(2) \text{ if } \max\{x + y, z\} = z, \text{ then } (6.3) \text{ turns into } \{d \in R; z \leq d\} \text{ and we have to show that } z \leq c. \text{ Yet since } z + z \leq c, \text{ there is – thanks to the assumption of the theorem – also } z \leq c \text{ and } c \in (x \oplus y) \circ_{rw} z.
\end{align*}
\]
ad B: The element $c$ is such that $z + y \leq c$ and at the same time $x \leq z, z \leq y$. Thus

1. if $\max\{x + y, z\} = x + y$, then (6.3) turns into $\{d \in R; x + y \leq d\}$. Since $x \leq z$, there is $x + y \leq z + y$ and from transitivity we get that $x + y \leq c$. Thus $c \in (x \oplus y) \circ_{rw} z$.

2. if $\max\{x + y, z\} = z$, then (6.3) turns into $\{d \in R; z \leq d\}$ and we have to show that $z \leq c$. Since $z \leq y$, there is $z + z \leq z + y$ and from transitivity of $\leq$, there is $z + z \leq c$. Yet this means – thanks to the assumption of the theorem – that $z \leq c$ and $c \in (x \oplus y) \circ_{rw} z$.

ad C: The element $c$ is such that $x + z \leq c$ and at the same time $z \leq x, y \leq z$. Thus

1. if $\max\{x + y, z\} = x + y$, then (6.3) turns into $\{d \in R; x + y \leq d\}$ and we have to show that $x + y \leq c$. Suppose on contrary that $c < x + y$. Since $y \leq z$, there is $c < x + z$. Yet since simultaneously $x + z \leq c$, we get from transitivity that $c < c$ which is impossible. Thus $x + y \leq c$ and $c \in (x \oplus y) \circ_{rw} z$.

2. if $\max\{x + y, z\} = z$, then (6.3) turns into $\{d \in R; z \leq d\}$ and we have to show that $z \leq c$. Since $z \leq x$, there is $z + z \leq x + z$ and from transitivity of $\leq$, there is $z + z \leq c$. Yet this – thanks to the assumption of the theorem – means that $z \leq c$ and $c \in (x \oplus y) \circ_{rw} z$.

ad D: The element $c$ is such that $x + y \leq c, z + z \leq c$ and at the same time $z \leq x, z \leq y$. Thus

1. if $\max\{x + y, z\} = x + y$, then (6.3) turns into $\{d \in R; x + y \leq d\}$ and we have to show that $x + y \leq c$. Yet this is one of our assumptions. Thus $c \in (x \oplus y) \circ_{rw} z$ holds trivially.

2. if $\max\{x + y, z\} = z$, then (6.3) turns into $\{d \in R; z \leq d\}$ and we have to show that $z \leq c$. Yet since $z + z \leq c$, there is also – thanks to the assumption of the theorem – that $z \leq c$ and $c \in (x \oplus y) \circ_{rw} z$.

Thus we have verified validity of property 1 of Definition 5.6. The proof of property 2 is completely analogous.

Verifying property 3 is rather straightforward. The left-hand side $x \circ_{rw} (y \circ_{rw} z)$ is

$$x \circ_{rw} \{\max\{y, z\}\} \leq = \bigcup_{r \in \{\max\{y, z\}\} \leq} \{\max\{x, r\}\} \leq$$

$$= \bigcup_{\max\{y, z\} \leq r} \{\max\{x, r\}\} \leq$$

while the right-hand side $(x \circ_{rw} y) \circ_{rw} z$ is

$$\{\max\{x, y\}\} \leq \circ_{rw} z = \bigcup_{s \in \{\max\{x, y\}\} \leq} \{\max\{s, z\}\} \leq$$

$$= \bigcup_{\max\{x, y\} \leq s} \{\max\{s, z\}\} \leq.$$

Yet since the relation $\leq$ is reflexive, i.e. $\max\{y, z\} \leq \max\{y, z\}, \max\{x, y\} \leq \max\{x, y\}$, both sides equal $\{\max\{x, y, z\}\} \leq$.

Thus finally (5.8) is a weak composition hyperoperation on $(R, \oplus, \bullet)$ with the assumed properties.

\[\square\]

Remark 6.3. Notice that as regards number domains, the implications used in Theorem 6.2 which obviously hold in $\mathbb{N}$ or $\mathbb{Z}$, do not hold for other number domains. The transition to $\mathbb{Q}$ or $\mathbb{R}$ is not possible as e.g. $0.1 \cdot 0.1 \leq 0.02$ yet $0.1 \leq 0.02$. Notice that if we expanded Example 5.13 to $R = \mathbb{R}^+$ or considered this in the theorem, then e.g. in case C2 of the proof the conditions would not hold for multiplication and $x = 0.1, y = 0.02, z = 0.1$. Naturally, we could expand Theorem 6.2 by including analogies of parts 4 and 5 of Theorem 6.1.
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Abstract

In this paper, by using Green’s functions for second order differential equations, we establish new Lyapunov-type inequalities for third order linear differential equations with two points boundary conditions. By using such inequalities, we obtain sharp lower bounds for the eigenvalues of corresponding equations.
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1. Introduction

In [15], Lyapunov obtained the following remarkable result: If \( q \in C ([0, \infty), \mathbb{R}^+) \) and \( y(t) \) is a nontrivial solution of
\[
y'' + q(t)y = 0
\]
with Dirichlet boundary condition
\[
y(a) = y(b) = 0
\]
where \( a, b \in \mathbb{R} \) with \( a < b \), and \( y(t) \neq 0 \) for \( t \in (a, b) \), then the following inequality
\[
\frac{4}{b-a} \leq \int_a^b q(s) \, ds
\]
holds. The inequality (1.3) is the best possible in the sense that if the constant 4 in the left hand side of (1.3) is replaced by any larger constant, then there exists an example of (1.1) for which (1.3) no longer holds (see [12, p. 345], [14, p. 267]). The inequality (1.3) provides a lower bound for the distance between two consecutive zeros of \( y \). Furthermore, this result has found many applications in areas like eigenvalue problems, stability, oscillation theory, disconjugacy, etc. Since then, there have been several results to generalize the above linear equation in many directions [1–19]. Before stating many efforts, it is worth to the mention following work.
By using Green’s function, Hartman [12] obtained the generalized inequality as follows: If \( q \in C ([0, \infty), \mathbb{R}) \) and \( y(t) \) is a nontrivial solution on \((a,b)\) for problem (1.1)-(1.2), then
\[
1 \leq \int_a^b \frac{(s-a)(b-s)}{b-a} q^+(s) \, ds \tag{1.4}
\]
holds, where \( q^+(t) = \max \{q(t) , 0 \} \). It is easy to see that the function \( M(t) = (t-a)(b-t) \) takes the maximum value at \( \frac{a+b}{2} \), i.e.
\[
M(t) \leq \max_{a \leq t \leq b} M(t) = M \left( \frac{a+b}{2} \right) = \left( \frac{b-a}{2} \right)^2 . \tag{1.5}
\]
Thus, from (1.5), the inequality (1.4) is a natural generalization of the inequality (1.3).

In this paper, we prove new Lyapunov-type inequalities for third order linear differential equation of the form
\[
y''' + q(t) y = 0, \tag{1.6}
\]
where \( q \in C (\mathbb{R}, \mathbb{R}) \) and \( y(t) \) is a real solution of (1.6) satisfying the following linearly independent two-point boundary conditions
\[
\begin{align*}
 Y_1 (y) := & \gamma_{11} y(a) + \gamma_{12} y'(a) + \gamma_{13} y(b) + \gamma_{14} y'(b) = 0 \\
 Y_2 (y) := & \gamma_{21} y(a) + \gamma_{22} y'(a) + \gamma_{23} y(b) + \gamma_{24} y'(b) = 0 \\
 Y_3 (y) := & y''(a) + y''(b) = 0
\end{align*}
\tag{1.7}
\]
or
\[
\begin{align*}
 Y_4 (y) := & \gamma_{11} y'(a) + \gamma_{12} y''(a) + \gamma_{13} y'(b) + \gamma_{14} y''(b) = 0 \\
 Y_5 (y) := & \gamma_{21} y'(a) + \gamma_{22} y''(a) + \gamma_{23} y'(b) + \gamma_{24} y''(b) = 0 \\
 Y_6 (y) := & y(a) + y(b) = 0
\end{align*}
\tag{1.8}
\]
where \( a, b \in \mathbb{R} \) with \( a < b \), and \( y(t) \not= 0 \) for \( t \in (a,b) \).

Now, we present Green’s functions to be used in the proofs of our main results. Assume that \( y(t) \) is a nontrivial solution of (1.1) satisfying the linearly independent two-point boundary conditions \( Y_1 (y) = Y_2 (y) = 0 \). Thus, this condition implies that, of six determinants contained in the matrix
\[
\begin{bmatrix}
 \gamma_{11} & \gamma_{12} & \gamma_{13} & \gamma_{14} \\
 \gamma_{21} & \gamma_{22} & \gamma_{23} & \gamma_{24}
\end{bmatrix}, \tag{1.9}
\]
not all are zero. Therefore, either
\[
\begin{bmatrix}
 \gamma_{11} & \gamma_{12} \\
 \gamma_{21} & \gamma_{22}
\end{bmatrix} \neq 0 \quad \text{or} \quad \begin{bmatrix}
 \gamma_{13} & \gamma_{14} \\
 \gamma_{23} & \gamma_{24}
\end{bmatrix} \neq 0 \tag{1.10}
\]
or else [13, p. 216]. We know that the solution of (1.1) satisfying \( Y_1 (y) = Y_2 (y) = 0 \) is given by
\[
y(t) = \int_a^b G_1 (t,s) y''(s) \, ds \tag{1.11}
\]
with Green’s function
\[
G_1 (t,s) = \begin{cases}
 \frac{A_1 (s) B_2 (t) - A_2 (s) B_1 (t)}{C} + t - s & ; a \leq s \leq t \\
 \frac{A_1 (s) B_2 (t) - A_2 (s) B_1 (t)}{C} & ; t \leq s \leq b
\end{cases} \tag{1.12}
\]
where
\[
\gamma_{11} + \gamma_{13} \neq 0, \tag{1.13}
\]
\[
A_i (t) = (b-t) \gamma_{i3} + \gamma_{i4}, \tag{1.14}
\]
and
\[
A_1 (s) B_2 (t) - A_2 (s) B_1 (t) = \begin{cases}
 \frac{1}{2} (b-a) (a+s) (b-s) (t-s) & ; a \leq s \leq t \\
 \frac{1}{2} (b-a) (a+s) (b-s) (t-a) & ; t \leq s \leq b
\end{cases} \tag{1.15}
\]
\[ B_i(t) = (t - a) (\gamma_{i1} + \gamma_{i3}) - (\gamma_{i2} + (b - a) \gamma_{i3} + \gamma_{i4}) \]  
for \( i = 1, 2 \), and
\[ C = \begin{vmatrix} \gamma_{11} + \gamma_{13} & \gamma_{12} + \gamma_{13} (b - a) + \gamma_{14} \\ \gamma_{21} + \gamma_{23} & \gamma_{22} + \gamma_{23} (b - a) + \gamma_{24} \end{vmatrix} \]  
(1.15)

\[ (\text{See the proof of the following Lemma 2.1 for the construction of the Green’s function (1.12))}. \]

We also know that non-homogeneous linear boundary value problem \( y''(t) = g(t) \) satisfying \( Y_1(y) = Y_2(y) = 0 \) has only the trivial solution under the condition
\[ D(Y) = \begin{vmatrix} Y_1(y_1) & Y_1(y_2) \\ Y_2(y_1) & Y_2(y_2) \end{vmatrix} \neq 0, \]
(1.17)

where \( y_1(t) = 1 \) and \( y_2(t) = t \) are the solutions of the corresponding homogeneous linear equation. Thus, we have the following condition
\[ D(Y) = \begin{vmatrix} \gamma_{11} + \gamma_{13} & \gamma_{11} + \gamma_{12} + \gamma_{13} b + \gamma_{14} \\ \gamma_{21} + \gamma_{23} & \gamma_{21} + \gamma_{22} + \gamma_{23} b + \gamma_{24} \end{vmatrix} \neq 0 \]
(1.18)

instead of (1.17). It is clear that \( D(Y) = C \). Here we note that the condition (1.18) is also valid for the problem (1.6) with the two-point boundary conditions (1.7) or (1.8). We also know that if the problem (1.1) satisfying \( Y_1(y) = Y_2(y) = 0 \) is well posed (if, in other words, the problem (1.1) satisfying \( Y_1(y) = Y_2(y) = 0 \) has only the trivial solution \( y(t) \equiv 0 \), then it has a unique Green’s function.

It is easy to see that under the condition
\[ \frac{\gamma_{11}}{\gamma_{21}} = \frac{\gamma_{13}}{\gamma_{23}}, \]
(1.19)
the Green’s function \( G_1(t, s) \) is symmetric, that is, \( G_1(t, s) = G_1(s, t) \) for \( t, s \in [a, b] \). Moreover, we know that this symmetry is a result of self-adjoint of the equation (1.1) satisfying \( Y_1(y) = Y_2(y) = 0 \) [13, p. 215]. Thus, if the condition (1.19) holds, then we have
\[ y(t) = \int_a^b G(t, s) y''(s) ds, \]
(1.20)

where
\[ G(t, s) = \begin{cases} \frac{A_1(t) B_2(s) - A_2(t) B_1(s)}{C}; & a \leq s \leq t \\ \frac{A_1(s) B_2(t) - A_2(s) B_1(t)}{C}; & t \leq s \leq b \end{cases} \]
(1.21)
is a symmetrized Green’s function instead of (1.12). Therefore, in this paper, by using the symmetrized Green’s function (1.21) for the equation (1.1) satisfying \( Y_1(y) = Y_2(y) = 0 \) under the condition (1.19), we prove new Lyapunov-type inequalities for third order linear differential equation (1.6) with the two-point boundary conditions (1.7) or (1.8). By using such inequalities, we obtain sharp lower bounds for the eigenvalues of corresponding equations.

2. Main results

We state some important lemmas which we will be used in the proofs of our main results. In the following first lemma, we construct Green’s function for the second order nonhomogeneous differential equation
\[ y'' = g(t) \]
(2.1)

with two-point boundary conditions \( Y_1(y) = Y_2(y) = 0 \).
Lemma 2.1. If \( y(t) \) is a solution of (2.1) satisfying \( Y_1(y) = Y_2(y) = 0 \), then the integral equation (1.11) holds.

Proof. Integrating Eq. (2.1) from \( a \) to \( t \) to find \( y \), we get

\[
y'(t) = d_1 + \int_a^t g(s) \, ds
\]

(2.2)

and

\[
y(t) = d_0 + d_1(t - a) + \int_a^t (t - s) g(s) \, ds,
\]

(2.3)

where \( d_0 \) and \( d_1 \) are arbitrary constants. Thus, the general solution of (2.1) is (2.3). Now, by using the boundary conditions \( Y_1(y) = Y_2(y) = 0 \), we can find the constants \( d_0 \) and \( d_1 \). Thus, we have

\[
d_1 = \int_a^b \left( \frac{(\gamma_{11} + \gamma_{13}) A_2(s) - (\gamma_{21} + \gamma_{23}) A_1(s)}{C} \right) g(s) \, ds
\]

(2.4)

and

\[
d_0 = - \int_a^b \left[ \frac{(\gamma_{12} + (b - a) \gamma_{13} + \gamma_{14}) (\gamma_{11} + \gamma_{13}) A_2(s) - (\gamma_{21} + \gamma_{23}) A_1(s)}{C (\gamma_{11} + \gamma_{13})} \right] g(s) \, ds,
\]

(2.5)

where \( A_i(t), i = 1, 2, \) and \( C \) are given in (1.14) and (1.16), respectively. Substituting the constants \( d_0 \) and \( d_1 \) in the general solution (2.3), we get

\[
y(t) = \int_a^t \left[ A_1(s) \frac{B_2(t) - A_2(s) B_1(t)}{C} + t - s \right] g(s) \, ds + \\
\int_b^t \frac{A_1(s) B_2(t) - A_2(s) B_1(t)}{C} g(s) \, ds.
\]

(2.6)

This completes the proof. \( \Box \)

Lemma 2.2. Let (1.19) hold. If \( y(t) \) is a solution of (1.6) satisfying the two-point boundary conditions (1.8), then the following inequality

\[
|y(t)| \leq \int_a^b G(s) |y'''(s)| \, ds
\]

(2.7)

holds, where

\[
G(t) = \frac{1}{2} \int_a^b |G(u, t)| \, du
\]

(2.8)

and \( G(t, s) \) is given in (1.21).

Proof. Assume that \( y(t) \) is a solution of (1.6) satisfying \( Y_4(y) = Y_5(y) = Y_6(y) = 0 \). It is easy to see that, by using \( Y_4(y) = Y_5(y) = Y_6(y) = 0 \) and proceeding as in the proof of Lemma 2.1, we have

\[
y'(t) = \int_a^b G(t, s) y'''(s) \, ds,
\]

(2.9)

where \( G(t, s) \) is the Green’s function (1.21). Integrating (2.9) from \( a \) to \( t \), we get

\[
y(t) = y(a) + \int_a^t \left( \int_a^b G(u, s) y'''(s) \, ds \right) du.
\]

(2.10)

Similarly, integrating (2.9) from \( t \) to \( b \), we get

\[
y(t) = y(b) + \int_t^b \left( - \int_a^b G(u, s) y'''(s) \, ds \right) du.
\]

(2.11)
Adding (2.10) and (2.11), and by using \( Y_6 (y) = 0 \), we have
\[
y (t) = \frac{1}{2} \left\{ \int_a^b \left( \int_a^b G(u, s) y'''(s) \, ds \right) \, du + \int_t^b \left( - \int_a^b G(u, s) y'''(s) \, ds \right) \, du \right\}.
\]
(2.12)

By taking the absolute value of (2.12), we obtain
\[
|y(t)| \leq \frac{1}{2} \int_a^b \left( \int_a^b |G(u, s)| |y'''(s)| \, ds \right) \, du
\]
and hence
\[
|y(t)| \leq \frac{1}{2} \int_a^b |y'''(s)| \left( \int_a^b |G(u, s)| \, du \right) \, ds,
\]
where
\[
G(u, s) = \begin{cases} 
A_1(u) B_2(s) - A_2(u) B_1(s); & s \leq u \leq b \\
A_1(s) B_2(u) - A_2(s) B_1(u); & a \leq u \leq s.
\end{cases}
\]
(2.15)

Therefore, we have the inequality (2.7). This completes the proof. \( \Box \)

By using the inequality (2.7), we have the following result which is an useful tool to determine a lower bound of distance between \( a \) and \( b \) points of solution of the equation (1.6) under the boundary conditions (1.8).

**Theorem 2.3.** Let (1.19) hold. If \( y(t) \) is a nontrivial solution of (1.6) satisfying the two-point boundary conditions (1.8), then the following Lyapunov-type inequality
\[
1 \leq \int_a^b G(s) |q(s)| \, ds
\]
(2.16)
holds, where \( G(t) \) is given in (2.8).

**Proof.** Assume that \( y(t) \) is a solution of (1.6) satisfying \( Y_4(y) = Y_5(y) = Y_6(y) = 0 \) and \( y \) is not identically zero on \( (a, b) \). From (1.6) and (2.7), we get
\[
|y'''(t)| = |q(t)||y(t)| \leq |q(t)| \int_a^b G(s) |y'''(s)| \, ds.
\]
(2.17)

Multiplying both sides of (2.17) by \( G(t) \) and integrating from \( a \) to \( b \), we get
\[
\int_a^b G(s) |y'''(s)| \, ds \leq \int_a^b G(s) |y'''(s)| \, ds \int_a^b G(s) |q(s)| \, ds.
\]
(2.18)

Next, we prove that
\[
0 < \int_a^b G(s) |y'''(s)| \, ds.
\]
(2.19)
If (2.19) is not true, then we have
\[
\int_a^b G(s) |y'''(s)| \, ds = 0.
\]
(2.20)

From (2.7), we get
\[
|y(t)| \leq \int_a^b G(s) |y'''(s)| \, ds = 0.
\]
(2.21)

It follows from (2.21) that \( y(t) \equiv 0 \) for \( t \in (a, b) \), which contradicts with (1.8) since \( y(t) \neq 0 \) for all \( t \in (a, b) \). Thus, by using (2.19) in (2.18), we get the inequality (2.16). \( \Box \)
Now, we give another main result for the equation (1.6) under the boundary conditions (1.7).

**Theorem 2.4.** Let (1.19) hold. If \( y(t) \) is a nontrivial solution of (1.6) satisfying the two-point boundary conditions (1.7), then the following Lyapunov-type inequality

\[
1 \leq G_0 \int_a^b |q(s)| \, ds \tag{2.22}
\]

holds, where \( G_0 = \frac{1}{2} \int_a^b |G(t_0, s)| \, ds \) and \( |y(t_0)| = \max \{|y(t)| : a \leq t \leq b\} \).

**Proof.** Assume that \( y(t) \) is a solution of (1.6) satisfying \( Y_1(y) = Y_2(y) = Y_3(y) = 0 \) and \( y \) is not identically zero on \((a, b)\). By integrating \( y'''(t) \) from \( a \) to \( t \), we get

\[
y''(t) = y''(a) + \int_a^t y'''(s) \, ds. \tag{2.23}
\]

Similarly, by integrating \( y'''(t) \) from \( t \) to \( b \), we have

\[
y''(t) = y''(b) - \int_t^b y'''(s) \, ds. \tag{2.24}
\]

Adding the inequalities (2.23) and (2.24), and by using \( Y_3(y) = 0 \), we have

\[
2y''(t) = \int_a^t y'''(s) \, ds - \int_t^b y'''(s) \, ds. \tag{2.25}
\]

By taking the absolute value of (2.25), we obtain

\[
|y''(t)| \leq \frac{1}{2} \int_a^b |y'''(s)| \, ds. \tag{2.26}
\]

Next, pick \( t_0 \in (a, b) \) so that \( |y(t_0)| = \max \{|y(t)| : a \leq t \leq b\} \). From (1.20), (2.26), and (1.6), we get

\[
|y(t_0)| \leq \int_a^b |G(t_0, s)| |y''(s)| \, ds
\leq \frac{1}{2} \int_a^b |G(t_0, s)| \, ds \int_a^b |y''(s)| \, ds
= G_0 \int_a^b |q(s)||y(s)| \, ds
\leq G_0 |y(t_0)| \int_a^b |q(s)| \, ds. \tag{2.27}
\]

Dividing both sides by \( |y(t_0)| \), we get the inequality (2.22). \( \square \)

**Remark 2.5.** To the best of our knowledge, the inequality (2.16) (or (2.22)) is new Lyapunov-type inequality for third order linear differential equation (1.6) under the two-point boundary conditions (1.8) (or (1.7)).
\[ \tilde{A}_i(t) = (b - t) |\gamma_{i3}| + |\gamma_{i4}|, \]
\[ (2.31) \]

and
\[ \tilde{B}_i(t) = (|\gamma_{i1}| + |\gamma_{i3}|) (t - a) + |\gamma_{i2}| + |\gamma_{i3}| (b - a) + |\gamma_{i4}| \]
\[ (2.32) \]

for \( i = 1, 2 \), we have the following result from Theorem 2.3 and hence the proof is omitted.

**Corollary 2.6.** Let (1.19) hold. If \( y(t) \) is a nontrivial solution of (1.6) satisfying the two-point boundary conditions (1.8), then the following Lyapunov-type inequality
\[ 1 \leq \int_a^b \frac{\tilde{C}(s)}{2|C|} |q(s)| \, ds \]
\[ (2.33) \]

holds, where \( C \) and \( \tilde{C}(t) \) are given in (1.16) and (2.30), respectively.

**Remark 2.7.** Note that if we take \( \gamma_{11} = \gamma_{13} = \gamma_{23} = 1 \), \( \gamma_{21} = -1 \), and \( \gamma_{i2} = \gamma_{i4} = 0 \) for \( i = 1, 2 \) in (1.8), we have
\[ 8 \leq \int_a^b (b - s) (b - 4a + 3s) |q(s)| \, ds \]
\[ (2.34) \]

from (2.33), and hence
\[ \frac{6}{(b-a)^2} \leq \int_a^b |q(s)| \, ds. \]
\[ (2.35) \]

Now, we give another result for the equation (1.6) by using the following inequality
\[ |G(t, s)| \leq \frac{\tilde{A}_1(s) \tilde{B}_2(s) + \tilde{A}_2(s) \tilde{B}_1(s)}{|C|} \]
\[ (2.36) \]

obtained by taking the absolute value of (1.21). Thus, we have the following result from Theorem 2.4 and hence the proof is omitted.

**Corollary 2.8.** Let (1.19) hold. If \( y(t) \) is a nontrivial solution of (1.6) satisfying the two-point boundary conditions (1.7), then the following Lyapunov-type inequality
\[ 1 \leq \int_a^b \frac{\tilde{A}_1(s) \tilde{B}_2(s) + \tilde{A}_2(s) \tilde{B}_1(s)}{2|C|} ds \int_a^b |q(s)| \, ds \]
\[ (2.37) \]

holds, where \( C, \tilde{A}_i(t), \tilde{B}_i(t), i = 1, 2 \), are given in (1.16), (2.31), (2.32), respectively.

Now, we give an application of the obtained Lyapunov-type inequalities for the following eigenvalue problem
\[ y''' + \lambda k(t) y = 0 \]
\[ (2.38) \]

under the boundary conditions (1.7). Thus, if there exists a nontrivial solution \( y(t) \) of linear homogeneous problem (2.38), then we have
\[ \frac{2|C|}{\int_a^b \left( \tilde{A}_1(s) \tilde{B}_2(s) + \tilde{A}_2(s) \tilde{B}_1(s) \right) ds \int_a^b |k(s)| \, ds} \leq |\lambda|, \]
\[ (2.39) \]

where \( C, \tilde{A}_i(t), \tilde{B}_i(t), i = 1, 2 \), are given in (1.16), (2.31), (2.32), respectively.
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Abstract

In this work we give sufficient conditions for a ring $R$ to be quasi-Frobenius, such as $R$ being
left artinian and the class of injective cogenerators of $R$-Mod being closed under projective
covers. We prove that $R$ is a division ring if and only if $R$ is a domain and the class of
left free $R$-modules is closed under injective hulls. We obtain some characterizations of
artinian principal ideal rings. We characterize the rings for which left cyclic modules
coincide with left cocyclic $R$-modules. Finally, we obtain characterizations of left artinian
and left coartinian rings.
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1. Introduction

In [1] and [3] the authors obtained characterizations of artinian principal ideal rings
using big lattices of classes of modules closed under certain closure properties. Also,
in [4] the authors deal with rings over which all injective hulls of left simple modules are
noetherian. These rings are called left coartinian rings. In this work we further investigate
these notions, among others.

In the sequel, $R$ denotes an associative ring with identity and $R$-Mod denotes the
category of left unitary $R$-modules, to which all “modules” and “$R$-modules” will belong,
unless otherwise specified. A left uniserial ring will be a ring whose left ideals are linearly
ordered. By “QF” we mean “quasi-Frobenius”. Also, “$N$ $\leq_e M$” will stand for “$N$ is
essential in $M$”.
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2. Artinian principal ideal rings

Recall that an artinian principal ideal ring is a left and right artinian, left and right principal ideal ring.

Definition 2.1. We will say that \( R/M \) is a paraprojective module if \( R/M \) embeds in \( R/N \) whenever \( R/M \) is an epimorphic image of \( R/N \). Dually, we say that \( R/M \) is a parainjective module if \( R/M \) is quotient of each module \( R/N \) in which \( R/M \) embeds.

Theorem 2.2. The following statements are equivalent for a ring \( R \).

1) \( R \) is an artinian principal ideal ring.
2) Every class of \( R \)-modules closed under submodules and direct sums is also closed under quotients.
3) Every class of \( R \)-modules closed under quotients and direct products is also closed under submodules.
4) There exists an epimorphism \( P \twoheadrightarrow M \) precisely when there exists a monomorphism \( M \hookrightarrow P \) for each \( R \)-module \( M \) and for each projective \( R \)-module \( P \).
5) \( R \) is left noetherian, and every cyclic \( R \)-module \( C \) is parainjective.

Proof. 1) \( \Rightarrow \) 2), 3), 4) and 5) They follow from [3, Theorem 38].

4) \( \Rightarrow \) 1) For each module \( M \) there exists an epimorphism \( R^{(X)} \twoheadrightarrow M \) for some set \( X \). Hence, by hypothesis there exists a monomorphism \( M \hookrightarrow R^{(X)} \). Therefore, by [6, Corollary 24.15], \( R \) is a QF ring. Now, let us take a left ideal \( I \) of \( R \). By hypothesis, there exists an epimorphism \( R \twoheadrightarrow I \). Thus, \( I = Rx \) for some \( x \in I \). Then, \( R \) is a left principal ideal ring. Therefore, by [5, Sec. 4, Theorem 1], \( R \) is an artinian principal ideal ring.

2) \( \Rightarrow \) 1) Consider the class of modules

\[ \mathcal{C} = \{ M \mid \text{there exists a monomorphism } M \hookrightarrow R^{(X)} \text{ for some set } X \} \]

It is clear that \( \mathcal{C} \) is closed under submodules and direct sums. Then, by hypothesis, \( \mathcal{C} \) is closed under quotients. Also, \( R^{(X)} \in \mathcal{C} \) for each set \( X \), so \( \mathcal{C} \subseteq R\text{-Mod} \). Then for each module \( M \), there exists a monomorphism \( M \hookrightarrow R^{(X)} \) for some set \( X \), so, by [6, Corollary 24.15], \( R \) is a QF ring. Let \( I \) be any two sided ideal of \( R \). It is straightforward to verify that the ring \( R/I \) also satisfies 2). It follows that \( R/I \) is QF. By [6, P. 217], \( R \) is an artinian principal ideal ring.

3) \( \Rightarrow \) 1) Let \( E \) be a minimal injective cogenerator. Consider the class of modules

\[ \mathcal{C} = \{ M \mid \text{there exists an epimorphism } E^X \twoheadrightarrow M \text{ for some set } X \} \]

It is clear that \( \mathcal{C} \) is closed under quotients and direct products. By hypothesis, \( \mathcal{C} \) is then closed under submodules. Of course, \( E^X \in \mathcal{C} \) for each set \( X \). But, for each module \( M \), there exists a monomorphism \( M \hookrightarrow E^X \) for some set \( X \). Then, \( \mathcal{C} \subseteq R\text{-Mod} \). So, for each projective module \( P \), there exists an epimorphism \( E^X \twoheadrightarrow P \), so that \( P \) is a direct summand of \( E^X \). Therefore, \( P \) is an injective module. Thus, \( R \) is a QF ring. Moreover, as the ring \( R/I \) also satisfies 3), \( R/I \) is a QF ring for each two sided ideal \( I \) of \( R \). Then, by [6, P. 217], \( R \) is an artinian principal ideal ring.

5) \( \Rightarrow \) 1) As there exists a monomorphism \( R \hookrightarrow E(R) \), by hypothesis there exists an epimorphism \( E(R) \twoheadrightarrow R \), so \( R \) is left self-injective and left noetherian. Therefore, \( R \) is a QF ring. As the ring \( R/I \) also satisfies 5), \( R/I \) is a QF ring for each two sided ideal \( I \) of \( R \). Then, \( R \) is an artinian principal ideal ring.

Theorem 2.3. Let \( R \) be an artinian principal ideal ring. Then the following conditions are equivalent for an \( R \)-module \( M \).

1) \( M \) is finitely generated.
2) \( M \) is finitely cogenerated.
3) \( M \) is artinian.
4) \( M \) is noetherian.
Proof. 4) ⇒ 1) and 3) ⇒ 2) They are clear.

1) ⇒ 4) This is true over every left noetherian ring.

2) ⇒ 3) Consider the class of modules \( \mathcal{C} = \{ M \mid M \text{ is finitely cogenerated} \} \), which is closed under submodules. By hypothesis and [3, Theorem 38] the class \( \mathcal{C} \) is closed under quotients, so \( M \) is artinian for each \( M \in \mathcal{C} \).

4) ⇒ 2) By hypothesis \( R \) is left semiartinian, so that \( \text{soc}(M) \leq_e M \) for each non zero module \( M \). If \( M \) is noetherian, then \( \text{soc}(M) \) is finitely generated, so \( M \) is finitely cogenerated.

3) ⇒ 1) For this part, we will use freely [3, Theorem 38]. If \( M \) is artinian, then \( M \) is finitely cogenerated. Thus \( \text{soc}(M) \leq_e M \) and \( \text{soc}(M) \) is finitely generated. Therefore \( E(\text{soc}(M)) = E(M) \) and \( \text{soc}(M) = \bigoplus_{i=1}^{n} S_i \) with \( S_i \) a simple module for each \( i \in \{1, \ldots, n\} \).

Thus, \( E(M) = E(\text{soc}(M)) = E(\bigoplus_{i=1}^{n} S_i) = \bigoplus_{i=1}^{n} E(S_i) \). We claim that each \( E(S_i) \) is cyclic. Indeed, take any simple \( S \). By hypothesis, there exists a monomorphism \( S \rightarrow R \). Moreover, since every artinian principal ideal ring is QF and thus left self-injective, there exists a monomorphism \( E(S) \rightarrow R \). Then there exists an epimorphism \( R \rightarrow E(S) \). Therefore, \( E(S) \) is cyclic, as we claim. Thus \( E(M) \) is finitely generated, and as the class of finitely generated modules is closed under submodules by hypothesis, \( M \) is finitely generated. \( \square \)

Recall that an \( R \)-module \( M \) is cocyclic if \( M \) contains an essential simple submodule.

**Theorem 2.4.** The classes of non-zero cyclic \( R \)-modules and of cocyclic \( R \)-modules coincide if and only if \( R \) is a left uniserial artinian principal ideal ring.

**Proof.** ⇒) Let us first prove that \( R \) must be left artinian. This is equivalent to every quotient of \( _RR \) being finitely cogenerated. By the hypothesis, all we need to prove is that every cocyclic module is finitely cogenerated. Take then any cocyclic \( M \). There is some simple \( S \leq_e M \). It follows that \( \text{soc}(M) = S \). Thus, \( M \) has a finitely generated essential socle, a condition well-known to be equivalent to \( M \) being finitely cogenerated.

We now show that \( R \) is left self-injective. Suppose otherwise, that is, that \( R \leq E(R) \). The hypothesis gives that \( _RR \) is cocyclic, so there is some simple \( S \leq_e R \). Hence, \( E(R) = E(S) \), which is obviously cocyclic. Using the hypothesis, we get that \( E(R) \) is cyclic, so that there is an epimorphism \( R \rightarrow E(R) \). Consider the following commutative diagram, where \( i \) and \( j \) are inclusion maps.

\[
\begin{array}{ccc}
\text{f}^{-1}(R) & \xrightarrow{i} & R \\
\downarrow \text{f}^{-1}(f^{-1}(R)) & = & \downarrow f \\
R' & \xrightarrow{j} & E(R)
\end{array}
\]

Note that if \( i \) were surjective, \( j \) would also be so. Thus, \( f^{-1}(R) \leq R \). Now we may construct another level of the diagram. Let us write \( f_i \) for appropriate restrictions of \( f \).

\[
\begin{array}{ccc}
\text{f}^{-1}(f^{-1}(R)) & \xrightarrow{i} & \text{f}^{-1}(R) \\
\downarrow \text{f}_i & = & \downarrow \text{f}_i \\
\text{f}^{-1}(R) & \xrightarrow{i} & R \\
\downarrow \text{f}_i & = & \downarrow f \\
R' & \xrightarrow{j} & E(R)
\end{array}
\]
As above, the newest inclusion must be proper. Continuing in this manner, we obtain an infinite descending chain \( R \supseteq f^{-1}(R) \supseteq f^{-1}(f^{-1}(R)) \supseteq \ldots \), contradicting that \( R^R \) is artinian.

Now, \( R \) being left artinian and left self-injective is equivalent to \( R \) being QF. Take any two-sided ideal \( I \). It is straightforward to verify (using that cocyclic modules are precisely those modules having simple essential submodules) that the ring \( R/I \) satisfies the hypothesis, i.e. that an arbitrary \( R/I \)-module is cyclic if and only if it is cocyclic. It follows that for each two-sided ideal \( I \) of \( R \), \( R/I \) is QF. But, according to [6, P. 217], this is equivalent to \( R \) being an artinian principal ideal ring.

(One can prove directly that \( R \) is a left principal ideal ring. Indeed, take some nonzero left ideal \( I \). By the hypothesis, it suffices to show that \( I \) is cocyclic. Note that the hypothesis gives some simple \( S \leq_e R \). Also, as \( _R R \) is artinian, there is some simple \( T \leq I \). But then \( T \leq R \), so necessarily \( S = T \). And of course, \( S \leq I \leq R \) implies that \( S \leq_e I \). This establishes that \( R \) is a left principal ideal ring. As we have already shown \( R \) to be QF, [5, Sec. 4, Theorem 1] grants that \( R \) is an artinian principal ideal ring.)

As every nonzero quotient of \( R \) is cocyclic, then every nonzero quotient of \( R \) is uniform. Therefore by [7, Proposition 2.7] \( R \) is left uniserial.

\( \Leftrightarrow \) Take any non-zero cyclic module, say \( R/I \) for some left ideal \( I \leq R \). The submodule lattice of \( R/I \) is isomorphic to \( [I,R] \), which is a chain. As \( _R R \) is artinian, then there exists \( I' \) minimal such that \( I \leq I' \leq R \). Linearity ensures that \( I' \) is essential in \( [I,R] \). Therefore, \( I'/I \) is an essential simple submodule of \( R/I \), proving its cocyclicity.

Conversely, let \( M \) be a cyclic module. There is some simple \( S \leq_e M \). Also, since \( _R R \) is artinian, there is some simple \( T \leq R \). From the hypothesis on linearity it follows that \( R \) must be local and thus left local, so that \( S \cong T \). Now, any artinian principal ideal ring is in particular QF and then in particular left self-injective, so we may extend \( S \cong T \hookrightarrow R \) to a mapping \( M \to R \), which is monic due to the fact that \( S \leq_e M \). The situation is depicted below.

\[ \begin{array}{c}
S \\
\downarrow e \\
M \\
\downarrow \\
T \\
\downarrow \\
R
\end{array} \]

Thus, \( M \) is isomorphic to some left ideal of \( R \), which by hypothesis is principal, i.e., cyclic.

**Lemma 2.5.** If every semisimple \( R \)-module \( M \) is parainjective and paraprojective, then \( R = R_1 \times R_2 \), where \( R_1 \) is a semisimple ring and \( R_2 \) is a finite direct product of left local left artinian rings with all simple modules singular.

**Proof.** By [2, Theorem 4.7] \( R \) is a finite direct product of left local, left and right perfect rings. Thus, \( R \) is a left semiartinian ring. Let \( Rx \) be a cyclic module. Then \( \text{soc}(Rx) \leq_e Rx \) and there exists an epimorphism \( Rx \to \text{soc}(Rx) \) by hypothesis, so \( \text{soc}(Rx) \) is finitely generated. Therefore, \( Rx \) is a finitely cogenerated module. Then \( R \) is a left artinian ring.

Now, if \( M \) is a projective semisimple \( R \)-module, there exists an epimorphism \( E(M) \to M \) by hypothesis. Then \( M \) is injective. Analogously, if \( M \) is a semisimple injective \( R \)-module, \( M \) is projective. Thus, \( M \) is projective if and only if \( M \) is injective, for each semisimple \( R \)-module \( M \).

Write \( R = R_1 \times \cdots \times R_n \), where each \( R_i \) is a left local, left and right perfect ring. Let \( 1 \leq i \leq n \). Note that \( R_i \) is left artinian (either because \( R \) is left artinian or because
of ring and projective socle of $soc(R)$ (which is thus injective. but this makes Remark 2.6. □

For each left ideal $I$ of $R$, every module is projective. Conversely, suppose that $R$ is a projective (respectively, injective) $R$-module. Then, $R/I$ is a finite direct product of left local artinian rings over each of which all simple modules are singular.

Observe that the hypothesis of Lema 2.5 holds also for $R/I$ for each two sided ideal $I$ of $R$.

Recall that a ring $R$ is called left quasi-duo if each maximal left ideal is two sided.

**Remark 2.6.** For a ring $R$ the following conditions are equivalent.

1. $R$ is a left quasi-duo ring.
2. For each simple $R$-module $S$, and for all $x \in S$, $(0 : x)$ is a two-sided ideal of $R$.

**Theorem 2.7.** For a left quasi-duo ring $R$, if every semisimple $R$-module is parainjective and paraprojective, then $R$ is a finite direct product of left local left artinian rings and for each left ideal $I$ of the factor ring $R/I$, $I = rad(R)^m$ for some $m \in \mathbb{N}$.

**Proof.** Consider the decomposition supplied by [2, Theorem 4.7]. Let $R$ be a factor ring. Note that $R$ inherits the current hypotheses. Then, there exists an epimorphism $R \rightarrow soc(R)$, so $Rx = soc(R) = S_1 \oplus S_2 \oplus \cdots \oplus S_n$, where $S_i$ is a simple module $\forall i \in \{1, \ldots, n\}$. Write $x = x_1 + x_2 + \cdots + x_n$, where each $x_i \in S_i \setminus \{0\}$. It is clear that $(0 : x) \subseteq (0 : x_i), \forall i \in \{1, \ldots, n\}. Let j \in \{2, \ldots, n\}. Since R is left local, there is an isomorphism $f_j : S_i \rightarrow S_j$. As $S_j = Rf_j(x_1)$, there is $r_j \in R$ such that $x_j = r_jf_j(x_1)$. Then, $x = x_1 + r_2f_2(x_1) + \cdots + r_nf_n(x_1)$. Note that, for $2 \leq j \leq n$, $(0 : x_1)Rf_j(x_1) = 0$ because $(0 : x_1)$ is a two sided ideal by hypothesis and Remark 2.6. Thus, $(0 : x) = (0 : x_1)$. Then, $Rx \cong Rx_1$. Therefore, $Rx = soc(R)$ is a simple module.

As established in the proof of Lemma 2.5, $R$ is a left artinian ring, so that $rad(R)$ is nilpotent. Let us prove by induction on the nilpotency index that for each left ideal $I$ of $R$, $I = rad(R)^m$ for some $m \in \mathbb{N}$. If $n = 1$, then $rad(R) = 0$. Since $R$ is left artinian, it is semilocal, so in this case it is semisimple and thus a division ring, so that the only two left ideals are $0$ and $rad(R)$ and $rad(R)^0$. Let us suppose that $n > 1$ is the nilpotency index. As $rad(R)^n = 0$, $rad(R)^{n-1} \neq 0$ is annihilated by $rad(R)$, so $rad(R)^{n-1}$ is a semisimple module (again by semilocality). Then, $rad(R)^{n-1} \subseteq soc(R)$, but $soc(R)$ is a simple module, so that $rad(R)^{n-1} = soc(R)$. Let $I$ be a left ideal of $R$. Note that, $R$ being left artinian and having a simple socle, $soc(R) \leq I$. Then $R/soc(R) = R/(rad(R)^{n-1})$ is a ring with the same hypothesis of $R$ whose radical has nilpotency index $n - 1$. Therefore, $I/soc(R) = rad(R)^m/soc(R)$ and by the Correspondence Theorem $I = rad(R)^m$, for some $m \in \mathbb{N}$. □

**Theorem 2.8.** For a commutative ring $R$ the following statements are equivalent.

1. Every semisimple $R$-module is parainjective and paraprojective.
2. $R$ is a finite direct product of uniserial artinian principal ideal rings.

**Proof.** 1) $\Rightarrow$ 2) Let $R$ be any of the factor rings in the decomposition supplied by Theorem 2.7. We know that, for each ideal $I$ of $R$, there exists $m \in \mathbb{N}$ such that $I = rad(R)^m$. In
the proof of Theorem 2.7, we showed that if \( \text{rad}(R) = 0 \), then \( R \) must be a division ring, and thus in particular an uniserial artinian principal ideal ring. Suppose then that there is \( x \in \text{rad}(R) \) but \( x \notin \text{rad}(R)^2 \). Then \( \text{rad}(R)^2 < Rx \leq \text{rad}(R) \). Thus, \( \text{rad}(R) = Rx \). Then by an induction argument \( \text{rad}(R)^m = Rx^m, \forall m \in \mathbb{N} \). Now we prove that \( R \) is a self-injective ring. Consider the following diagram:

\[
\begin{array}{ccc}
R x^n & \xrightarrow{i} & R \\
\downarrow f & & \\
R & & 
\end{array}
\]

where \( f : Rx^n \to R \) is any homomorphism and \( i : Rx^n \hookrightarrow R \) is the inclusion. Then \( f(Rx^n) = Rx^m \) with \( m \geq n \). Put \( f(x^n) = rx^m \). Consider the homomorphism \( h : R \to R \) such that \( h(s) = s(rx^m - n), \forall s \in R \). Thus, for \( t \in R \), \( (hi)(tx^n) = h(i(tx^n)) = h(tx^n) = tx^n(rx^m - n) = trx^m = f(tx^n) \). Therefore, \( R \) is self-injective. As was established in the proof of Lemma 2.5, \( R \) is artinian. Then \( R \) is a QF-ring, Thus, by [5, Sec. 4, Theorem 1], \( R \) is an artinian principal ideal ring.

2) \( \Rightarrow \) 1) Follows by [3, Theorem 38].

3. Coartinian, conoetherian and quasi-Frobenius rings

The ring \( R \) is said to be left coartinian if for every \( S \in R\text{-simp}, E(S) \) is noetherian.

**Proposition 3.1.** Let \( R \) be a ring.

1) \( R \) is left artinian if and only if every finitely generated \( R \)-module is finitely cogenerated.

2) \( R \) is left coartinian if and only if every finitely cogenerated \( R \)-module is finitely generated.

**Proof.** 1) Suppose that \( R \) is left artinian and take some finitely generated \( M \in R\text{-Mod}. \) As \( R \) is left noetherian, \( \text{soc}(M) \), being a submodule of \( M \), is also finitely generated. Also, \( R \) being left semiartinian implies that \( \text{soc}(M) \leq_e M \). Therefore, \( M \) is finitely cogenerated.

Conversely, suppose that every finitely generated module is finitely cogenerated. Any quotient of \( R_R \), being cyclic, is by hypothesis finitely cogenerated. Thus, \( R_R \) is artinian.

2) Suppose that \( R \) is left coartinian and take some finitely cogenerated \( M \in R\text{-Mod}. \) Then, there are some simple \( S_1, \ldots, S_n \) such that \( \bigoplus_{i=1}^n S_i = \text{soc}(M) \leq_e M \). But then \( E(M) = E(\text{soc}(M)) = \bigoplus_{i=1}^n E(S_i) \) is, by hypothesis, noetherian, so that its submodule \( M \) is finitely generated.

Conversely, suppose that every finitely cogenerated module is finitely generated. For every \( S \in R\text{-simp}, \) any submodule of \( E(S) \), being finitely cogenerated, is by hypothesis finitely generated. Thus, \( E(S) \) is noetherian. \( \square \)

A ring \( R \) is called left conoetherian if for every \( S \in R\text{-simp}, E(S) \) is noetherian. Accordingly, let us call \( R \) left strongly conoetherian if every indecomposable\(^\dagger\) injective \( R \)-module is artinian.

**Theorem 3.2.** Let \( R \) be a ring. The following statements are equivalent.

1) \( R \) is left artinian and left coartinian.

2) The classes of finitely generated and of finitely cogenerated \( R \)-modules coincide.

\(^\dagger\)By “indecomposable’ we mean “directly indecomposable’.
3) $R$ is left noetherian and left strongly co-noetherian.

**Proof.** 1) $\Leftrightarrow$ 2) Direct from Proposition 3.1.

1) $\Rightarrow$ 3) Suppose that 1) holds. Of course, every left artinian ring is left noetherian. Let $E \in R\text{-Mod}$ be injective and indecomposable. Since $R$ is artinian, there is some simple $S$ such that $E = E(S)$. Then, as $R$ is left coartinian, $E$ is noetherian, and in particular finitely generated. But over a left artinian ring, every finitely generated module is artinian. Therefore, 3) holds.

3) $\Rightarrow$ 1) Suppose now that 3) holds. Since $R$ is left noetherian, in order to prove that it is left artinian it suffices to show that it is left semiartinian. Take then some non-zero $M \in R\text{-Mod}$. As is well-known, left noetherian rings are characterized by the fact that over them, every injective module is a direct sum of indecomposable modules. We can apply this to $E(M)$ and then use the fact that $R$ is left strongly co-noetherian to obtain some simple $S \leq E(M)$. Then, by simplicity, $S \leq M$.

Let now $S \in R\text{-simp}$. Let us write $J = \text{rad}(R)$. We have already established that $R$ is left artinian, so $J$ is nilpotent. Then there is a least $n \in \mathbb{N}$ such that $J^nE(S) = 0$. (Of course, $n > 0$.) Observe that both of $J^{n-1}E(S)$ and $J^{n-2}E(S)/J^{n-1}E(S)$ are artinian and semisimple. Indeed, they are subquotients of $E(S)$, an artinian module, and they are annihilated by $J$, i.e. they are $R/J$-modules (since $R$ is left artinian, it is semilocal). Thus, $J^{n-1}E(S)$ and $J^{n-2}E(S)/J^{n-1}E(S)$ are noetherian, so that the short exact sequence

$$0 \to J^{n-1}E(S) \to J^{n-2}E(S) \to J^{n-2}E(S)/J^{n-1}E(S) \to 0$$

shows that $J^{n-2}E(S)$ is noetherian. Next, we use

$$0 \to J^{n-2}E(S) \to J^{n-3}E(S) \to J^{n-3}E(S)/J^{n-2}E(S) \to 0$$

to show that $J^{n-3}E(S)$ is noetherian, and so on. At the $n$-th step, we obtain that $E(S)$ is noetherian.

**Theorem 3.3.** Let $R$ be a ring. The following conditions are equivalent.

1) $R$ is a domain\(^\dagger\) and the class of free $R$-modules is closed under taking injective hulls.

2) $R$ is a division ring.

**Proof.** 1) $\Rightarrow$ 2) We claim that every free module is injective. Consider $R^{(X)}$ for some set $X$. Suppose first that $|X| > |R|$. By hypothesis, $E(R^{(X)}) = R^{(Y)}$ for some set $Y$, so that $|R^{(X)}| \leq |R^{(Y)}|$. Let us verify that $|X| \leq |Y|$.

In case both of $R^{(X)}$ and $R^{(Y)}$ are infinite, we have that

$$\max\{|R|, |Y|\} = |R^{(Y)}| \geq |R^{(X)}| = \max\{|R|, |X|\} = |X| > |R|,$$

so that it must happen that $\max\{|R|, |Y|\} = |Y|$. Thus, $|X| \leq |Y|$.

In case both of $R^{(X)}$ and $R^{(Y)}$ are finite, we have that

$$|R^{(X)}| = |R^{(X)}| \leq |R^{(Y)}| = |R^{(Y)}|,$$

so that necessarily $|X| \leq |Y|$.

Lastly, in case $R^{(X)}$ is finite and $R^{(Y)}$ is infinite, we must have that $|R|$ and $|X|$ are finite, and thus that $|Y|$ is infinite (seeing as, for any set $A$, $R^{(A)}$ is finite if and only if $R$ and $A$ are finite).

Thus, we always have that $|R| < |X| \leq |Y|$.

Let us write $\{\delta_y\}_{y \in Y}$ for the canonical basis of $R^{(Y)}$ \(^\S\). Since $R^{(X)} \to R^{(Y)}$, for each $y \in Y$ there is an $r_y \in R$ such that $0 \neq r_y \delta_y \in R^{(X)}$. By the hypothesis on $R$, the set

\(^\dagger\)That is, every product of non-zero elements of $R$ is non-zero.

\(^\S\)That is, for $y \in Y$, $\delta_y : Y \to R$ is such that $\delta_y : z \mapsto \begin{cases} 1 & \text{if } z = y \\ 0 & \text{if } z \neq y \end{cases}$, although any basis will do.
\{r_y \delta_y \}_{y \in Y}\) is linearly independent. Thus, the submodule of \(R^X\) spanned by \(\{r_y \delta_y \}_{y \in Y}\) is a free module. Therefore,

\[
R^Y \cong R^{(\{r_y \delta_y \}_{y \in Y})} \cong \langle \{r_y \delta_y \}_{y \in Y} \rangle \leq R^X,
\]

so that \(|R^Y| \leq |R^X|\). As we already had the reverse inequality, we obtain that \(|R^X| = |R^Y|\). This cardinality may or may not be finite, but it is now easy to show that, in any case, \(|X| = |Y|\). This implies that \(R^X \cong R^Y\), whence \(R^X\) is injective.

Now, in case \(|X| \leq |R|\), simply take some set \(Z\) such that \(|Z| > |R|\) and note that \(R^X\) embeds as a direct summand in \(R^Z\), which, by the above argument, is injective. Therefore, the claim is proved.

Since every projective module is a direct summand of a free module, every projective module is injective. This condition is well-known to be equivalent to \(R\) being QF. Therefore \(R\) is a left artinian domain; thus, there exists a minimal left ideal \(Rx\), which is isomorphic to \(R\). Therefore \(R\) is a division ring.

2) \(\Rightarrow\) 1) It is clear. \(\square\)

**Theorem 3.4.** Suppose that \(R\) is left artinian and that the class of injective cogenerators of \(R\)-Mod is closed under taking projective covers. Then \(R\) is a QF ring.

**Proof.** Take some injective cogenerator of \(R\)-Mod, and let \(P\) stand for its projective cover, which exists because \(R\) is left perfect. By hypothesis, \(P\) is a projective and injective cogenerator. Let \(S \in R\text{-simp}\). As \(S\) is cogenerated by \(P\), by simplicity \(S\) embeds in \(P\), so that \(E(S)\) embeds in \(P\) as a direct summand, which makes it projective. Also observe that, over any artinian ring, any injective indecomposable module \(E\) is the injective hull of some simple \(S\leq E\).

Let \(M \in R\)-Mod be injective. As \(R\) is left noetherian, \(M\) is a direct sum of injective indecomposable modules. By the above remark, \(M\) is a direct sum of injective hulls of simple modules, which we know are projective. Therefore, every injective module is projective. This condition is well-known to be equivalent to \(R\) being QF. \(\square\)
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1. Introduction

In 1976, Caristi [8] proved the following fixed point theorem on a complete metric space, which is one of the most important generalization of famous Banach contraction principle and is equivalent the Ekeland’s variational principle [13].

Let \( T \) is a self-mapping of a complete metric space \((X, d)\) such that there is a lower semi continuous function \( \varphi \) from \( X \) into \([0, \infty)\) satisfying

\[
d(x, Tx) \leq \varphi(x) - \varphi(Tx)
\]

for all \( x \in X \), then \( T \) has a fixed point.

In this theorem, saying that \( \varphi \) is lower semi continuous at \( x \) if for any sequence \( \{x_n\} \subset X \), we have \( \lim x_n = x \) implies \( \varphi(x) \leq \lim \inf \varphi(x_n) \).

Several authors have obtained various extensions and generalizations of Caristi’s theorem by considering Caristi type mappings on many different spaces. For example, [1–7, 9, 23–25, 27, 28, 30, 31, 33, 38, 40], and others.

In this paper, we extend the results in [7] to fuzzy metric spaces.

Several notions of fuzzy metric spaces have been introduced and discussed in different directions by many mathematicians, see [10, 14, 29, 34, 39]. In particular, Kramosil and Michalek [34] introduced and studied the notion of fuzzy metric space which is closely related to a class of probabilistic metric spaces. In [15, 17] George and Veeramani modified the concept of fuzzy metric space of Kramosil and Michalek, and obtained a Hausdorff and first countable topology on the modified fuzzy metric space. In [16, 20], it was proved that the topology induced by a fuzzy metric space in George and Veeramani’s sense is metrizable. Grabiec [18] obtained a fuzzy version of the Banach contraction principle
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in fuzzy metric spaces in Kramosil and Michalek’s sense, and since then many author
[11,12,22,26,32,35,41,42] have proved fixed point theorems in fuzzy metric spaces in the
sense of Kramosil and Michalek and George and Veeramani, using one of the two different
types of completeness in Grabiec’s sense [18] or George and Veeramani’s sense [15].

In [36] Miheţ defined a concept weaker than convergence called $p$-convergence and
proved a fixed point theorem for fuzzy contractive mappings. Then, in [19] Gregori et
al. introduced the concept of $p$-Cauchy sequence and showed that $p$-Cauchy sequence and
Cauchy sequence are two different concepts even in principal fuzzy metric spaces and they
also defined the concept $p$-completeness.

In this paper, we consider $(X, M, \ast)$ fuzzy metric space in George and Veeramani’s sense
and prove some fixed point theorems for Caristi type mappings orbitally $p$-complete fuzzy
metric spaces.

2. Preliminaries

In this section, we give some known basic notion of fuzzy metric space in the sense
of George and Veeramani. Throughout this paper, we denote by $\mathbb{N}$ the set of positive
integers.

**Definition 2.1** ([39]). A binary operation $\ast : [0, 1] \times [0, 1] \to [0, 1]$ is a continuous $t$-norm
if satisfies the following conditions:

(i) $\ast$ is associative and commutative,
(ii) $\ast$ is continuous,
(iii) $a \ast 1 = a$ for every $a \in [0, 1]$,
(iv) $a \ast b \leq c \ast d$ if $a \leq c$ and $b \leq d$ for all $a, b, c, d \in [0, 1]$.

**Definition 2.2** ([15]). The 3-tuple $(X, M, \ast)$ is said to be a fuzzy metric space if $X$ is an
arbitrary set, $\ast$ is a continuous $t$-norm and $M$ is a fuzzy set on $X \times X \times (0, +\infty)$ satisfying
the following conditions, for all $x, y, z \in X$ and $t, s > 0$:

(i) $M(x, y, t) > 0$,
(ii) $M(x, y, t) = 1$ iff $x = y$,
(iii) $M(x, y, t) = M(y, x, t)$,
(iv) $M(x, y, t) \ast M(y, z, s) \leq M(x, z, t + s)$,
(v) $M(x, y, \cdot) : (0, +\infty) \to (0, 1]$ is continuous.

If $(X, M, \ast)$ is a fuzzy metric space, we will say that $(M, \ast)$ is a fuzzy metric on $X$. If we
replace (iv) by

(vi) $M(x, y, t) \ast M(y, z, s) \leq M(x, z, \max\{t, s\})$,
then 3-tuple $(X, M, \ast)$ is called a non-Archimedean fuzzy metric space. Since (vi) implies
(iv) then each non-Archimedean fuzzy metric space is a fuzzy metric space.

**Example 2.3.** Let $(X, d)$ be a metric space. Denote by $a \cdot b$ the usual multiplication for
all $a, b \in [0, 1]$, and let $M_d$ be the function defined on $X \times X \times (0, +\infty)$ by

$$M_d(x, y, t) = \frac{t}{t + d(x, y)}.$$ 

Then $(X, M_d, \cdot)$ is a fuzzy metric space called standard fuzzy metric space and $(M_d, \cdot)$ is
called the standard fuzzy metric of $d$ (see [15]).

George and Veeramani proved in [15] that every fuzzy metric $(M, \ast)$ on $X$ generates a
topology $\tau_M$ on $X$ which has as a base the family of sets of the form

$$\{B(x, r, t) : x \in X, 0 < r < 1, t > 0\},$$
where

$$B(x, r, t) = \{y \in X : M(x, y, t) > 1 - r\}$$
for all \( r \in (0, 1) \) and \( t > 0 \). They proved also that \((X, \tau_M)\) is a Hausdorff first countable topological space.

**Definition 2.4** ([21]). A fuzzy metric \( M \) on \( X \) is said to be stationary if \( M \) does not depend on \( t \), i.e. if for each \( x, y \in X \), the function \( M_{x,y}(t) = M(x, y, t) \) is constant. In this case we write \( M(x, y) \) instead of \( M(x, y, t) \).

**Theorem 2.5** ([15]). A sequence \( \{x_n\} \) in a fuzzy metric space \((X, M, \ast)\) converges to \( x \) if and only if \( M(x_n, x, t) \to 1 \) as \( n \to +\infty \).

The following definition was given by Miheţ.

**Definition 2.6** ([36]). A sequence \( \{x_n\} \) in a fuzzy metric space \((X, M, \ast)\) is called \( p \)-convergent to \( x_0 \in X \) (we write \( x_n \to_p x_0 \)) if \( \lim_n M(x_n, x_0, t_0) = 1 \) for some \( t_0 > 0 \).

If \( \{x_n\} \) is \( p \)-convergent to \( x_0 \), then

1. \( \{x_n\} \) in \( X \) has at most one limit.
2. Every subsequence of \( \{x_n\} \) is also convergent and has the same limit as the whole sequence, see [36].

Note that \( \{x_n\} \) is convergent to \( x_0 \) if and only if \( \{x_n\} \) is \( p \)-convergent to \( x_0 \) for all \( t > 0 \), see [19].

In [36] the author gave an example that there exist \( p \)-convergent but not convergent sequences.

**Definition 2.7** ([18]). A sequence \( \{x_n\} \) in a fuzzy metric space \((X, M, \ast)\) is \( G \)-Cauchy sequence iff \( \lim_{n \to \infty} M(x_{n+p}, x_n, t) = 1 \) for all \( t > 0 \) and \( p \in \mathbb{N} \). A fuzzy metric space \((X, M, \ast)\) is \( G \)-complete if every \( G \)-Cauchy sequence is convergent in \( X \).

**Definition 2.8** ([15]). A sequence \( \{x_n\} \) in a fuzzy metric space \((X, M, \ast)\) is Cauchy sequence iff for each \( \varepsilon \in (0, 1) \) and each \( t > 0 \), there exists \( n_0 \in \mathbb{N} \) such that \( M(x_n, x_m, t) > 1 - \varepsilon \) for all \( n, m \geq n_0 \). A fuzzy metric space \((X, M, \ast)\) is complete if every Cauchy sequence is convergent in \( X \).

In [19] Gregori et al. gave the following definition of Cauchyness and completeness in a natural way from the \( p \)-convergence concept.

**Definition 2.9** ([19]). A sequence \( \{x_n\} \) in a fuzzy metric space \((X, M, \ast)\) is called \( p \)-Cauchy if there exists \( t_0 > 0 \) such that for each \( \varepsilon \in (0, 1) \) there exists \( n_0 \in \mathbb{N} \) such that \( M(x_n, x_m, t_0) > 1 - \varepsilon \) for all \( n, m \geq n_0 \), or equivalently \( \lim_{n,m \to \infty} M(x_n, x_m, t_0) = 1 \) for some \( t_0 > 0 \). A fuzzy metric space \((X, M, \ast)\) is \( p \)-complete if every \( p \)-Cauchy sequence in \( X \) is \( p \)-convergent to some point of \( X \).

Note that \( \{x_n\} \) is a Cauchy sequence if and only if \( \{x_n\} \) is \( p \)-Cauchy for all \( t > 0 \) and, obviously, \( p \)-convergent sequences are \( p \)-Cauchy.

\( p \)-completeness and completeness are equivalent concepts in stationary fuzzy metrics, see [19].

**Remark 2.10** ([19]). Let \((X, M_d, \ast)\) be a standard fuzzy metric space as in Example 2.3. Then \((X, M_d, \ast)\) is \( p \)-complete if and only if the metric space \((X, d)\) is complete.

**Definition 2.11** ([12]). Let \((X, M, \ast)\) be a fuzzy metric space. The fuzzy metric \( M \) is triangular if it satisfies the condition

\[
\frac{1}{M(x, y, t)} - 1 \leq \frac{1}{M(x, z, t)} - 1 + \frac{1}{M(z, y, t)} - 1
\]

for every \( x, y, z \in X \) and every \( t > 0 \).

Note that every standard fuzzy metric \((M_d, \ast)\) is triangular.
Theorem 2.12 ([37]). Let \((X, M, \ast)\) be a fuzzy metric space. Then \(M\) is a continuous function on \(X \times X \times (0, +\infty)\).

Definition 2.13. Let \((X, M, \ast)\) be a fuzzy metric space and \(T : X \to X\) a mapping. The set \(O_T(x, \infty) = \{x, Tx, T^2x, \ldots\}\) is called the orbit of \(x\). If for an \(x \in X\), every \(p\)-Cauchy sequence in \(O_T(x, \infty)\) is \(p\)-converges to a point in \(X\), then the fuzzy metric space \((X, M, \ast)\) is said to be \((x, T)\)-orbitally \(p\)-complete.

Definition 2.14. Let \((X, M, \ast)\) be a fuzzy metric space and \(T : X \to X\) a mapping. A real-valued function \(G : X \times (0, +\infty) \to [0, \infty)\) is said to be \((x, T)\)-orbitally \(p\)-weak lower semi-continuous \((p\text{-w.l.s.c})\) at \(u\) iff \(\{x_n\}\) is a sequence in \(O_T(x, \infty)\) and

\[
x_n \to_p u \quad \text{implies} \quad G(u, t_0) \leq \limsup_{n \to \infty} G(x_n, t_0)
\]

for some \(t_0 > 0\). That is, \(G(., t_0)\) is \(p\text{-w.l.s.c} on X\) in Ćirić’s sense, see [9].

3. Main results

In this section, we state and prove our main results in orbitally \(p\)-complete fuzzy metric spaces. Now, we give the first main result as follows.

Theorem 3.1. Let \((X, M, \ast)\) be a fuzzy metric space with \(M\) is triangular, \(T : X \to X\) and \(\Phi : X \times (0, +\infty) \to [0, \infty)\). Suppose there exist \(x \in X\) and \(t_0 > 0\) such that \((X, M, \ast)\) is \((x, T)\)-orbitally \(p\)-complete, and

\[
\frac{1}{M(y, Ty, t_0)} - 1 \leq \Phi(y, t_0) - \Phi(Ty, t_0)
\]

for all \(y \in O_T(x, \infty)\). Then:

(i) \(T^n x \to_p x'\) exists,
(ii) \(\frac{1}{M(T^n x, x', t_0)} - 1 \leq \Phi(T^n x, t_0)\),
(iii) \(Tx' = x'\) if and only if \(G(z, t_0) = \frac{1}{M(z, Tz, t_0)} - 1\) is \((x, T)\)-orbitally \(p\text{-w.l.s.c. at } x'\),
(iv) \(\frac{1}{M(x, x', t_0)} - 1 \leq \Phi(x, t_0)\) and \(\frac{1}{M(x', x, t_0)} - 1 \leq \Phi(x, t_0)\).

Proof. (i) Using inequality (3.1) we have

\[
S_n = \sum_{i=0}^{n} \left( \frac{1}{M(T^ix, T^{i+1}x, t_0)} - 1 \right) \leq \sum_{i=0}^{n} \left[ \Phi(T^ix, t_0) - \Phi(T^{i+1}x, t_0) \right]
\]

\[
= \Phi(x, t_0) - \Phi(T^{n+1}x, t_0) \leq \Phi(x, t_0)
\]

for \(n = 0, 1, 2, \ldots\). Therefore, \(\{S_n\}\) is bounded from above and also non-decreasing and so convergent.

Let \(m > n\). Since \(M\) is triangular, we have

\[
\frac{1}{M(T^nx, T^mx, t_0)} - 1 \leq \sum_{k=n}^{m-1} \left( \frac{1}{M(T^kx, T^{k+1}x, t_0)} - 1 \right)
\]

(3.2)

Since \(\{S_n\}\) is convergent, for every \(1 > \varepsilon > 0\), we can choose a sufficiently large \(N \in \mathbb{N}\) such that

\[
\sum_{k=n}^{\infty} \left( \frac{1}{M(T^kx, T^{k+1}x, t_0)} - 1 \right) < \varepsilon
\]

for all \(n \geq N\). Thus, we get from inequality (3.2) that

\[
\frac{1}{M(T^n x, T^m x, t_0)} - 1 \leq \sum_{k=n}^{m-1} \left( \frac{1}{M(T^k x, T^{k+1}x, t_0)} - 1 \right) < \varepsilon
\]
and so 
\[ \frac{1}{M(T^n x, T^{m} x, t_0)} < 1 + \varepsilon. \]

Since \(1 - \varepsilon^2 < 1\), it follows that 
\[ M(T^n x, T^{m} x, t_0) > \frac{1}{1 + \varepsilon} = \frac{1 - \varepsilon}{1 - \varepsilon^2} > 1 - \varepsilon \]
for all \(n, m \geq N\). Hence, \(\{T^n x\}\) is a \(p\)-Cauchy sequence in \(O_T(x, \infty)\). Since \((X, M, \ast)\) is \((x, T)\)-orbitally \(p\)-complete, \(T^n x \to_p x' \in X\) exists.

(ii) Let \(m > n\). Using inequalities (3.1) and (3.2) we have
\[
\frac{1}{M(T^n x, T^{m} x, t_0)} - 1 \leq \sum_{k=n}^{m-1} \left( \frac{1}{M(T^k x, T^{k+1} x, t_0)} - 1 \right)
\]
\[
\leq \sum_{k=n}^{m-1} [\Phi(T^k x, t_0) - \Phi(T^{k+1} x, t_0)]
\]
\[
= \Phi(T^n x, t_0) - \Phi(T^m x, t_0) \leq \Phi(T^n x, t_0).
\]
Letting \(m\) tend to infinity, we have from (i) and Theorem 2.12
\[
\frac{1}{M(T^n x, x', t_0)} - 1 \leq \Phi(T^n x, t_0).
\]

(iii) Assume that \(T x' = x'\) and \(\{x_n\}\) is a sequence in \(O_T(x, \infty)\) with \(x_n \to_p x'\). Then
\[ G(x', t_0) = \frac{1}{M(x', T x', t_0)} - 1 = 0 \leq \limsup (\frac{1}{M(x'_n, T x'_n, t_0)} - 1) = \limsup G(x_n, t_0), \]
and so \(G\) is \((x, T)\)-orbitally \(p\)-w.l.s.c. at \(x'\).

Now let \(x_n = T^n x\) and \(G\) is \((x, T)\)-orbitally \(p\)-w.l.s.c. at \(x'\). Then from (i) we have
\[
0 \leq \frac{1}{M(x', T x', t_0)} - 1 = G(x', t_0) \leq \limsup G(T^n x, t_0)
\]
\[
= \limsup (\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1) = 0
\]
which implies \(\frac{1}{M(x', T x', t_0)} - 1 = 0\). Thus \(M(x', T x', t_0) = 1\) and so \(T x' = x'\).

(iv) We first of all prove by induction that
\[
\frac{1}{M(T^n x, x, t_0)} - 1 \leq \sum_{k=0}^{n-1} (\frac{1}{M(T^k x, T^{k+1} x, t_0)} - 1) \tag{3.3}
\]
for all \(n = 1, 2, 3, \ldots\).

Inequality (3.3) is trivial when \(n = 1\) and so we will assume that inequality (3.3) holds for \(n - 1\). Since \(M\) is triangular, it follows from inequality (3.1) we have
\[
\frac{1}{M(T^n x, x, t_0)} - 1 \leq \frac{1}{M(T^n x, T^{n-1} x, t_0)} - 1 + \frac{1}{M(T^{n-1} x, x, t_0)} - 1
\]
\[
\leq \sum_{k=0}^{n-2} (\frac{1}{M(T^k x, T^{k+1} x, t_0)} - 1) + \frac{1}{M(T^n x, T^{n-1} x, t_0)} - 1
\]
\[
= \sum_{k=0}^{n-1} (\frac{1}{M(T^k x, T^{k+1} x, t_0)} - 1).
\]
It therefore follows by induction that inequality (3.3) holds.

Using inequalities (3.1) and (3.3) we have

\[
\frac{1}{M(T^n x, x, t_0)} - 1 \leq \sum_{k=0}^{n-1} \left( \frac{1}{M(T^k x, T^{k+1} x, t_0)} - 1 \right)
\]

\[
\leq \sum_{k=0}^{n-1} \left[ \Phi(T^k x, t_0) - \Phi(T^{k+1} x, t_0) \right]
\]

\[
= \Phi(x, t_0) - \Phi(T^n x, t_0) \leq \Phi(x, t_0).
\]

Letting \( n \) tend to infinity we have

\[
\frac{1}{M(x', x, t_0)} - 1 \leq \Phi(x, t_0).
\]

□

**Corollary 3.2.** Let \((X, M, \ast)\) be a fuzzy metric space with \(M\) is triangular and \(T\) be a self-mapping of \(X\). Suppose there exist \(x \in X\) and \(t_0 > 0\) such that \((X, M, \ast)\) is \((x, T)\)-orbitally \(p\)-complete, and

\[
\frac{1}{M(Ty, T^2 y, t_0)} - 1 \leq k \left( \frac{1}{M(y, Ty, t_0)} - 1 \right)
\]

(3.4)

for all \(y \in O_T(x, \infty)\). Then:

(i) \(T^n x \to_p x'\) exists,

(ii) \(\frac{1}{M(T^n x, x', t_0)} - 1 \leq k^n(1 - k)^{-1}(\frac{1}{M(x, x, t_0)} - 1)\),

(iii) \(Tx' = x'\) if and only if \(G(z, t_0) = \frac{1}{M(z, x, t_0)} - 1\) is \((x, T)\)-orbitally \(p\)-w.l.s.c. at \(x'\),

(iv) \(\frac{1}{M(T^n x, x, t_0)} - 1 \leq \frac{1}{1 - k} \left( \frac{1}{M(x, T x, t_0)} - 1 \right)\), \(\frac{1}{M(x, x, t_0)} - 1 \leq \frac{1}{1 - k} \left( \frac{1}{M(x, T x, t_0)} - 1 \right)\).

**Proof.** Put \(\Phi(y, t) = (1 - k)^{-1}(\frac{1}{M(y, Ty, t)} - 1)\) for \(y \in O_T(x, \infty)\). Let \(y = T^n x\) in (3.4). Then we have,

\[
\frac{1}{M(T^{n+1} x, T^{n+2} x, t_0)} - 1 \leq k \left( \frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 \right)
\]

and

\[
\left( \frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 \right) - k \left( \frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 \right) \leq
\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 - \frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 - \frac{1}{M(T^n x, T^{n+2} x, t_0)} - 1
\]

and so

\[
\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 \leq (1 - k)^{-1} \left[ \left( \frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 \right) - \left( \frac{1}{M(T^n x, T^{n+2} x, t_0)} - 1 \right) \right].
\]

Thus, we get

\[
\frac{1}{M(y, Ty, t_0)} - 1 \leq \Phi(y, t_0) - \Phi(Ty, t_0)
\]

so (i), (iii) and (iv) are immediate from Theorem 3.1.

Using inequality (3.4) we have

\[
\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1 \leq k^n \left( \frac{1}{M(x, T x, t_0)} - 1 \right)
\]
and then from Theorem 3.1 (ii) we get
\[
\frac{1}{M(T^n x, x', t_0)} - 1 \leq \Phi(T^n x, t_0) = (1 - k)^{-1}\left(\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1\right) \leq k^n (1 - k)^{-1}\left(\frac{1}{M(x, Tx, t_0)} - 1\right)
\]
and this gives (ii).

In the following theorem, we will show that if \((M, \ast)\) is non-Archimedean fuzzy metric, where the continuous \(t\)-norm is defined as \(a \ast b = \min\{a, b\}\) for all \(a, b \in [0, 1]\), then (i) and (iii) of Theorem 3.1 can be obtained without the triangular property of \(M\).

**Theorem 3.3.** Let \((X, M, \ast)\) be a non-Archimedean fuzzy metric space, where the continuous \(t\)-norm is defined as \(a \ast b = \min\{a, b\}\) for all \(a, b \in [0, 1]\). Let \(T : X \to X\) and \(\Phi : X \times (0, +\infty) \to [0, \infty)\). Suppose there exist \(x \in X\) and \(t_0 > 0\) such that \((X, M, \ast)\) is \((x, T)\)-orbitally \(p\)-complete, and satisfying the inequality (3.1) for all \(y \in O_T(x, \infty)\). Then:

(i) \(T^n x \to_p x'\) exists,

(ii) \(Tx' = x'\) if and only if \(G(z, t) = \frac{1}{M(z, Tz, t_0)} - 1\) is \((x, T)\)-orbitally \(p\)-w.l.s.c. at \(x'\).

**Proof.** (i) Using the same procedure as in the proof of Theorem 3.1, we obtain that
\[
S_n = \sum_{i=0}^{n} \left(\frac{1}{M(T^i x, T^{i+1} x, t_0)} - 1\right)
\]
is convergent. Therefore we have
\[
\sum_{n=0}^{\infty} \left(\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1\right) < \infty \quad \text{and so} \quad \lim_{n \to \infty} \left(\frac{1}{M(T^n x, T^{n+1} x, t_0)} - 1\right) = 0
\]
Thus, \(\lim_{n \to \infty} M(T^n x, T^{n+1} x, t_0) = 1\). Hence for \(0 < \varepsilon < 1\), there exists \(n_0 \in \mathbb{N}\) such that \(M(T^n x, T^{n+1} x, t_0) > 1 - \varepsilon\) for all \(n > n_0\). Let \(n_0 < n < m\). Using (vi) of Definition 2.2, we have
\[
M(T^n x, T^m x, t_0) \geq M(T^n x, T^{n+1} x, t_0) \cdots M(T^{m-n} x, T^m x, t_0)
\]
where
\[
M(T^n x, T^{n+1} x, t_0) \ast \cdots \ast M(T^{m-1} x, T^m x, t_0) > 1 - \varepsilon
\]
and so the sequence \(\{T^n x\}\) is a \(p\)-Cauchy sequence in \(O_T(x, \infty)\). Since \((X, M, \ast)\) is \((x, T)\)\)-orbitally \(p\)-complete, \(T^n x \to_p x'\) exists.

Using the same procedure as in the proof of Theorem 3.1 (iii), we obtain (ii). □

Similarly, using the same procedure as in the proof of Corollary 3.2 (i) and (iii), we obtain the following result.

**Corollary 3.4.** Let \((X, M, \ast)\) be a non-Archimedean fuzzy metric space, where the continuous \(t\)-norm is defined as \(a \ast b = \min\{a, b\}\) for all \(a, b \in [0, 1]\). Let \(T\) be a self-mapping of \(X\). Suppose there exists an \(x \in X\) such that \((X, M, \ast)\) is \((x, T)\)-orbitally complete, and satisfying the inequality (3.4), for all \(y \in O_T(x, \infty)\). Then:

(i) \(T^n x \to_p x'\) exists,

(ii) \(Tx' = x'\) if and only if \(G(z, t) = \frac{1}{M(z, Tz, t_0)} - 1\) is \((x, T)\)-orbitally \(p\)-w.l.s.c. at \(x'\).
If we replace non-Archimedean fuzzy metric by stationary fuzzy metric in the Theorem 3.3, then using the same procedure as in the proof of Theorem 3.3 and Corollary 3.2 we obtain the following results.

**Theorem 3.5.** Let \((X, M, \ast)\) be a stationary fuzzy metric space, where the continuous t-norm is defined as \(a \ast b = \min\{a, b\}\) for all \(a, b \in [0, 1]\). Let \(T : X \to X\) and \(\Phi : X \to [0, \infty)\). Suppose there exists an \(x \in X\) such that \((X, M, \ast)\) is \((x, T)\)-orbitally p-complete, and
\[
\frac{1}{M(y, Ty)} - 1 \leq \Phi(y) - \Phi(Ty)
\]
for all \(y \in O_T(x, \infty)\). Then:

(i) \(T^n x \to_p x'\) exists,

(ii) \(Tx' = x'\) if and only if \(G(z) = \frac{1}{M(z, Tz)} - 1\) is \((x, T)\)-orbitally p-w.l.s.c. at \(x'\).

**Corollary 3.6.** Let \((X, M, \ast)\) be a stationary fuzzy metric space, where the continuous t-norm is defined as \(a \ast b = \min\{a, b\}\) for all \(a, b \in [0, 1]\). Let \(T\) be a self-mapping of \(X\). Suppose there exists an \(x \in X\) such that \((X, M, \ast)\) is \((x, T)\)-orbitally p-complete, and
\[
\frac{1}{M(Ty, T^2y)} - 1 \leq k\left(\frac{1}{M(y, Ty)} - 1\right)
\]
for all \(y \in O_T(x, \infty)\). Then:

(i) \(T^n x \to_p x'\) exists,

(ii) \(Tx' = x'\) if and only if \(G(z) = \frac{1}{M(z, Tz)} - 1\) is \((x, T)\)-orbitally p-w.l.s.c. at \(x'\).

Note that Theorem 3.5 and Corollary 3.6 are true for complete fuzzy metric spaces since p-completeness and completeness are equivalent concepts in stationary fuzzy metrics.

The following theorem is slight generalization of Theorem 3 in [7].

**Theorem 3.7 ([7]).** Let \((X, d)\) be a metric space, \(T : X \to X\) and \(\varphi : X \to [0, \infty)\). Suppose there exists an \(x \in X\) such that
\[
d(y, Ty) \leq \varphi(y) - \varphi(Ty)
\]
for all \(y \in O_T(x, \infty)\), and \((X, d)\) is \((x, T)\)-orbitally complete. Then:

(i) \(\lim_{n \to \infty} T^n x = x'\) exists,

(ii) \(d(T^n x, x') \leq \varphi(T^n x)\),

(iii) \(Tx' = x'\) if and only if \(F(z) = d(z, Tz)\) is \((x, T)\)-orbitally w.l.s.c. at \(x'\),

(iv) \(d(T^n x, x) \leq \varphi(x)\) and \(d(x', x) \leq \varphi(x)\).

**Proof.** We consider the \((M_d, \cdot)\) standard fuzzy metric induced by \(d\) on \(X\) as in Example 2.3. By Remark 2.10 \((X, M_d, \ast)\) is \((x, T)\)-orbitally p-complete since \((X, d)\) orbitally complete. Also \((M_d, \cdot)\) is triangular.

Since \(M_d(x, y, t) = \frac{t}{(t + d(x, y))}\), we have \(d(x, y) = \frac{t}{M_d(x, y, t)} - t\) for all \(x, y \in X\) and \(t > 0\).

Define \(\Phi(x, t_0) = \frac{t}{M_d(x, Ty, t_0)}\varphi(x)\) for all \(x \in X\). Then from inequality (3.5) we have
\[
t_0 \frac{t_0}{M_d(y, Ty, t_0)} - t_0 \leq t_0(\Phi(y, t_0) - \Phi(Ty, t_0))
\]
and so
\[
\frac{1}{M_d(y, Ty, t_0)} - 1 \leq \Phi(y, t_0) - \Phi(Ty, t_0).
\]
Thus \(T\) satisfies inequality (3.1) of Theorem 3.1.

(i) From Theorem 3.1 (i) we have \(T^n x \to_p x'\) exists and so \(\lim_{n \to \infty} T^n x = x'\) (in the metric space).
(ii) From Theorem 3.1 (ii) we have
\[ \frac{1}{M(T^n x, x', t_0)} - 1 \leq \Phi(T^n x, t_0), \]
and so
\[ \frac{1}{t_0 + d(T^n x, x')} - 1 = \frac{t_0 + d(T^n x, x') - t_0}{t_0} = \frac{d(T^n x, x')}{t_0} \leq \frac{1}{t_0} \phi(T^n x). \]
Thus \( d(T^n x, x') \leq \phi(T^n x). \)

(iii) From Theorem 3.1 (iii) we have
\[ \frac{1}{M_d(x, Tx, t_0)} - 1 = \frac{d(x, Tx)}{t_0}. \]
If \( G(x, t_0) = \frac{1}{M_d(x, Tx, t_0)} - 1 \) is \((x, T)^{-}\) orbitally p-w.l.s.c. at \( x' \), then \( t_0 G(x, t_0) = d(x, Tx) \) is \((x, T)^{-}\) orbitally w.l.s.c. at \( x' \) too. Thus (iii) follows from Theorem 3.1 (iii).

(iv) From Theorem 3.1 (iv) we have
\[ \frac{1}{M_d(T^n x, x, t_0)} - 1 \leq \Phi(x, t_0) \quad \text{and so} \quad \frac{d(T^n x, x')}{t_0} \leq \frac{1}{t_0} \phi(x). \]
Thus \( d(T^n x, x) \leq \phi(x) \). Similarly \( \frac{1}{M_d(x', x, t_0)} - 1 \leq \Phi(x, t_0) \) and so \( d(x', x) \leq \phi(x) \). \( \square \)

By considering the \((M_d, .)\) standard fuzzy metric induced by \( d \) on \( X \) in Corollary 3.2 we obtain the following corollary.

**Corollary 3.8 ([7]).** Let \((X, d)\) be a metric space and \( T \) be a self mapping of \( X \). Suppose there exists an \( x \in X \) such that
\[ d(Ty, T^2 y) \leq d(y, Ty) \]
for all \( y \in O_T(x, \infty) \), and \((X, d)\) is \((x, T)^{-}\) orbitally complete. Then:

(i) \( \lim_{n \to \infty} T^n x = x' \) exists,
(ii) \( d(T^n x, x') \leq \phi(T^n x) \),
(iii) \( T x' = x' \) if and only if \( F(z) = d(z, Tz) \) is \((x, T)^{-}\)orbitally w.l.s.c. at \( x' \),
(iv) \( d(T^n x, x) \leq \phi(x) \) and \( d(x', x) \leq \phi(x) \).

### 4. Some examples

We finally give some examples which illustrate our results.

**Example 4.1.** Let \( X = [0, \infty) \), \( a \ast b = \min\{a, b\} \) for all \( a, b \in [0, 1] \) and let
\[ M(x, y, t) = \frac{t}{t + |x - y|}, \]
for all \( x, y \in X \), \( t > 0 \), then \((X, \ast)\) is triangular. Define \( T : X \to X \) by
\[ T(x) = \begin{cases} 
    x/2 & \text{if } 0 \leq x < 1, \\
    x + 1 & \text{if } 1 \leq x < \infty 
\end{cases} \]
for all \( x \in X \).
If we take $0 \leq x_0 < 1$, then $O_T(x_0, \infty) = \{ x_0, x_0/2, x_0/2^2, \ldots, x_0/2^{n-1}, \ldots \}$ for $n = 1, 2, \ldots$ and so $(X, M, \ast)$ is $(x_0, T)$-orbitally $p$-complete. Also define $\Phi(x, t) = x$ and put $t_0 = 1$. Then for all $y \in O_T(x_0, \infty)$ we have
\[
\frac{1}{M(y, Ty, t_0)} - 1 = \frac{1}{\frac{1}{1+|y-Ty|}} - 1 = |y - Ty| = \left\{ \begin{array}{ll}
\frac{x_0}{2^n-1} - \frac{x_0}{2^n} & \text{if } 0 \leq z < 1, \\
\frac{x_0}{2^n} & \text{if } 1 \leq z < \infty
\end{array} \right.
\]

Moreover,
\[
G(z, t_0) = \frac{1}{M(z, Tz, t_0)} - 1 = |z - Tz| = \left\{ \begin{array}{ll}
\frac{z}{2} & \text{if } 0 \leq z < 1, \\
z-1 & \text{if } 1 \leq z < \infty
\end{array} \right.
\]
is $(x_0, T)$-orbitally $p$-w.l.s.c. at $x = 0$.

All the conditions of Theorem 3.1 are therefore satisfied and $x = 0$ is a fixed point of $T$.

**Example 4.2.** Let $X = (0, \infty), a \ast b = \min\{a, b\}$ for all $a, b \in [0, 1]$ and let
\[
M(x, y, t) = \frac{t}{t + |x - y|},
\]
for all $x, y \in X, t > 0$. Define $T : X \to X$ by
\[
T(x) = \left\{ \begin{array}{ll}
x/2 & \text{if } 0 < x < 1, \\
1 & \text{if } 1 \leq x < \infty
\end{array} \right.
\]
for all $x \in X$.

If we take $0 < x_0 < 1$, then $O_T(x_0, \infty) = \{ x_0, x_0/2, x_0/2^2, \ldots, x_0/2^{n-1}, \ldots \}$ for $n = 1, 2, \ldots$. But $(X, M, \ast)$ is not $(x_0, T)$-orbitally $p$-complete.

Now we take $1 \leq x_0 < \infty$. Then $O_T(x_0, \infty) = \{ x_0, 1, 1, 1, \ldots \}$. Thus $(X, M, \ast)$ is $(x_0, T)$-orbitally $p$-complete.

Define $\Phi(x, t) = x$ and put $t_0 = 1$. Then for $y = x_0 \neq 1$ we have
\[
\frac{1}{M(y, Ty, t_0)} - 1 = |y - Ty| = |x_0 - 1| = x_0 - 1 = \Phi(y, t_0) - \Phi(Ty, t_0).
\]

Also inequality (3.1) is satisfied for $y = 1$. Moreover,
\[
G(z, t_0) = \frac{1}{M(z, Tz, t_0)} - 1 = |z - Tz| = \left\{ \begin{array}{ll}
z/2 & \text{if } 0 < z < 1, \\
z-1 & \text{if } 1 \leq z < \infty
\end{array} \right.
\]
is $(x_0, T)$-orbitally $p$-w.l.s.c. at $x = 1$.

All the conditions of Theorem 3.1 are therefore satisfied and $x = 1$ is a fixed point of $T$.

**Example 4.3.** Let $X = [0, \infty), a \ast b = \min\{a, b\}$ for all $a, b \in [0, 1]$ and let
\[
M(x, y, t) = \left\{ \begin{array}{ll}
1 & \text{if } x \neq y, \\
\frac{1}{1+\max\{x, y\}} & \text{if } x = y,
\end{array} \right.
\]
for all $x, y \in X, t > 0$. $(X, M, \ast)$ is non-Archimedean fuzzy metric space. Define $T : X \to X$ by $T(x) = x/2$ for all $x \in X$.

If we take $x_0 = 1$, then $O_T(1, \infty) = \{ 1, 1/2, 1/2^2, \ldots, 1/2^{n-1}, \ldots \}$ for $n = 1, 2, \ldots$ and so $(X, M, \ast)$ is $(1, T)$-orbitally $p$-complete. Also define $\Phi(x, t) = 2x$. Then for all $y \in O_T(1, \infty)$ we have
\[
\frac{1}{M(y, Ty, t_0)} - 1 = y = \frac{1}{2^{n-1}} = \frac{2}{2^{n-1}} - \frac{2}{2^n} = \Phi(y, t_0) - \Phi(Ty, t_0).
\]

Moreover,
\[
G(z, t_0) = \left\{ \begin{array}{ll}
z & \text{if } z \neq Tz, \\
0 & \text{if } z = Tz
\end{array} \right.
\]
is $(1, T)$-orbitally $p$-w.l.s.c. at $x = 0$. 
All the conditions of Theorem 3.3 are therefore satisfied and \( x = 0 \) is a fixed point of \( T \).
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1. Introduction

Let \( \mathbb{C} \) be a complex plane, and \( \overline{\mathbb{C}} := \mathbb{C} \cup \{ \infty \} \); \( G \subset \mathbb{C} \) be the bounded Jordan region, with \( 0 \in G \) and the boundary \( L := \partial G \) be a closed Jordan curve, \( \Omega := \mathbb{C} \setminus \overline{\mathbb{C}} = ext L \). Let \( \varphi_n \) denotes the class of arbitrary algebraic polynomials \( P_n(z) \) of degree at most \( n \in \mathbb{N} := \{1, 2, \ldots \} \).

Let \( 0 < p \leq \infty \). For a rectifiable Jordan curve \( L \), we denote

\[
\|P_n\|_{L^p} := \|P_n\|_{L^p(h,L)} := \left( \int_L h(z) |P_n(z)|^p |dz| \right)^{1/p}, \quad 0 < p < \infty;
\]

\[
\|P_n\|_{L^\infty} := \|P_n\|_{L^\infty(1,L)} := \max_{z \in L} |P_n(z)|, \quad p = \infty.
\]

Clearly, \( \| \cdot \|_{L^p} \) is the quasinorm (i.e. a norm for \( 1 \leq p \leq \infty \) and a \( p \)-norm for \( 0 < p < 1 \)).

Denoted by \( w = \Phi(z) \), the univalent conformal mapping of \( \Omega \) onto \( \Delta := \{ w : |w| > 1 \} \) with normalization \( \Phi(\infty) = \infty, \lim_{z \to \infty} \frac{\Phi(z)}{z} > 0 \) and \( \Psi := \Phi^{-1} \). For \( t \geq 1 \) we set

\[
L_t := \{ z : |\Phi(z)| = t \}, \quad L_1 \equiv L, \quad G_t := int L_t, \quad \Omega_t := ext L_t.
\]
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Let \( \{z_j\}_{j=1}^{m} \) be a fixed system of distinct points on curve \( L \) which is located in the positive direction. For some fixed \( R_0, 1 < R_0 < \infty \), and \( z \in G_{R_0}, \) consider a so-called generalized Jacobi weight function \( h(z) \) being defined as follows

\[
h(z) := h_0(z) \prod_{j=1}^{m} |z - z_j|^{\gamma_j}, \tag{1.1}
\]

where \( \gamma_j > -1 \), for all \( j = 1, 2, ..., m \), and \( h_0 \) is uniformly separated from zero in \( G_{R_0} \), i.e. there exists a constant \( c_0 := c_0(G_{R_0}) > 0 \) such that for all \( z \in G_{R_0} \)

\[
h_0(z) \geq c_0 > 0.
\]

In many areas, we often need to study the following inequality

\[
\|P_n\|_{L_q(h, L)} \leq c \mu_n(L, h, p, q) \|P_n\|_{L_p(h, L)}, \quad 0 < p < q \leq \infty, \tag{1.2}
\]

where \( c = c(G, p, q) > 0 \) is the constant, independent from \( n, P_n \), and \( \mu_n(L, h, p, q) \to \infty \), \( n \to \infty \), depending on the geometrical properties of curve \( L \) and weight function \( h \) in the neighborhood of the points \( \{z_j\}_{j=1}^{m} \). In particular, it was studied the behavior of the \( |P_n(z)| \) on \( L \) \( (q = \infty) \), where the boundary curve \( L \) and weight function \( h \) having some singularity on the \( L \). First result of the \( (1.2) \)-type, in case of \( h(z) \equiv 1 \) and \( L = \{z : |z| = 1\} \) for \( 0 < p < \infty \) was found in [13]. The other results, similar to (1.2), for the sufficiently smooth curve, were obtained in [25] \( (h(z) \equiv 1) \), and in [27] \( (h(z) \neq 1) \). The estimations of the \( (1.2) \)-type for \( 0 < p < \infty \) and for \( h(z) \equiv 1 \) when \( L \) is a rectifiable Jordan curve were investigated in [16], [17], [19, pp.122-133], [23], [26] and for \( h(z) \neq 1 \) in [10, Theorem 6], [1, 2, 4-8] and others, respectively. More references regarding the inequality of the \( (1.2) \)-type can also be found cited above and in Milovanovic et al. [18, Sect.5.3].

Let a rectifiable Jordan curve \( L \) has a natural parametrization \( z = z(s), 0 \leq s \leq l := mesL \). It is said that \( L \in C(1, \lambda) \), \( 0 < \lambda < 1 \), if \( z(s) \) is continuously differentiable and \( z'(s) \in Lip\lambda \). Let \( L \) belongs to \( C(1, \lambda) \) everywhere except for a single point \( z_1 \in L \), i.e. the derivative \( z'(s) \) satisfies the Lipschitz condition on the \( [0, l] \) and \( z(0) = z(l) = z_1 \), but \( z'(0) \neq z'(l) \). It is assumed that \( L \) has a corner at \( z_1 \) with exterior angle \( \nu_1 \pi \), \( 0 < \nu_1 \leq 2 \), and denoted the set of such curves by \( C(1, \lambda, \nu_1) \).

In [28], this problem was investigated in case \( p = 2 \) for orthonormal on the curve of \( L \in C(1, \lambda, \nu_1) \) polynomials \( Q_n(z) \) with the weight function \( h \) defined in (1.1) and can be shown that the condition of "pay off" singularity curve and weight function at the points \( z_1 \) can be given as \( (1 + \gamma_1) \nu_1 = 1 \). In [28], the case, where \( (1 + \gamma_1) \nu_1 \neq 1 \) was investigated by the author. It is shown, that if the singularity of a curve and weight function at the points \( z_1 \) satisfy the following condition

\[
(1 + \gamma_1) \nu_1 < 1, \tag{1.3}
\]

then for \( |Q_n(z)| \), the following estimation is true

\[
|Q_n(z)| \leq c(L) \left(n^{s_1} + |z - z_1|^{\sigma_1} \sqrt{n}\right), \quad z \in L, \tag{1.4}
\]

where

\[
s_1 = \frac{1}{2} (1 + \gamma_1) \nu_1, \quad \sigma_1 = \frac{1}{2} \left( \frac{1}{\nu_1} - 1 - \gamma_1 \right),
\]

and \( c(L) > 0 \) is the constant independent on \( n \).

In this work, the estimations of the \( (1.2) \)-type, in particular \( (1.4) \)-type for more general curves of the complex plane were studied and the analog of the estimate (1.4) under the condition (1.3) was obtained.
2. Definitions and main results

Throughout this paper, \( c, c_0, c_1, c_2, \ldots \) are positive and \( \varepsilon_0, \varepsilon_1, \varepsilon_2, \ldots \) are sufficiently small positive constants (generally, different in different relations), depending on \( G \) in general and on parameters inessential for the argument. Otherwise, such dependence will be explicitly stated.

Without loss of generality, the number \( R_0 \) in the definition of the weight function, \( R_0 = 2 \) can be taken. Otherwise, the number \( n \) can be chosen as \( n \geq \left\lceil \frac{\varepsilon_0}{R_0 - 1} \right\rceil \), where \( \varepsilon_0, 0 < \varepsilon_0 < 1 \), some fixed small constant.

For any \( k \geq 0 \) and \( m > k \), notation \( i = \frac{k}{m} \) means \( i = k, k + 1, \ldots, m \).

Before go any further, some definitions and the notations are needed to be given. Let \( z = \psi(w) \) be the univalent conformal mapping of \( B := \{ w : |w| < 1 \} \) onto the \( G \) normalized by \( \psi(0) = 0, \psi'(0) > 0 \).

By [21, pp.286-294], it is said that, a bounded Jordan region \( G \) is called a \( \kappa \)-quasidisk, \( 0 \leq \kappa < 1 \), if any conformal mapping \( \psi \) can be extended to a \( K \)-quasiconformal, \( K = \frac{1+\kappa}{1-\kappa} \), homeomorphism of the plane \( \overline{C} \) on the plane \( \overline{C} \). In that case, the curve \( L := \partial G \) is called a \( \kappa \)-quasicircle. The region \( G \) (curve \( L \)) is called a quasidisk (quasicircle), if it is \( \kappa \)-quasidisk (\( \kappa \)-quasicircle) for some \( 0 \leq \kappa < 1 \).

We denote the class of \( \kappa \)-quasicircle by \( Q(\kappa) \), \( 0 \leq \kappa < 1 \), and say that \( L \in Q(\kappa) \), if \( L \in Q(\kappa) \), for some \( 0 \leq \kappa < 1 \).

It is well-known that, the quasicircle may not even be locally rectifiable [14, p.104].

**Definition 2.1.** We say that \( L \in \tilde{Q}, 0 \leq \kappa < 1 \), if \( L \) is a quasicircle and rectifiable.

**Definition 2.2.** We say that \( L \in Q_{\alpha}, 0 < \alpha \leq 1 \), if \( L \) is a quasicircle and \( \Phi \in \text{Lip}_\alpha \), \( z \in \overline{\Omega} \).

We note that the class \( Q_{\alpha} \) is sufficiently wide. A detailed information on this and the related topics are contained in [15], [22], [30] (see also the references cited therein). We consider only some cases:

**Remark 2.3.** a) If \( L = \partial G \) is a Dini-smooth curve [22, p.48], then \( L \in Q_1 \).

b) If \( L = \partial G \) is a piecewise Dini-smooth curve and largest exterior angle at \( L \) has opening \( \alpha \pi, 0 < \alpha \leq 1 \), [22, p.52], then \( L \in Q_{\alpha} \).

c) If \( L = \partial G \) is a smooth curve having continuous tangent line, then \( L \in Q_{\alpha} \) for all \( 0 < \alpha < 1 \).

d) If \( L \) is quasismooth (in the sense of Lavrentiev), that is, for every pair \( z_1, z_2 \in L, s(z_1, z_2) \) represents the smallest of the lengths of the arcs joining \( z_1 \) to \( z_2 \) on \( L \), there exists a constant \( c > 1 \) such that \( s(z_1, z_2) \leq c |z_1 - z_2| \), then \( \Phi \in \text{Lip}_\alpha \) for \( \alpha = \frac{1}{2} \left( 1 - \frac{1}{2} \arcsin \frac{1}{c} \right)^{-1} [30] \).

e) If \( L \) is "\( c \)-quasiconformal" (see, for example, [15]), then \( \Phi \in \text{Lip}_\alpha \) for \( \alpha = \frac{\pi}{2 \left( \pi - \arcsin \frac{1}{c} \right)} \). Also, if \( L \) is an asymptotic conformal curve, then \( \Phi \in \text{Lip}_\alpha \) for all \( 0 < \alpha < 1 \) [15].

**Definition 2.4.** We say that \( L \in \tilde{Q}_\alpha, 0 < \alpha \leq 1 \), if \( L \in Q_\alpha \) and \( L \) is rectifiable.

In this case the following can be had:

**Theorem A.** ([20]) Let \( p > 0 \),. Suppose that \( L \in \tilde{Q}_\alpha \), for some \( 0 < \alpha \leq 1 \) and \( h(z) \) defined as in (1.1) with \( \gamma_j = 0 \), for all \( j = \overline{1, m} \). Then, for any \( P_n \in \varphi_n, n \in \mathbb{N} \), there exists \( c_1 = c_1(L, p) > 0 \) such that

\[
\| P_n \|_{\ell_\infty} \leq c_1 \| P_n \|_{\ell_p(\tilde{B}_0, L)} \left\{ \begin{array}{ll}
\frac{n^{1/p}}{\delta}, & 0 \leq \alpha \leq 1, \\
\frac{n^{1/2}}{\delta}, & 0 < \alpha < \frac{1}{2},
\end{array} \right.
\]

where \( \delta = \delta(L), \delta \in [1, 2] \), is a certain number.
Therefore, according to 2.3, $\alpha$ can be calculated in the right parts of estimation (2.1) for each case, respectively.

Now, we assume that the weight function $h$ have 'singularity' at the points $\{z_i\}_{i=1}^m$, i.e., $\gamma_i \neq 0$ for all $i = 1, m$. In this case, the following "local" (at the points $\{z_i\}_{i=1}^m \in L$) estimation holds:

**Theorem 2.5.** Let $p > 0$. Suppose that $L \in \bar{Q}_\alpha$, for some $\frac{1}{2} \leq \alpha \leq 1$ and $h(z)$ defined as in (1.1). Then, for any $\gamma_i > -1, i = 1, m$, and $P_n \in \varphi_n$, $n \in \mathbb{N}$, there exists $c_2 = c_2(L, p, \gamma_i, \alpha) > 0$ such that

$$|P_n(z_i)| \leq c_2n^{\frac{\gamma_i+1}{p}} \|P_n\|_{L^p(h, L)}. \quad (2.2)$$

The inequality (2.2) is sharp. For the polynomial $P_n^*(z) = 1 + z + \ldots + z^n$, $h^*(z) = h_0(z)$, $h^{**}(z) = |z - 1|^{\gamma}$, $\gamma > 0$, $L := \{z : |z| = 1\}$ and any $n \in \mathbb{N}$, there exists $c_3 = c_3(h^*, p) > 0$, $\epsilon_3' = \epsilon_3'(h^{**}, p) > 0$ such that

$$a) \|P_n^*\|_{L^{\infty}} \geq c_3n^{\frac{\gamma}{p}} \|P_n^*\|_{L^p(h^*, L)}, \quad p > 1;$$

$$b) \|P_n^*\|_{L^{\infty}} \geq \epsilon_3' n^{\frac{\gamma}{p}} \|P_n^*\|_{L^p(h^{**}, L)}, \quad p > \gamma + 1.$$  

Let's introduce the special 'singular' points on the curve $L$ and then let gives the following definition. For $\delta > 0$ and $z \in \mathbb{C}$, let us set $B(z, \delta) := \{|\zeta| - |z| < \delta\}$, $\Omega(z, \delta) := \Omega \cap B(z, \delta)$.

**Definition 2.6.** We say that $L \in Q_{\alpha, \beta_1, \ldots, \beta_m}, 0 < \beta_i \leq \alpha \leq 1, i = 1, m$, if

i) for every sequence non-crossing in pairs circles $\{D(\zeta_i, \delta_i)\}_{i=1}^m$ restriction of the function $\Phi$ on $\Omega(\zeta_i, \delta_i)$ belongs to $Lip\beta_i \left( \Phi | \Omega(\zeta_i, \delta_i) \in Lip\beta_i \right)$, and restriction $\Phi \bigg| \Omega \setminus \bigcup_{i=1}^m \Omega(\zeta_i, \delta_i) \in Lip\alpha,$

ii) there exists a sequence non-crossing in pairs circles $\{D(\zeta_i, \delta_i^*)\}_{i=1}^m$, such that $\forall i = 1, m$, $\delta_i^* > \delta_i$ and $\forall \zeta, z \in \Omega(\zeta_i, \delta_i^*), z \neq \zeta_i \neq \xi$ is fulfilled estimation

$$|\Phi(z) - \Phi(\zeta)| \leq k_i(z, \xi)|z - \zeta|^{\alpha}, \quad (2.3)$$

where

$$k_i(z, \xi) = c_i \max \left( |\zeta_i - \xi|^{\beta_i - \alpha} : |z - \zeta_i|^{\beta_i - \alpha} \right),$$

and $c_i$ are independent on $z$ and $\xi$.

**Definition 2.7.** We say that $L \in Q_{\alpha, \beta_1, \ldots, \beta_m}, 0 < \beta_i \leq \alpha \leq 1, i = 1, m$, if $L \in Q_{\alpha, \beta_1, \ldots, \beta_m}, 0 < \beta_i \leq \alpha \leq 1, i = 1, m$ and $L = \partial G$ is rectifiable.

It is clear that, from Definition 2.6 (2.7), each region $L \in Q_{\alpha, \beta_1, \ldots, \beta_m}, 0 < \beta_i \leq \alpha \leq 1, i = 1, m$, may have the 'singularity' at the points $\{\zeta_i\}_{i=1}^m \in L$. If the region $L$ does not have such 'singularity', i.e. if $\beta_i = \alpha$, for all $i = 1, m$, then, it can be written as $G = Q_{\alpha, 0 < \alpha \leq 1}$.

Throughout this work, we will assume that the points $\{z_i\}_{i=1}^m \in L$ defined in (1.1), and $\{\zeta_i\}_{i=1}^m \in L$ defined in Definitions 2.6, and 2.7 are coincide. Without loss of generality, the points $\{z_i\}_{i=1}^m$ ordered in the positive direction on the curve $L$.

We assume that the curve $L$ has 'singularity' on the boundary points $\{z_i\}_{i=1}^m$, i.e., $\beta_i \neq \alpha$, for all $i = 1, m$, and the weight function $h$ has 'singularity' at the same points, i.e., $\gamma_i \neq 0$ for some $i = 1, m$. In [20], the following result was shown:
The uniform and pointwise estimates for polynomials...

Theorem B. Let \( p > 0 \). Suppose that \( L \in \tilde{Q}_{\alpha,\beta_1,...,\beta_m} \), for some \( \frac{1}{2} \leq \beta_i \leq \alpha \leq 1 \), \( i = 1, m \) and \( h(z) \) defined as in (1.1) and

\[
\gamma_i + 1 = \frac{\beta_i}{\alpha}, 
\]

for each points \( \{z_i\}_{i=1}^m \). Then, for any \( P_n \in \wp_n \), \( n \in \mathbb{N} \), there exists \( c_4 = c_4(L, p, \gamma_i, \alpha) > 0 \) such that

\[
\|P_n\|_{L_\infty} \leq c_4 n^{\frac{1}{2p} \gamma_i} \|P_n\|_{L_p(h,L)}. 
\]

For simplicity of our next calculations, will be taken as \( i = 1 \).

Theorem 2.8. Let \( p > 0 \). Suppose that \( G \in \tilde{Q}_{\alpha,\beta_1} \), for some \( \frac{1}{2} \leq \beta_1 \leq \alpha \leq 1 \); \( h(z) \) defined by (1.1) and

\[
\gamma_1 + 1 < \frac{\beta_1}{\alpha}. 
\]

Then, for every \( z \in L \) and \( P_n \in \wp_n \), \( n \in \mathbb{N} \), there exists \( c_5 = c_5(L, p, \gamma_1, \beta_1, \alpha) > 0 \), such that

\[
|P_n(z)| \leq c_5(n^{s_1} + |z - z_1|^{\sigma_1} n^{1/p_\alpha}) \|P_n\|_{L_p(h,L)} ,
\]

and

\[
|P_n(z_1)| \leq c_6 n^{\frac{1 + 1}{2s_1}} \|P_n\|_{L_p(h,L)} ,
\]

where

\[
s_1 = 1 + \frac{\gamma_1}{p\beta_1}, \quad \sigma_1 = \frac{\beta_1}{2\alpha} - \frac{1 + \gamma_1}{2}.
\]

Since \( \alpha \geq \beta_1 \), (2.7) will be satisfied when \(-1 < \gamma_1 < 0 \). So, from (2.8) it can be seen that, the order of the height of \( P_n \) in point \( z_1 \) and points \( z \in L \), \( z \neq z_1 \), where \( h(z) \to \infty \) and curve \( L \) not having singularity, acts itself identically. Thus, the conditions (2.7) can be called "algebraic pole" conditions of the order \( \lambda_1 = 1 - \frac{\beta_1}{2\alpha}(1 + \gamma_1) \).

In case, if \( L \) and \( h(z) \) have of two singular points, it can be written as

\[
|P_n(z)| \leq c_7(|z - z_1|^{s_1} n^{s_2} + |z - z_2|^{s_2} n^{s_1}) + |z - z_1|^{\sigma_1} |z - z_2|^{\sigma_2} n^{1/p_\alpha} \|P_n\|_{L_p(h,L)}, \quad z \in L,
\]

where \( s_i, \sigma_i, \ i = 1, 2 \), defined as in (2.10), for \( i = 1 \) and analogously for \( i = 2 \), respectively.

Theorem 2.8 is also correct if the curve \( L \) has at point \( z_1 \) algebraic pole and at points \( \{z_k\}, k \geq 2 \), singularity, in which satisfying the interference conditions (2.4).

Corollary 2.9. If \( L \in C(\lambda, \nu_1) \), then \( L \in \tilde{Q}_{\alpha,\beta_1} \) for \( \alpha = 1 \) (2.3) and \( \beta_1 = \frac{1}{\nu_1} [15] \).

Consequently, if the condition

\[
(\gamma_1 + 1)\nu_1 < 1
\]

satisfies on the point \( z_1 \), then, for \( p = 2 \), from (2.8) and (2.10), we have

\[
|P_n(z)| \leq (c_6 n^{s_1} + c_7 |z - z_1|^{\sigma_1} \sqrt{n}) \|P_n\|_{L_2(h,L)} ,
\]

(2.12)
where
\[ s_1 = \frac{1}{2} (1 + \gamma_1) \nu_1, \quad \sigma_1 = \frac{1}{2} \left( \frac{1}{\nu_1} - 1 - \gamma_1 \right). \] (2.13)

For \( P_n = Q_n \), estimation (2.12) coincides from the result by P.K. Suetin in [28, Theorem 2]. Therefore, the Theorem 2.8 generalizes the result in [28, Th2] for \( 1 \leq \nu_1 \leq 2 \) and extends this result to the more general curves of the complex plane.

3. Some auxiliary results

For \( a > 0 \) and \( b > 0 \), we will use the notations \(^{\circ}a \preceq b \) (order inequality), if \( a \leq cb \) and \(^{\circ}a \asymp b \) are equivalent to \( c_1a \leq b \leq c_2a \) for some constants \( c, c_1, c_2 \) (independent of \( a \) and \( b \)), respectively.

The following definitions of the \( K \)-quasiconformal curves are well-known (see, for example, [9], [14, p.97] and [24]).

**Definition 3.1.** The Jordan arc (or curve) \( L \) is called \( K \)-quasiconformal \((K \geq 1)\), if there is a \( K \)-quasiconformal mapping \( f \) of the region \( D \supset L \) in such that \( f(L) \) is a line segment (or circle).

Let \( F(L) \) denotes the set of all sense preserving plane homeomorphisms \( f \) of the region \( D \supset L \) such that \( f(L) \) is a line segment (or circle) and lets define
\[ K_L := \inf \{K(f) : f \in F(L)\}, \]
where \( K(f) \) is the maximal dilatation of a such mapping \( f \). \( L \) is a quasiconformal curve, if \( K_L < \infty \), and \( L \) is a \( K \)-quasiconformal curve, if \( K_L \leq K \).

**Remark 3.2.** It is well-known that if we are not interested in the coefficients of quasiconformality of the curve, then the definitions of "quasicircle" and "quasiconformal curve" are identical whereas, if we are also interested in the coefficients of quasiconformality of the curve, then a consideration is taken if the curve \( L \) is \( K \)-quasiconformal; therefore, it is \( \kappa \)-quasicircle with \( \kappa = \frac{K^2-1}{K^2+1} \).

Following of the Remark 3.2, the both terms will be used for simplicity, depending on the situation.

For \( z \in \mathbb{C} \) and \( M \subset \mathbb{C} \), we set \( \rho(z, M) = dist(z, M) := \inf \{|z - \zeta| : \zeta \in M\} \).

**Lemma 3.3.** [3] Let \( L \) be a \( K \)-quasiconformal curve, \( z_1 \in L, z_2, z_3 \in \Omega \cap \{z : |z - z_1| \leq \rho(z_1, L_{r_0})\} \), \( w_j = \Phi(z_j), j = 1, 2, 3 \). Then,

- a) The statements \( |z_1 - z_2| \leq |z_1 - z_3| \) and \( |w_1 - w_2| \leq |w_1 - w_3| \) are equivalent. So statements \( |z_1 - z_2| \asymp |z_1 - z_3| \) and \( |w_1 - w_2| \asymp |w_1 - w_3| \) also are equivalent.

- b) If \( |z_1 - z_2| \leq |z_1 - z_3| \), then
\[ \left| \frac{w_1 - w_3}{w_1 - w_2} \right|^c \leq \left| \frac{z_1 - z_3}{z_1 - z_2} \right| \leq \left| \frac{w_1 - w_3}{w_1 - w_2} \right|^c, \]
where \( c > 1, \ k > 1, \ 0 < r_0 < 1 \) are the constants depending on \( G \) and \( L_{r_0} := \{z = \psi(w) : |w| = r_0\} \).

**Lemma 3.4.** Let \( G \in Q(\kappa) \) for some \( 0 \leq \kappa < 1 \). Then,
\[ |\Psi(w_1) - \Psi(w_2)| \geq |w_1 - w_2|^{1 + \kappa}, \]
for all \( w_1, w_2 \in \overline{\Omega} \).

This fact follows from [21, p.287, Lemma 9.9] and estimation for the \( \Psi' \) (see, for example, [11, Th.2.8]):
\[ |\Psi'(|\tau)| \geq \frac{\rho(\Psi(\tau), L)}{|\tau| - 1}. \] (3.1)

Let \( \{z_j\}_{j=1}^m \) be the fixed system of the points on \( L \) and the weight function \( h(z) \) defined as (1.1).
Lemma 3.5. [8] Let $L$ be a rectifiable Jordan curve and $h(z)$ is defined as in (1.1). Then, for arbitrary $P_n(z) \in \mathcal{P}_n$, any $R > 1$ and $n \in \mathbb{N}$, we have
\[
\|P_n\|_{L^p(h,L,R)} \leq R^{n+\frac{1+\gamma}{p}} \|P_n\|_{L^p(h,L)} , \quad p > 0.
\] (3.2)

**Remark 3.6.** In case of $h(z) \equiv 1$, the estimation (3.2) has been proved in [12].

4. Proofs of theorems

4.1. Proof of Theorem 2.5

**Proof.** Suppose that $L \in \mathcal{Q}_\alpha$, for some $\frac{1}{2} \leq \alpha \leq 1$, $i = 1, m$ be given and $h(z)$ is defined as in (1.1). Let $w = \varphi_R(z)$ be the univalent conformal mapping of $G_R$, $R > 1$, onto the $B$, normalized by $\varphi_R(0) = 0$, $\varphi'_R(0) > 0$, and let $\{\xi_j\}, 1 \leq j \leq m \leq n$, be zeros of $P_n(z)$ lying on $G_R$. Let
\[
B_{m,R}(z) := \prod_{j=1}^m B_{j,R}(z) = \prod_{j=1}^m \frac{\varphi_R(z) - \varphi_R(\xi_j)}{1 - \varphi_R(\xi_j)\varphi_R(z)},
\] (4.1)
denotes the Blashke function with respect to zeros $\{\xi_j\}, 1 \leq j \leq m \leq n$, of $P_n(z)$. Clearly,
\[
|B_{m,R}(z)| \equiv 1, \quad z \in L_R,
\] (4.2)
and
\[
|B_{m,R}(z)| < 1, \quad z \in G_R.
\] (4.3)

For any $p > 0$ and $z \in G_R$, let us set:
\[
T_n(z) := \left[ \frac{P_n(z)}{B_{m,R}(z)} \right]^{p/2}.
\] (4.4)
The function $T_n(z)$ is analytic in $G_R$ and continuous on $\overline{G_R}$, not having zeros in $G_R$. We take an arbitrary continuous branch of the $T_n(z)$ and we maintain the same designation for this branch. Then, the Cauchy integral representation for the $T_n(z)$ in $G_R$ gives
\[
T_n(z) = \frac{1}{2\pi i} \int_{L_R} T_n(\zeta) \frac{d\zeta}{\zeta - z}, \quad z \in G_R,
\] (4.5)
and then
\[
T_n(z_j) = \frac{1}{2\pi i} \int_{L_R} T_n(\zeta) \frac{d\zeta}{\zeta - z_j}.
\]
Now, let $z \in L$. Multiplying the numerator and the denominator of the integrand by $h^{1/2}(\zeta)$, according to the Hölder inequality, from (4.2) and (4.3), we obtain:
\[
|P_n(z_j)| \leq \left( \frac{1}{2\pi} \right)^{\frac{2}{p}} \left( \int_{L_R} h(\zeta) |P_n(\zeta)|^p |d\zeta| \right)^{1/p}
\times \left( \int_{L_R} \prod_{j=1}^m |\zeta - z_j|^{2+\gamma_j} \right)^{1/p} =: \left( \frac{1}{2\pi} \right)^{\frac{2}{p}} J_{n,1} \times J_{n,2},
\] (4.6)
where
\[
J_{n,1} := \|P_n\|_{L^p(h,L,R)}, \quad J_{n,2} := \left( \int_{L_R} \prod_{j=1}^m |\zeta - z_j|^{2+\gamma_j} \right)^{1/p}.
\]
Then, from Lemma 3.5, for the each points \( z_j \in L \), we have:
\[
|P_n(z_j)| \leq \|P_n\|_{L_p} \cdot (J_n)^{1/p}.
\] (4.7)

To estimate the integral \( J_{n,2} \), we introduce
\[
w_j := \Phi(z_j), \quad \varphi_j := \text{arg } w_j, \quad L_j := L \cap \overline{\Omega}_j, \quad L_R := L_R \cap \overline{\Omega}_j, \quad j = 1, m,
\]
where \( \Omega_j := \Psi(\Delta_j) \)
\[
\Delta_1 := \left\{ t = \text{Re}^i \theta : R > 1, \frac{\varphi_m + \varphi_1}{2} \leq t < \frac{\varphi_1 + \varphi_2}{2} \right\},
\]
\[
\Delta_m := \left\{ t = \text{Re}^i \theta : R > 1, \frac{\varphi_{m-1} + \varphi_m}{2} \leq t < \frac{\varphi_m + \varphi_1}{2} \right\},
\]
and, for \( j = 2, m-1 \)
\[
\Delta_j := \left\{ t = \text{Re}^i \theta : R > 1, \frac{\varphi_j + \varphi_{j+1}}{2} \leq t < \frac{\varphi_j + \varphi_{j+1}}{2} \right\}.
\]

Since the points \( \{z_j\}_{j=1}^m \in L \) are distinct, we get:
\[
(J_{n,2})^p = \sum_{i=1}^m \int_{L_{R,i}} \int_{\Omega_i(z_j, \delta)} \frac{|d\zeta|}{|\zeta - z_j|^{2+\gamma_1}} =: \sum_{i=1}^m J_{n,2}^i,
\] (4.8)
where
\[
J_{n,2}^i := \int_{L_{R,i}} \frac{|d\zeta|}{|\zeta - z_j|^{2+\gamma_1}}, \quad i = 1, m.
\] (4.9)

It remains to estimate the integrals \( J_{n,2}^i \) for each \( i = 1, m \). For the simplicity of our next calculations, we assume that
\[
m = 1; \quad R = 1 + \frac{\varepsilon_0}{n}.
\] (4.10)

Let the numbers \( \delta_1, \delta_1^*, 0 < \delta_1 < \delta_1^* < \delta_0 < \text{diam } G \), are chosen from the Definition 2.6.

By denoting
\[
l_{R,1}^1 := L_R \cap \Omega(z_1, \delta_1), \quad l_{R,2}^1 := L_R \setminus l_{R,1}^1, \quad F_{R,i} := \Phi(l_{R,i}), \quad i = 1, 2,
\]
from (4.9), we get
\[
J_{n,2}^1 := \int_{L_{R,1}} \frac{|d\zeta|}{|\zeta - z_1|^{2+\gamma_1}} = \int_{l_{R,1}^1} \frac{|d\zeta|}{|\zeta - z_1|^{2+\gamma_1}} + \int_{l_{R,2}^1} \frac{|d\zeta|}{|\zeta - z_1|^{2+\gamma_1}}.
\] (4.11)

Then, by applying Lemma 3.3, we have:
\[
\int_{l_{R,1}^1} \frac{|d\zeta|}{|\zeta - z_1|^{2+\gamma_1}} = \int_{\Phi(l_{R,1}^1)} \frac{|d\tau|}{\rho(\Psi(\tau), L) |\Psi(\tau) - \Psi(w_1)|^{2+\gamma_1} (|\tau| - 1)}
\] (4.12)
\[
\leq \int_{\Phi(l_{R,1}^1)} \frac{|d\tau|}{|\Psi(\tau) - \Psi(w_1)|^{1+\gamma_1} (|\tau| - 1)} \leq n \frac{\gamma_1 + 1}{\alpha},
\]
\[
\int_{l_{R,2}^1} \frac{|d\zeta|}{|\zeta - z_1|^{2+\gamma_1}} \leq (\delta_1)^{2+\gamma_1} n \text{mes } l_{R,1}^1 \leq 1.
\] (4.13)
Then from (4.11)-(4.13), we get:

\[ J_{n,2}^1 \leq n^{-\frac{\gamma_1 + 1}{\alpha}}. \] (4.14)

By combining (4.7)-(4.14), we obtain:

\[ |P_n(z_1)| \leq n^{-\frac{\gamma_1 + 1}{\alpha}} \|P_n\|_{L^p}, \]

and, according to (4.10), the proof is completed. \qed

4.2. Proof of Theorem 2.8

**Proof.** Suppose that \( L \in \mathcal{Q}_{\alpha,\beta_1} \), for some \( \frac{1}{2} \leq \beta_1 \leq \alpha \leq 1 \), be given and \( h(z) \) defined as in (1.1). Let the functions \( B_{m,R}(z) \) and \( T_R(z) \) be constructed as in the beginning to the proof of Theorem 2.5 by (4.1)-(4.4). By taking the arbitrary fixed branch of \( T_R(z) \), for any \( z \in G_R \) from (4.5), we get:

\[
T_n(z) - T_n(z_1) = \frac{1}{2\pi i} \int_{L_R} T_n(\zeta) \left[ \frac{1}{\zeta - z} - \frac{1}{\zeta - z_1} \right] d\zeta,
\]

\[
= \frac{1}{2\pi i} \int_{L_R} \left[ P_n(\zeta) \left[ \frac{1}{B_{m,R}(\zeta)} \right]^{p/2} \left[ \frac{z - z_1}{(\zeta - z)(\zeta - z_1)} \right] \right] d\zeta.
\]

For arbitrary \( z \in L, \ z \neq z_1 \), multiplying both sides of the equality by \( (z - z_1)^{-\sigma_1} \), we obtain:

\[
\left| \frac{T_n(z) - T_n(z_1)}{(z - z_1)^{\sigma_1}} \right| \leq \frac{1}{2\pi} \int_{L_R} |P_n(\zeta)|^{p/2} \left| \frac{(z - z_1)^{1-\sigma_1}}{(\zeta - z)(\zeta - z_1)} \right| |d\zeta|,
\]

since \( |B_{m,R}(\zeta)| = 1 \), for \( \zeta \in L_R \). By multiplying the numerator and the denominator of the integrand via \( h^{1/2}(\zeta) \) and by applying the Hölder inequality, we obtain:

\[
\left| \frac{T_n(z) - T_n(z_1)}{(z - z_1)^{\sigma_1}} \right| \leq \frac{1}{2\pi} \left( \int_{L_R} h(\zeta) \left| P_n(\zeta) \right|^p |d\zeta| \right)^{1/2}
\]

\[
\times \left( \int_{L_R} \left| \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} \right| |d\zeta| \right)^{1/2} = \frac{1}{2\pi} \left( J_{n,1} \times J_{n,2} \right)^{1/2},
\]

where

\[
J_{n,1} = \int_{L_R} h(\zeta) \left| P_n(\zeta) \right|^p |d\zeta| = \|P_n\|_{L^p(h,L_R)}^p,
\]

\[
J_{n,2} = \int_{L_R} \left| \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} \right| |d\zeta|.
\]

Then, for \( z \in L \), from Lemma 3.5, we have:

\[
\left| \frac{T_n(z) - T_n(z_1)}{(z - z_1)^{\sigma_1}} \right| \leq \|P_n\|_{L^p}^p \cdot (J_{n,2})^{1/2}, \ z \in L \setminus \{z_1\}.
\]

From (4.4), we obtain:

\[
\left| \frac{P_n(z)}{B_{m,R}(z)} \right|^{p/2} \leq c_9 \left| \frac{P_n(z_1)}{B_{m,R}(z_1)} \right|^{p/2} + c_{10} \|P_n\|_{L^p}^p \cdot (J_{n,2})^{1/2}.
\] (4.16)
According to well-known inequalities [29, p.121]

$$ |A + B|^p \leq 2^{p-1}(|A|^p + |B|^p), \quad p > 1, $$  \hspace{1cm} (4.17)

$$ |A + B|^p \leq |A|^p + |B|^p, \quad 0 < p \leq 1, \quad A > 0, \quad B > 0, $$

from (4.16), we obtain:

$$ |P_n(z)| \leq c_{11} \frac{|B_{m,R}(z)|}{|B_{m,R}(z_1)|} |P_n(z_1)| + c_{12} \|P_n\|_{L_p} \cdot (J_{n,2})^{1/p}. $$  \hspace{1cm} (4.18)

Since $|B_{m,R}(z)| < 1$, for $z \in L$ and $|B_{m,R}(\zeta)| = 1$, for $\zeta \in L_R$, then there exists $\varepsilon_1$, where $0 < \varepsilon_1 < 1$, in such that the following is fulfilled:

$$ |B_{m,R}(z_1)| > 1 - \varepsilon_1. $$  \hspace{1cm} (4.19)

Then, from (4.18) and (4.19), for each $z \in L \setminus \{z_1\}$, we have

$$ |P_n(z)| \leq c_{13} |P_n(z_1)| + c_{12} \|P_n\|_{L_p} \cdot (J_{n,2})^{1/p}, \quad p > 0. $$  \hspace{1cm} (4.20)

By the Theorem 2.5, the estimation for $|P_n(z_1)|$ is known. Therefore, finding of an estimation of $J_{n,2}$

$$ J_{n,2} = \int_{L_R} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta|, $$

is needed for completion. We set:

$$ L_{R,1}^1 := L_R \cap \Omega(z_1, \delta_1), \quad L_{R,2}^1 := L_R \cap (\Omega(z_1, \delta_1^*) \setminus \Omega(z_1, \delta_1)), $$

$$ L_{R,3}^1 := L_R \setminus (L_{R,1}^1 \cup L_{R,2}^1); \quad F_{R,j}^1 := \Phi(L_{R,j}^1), $$

$$ L_{R}^2 := L \cap (L_{R,1}^1 \setminus D(z_1, \delta_1)), \quad L_{R}^3 := L \cap (D(z_1, \delta_1) \setminus D(z_1, \delta_1)), $$

then, from (4.15), we get:

$$ J_{n,2} = \sum_{i=1}^{3} J_{n,2}(L_{R,i}^1), $$  \hspace{1cm} (4.21)

where

$$ J_{n,2}(l) := \int_{L_{R,1}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta|, $$  \hspace{1cm} (4.22)

for $l \subset L$. There are two possible cases: the point $z$ may lie on $L^1$ or $L^2$. Suppose first, $z \in L^1$. If $z \in L_{R}^1$, then $w \in F_{R}^1$, for $i = 1, 2, 3$. Consider the individual cases:

1. Let $z \in L_{R}^1$.  

1.1) By applying (4.17), we have:

$$ J_{n,2}(L_{R,1}^1) = \int_{L_{R,1}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| $$  \hspace{1cm} (4.23)

$$ \leq \int_{L_{R,1}^1} \frac{|\zeta - z| + |\zeta - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| $$

$$ = \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z|^{2\sigma_1} |\zeta - z_1|^{2+\gamma_1}} + \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z|^2 |\zeta - z_1|^{2\sigma_1}}. $$

Lets

$$ L_{R,j}^{1,1} := \{\zeta \in L_{R,j}^1 : |\zeta - z_1| \geq |\zeta - z|\}, $$

$$ L_{R,j}^{1,2} := L_{R,j}^1 \setminus L_{R,j}^{1,1}, \quad F_{R,j}^{1,1} := \Phi(L_{R,j}^{1,1}), \quad i, \ j = 1, 2.
Then, from (4.23), we get:

\[
J_{n,2}(L_{R,1}^1) \leq \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z|^{2\sigma_1 + 2\gamma_1} + \int_{L_{R,2}^1} \frac{|d\zeta|}{|\zeta - z|^{2\sigma_1 + 2\gamma_1}}}
\]

(4.24)

\[
\leq n \int_{L_{R,1}^1} \frac{|d\tau|}{|\tau - w|^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}} + n \int_{L_{R,2}^1} \frac{|d\tau|}{|\tau - w|^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}}}
\]

\[
\leq n \cdot n^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}} - 1 + n \cdot n^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}} - 1 \leq n^{\frac{1}{\alpha}}.
\]

1.2) For any \( \zeta \in L_{R,1}^1 \), \( |\zeta - z| \geq \delta_1 \) and by Definition 2.6, we obtain:

\[
|\zeta - z|^{\alpha} \geq \max \left\{ \frac{|\zeta - z|^{\alpha - \beta_1}}{n}, \frac{|z - w|^{1 - \beta_1}}{n} \right\} \geq |w - \tau| \geq |w - \tau|.
\]

Then, for this case we get:

\[
J_{n,2}(L_{R,2}^1) = \int_{L_{R,2}^1} \frac{|z - z|^2}{|\zeta - z|^{2\gamma_1}} |d\zeta|
\]

(4.25)

\[
\leq \int_{L_{R,2}^1} \frac{||\zeta - z| + |\zeta - z||2 - 2\sigma_1}{|\zeta - z|^2 |\zeta - z|^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}}|d\zeta|
\]

\[
= \int_{L_{R,2}^1} \frac{|d\zeta|}{|\zeta - z|^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}}} + \int_{L_{R,2}^1} \frac{|d\zeta|}{|\zeta - z|^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}}}
\]

\[
\leq \frac{1}{\delta_1^{\frac{2 + \gamma_1}{\delta_1}}} \int_{L_{R,2}^1} \frac{|d\zeta|}{|\zeta - z|^{\frac{2\sigma_1 + 1 + \gamma_1}{\delta_1}}} + \frac{1}{\delta_1^{\frac{2 + \gamma_1}{\delta_1}}} \int_{L_{R,2}^1} \frac{|d\zeta|}{|\zeta - z|^2}
\]

\[
\leq \frac{\rho(\Psi(\tau), L)|d\tau|}{|\Psi(\tau) - \Psi(w)|^{2\sigma_1} (|\tau| - 1)} + \frac{\rho(\Psi(\tau), L)|d\tau|}{|\Psi(\tau) - \Psi(w)|^{2} (|\tau| - 1)}
\]

\[
\leq n \int_{L_{R,1}^1} \frac{|d\tau|}{|\tau - w|^{\frac{2\sigma_1 - \gamma_1}{\delta_1}}} + n \int_{L_{R,2}^1} \frac{|d\tau|}{|\tau - w|^\delta}
\]

\[
\leq n \cdot n^{\frac{2\sigma_1 - 1}{\delta_1}} + n \cdot n^{\frac{1}{\delta_1}} \leq n^{\frac{1}{\alpha}}.
\]
1.3) For any \( \zeta \in L_{R,3}^1 \) and \( z \in L_1^1 \), \( |\zeta - z_1| \geq \delta_1^* \) and \( |\zeta - z| \geq \delta_1^* - \delta_1 \). Then, we have

\[
J_{n,2}(L_{R,3}^1) = \int_{L_{R,3}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| \leq \frac{(\text{diam}G_R)^{2-2\sigma_1} \text{mes}L}{(\delta_1^* - \delta_1)^{2-2\sigma_1} (\delta_1^*)^2} \leq 1.
\]

2) Let \( z \in L_2^1 \).

2.1) According to \( |\zeta - z_1| < |z - z_1| \), by Definition 2.6, we obtain:

\[
|\zeta - z|^\alpha \geq \max \left\{|\zeta - z_1|^{\alpha - \beta_1}; \ |z - z_1|^{\alpha - \beta_1}\right\} |w - \tau| = |z - z_1|^{\alpha - \beta_1} |w - \tau| \geq \delta_1^* \alpha - \beta_1 |w - \tau| \geq |w - \tau|.
\]

Then, we get:

\[
J_{n,2}(L_{R,1}^1) = \int_{L_{R,1}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| \leq \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z|^{2\sigma_1} |\zeta - z_1|^{2+\gamma_1}} + \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z|^2 |\zeta - z_1|^{2\sigma_1 + \gamma_1}} \leq \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z|^{2\sigma_1 + 2\gamma_1}} + \int_{L_{R,1}^1} \frac{|d\zeta|}{|\zeta - z_1|^{2\sigma_1 + 2\gamma_1}} \leq \frac{\rho(\Psi(\tau), L) |d\tau|}{\Psi(\tau) - \Psi(w_1)^{2\sigma_1 + 2\gamma_1} (|\tau| - 1)} + \frac{\rho(\Psi(\tau), L) |d\tau|}{\Psi(\tau) - \Psi(w_1)^{2\sigma_1 + 2\gamma_1} (|\tau| - 1)} \leq n \int_{F_{R,1}^1} \frac{|d\tau|}{\tau - w_1}^{2\sigma_1 + 2\gamma_1} + n \int_{F_{R,1}^1} \frac{|d\tau|}{\tau - w_1}^{2\sigma_1 + 2\gamma_1} \leq n \cdot n^{2\sigma_1 + 2\gamma_1} \leq n^{2\sigma_1 + 2\gamma_1}.
\]

Therefore, in this case we have

\[
J_{n,2}(L_{R,1}^1) \leq n^{2\sigma_1 + 2\gamma_1}.
\]

2.2) For any \( \zeta \in L_{R,2}^1 \) and \( z \in L_2^1 \), \( |\zeta - z_1| \geq \delta_1 \) and analogously to the case 1.2), in this case from Definition 2.6, we obtain

\[
|\zeta - z|^{\alpha} \geq \max \left\{|\zeta - z_1|^{\alpha - \beta_1}; \ |z - z_1|^{\alpha - \beta_1}\right\} |w - \tau| \geq \delta_1^* \alpha - \beta_1 |w - \tau| \geq |w - \tau|,
\]

and then,

\[
J_{n,2}(L_{R,2}^1) = \int_{L_{R,1}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| \leq \frac{(\text{diam}G_{R,2})^{2-2\sigma_1} \text{mes}L}{(\delta_1^* - \delta_1)^{2-2\sigma_1} (\delta_1^*)^2} \leq 1.
\]
3.2) Since, from Definition 2.6,

\[ \left( \frac{\delta^*}{\delta} \right)^{2-2\sigma_1} \int_{L_{1,1}^1} \frac{|d\zeta|}{|\zeta - z|^2} \]  

(4.28)

\[ \leq \int_{F_{2,2}^1} \rho(\Psi(\tau), L) |d\tau| \leq n \int_{F_{2,2}^1} \frac{|d\tau|}{|\Psi(\tau) - \Psi(w)|^2 (|\tau| - 1)} \]

\[ \leq n \int_{F_{2,2}^1} \frac{|d\tau|}{|\tau - w|^\frac{1}{\alpha}} \leq n \frac{1}{\alpha}. \]

2.3) For any \( \zeta \in L_{1,3}^1 \) and \( z \in L_{2}^1 \), \( |\zeta - z| \geq \delta_1^2 \) and \( |\zeta - z| \geq \delta_1^2 - \delta_1^2 \). Then, we have:

\[ J_{n,2}(L_{1,3}^1) = \int_{L_{1,3}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| \]

(4.29)

\[ \leq \int_{L_{1,3}^1} \frac{|d\zeta|}{|\zeta - z|^2} \leq \int_{L_{1,3}^1} \frac{|d\zeta|}{|\zeta - z|^2} \]

\[ \leq \int_{F_{3,3}^1} \frac{\rho(\Psi(\tau), L) |d\tau|}{|\Psi(\tau) - \Psi(w)|^2 (|\tau| - 1)} \leq n \int_{F_{3,3}^1} \frac{|d\tau|}{|\Psi(\tau) - \Psi(w)|^2 (|\tau| - 1)} \]

\[ \leq n \int_{F_{3,3}^1} \frac{|d\tau|}{|\tau - w|^\frac{1}{\alpha}} \leq n \frac{1}{\alpha}. \]

3) Let \( z \in L_{1,1}^1 \).

3.1) Analogously to previous cases, we get:

\[ J_{n,2}(L_{1,1}^1) = \int_{L_{1,1}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| \]

\[ \leq \frac{(2diamG)^{2-2\sigma_1}}{\left( \frac{\delta_1^* - \delta_1}{\delta_1^*} \right)^{2-2\sigma_1}} \int_{L_{1,1}^1} \frac{|d\zeta|}{|\zeta - z_1|^{2+\gamma_1}} \]  

(4.30)

\[ \leq \int_{F_{1,1}^1} \frac{\rho(\Psi(\tau), L) |d\tau|}{|\Psi(\tau) - \Psi(w)|^{2+\gamma_1} (|\tau| - 1)} \]

\[ \leq n \int_{F_{1,1}^1} \frac{|d\tau|}{|\tau - w|^\frac{2+\gamma_1}{\alpha}} \leq n \frac{2+\gamma_1}{\alpha}. \]

3.2) Since, from Definition 2.6,

\[ |\zeta - z|^\alpha \geq \max \left\{ |\zeta - z_1|^{\alpha - \beta_1}, |z - z_1|^{\alpha - \beta_1} \right\} |w - \tau| \]

\[ \geq \delta_1^{\alpha - \beta_1} |w' - \tau| \geq |w - \tau|, \]

then, we have:

\[ J_{n,2}(L_{1,2}^1) = \int_{L_{1,2}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta| \]
\[
\begin{align*}
&\leq \frac{(\delta_1^*)^{2-2\sigma_1}}{(\delta_1)^{2+\gamma_1}} \int_{L_{R,2}^1} \frac{|d\zeta|}{|\zeta - z|^2} \\
&\leq \int_{F_{R,2}^1} \frac{\rho(\Psi(\tau), L)|d\tau|}{|\Psi(\tau) - \Psi(w)|^2 (|\tau| - 1)} \leq n \int_{F_{R,2}^1} \frac{|d\tau|}{|\Psi(\tau) - \Psi(w)|} \\
&\leq n \int_{F_{R,2}^1} \frac{|d\tau|}{|\tau - w|^{\frac{1}{2}} (|\tau| - 1)^{\frac{1}{2}}} \leq n\frac{1}{n}. 
\end{align*}
\]

3.3) Also, we get:

\[
J_{n,2}(L_{R,3}^1) = \int_{L_{R,3}^1} \frac{|z - z_1|^{2-2\sigma_1}}{|\zeta - z|^2 |\zeta - z_1|^{2+\gamma_1}} |d\zeta|
\]

\[
\leq (\delta_1^*)^{-2\sigma_1} \int_{L_{R,3}^1} \frac{|d\zeta|}{|\zeta - z|^2} 
\]

\[
\leq \int_{F_{R,3}^1} \frac{\rho(\Psi(\tau), L)|d\tau|}{|\Psi(\tau) - \Psi(w)|^2 (|\tau| - 1)} \leq n \int_{F_{R,3}^1} \frac{|d\tau|}{|\Psi(\tau) - \Psi(w)|} \\
\leq n \int_{F_{R,3}^1} \frac{|d\tau|}{|\tau - w|^{\frac{1}{2}} (|\tau| - 1)^{\frac{1}{2}}} \leq n\frac{1}{n}.
\]

By combining the estimations of (4.18), (4.20)-(4.32), finally we obtain:

\[
|P_n(z)| \leq c_{13} |P_n(z_1)| + c_{12} \|P_n\|_{L^p} \cdot n^{\frac{1}{p}}, \quad p > 0.
\]

and, then the proof of (2.8) is completed.

The estimation of (2.9) follows from the Theorem 2.5 for \(\alpha = \beta_1\).

\[\square\]
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A note on the embedding properties of \( p \)-subgroups in finite groups
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Abstract

In this note, we prove that a finite group \( G \) is \( p \)-supersolvable if and only if there exists a power \( d \) of \( p \) with \( p^2 \leq d < |P| \) such that \( H \cap O^p(G^r_p) \) is normal in \( O^p(G) \) for all non-cyclic normal subgroups \( H \) of \( P \) with \( |H| = d \), where \( P \) is a Sylow \( p \)-subgroup of \( G \). Moreover, we also prove that either \( l_p(G) \leq 1 \) and \( r_p(G) \leq 2 \) or else \( |P \cap O^p(G)| > d \) if there exists a power \( d \) of \( p \) with \( 1 \leq d < |P| \) such that \( H \cap O^p(G^r_p) \) is normal in \( O^p(G) \) for all non-meta-cyclic normal subgroups \( H \) of \( P \) with \( |H| = d \).
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1. Introduction

All groups considered in this note are finite. We use conventional notions and notation, as in [9].

It is quite interesting to investigate the structure of a group by using some kind of the embedding properties of subgroups and many interesting results have been given (for example, see [1,6,8,13]). Recently, Guo and Isaacs [6] proved the following theorem by using the embedding condition “\( H \cap O^p(G) \leq O^p(G) \)”.

**Theorem 1.1.** ([6, Theorem B]). Let \( P \in \text{Syl}_p(G) \), and let \( d \) be a power of \( p \) such that \( 1 \leq d < |P| \). Assume that \( H \cap O^p(G) \leq O^p(G) \) for all subgroups \( H \leq P \) with \( |H| = d \). Then either \( G \) is \( p \)-supersolvable or else \( |P \cap O^p(G)| > d \).

An interesting idea of [6] is that in the hypothesis of the theorem only the normal subgroups of order \( d \) are considered, not necessarily the family of all subgroups of order \( d \). Recall that a subgroup \( H \) of a group \( G \) is said to be \( S \)-semipermutable in \( G \) (see [12]) if \( H \) permutes with all Sylow \( q \)-subgroups of \( G \) for the primes \( q \) not dividing \( |H| \). Ballester-Bolinches etc in their paper [1] proved an analogous result, but they only assume that \( H \cap O^p(G) \) are \( S \)-semipermutable in \( O^p(G) \) instead of assuming that these subgroups are normal in \( O^p(G) \).

**Theorem 1.2.** ([1, Theorem 2]). Let \( P \in \text{Syl}_p(G) \), and let \( d \) be a power of \( p \) such that \( 1 \leq d < |P| \). Assume that \( H \cap O^p(G) \) is \( S \)-semipermutable in \( G \) for all subgroups \( H \leq P \) with \( |H| = d \). Then either \( G \) is \( p \)-supersolvable or else \( |P \cap O^p(G)| > d \).
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More recently, Yu in his paper [13] use the subgroup \( G^*_p \) of a group \( G \), and consider the embedding condition \( O^p(G^*_p) \cap H \leq O^p(G) \) to prove the following result, where \( G^*_p \) is the unique smallest normal subgroup of a group \( G \) for which the corresponding factor group is abelian of exponent dividing \( p - 1 \).

**Theorem 1.3.** ([13, Theorem 2]). Let \( P \in \text{Syl}_p(G) \), and let \( d \) be a power of \( p \) such that \( 1 \leq d < |P| \). Then \( G \) is \( p \)-supersolvable if and only if \( |P \cap O^p(G^*_p)| \leq d \) and \( H \cap O^p(G^*_p) \leq O^p(G) \) for all subgroups \( H \leq P \) with \( |H| = d \).

Remark 2.3 and Example 2.4 in [13] show that it is better to use the embedding condition \( O^p(G^*_p) \cap H \leq O^p(G) \) to investigate the \( p \)-supersolvability of groups. On the other hand, in all of the above results all normal subgroups of order \( d \) in \( P \) are considered. So we wonder whether we may reduce the number of normal subgroups of order \( d \) in \( P \)?

In fact, we have the following results.

**Theorem 1.4.** Let \( P \in \text{Syl}_p(G) \), and let \( d \) be a power of \( p \) such that \( p^2 \leq d < |P| \). Then \( G \) is \( p \)-supersolvable if and only if \( |P \cap O^p(G^*_p)| \leq d \) and \( H \cap O^p(G^*_p) \leq O^p(G) \) for all non-cyclic subgroups \( H \leq P \) with \( |H| = d \).

**Theorem 1.5.** Let \( p \) be a prime dividing the order of a group \( G \) of odd order, let \( d \) be a power of \( p \) such that \( 1 \leq d < |P| \) and \( P \in \text{Syl}_p(G) \) with \( |P| > d \). And suppose that \( H \cap O^p(G^*_p) \leq O^p(G) \) for all non-meta-cyclic normal subgroups \( H \) in \( P \) with \( H \cap O^p(G^*_p) \). Then either \( p \)-length \( l_p(G) \leq 1 \) and \( p \)-rank \( r_p(G) \leq 2 \) or else \( |P \cap O^p(G^*_p)| > d \), where \( G^*_p \) is the unique smallest normal subgroup of the group \( G \) for which the corresponding factor group is abelian of exponent dividing \( p^2 - 1 \).

We should notice that we assume \( d \geq p^2 \) in Theorem 1.4. In fact, if \( p = 2 \) and \( d = 2 \), then the result is still true. Since \( |P \cap O^p(G^*_p)| \leq 2 \), it follows from Burnside Theorem [9, IV, 2.8] that \( O^p(G^*_p) \) is 2-nilpotent, and thus \( G^*_p \) is 2-nilpotent. Hence \( G \) is 2-supersolvable. However, the result is not true if \( p \) is odd prime and \( d = p \) in Theorem 1.4. In fact, let \( D \) be a non-abelian simple group such that Sylow \( p \)-subgroups of \( D \) are cyclic of order \( p \), and let \( G = D \times C \) with a cyclic group \( C \) of order \( p \). Clearly, \( G^*_p = G \) and \( H \cap O^p(G^*_p) \) is normal in \( O^p(G) \) for every non-cyclic normal subgroup \( H \) of \( P \) of order \( d \), where \( P \) is a Sylow \( p \)-subgroup. But \( |P \cap O^p(G^*_p)| = p \) and \( G \) is not \( p \)-supersolvable.

We also notice that the hypothesis “\( G \) is an odd order group” in Theorem 1.5 can not be removed. In fact, let \( D \) be a non-abelian simple group such that Sylow \( p \)-subgroups of \( D \) are cyclic of order \( p^m(d \geq p^m \geq 1) \), and let \( G = D \times C \) with a cyclic group \( C \) of order \( p^m \). Clearly, \( H \cap O^p(G^*_p) \) is normal in \( O^p(G) \) for every non-meta-cyclic normal subgroup \( H \) of \( P \) of order \( d \), where \( P \) is a Sylow \( p \)-subgroup of \( G \). But \( |P \cap O^p(G^*_p)| = p^m \leq d \) and \( G \) is not \( p \)-solvable.

Furthermore, the following example tells us that \( G \) may not be \( p \)-supersolvable if \( G \) satisfies the hypotheses in Theorem 1.5. Let \( p \) be an odd prime with \( p \neq 2^k - 1 \) for all positive integer \( k \). Write \( P = (a) \times (b) \simeq C^2_{p^m} \). So \( \text{Aut}(\Omega_1(P)) \simeq GL(2, p) \) and there exists a cyclic subgroup \( T \) of order \( p^{k-1} \) in \( \text{Aut}(\Omega_1(P)) \). Note that \( p+1 \) is not a power of 2, then we can choose an automorphism \( \alpha \in T \) with order \( q \) such that \( q/p + 1 \) and \( q \neq 2 \). Now, considering the surjective homomorphism \( \phi : \text{Aut}(P) \rightarrow \text{Aut}(\Omega_1(P)) \); we can choose an automorphism \( \alpha \) of \( P \) such that \( \phi(\alpha) = \alpha \). Write the semidirect product \( G = P \rtimes (\alpha) \), it is clear that \( H \cap O^p(G^*_p) \) is normal in \( O^p(G) \) for every non-meta-cyclic normal subgroup \( H \) of \( P \) of order \( d = p^m(m < 2n) \). Now we prove that \( G \) is not \( p \)-supersolvable. If the action of \( \alpha \) on \( \Omega_1(P) = (a_1) \times (b_1) \simeq C^2_{p^2} \) is reducible, then it follows from \( p \neq q \) and Maschke’s Theorem that \( \langle a_1 \rangle, \langle b_1 \rangle \) are \( \alpha \)-invariant. It follows from \( \text{g.c.d.}(p+1,p-1) = 2 \) that \( q \mid p-1 \), and therefore \( \alpha \) acts trivially on both \( (a) \) and \( (b) \), that is, \( \alpha \) acts trivially on \( \Omega_1(P) \), a contradiction. Hence \( \alpha \) acts irreducibly on \( \Omega_1(P) \), implying that \( \alpha \) acts irreducibly on
\( \Omega_1(P) \). Then we have \( \Omega_1(P) \cong C_p^2 \) is a minimal normal subgroup of \( G \) and so \( r_p(G) = 2 \). It follows that \( G \) is not \( p \)-supersolvable.

2. Preliminary results

In this section we list some basic and known results which will be used in our proofs.

**Definition 2.1.** ([7, Definition 1.9]). Let \( p \) be prime. A group \( G \) is said to be a \( CS(p, n) \)-group if \( G \) is a \( p \)-group with a characteristic series
\[
1 = G_0 < G_1 < \cdots < G_n = G
\]
such that \( |G_i/G_{i-1}| \leq p^i \) for all \( i \geq 1 \).

It is clear that meta-cyclic \( p \)-groups and \( p \)-groups of maximal class are both \( CS(p, 2) \)-groups.

**Lemma 2.2.** ([3, Lemma 1.4]). Let \( p \) be a prime, let \( P \) be a \( p \)-group and let \( d \) be a power of \( p \) such that \( p^2 \leq d < |P| \). Let \( N \leq P \), where \( |N| \geq d \), and suppose that every normal subgroup of \( P \) that has order \( d \) is contained in \( N \) is cyclic. Then \( N \) is cyclic, dihedral, semidihedral or generalized quaternion.

**Lemma 2.3.** ([2, Lemma 2.4]). Let \( P \leq G \), where \( P \) is a \( p \)-group. Also, let \( N \leq G \) be a \( p \)-subgroup with \( |N| \leq |P| \) and \( N \nleq P \). Then \( N \leq PN \), and every subgroup \( H \) with \( N \leq H \leq NP \) is non-cyclic.

**Lemma 2.4.** ([8, Lemma 2.5]). If a group \( P \) of order \( 2^n > 2^3 \) has a subgroup \( M \) of order \( 2^{n-1} \) of maximal class, then either \( P \) is of maximal class or \( P/P' \cong C_2^{2} \), and \( P' \) is cyclic.

**Lemma 2.5.** ([3, Exercise 1(b), p.114]). Let \( P \) be dihedral, semidihedral or generalized quaternion, then \( P \) has the only one normal subgroup \( N \) of order \( 2^n \) for every \( 1 < 2^n < |P|/2 \) and \( N \) is cyclic.

**Lemma 2.6.** ([4, Corollary 69.5]). Let \( p \) be an odd prime and \( d \) be a power of \( p \) such that \( d \geq p^3 \), and let \( N \) be a normal subgroup of a \( p \)-group \( P \) with \( |N| \geq d \). If every normal subgroup of \( P \) that has order \( d \) and is contained in \( N \) is meta-cyclic, then \( N \) is a meta-cyclic group or a 3-group of maximal class.

**Lemma 2.7.** Let \( p \) be a odd prime, and let \( P \) be a meta-cyclic \( p \)-group or a 3-group of maximal class. If \( N \) is normal in \( P \), then \( \Omega_1(N) \leq C_p \times C_p \) or \( N \) is a 3-group of maximal class.

**Proof.** If \( P \) is meta-cyclic, then \( \Omega_1(N) \leq C_p \times C_p \). Now assume that \( P \) is a 3-group of maximal class. It follows from [3, Exercise 9.1] that \( N \) is a 3-group of maximal class or absolutely regular, where a \( p \)-group \( N \) is absolutely regular if \( |G/\Omega_1(G)| < p^q \) (see [3, List of definitions and notations]). If \( N \) is absolutely regular, then \( |\Omega_1(N)| = |N/\Omega_1(N)| \leq 3^2 \), and thus \( \Omega_1(N) \leq C_p \times C_p \) by [3, Lemma 1.4].

**Lemma 2.8.** Let \( p \) be a prime and \( d \) be a power of \( p \) such that \( p^3 \leq d \), and let \( P \) be a \( p \)-group. Also, let \( N \) and \( P_1 \) be normal subgroups of \( P \) with \( N \leq C_p \times C_p \) and \( N \nleq P_1 \). If \( P_1 \) contains a non-meta-cyclic normal subgroup of order \( d \) of \( P \), then there exists a non-meta-cyclic normal subgroup \( H \) of order \( d \) of \( P \) such that \( N \leq H \leq P_1 \).

**Proof.** Let \( H_1 \) be a non-meta-cyclic normal subgroup of order \( d \) of \( P \) with \( H_1 \leq P_1 \). If \( N \nleq H_1 \), then \( |N \cap H_1| = 1 \) or \( p \) by \( N \leq C_p \times C_p \), that is, \( |N : N \cap H_1| = p^2 \) or \( p \). First, we assume that \( |N : N \cap H_1| = p \). Since \( N \cap H_1 \) is normal in \( P \), there exists a maximal subgroup \( M \) of \( H_1 \) such that \( M \leq P \) and \( N \cap H_1 \leq M \), and so \( H = NM \) is normal in \( P \) and \( |H| = d \). Noting that \( H_1 \) is non-meta-cyclic, we have that \( M \) is non-cyclic. It follows from \( N \nleq M \) and \( N \leq C_p^2 \) that \( \Omega_1(H) > \Omega_1(M) \geq p^2 \). Thus \( H \) is non-meta-cyclic by Lemma 2.7 and \( H \leq P_1 \). Now assume that \( |N : N \cap H_1| = p^2 \) and take a subgroup \( M_1 \) of \( H_1 \).
with $|M_1| = d/p^2$ and $M_1 \leq P$. Then $H = NM_1$ is a normal subgroup of $P$ with $|H| = d$. Noticing that $N \cong C_p \times C_p$ and $N \cap M = 1$, we see $|\Omega_1(H)| \geq |\Omega_1(N)||\Omega_1(M)| \geq p^3$. Hence $H$ is non-meta-cyclic by Lemma 2.7, as we wanted.

Lemma 2.9. ([7, Lemma 2.2]). Let $P$ be a $p$-group. If $P$ has a meta-cyclic maximal subgroup and $P$ is not isomorphic to $C_p^n$, then $P$ is a $CS(p, 2)$-group.

Lemma 2.10. ([7, Lemma 3.2]). Let an odd order group $A$ act on a $CS(p, 2)$-group $P$. Then $P$ is centralized by $O^p(A^*_p)$.

Lemma 2.11. Let $G$ be a group and let $p$ be a prime of $|G|$. If $G^*_p$ is $p$-nilpotent, then $G$ is $p$-solvable with $l_p(G) \leq 1$ and $r_p(G) \leq 2$.

Proof. Since $G^*_p$ is $p$-nilpotent, $G$ is $p$-solvable of $l_p(G) \leq 1$. We see $G$ has a chief series

$$1 = K_0 < \cdots < H_0 = O^p(G^*_p) < H_1 < \cdots < H_n = G^*_p < \cdots < G$$

Noticing that $O^p(G^*_p) \leq C_G(H_{i+1}/H_i) \leq H_{i+1}/H_i$, we have $A_G(H_{i+1}/H_i) \cong G/C_G(H_{i+1}/H_i) \in D_p U_{p-1}$, where $D_p$ is the formation consisting of all $p$-groups and $U_{p-1}$ is the formation consisting of all abelian groups with exponent dividing $p^2 - 1$. Since $O_p(A_G(H_{i+1}/H_i)) = 1$ by [5, A, Lemma 13.6], it follows that $A_G(H_{i+1}/H_i) \in U_{p-1}$, and so $A_G(H_{i+1}/H_i)$ is abelian with exponent dividing $p^2 - 1$.

Write $|H_{i+1}/H_i| = p^m$. By the faithful and irreducible action of the abelian group $A_G(H_{i+1}/H_i)$ on $H_{i+1}/H_i$, we see that $A_G(H_{i+1}/H_i)$ is cyclic and $m$ is the smallest positive integer such that $|A_G(H_{i+1}/H_i)|$ divides $p^m - 1$ by [9, II, Lemma 3.10], and thus $m \leq 2$ since the exponent of $A_G(H_{i+1}/H_i)$ divides $p^2 - 1$. Then $r_p(G) \leq 2$. 

3. Proof of Theorem 1.4

Lemma 3.1. Let $p$ be a prime, and let $P \in Syl_p(G)$, where $G$ is a group. If $P$ is a cyclic group, then either $G$ is $p$-supersolvable or else $P \cap O^p(G_p^*) = P$.

Proof. Without loss of generality, we assume $P \cap O^p(G_p^*) < P$. If $P \cap O^p(G_p^*) = 1$, then $G_p^*$ is $p$-nilpotent, and thus $G$ is $p$-supersolvable. So $1 < P \cap O^p(G_p^*) < P$, then it follows from [11, Theorem 2.1] that $G$ is $p$-supersolvable.

Proof of Theorem 1.4. Note that $G$ is $p$-supersolvable if and only if $G_p^*$ is $p$-nilpotent, and so we only need to prove the sufficient. Now assume that $G$ is a counterexample of minimal order. Then $G$ is not $p$-supersolvable. In particular, $G_p^*$ is not $p$-nilpotent, and therefore $N = P \cap O^p(G_p^*) > 1$. For convenience, we write

$$\mathfrak{S} = \{H \leq P \mid H \text{ is a non-cyclic subgroup with } |H| = d\}$$

and

$$\mathfrak{Y} = \{Y \leq P \mid N \not\leq Y\}.$$

It is easy to see that $H \cap O^p(G_p^*) \leq G$ for all $H \in \mathfrak{S}$. We proceed in a number of steps to derive a contradiction.

Step 1. $P$ is not cyclic, dihedral, semidihedral or generalized quaternion.

If $P$ is cyclic, then, by Lemma 3.1, $G$ is $p$-supersolvable, a contradiction. Now assume that $P$ is dihedral, semidihedral or generalized quaternion. If $N$ is a cyclic subgroup, then it follows from Burnside’s theorem [9, IV, 2.8] and $p = 2$ that $O^p(G_p^*)$ is 2-nilpotent, and thus $G_p^*$ is 2-nilpotent, a contradiction. Thus, by Lemma 2.5, we may assume that $N$ is a non-cyclic maximal subgroup of $P$ and $|N| = d$. In this case $P = D_{2^n}(n \geq 3)$, $Q_{2^n}(n \geq 4)$ or $SD_{2^n}$, and thus there exists a non-cyclic maximal subgroup $N_1$ of $P$ such that $N \not\leq N_1$. For convenience, we write $M_1 = N \cap N_1$ and have

$$M_1 = N \cap O^p(G_p^*) \cap N_1 \cap O^p(G_p^*) \leq G.$$
Since $|P : M_1| = 2^2$, $M_1$ is cyclic by Lemma 2.5. It follows that $O^p(G_p^*)$ is 2-supersolvable and therefore $O^p(G_p^*)$ is 2-nilpotent. Hence $G_p^*$ is 2-nilpotent, a contradiction.

Step 2. $\mathfrak{H} \neq \emptyset$.

Suppose not, that is, all normal subgroups of $P$ with order $d$ are cyclic. Now by Lemma 2.2, $P$ is cyclic, dihedral, semidihedral or generalized quaternion, in contradiction to Step 1.

Step 3. $O_p(G_p^*) = 1$.

Write $D = O_p(G_p^*)$ and $G = G/D$, and note that $O^p(G_p^*) = \overline{O^p(G_p^*)}$ by [13, Lemma 2.9]. It follows from Dedekind’s lemma that $O^p(G_p^*) \cap DH = D(O^p(G_p^*) \cap H)$ for $H \in \mathfrak{H}$. In addition, both $D$ and $O^p(G_p^*) \cap H$ are normalized by $O^p(G)$, we see that $O^p(G)$ normalizes $O^p(G_p^*) \cap DH$, or equivalently, $\overline{O^p(G)}/H$ normalizes $\overline{O^p(G_p^*)}/H$. Since $PD \cap O^p(G_p^*) = D(P \cap U) = DN$ and $|N| \leq d$, we see that $|P \cap O^p(G_p^*)| \leq d$. Then $\overline{G}$ satisfies the hypotheses, and therefore $\overline{G}$ is $p$-supersolvable. It is clear that the subgroups of $\overline{G}$ corresponding to the members of $\mathfrak{H}$ are exactly the subgroups $\overline{H}$ for $H \in \mathfrak{H}$. Hence $\overline{G}$ is $p$-supersolvable. Futhermore, we see that $G$ is $p$-supersolvable, which is a contradiction. So we conclude that $D = 1$.

Step 4. $N$ is normal in $G$. In fact, $G$ is $p$-solvable and $P \leq G$.

Since $H \cap O^p(G_p^*) \leq O^p(G)$ for $H \in \mathfrak{H}$ and $O^p(G_p^*) \leq O^p(G)$, we see that $H \cap O^p(G_p^*) \leq O^p(G_p^*)$ for $H \in \mathfrak{H}$. Then $G_p^*$ satisfies the hypotheses of [8, Theorem 3.2], and thus $G_p^*$ is $p$-solvable. Hence $G$ is $p$-solvable. Noticing that $O_p^/(G_p^*) = 1$ and $G_p^*$ is $p$-solvable, we have $P \leq G_p^*$ by [9, VI, 6.6]. Then it follows from $P \in Syl_p(G_p^*)$ and $G_p^* \leq G$ that $P$ is normal in $G$. So $N = P \cap O^p(G_p^*)$ is normal in $G$ by $O^p(G_p^*) \leq G$.

Step 5. There exists a maximal subgroup $Y \in \mathfrak{Y}$ with $L = N \cap Y$ is normal in $G$ and $L$ is cyclic.

If $N \leq \Phi(P)$, then it follows from Tate’s theorem [9, IV, 4.7] that $O^p(G_p^*)$ is $p$-nilpotent, and therefore $G_p^*$ is $p$-nilpotent, a contradiction. Thus there exists a maximal subgroup $Y$ of $P$ with $N \not\leq Y$.

Next we prove that there exists $Y \in \mathfrak{X}$ such that $L = N \cap Y$ is not normal in $G$. If not, then $L = N \cap Y$ is normal in $G$ and $|N : L| = p$ for all $Y \in \mathfrak{Y}$. So $G_p^* \leq C_G(N/L)$. Noticing that $N/L$ is a normal Sylow $p$-subgroup of $O^p(G_p^*)/L$, we see $N/L \leq Z(O^p(G_p^*)/L)$, and therefore $O^p(G_p^*)/L$ is $p$-nilpotent by Burnside’s theorem [9, IV, 2.6]. Hence $O^p(O^p(G_p^*)) < O^p(G_p^*)$, a contradiction.

Finally, we prove that $L$ is cyclic. If $L$ is non-cyclic, then there exists $H \in \mathfrak{S}$ such that $L < H \leq L$. So

$$L = H \cap L = H \cap Y \cap N = H \cap N = H \cap P \cap O^p(G_p^*) = H \cap O^p(G_p^*) \leq G,$$

which is a contradiction.

Step 6. $Y$ is a cyclic, dihedral, semidihedral or generalized quaternion group.

Let $Y$ and $L$ be as in Step 5. If there exists a subgroup $S$ in $Y$ such that $S \in \mathfrak{S}$, then, since $|L| < |N| \leq d = |S|$, there exists $H \in \mathfrak{S}$ such that $L < H \leq LS \leq Y$ by Lemma 2.3. In this case, we have

$$L = H \cap L = H \cap Y \cap N = H \cap N = H \cap P \cap O^p(G_p^*) = H \cap O^p(G_p^*) \leq G,$$

in contradiction to Step 5. So every normal subgroup of $P$ that has order $d$ and is contained in $Y$ is cyclic. By Lemma 2.2, the Step 6 is true.

Step 7. The final contradictions.

If $Y$ is a cyclic maximal subgroup of $P$, then it follows from [2, Lemma 2.1(b)] and Step 1 that $O^p(G_p^*)$ acts trivially on $P$, and therefore $G_p^*$ is $p$-nilpotent, a contradiction. Now assume that $Y$ is a dihedral, semidihedral or generalized quaternion group. If $|Y| = d$, then $Y \in \mathfrak{S}$, and therefore $L = N \cap Y = P \cap O^p(G_p^*) \cap Y$ is normal in $G$, in contradiction to Step 5. The remaining case is $|Y| > d$. In this case, since $Y$ is of maximal class, we see
that $|Y : Y'| = 2^2$. Furthermore, by $|Y| > d \geq |N|$ and $|N : L| = 2$, we see that $L \leq Y'$ by Lemma 2.5. It follows from Lemma 2.4 that $P'$ is cyclic, and therefore $L \leq Y' \leq P'$ is normal in $G$ by $P \trianglelefteq G$, in contradiction to Step 5, which is the final contradiction. So the proof is complete.

Now we present some application of Theorem 1.4.

**Lemma 3.2.** Let $P \in \text{Syl}_p(G)$ with $|P| > p^3$. If $P$ has exactly one non-cyclic maximal subgroup $M$ and $M \trianglelefteq G_p$, then $G$ is $p$-supersolvable.

**Proof.** It is easy to see that the hypotheses are inherited by $G/O_p(G_p^*)$ and $P^{G_p^*}$, so we can assume that $O_p(G_p^*) = 1$. If $P^{G_p^*} < G$, then $P^{G_p^*}$ is $p$-supersolvable by induction. It follows from $O_p(G_p^*) = 1$ and [9, VI, 6.6] that $P$ is normal in $P^{G_p^*}$, and thus $P = P^{G_p^*}$.

And since $G_p^* \trianglelefteq G$ and $P \in \text{Syl}_p(G^*)$, we see that $P \trianglelefteq G$. Noticing that there exists a cyclic maximal subgroup in $P$, we see, by [2, Lemma 2.1], that $O^p(G_p^*)$ acts trivially on $P$. Thus $G^*_p$ is $p$-nilpotent, and therefore $G$ is $p$-supersolvable. Now we can assume that $P^{G_p^*} = G$, and in particular, $G^*_p = G$. Then it follows from [8, Lemma 4.1] that $G$ is $p$-supersolvable.

**Lemma 3.3.** Let a Sylow $p$-subgroup $P$ of $G$ be a non-cyclic subgroup with $|P| > p^3$. If every non-cyclic maximal subgroup of $P$ is normal in $G_p^*$, then $G$ is $p$-supersolvable.

**Proof.** By Lemma 3.2, we can assume that $P$ has two distinct non-cyclic maximal subgroups. Then $P$ is normal in $G_p^*$ in addition, $G_p^*$ is normal in $G$ and $P \in \text{Syl}_p(G_p^*)$. Thus $P$ is normal in $G$. Since $|P| > p^3$, we see, by [2, Theorem A], that $O^p(G_p^*)$ acts trivially on $P$. Then $G_p^*$ is $p$-nilpotent, and therefore $G$ is $p$-supersolvable.

**Corollary 3.4.** Let $P$ be a non-cyclic Sylow $p$-subgroup of $G$ with $|P| > p^3$, and suppose for every non-cyclic maximal subgroup $H$ of $P$ that $H \cap O^p(G_p^*) \leq O^p(G)$. Then $G$ is $p$-supersolvable.

**Proof.** Assume that $G$ is not $p$-supersolvable. Applying Theorem 1.4 with $d = |P|/p$, we deduce that $O^p(G_p^*) = G_p^*$, and thus every non-cyclic maximal subgroup of $P$ is normal in $G_p^*$. It follows from Lemma 3.3 that $G$ is $p$-supersolvable, a contradiction.

**Corollary 3.5.** Let $p$ be an odd prime and $P \in \text{Syl}_p(G)$, where $P$ is non-cyclic. Let $d$ be a power of $p$ such that $p^2 \leq d < |P|$, and let $\mathcal{H}$ be the set of all non-cyclic normal subgroups $H$ of $P$ with $|H| = d$. Assume that $H \cap O^p(G_p^*) \leq O^p(G)$ for all $H \in \mathcal{H}$. If $N_G(H)$ is $p$-supersolvable for all $H \in \mathcal{H}$, then $G$ is $p$-supersolvable.

**Proof.** If $|P \cap O^p(G_p^*)| \leq d$, then $G$ is $p$-supersolvable by Theorem 1.4. Now we can assume that $|P \cap O^p(G_p^*)| > d$. In this case, if there exists $H \in \mathcal{H}$ such that $H \leq O^p(G_p^*)$, then $H \trianglelefteq O^p(G)$, and thus $H \trianglelefteq O^p(G)$. Hence $G = N_G(H)$ is $p$-supersolvable. Now we may assume that $N = P \cap O^p(G_p^*)$ is cyclic by Lemma 2.2. Let $L$ be a subgroup of $N$ with order $d/p$. Since $P$ is non-cyclic, there exists $H \in \mathcal{H}$ such that $L \leq H$ by Lemma 2.2 and [8, Lemma 2.4], and thus $L = N \cap H$. Noticing that $L = N \cap H = H \cap O^p(G_p^*)$ is normal in $O^p(G)$, we have that $L$ is normal in $G$. It follows from [11, Theorem 2.1] that $O^p(G_p^*)$ is $p$-supersolvable, and therefore $N \trianglelefteq O^p(G_p^*)$. In addition, $O^p(G_p^*)$ is normal in $G$ and $N \in \text{Syl}_p(O^p(G_p^*))$. Then $N$ is normal in $G$. Hence, by [2, Lemma 2.1], $O^p(G_p^*)$ acts trivially on $N$. Furthermore, we see that $G_p^*$ is $p$-nilpotent and $G$ is $p$-supersolvable. The proof of the corollary is complete.

4. **Proof of Theorem 1.5**

**Lemma 4.1.** Let $G$ be a group of odd order and $P$ be a Sylow $p$-subgroup of $G$. If $P$ is a meta-cyclic group or $3$-group of maximal class, then $l_p(G) \leq 1$ and $r_p(G) \leq 2$. 


Proof. we proceed by induction on $|G|$. It is easy to see that the hypotheses are inherited by $G/O_p'(G)$. So we assume that $O_p'(G) = 1$. Then $O_p(G) \neq 1$ since $G$ is $p$-solvable. By Lemma 2.7, we see that $O_p(G)$ is a 3-group of maximal class or $\Omega_1(O_p(G)) \leq C_p \times C_p$. If $O_p(G)$ is of maximal class, then $O_p(G)$ is a $CS(p, 2)$-group. Hence $O_p(G_{p^2})$ acts trivially on $O_p(G)$ by Lemma 2.10. It follows from Hall-Higman lemma [10, Theorem 3.21] that $O_p(G_{p^2}) \leq C_{G_p}(O_p(G)) \leq O_p(G)$, and thus $G_{p^2}$ is a $p$-group. Furthermore, by Lemma 2.11, $l_p(G) \leq 1$ and $r_p(G) \leq 2$. Now we assume that $\Omega_1(O_p(G)) \leq C_p \times C_p$. It follows from Lemma 2.10 that $O_p(G_{p^2})$ act trivially on $\Omega_1(O_p(G))$, and thus $O_p(G_{p^2})$ act trivial on $O_p(G)$ by [9, IV, 5.12]. So $l_p(G) \leq 1$ and $r_p(G) \leq 2$ by using the arguments above. \square

Proof of Theorem 1.5. Suppose that $G$ is a counterexample of minimal order. Then $|P \cap O_p(G_{p^2})| \leq d$ and $l_p(G) \leq 1$ or $r_p(G) \leq 2$. By Lemma 2.11, we see that $G_{p^2}$ is not $p$-nilpotent, and $N = P \cap O_p(G_{p^2}) \geq 1$. For convenience, we write

\[ \mathcal{D}_1 = \{ H \leq P \mid H \text{ is a non-meta-cyclic subgroup with } |H| = d \} \]

and

\[ \mathfrak{N} = \{ Y < P \mid N \not\leq Y \}. \]

It is easy to see $H \cap O_p(G_{p^2}) \leq G$ for all $H \in \mathcal{D}_1$. We proceed in a number of steps to derive a contradiction.

Step 1. $O_p'(G) = 1$.

Write $D = O_p'(G)$ and $\overline{G} = G/D$. We argue that $\overline{G}$ satisfies the hypotheses of the theorem. The subgroups of $\overline{G}$ corresponding to the members of $\mathcal{D}_1$ are exactly the subgroups $\mathcal{H}$ for $H \in \mathcal{D}_1$, and since $O_p(G) = \overline{O_p(G)}$ and $O_p(G_{p^2}) = \overline{O_p(G_{p^2})}$, we must show that $\overline{O_p(G)}$ normalizes $\overline{O_p(G_{p^2})} \cap \mathcal{H}$. On the other hand, $\overline{O_p(G_{p^2})} \cap \mathcal{H} = (O_p(G_{p^2}) \cap H)/D$ by [13, Lemma 2.8]. Then $O_p(G)$ normalizes $O_p(G_{p^2}) \cap H$. Since $D$ and $O_p(G_{p^2}) \cap H$ are normalized by $O_p(G)$, this shows that $\overline{G}$ satisfies the hypotheses, as claimed.

If $D > 1$, then $l_p(\overline{G}) \leq 1$ or $r_p(\overline{G}) \leq 2$, and thus $|\mathcal{P} \cap \overline{O_p(G_{p^2})}| > d$ by the minimality of $G$. Hence $|PD \cap O_p(G_{p^2})| > d|D|$. Since $PD \cap U = D(P \cap O_p(G_{p^2})) = DN$, we see that $|N| > d$, which is a contradiction with $|N| \leq d$. So we conclude that $D = 1$.

Step 2. $d \geq p^3$.

If $d \leq p^2$, then $|N| \leq p^3$. Since $G$ is an odd order group, we see that $G$ is $p$-solvable. Then it follows from [9, VI, 6.6] that $l_p(O_p(G_{p^2})) \leq 1$. In addition, $O_p'(G_{p^2}) = 1$ since $O_p'(G) = 1$. Thus $N \leq O_p(G_{p^2})$, and therefore $N \leq G$. It follows that $O_p(G_{p^2})$ acts trivially on $N$ by Lemma 2.10, and so $O_p(G_{p^2})$ is $p$-nilpotent by Burnside’s theorem [9, IV, 2.6]. Hence $G_{p^2}$ is $p$-nilpotent, a contradiction.

Step 3. $\mathcal{D}_1 \neq \emptyset$.

Suppose not, that is, all subgroups of $P$ with order $d$ are meta-cyclic. Now by Lemma 2.6, $P$ is a meta-cyclic group or a 3-group of maximal class. Then it follows form Step 2 and Lemma 4.1 that $l_p(G) \leq 1$ and $r_p(G) \leq 2$, a contradiction.

Step 4. $N$ is non-meta-cyclic and is normal in $G$.

Suppose that $N$ is meta-cyclic, that is, $N$ is a cyclic group or a meta-cyclic group with $d(N) = 2$, where $d(N)$ is a minimal number of generators of $N$. If $N$ is cyclic, and let $A$ be a subgroup of $N$ with order $p$, then $A$ is normal in $P$ by $N \leq P$, and therefore there exists $H \in \mathcal{D}_1$ such that $A \leq H$ by Lemma 2.8 and $H \cap N \neq 1$. Hence, by $H \cap N = H \cap P \cap O_p(G_{p^2}) \leq G$ and [11, Theorem 2.1], $O_p(G_{p^2})$ is $p$-supersolvable. Furthermore, it follows from $O_p'(G) = 1$ and [9, VI, 6.6] that $N$ is normal in $O_p(G_{p^2})$. By Lemma 2.9 and 2.10, we see that $O_p(G_{p^2})$ centralizes $N$, and thus $O_p(G_{p^2})$ is $p$-nilpotent and $G_{p^2}$ is $p$-nilpotent, a contradiction. Now we assume that $N$ is a metacyclic subgroup of $P$ with $d(G) = 2$. Then $\Omega_1(N) \cong C_p \times C_p$, and thus, by Lemma 2.8, there exists $H \in \mathcal{D}_1$ such that $\Omega_1(N) \leq H$ and $H \cap N \neq 1$. Hence $T = H \cap N = H \cap P \cap O_p(G_{p^2}) \leq G$. Noticing
that $\Omega_1(N) = \Omega_1(T)$ $\text{char } T$, we have that $\Omega_1(N)$ is normal in $G$, and therefore $O^p(G_{p^2}^*)$ centralizes $\Omega_1(N)$ by Lemma 2.10. Since $p$ is odd, we see that $O^p(G_{p^2}^*)$ centralizes $N$ by [9, IV, 5.12]. Then $O^p(G_{p^2}^*)$ is $p$-nilpotent by Burnside’s Theorem [9, IV, 2.6], and thus $G_{p^2}^*$ is $p$-nilpotent, a contradiction.

Hence $N$ is non-meta-cyclic, and thus there exists $H \in \mathcal{H}_1$ such that $N \subseteq H$. We see

$$N = N \cap H = O^p(G_{p^2}^*) \cap P \cap H \leq G.$$  

**Step 5.** There exists a maximal subgroup $Y \in \mathcal{Y}$ such that $N \nsubseteq Y$.

If $N \leq \Phi(P)$, then it follows from Tate’s theorem [9, IV, 4.7] that $O^p(G_{p^2}^*)$ is $p$-nilpotent, and therefore $G_{p^2}^*$ is $p$-nilpotent, a contradiction. Thus there exists a maximal subgroup $Y$ of $P$ with $N \nsubseteq Y$.

**Step 6.** For any $Y \in \mathcal{Y}$, $L = N \cap Y$ is not normal in $G$ and $L$ is meta-cyclic.

First, we prove that $L = N \cap Y$ is not normal in $G$ for any $Y \in \mathcal{Y}$. If not, then there exists $Y \in \mathcal{Y}$ such that $L = N \cap Y \leq G$. Since $|N : L| = p$ for all $Y \in \mathcal{Y}$, $G_{p^2}^* \leq C_G(N/L)$. In addition, $N/L$ is a normal Sylow $p$-subgroup of $O^p(G_{p^2}^*)/L$, then $N/L \leq Z(O^p(G_{p^2}^*)/L)$, and therefore $O^p(G_{p^2}^*)/L$ is $p$-nilpotent by Burnside’s theorem [9, IV, 2.6]. Hence $O^p(O^p(G_{p^2}^*)) < O^p(G_{p^2}^*)$, a contradiction.

Next, we prove that $L$ is meta-cyclic. If $L$ is non-meta-cyclic, then there exists $H \in \mathcal{H}_1$ such that $L < H \subseteq Y$. So

$$L = H \cap L = H \cap Y \cap N = H \cap N = H \cap P \cap O^p(G_{p^2}^*) = H \cap O^p(G_{p^2}^*) \leq G,$$

which is a contradiction.

**Step 7.** $N \simeq C_p \times C_p \times C_p$.

If not, then, since $L$ is a meta-cyclic maximal subgroup of $N$, we see that $N$ is a $CS(p, 2)$-group by Lemma 2.9, and thus $N$ is centralized by $O^p(G_{p^2}^*)$ by Lemma 2.10. Hence $G_{p^2}^*$ is $p$-nilpotent, a contradiction.

**Step 8.** The final contradiction.

It is easy to see that $G_{p^2}^*/N$ is $p$-nilpotent. If $N \leq \Phi(G)$, then $G_{p^2}^*$ is $p$-nilpotent, a contradiction. Hence there exists a maximal subgroup $M$ of $G$ such that $N \nsubseteq M$. It is easy to see that $N$ is a minimal normal subgroup of $G$. If not, there is nothing to be proved. Then $G = NM$ and $N \cap M = 1$. It follows that $P = N(P \cap M)$ by Dedekind’s lemma. For convenience, write $S = P \cap M$. Noticing that there exists a maximal subgroup $P_1$ of $P$ such that $S \leq P_1$ and $N \nsubseteq P_1$. Write $K = N \cap P_1$ is normal in $P$ and $K \simeq C_p \times C_p$ by Step 7. If there exists $H_1 \in \mathcal{H}_1$ such that $H_1 \leq P_1$, then, by Lemma 2.8, there exists $H \in \mathcal{H}_1$ such that $K \leq H \leq P_1$, and thus $K = N \cap P_1 \cap H = H \cap O^p(G_{p^2}^*) \leq G$, which contradicts Step 6. Then it follows from Lemma 2.6 and Lemma 4.1 that $P_1$ is a meta-cyclic group of $d(P_1) = 2$ or a 3-group of maximal class. If $P_1$ is meta-cyclic of $d(P_1) = 2$, then $\Omega_1(P_1) \simeq C_p \times C_p$, and therefore $\Omega_1(S) \leq \Omega_1(P_1) = K \leq N$. In addition, we know that $\Omega_1(S) \leq S \leq M$ and $N \cap M = 1$. Then $\Omega_1(S) = 1$, and thus $S = 1$. Hence $N = P$, which is a contradiction with $|N| \leq d < |P|$. Now we assume that $P_1$ is a 3-group of maximal class. Since $p^3 = |N| \leq d < |P|$, we see that $|P_1| \geq p^3$. If $|P_1| \geq p^3$, then $K \leq \Phi(P_1)$ by [3, Exercise 9.1.]. It follows from Dedekind’s lemma that $P_1 = (P_1 \cap N)S$ and $P_1 = S$, which is a contradiction with $P = NS > P$. Now we assume that $|P_1| = 3^3$ and $|P| = 3^4$. Then it follows from $p^3 = |N| \leq d < |P| = p^4$ that $d = p^3$. Hence $P_1 \in \mathcal{H}_1$. Furthermore, we see that $K = N \cap P_1 = P_1 \cap O^p(G_{p^2}^*) \leq G$, which is a contradiction with Step 6. This final contradiction completes the proof. □

Now we may present some applications of Theorem 1.5.

**Lemma 4.2.** Let $G$ be a group of odd order and $P \in Syl_p(G)$ with $|P| > p^4$. If $P$ has exactly one non-meta-cyclic maximal subgroup $M$ and $M \leq G$, then $|p(G) \leq 1$ and $r_p(G) \leq 2$. 
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Abstract

A sustainable fuzzy economic production quantity (SFEPQ) inventory model is formulated by introducing the concept of fuzzy differential equation (FDE) due to dynamic behavior of the production-demand system. Generalized Hukuhara (gH) differentiability procedure is applied to solve FDE. Since the demand parameter is taken as trapezoidal type-2 fuzzy number, to get corresponding defuzzified values, first critical value (CV)-based reduction method is applied on demand function to transfer into type-1 fuzzy variable which turns to hexagonal fuzzy number in form. After that $\alpha$-cut of a hexagonal fuzzy number is used to find the upper and lower value of demand. To apply the $\alpha$-cut operation on FDE, we divided the interval $[0,1]$ into two sub-intervals $[0,0.5]$ and $[0.5,1]$ and gH-differentiation is applied on this sub-intervals. The objective of this paper is to maximize the profit and simultaneously minimize the carbon emission cost occurring due to the process of inventory management. Finally, the non-linear objective functions are solved by using of multi-objective genetic algorithm and sensitivity analyses on various parameters are also performed in numerically and graphically.
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1. Introduction

Nowadays, many countries have implemented various carbon emission taxes as a part of damage to the environment caused by industry on the inventory process. Therefore, it is a challenge for every manufacturing company or organizations to reduce the carbon emission cost on waste management, excess energy use and obsolescence management by producing sustainable products as well as maintain the profit which motivates the researchers to apply carbon emission factors in their models.
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Due to the complex environment during the business management, some critical parameters in the inventory problem are always treated as uncertain variables to meet the practical situations. For instance, if one needs to make a decision on inventory management for the next month, the demand and other relevant costs related to inventory are often required to be estimated by professional judgments or probability statistics because of no precise prior information. But, representing demand parameter for an inventory control problem by fuzzy set is considered difficult since it can be determined from many expert’s opinion in different ways, and sometimes it is tough to determine the exact membership function. In these cases, each expert’s opinion is a membership function of type-1 fuzzy set and thus, this membership function again becomes fuzzy. The final opinion of all experts is expressed by a type-2 fuzzy set (T2 FS).

Also, when the behavior of a dynamical system is not certain, i.e. when the production and demand are fuzzy, the governing differential equation is called fuzzy differential equation (FDE) of instantaneous state of inventory level and the parameters are characterized by a fuzzy number. Hence, we take the demand parameter as trapezoidal type-2 fuzzy number. In case of a T2 FS, complete defuzzification process consists of two parts-type reduction and defuzzification. Type reduction is a procedure by which a T2 FS is transformed to the corresponding T1 FS, known as type reduced set (TRS). The TRS is then easily defuzzified to a crisp value. Using CV-base reduction method we defuzzified the type-2 fuzzy amount.

The major contribution of this research can be stated as follows:
(i) A profit maximization and carbon emission cost minimization multi-objective partially backlogging fuzzy economic production quantity model is developed where the demand function is taken as trapezoidal type-2 fuzzy variable.
(ii) Fuzzy differential equation proposed by Kandel and Byatt [13] is considered because of the dynamic nature of the system.
(iii) Generalized Hukuhara (gH) derivative approach proposed by Stefanini and Bede [33] is used to solve the fuzzy differential equation.
(iv) Critical value (CV) based reduction method is used for trapezoidal type-2 fuzzy variable which become hexagonal fuzzy number in form and $\alpha$-cut of hexagonal fuzzy number is used to get the corresponding crisp value of demand.
(v) Multi-objective genetic algorithm is used to get the corresponding lower and upper bound of profit and carbon emission cost of the non-linear objective function.

2. Literature survey

In the literature, it is found that Stock et al. [34] showed that transport and warehouse operations generate large amounts of carbon emission. Hovelaque and Bironneau [11] formulated a carbon constrained integrated economic order quantity (EOQ) model which maximizes a retailer’s profit and minimizes carbon emission cost. They investigated the link between inventory policy, total carbon emission and both price and environmental dependent demands. Kazemi et al. [14] formulated an economic order quantity models for items with imperfect quality considering the effect of emission. Battini et al. [3] constructed a new model on sustainable economic order quantity (SEOQ) considering ordering and holding cost of inventory and obsolescence costs and also considered emissions of obsolescence cost for transportation problem. Jonas et al. [12] discussed about the uncertainty present in the greenhouse gas and formulated a fuzzy model in greenhouse gas inventory. Recently, Aljazzar et al. [1] formulated a strategy to reduce carbon emissions from supply chains.

One of the first economic production quantity (EPQ) models with fuzzy parameters was developed by Lee and Yao [17]. In a similar paper, Chang [6] applied the methodology in Lee and Yao [17] and analyzed a condition that the production quantity is a triangular
fuzzy number (TFN). He deduced that fuzzy and crisp approaches lead to the same result in the investigated model. Another identical research was treated by Lin and Yao [18] who assumed that production quantity is a trapezoidal fuzzy number (TPFN). In this direction, Shekarian et al. [27], [28],[30],[31] formulated different fuzzy EOQ/EPQ models considering different holding costs for imperfect quality items with backorders and rework for a single stage system. Soni et al. [32] formulated a fuzzy inventory model with demand uncertainty and learning in a continuous process. Sadeghi et al. [25] proposed a two-tuned metaheuristics approach for a fuzzy random EPQ problem with shortage and redundancy allocation. The readers could read the extensive survey paper by Shekarian et al. [29] on fuzzy inventory models. All the above investigations assumed the fuzzy parameters/ variables to be of type-1 fuzzy set (T1 FS). T2 FSs are extensions of T1 FSs was first introduced by Zadeh [38], [39]. The membership grade of a T2 FS is a fuzzy number with a support bounded by the interval [0, 1]. The logical operations of T2 FS were explored by Mizumoto and Tanaka [22] and Dubois and Prade [8]. Many authors e.g., [19], [26], [35] contributed a large number of theoretical research works on the property of T2 FS and the applications of T2 FS on operations research e.g., [15], [16], [21]. There are several method for type reduction. Qin et al. [23] introduced three kinds of reduction methods called optimistic CV, pessimistic CV and CV reduction methods for T2 FVs based on critical values (CVs) of regular FVs. α-cut and the extension principle forms a methodology for extending mathematical concepts from crisp sets to fuzzy sets. These have been applied to many operations and have also been extended to interval valued fuzzy sets. Dubois and Prade [8] has defined fuzzy number as a fuzzy subset of the real line. So far, fuzzy numbers like TFN, TPFN, Hexagonal fuzzy number [24] have been introduced with its membership functions. These numbers have got many applications in practical field and many operations were performed using fuzzy numbers.

The presence of fuzzy demand as well as fuzzy production rate leads to FDE of instantaneous state of inventory level. Till now, FDE is less used to solve fuzzy inventory models though the topics on FDE have been rapidly growing in the recent years. The first impetus on solving FDE was made by Kandel and Byatt [13]. Furthermore, different approaches have been made by several authors to solve FDE [2], [9]. In the FDE, all derivatives are deliberated as either Hukuhara or generalized derivatives. The Hukuhara differentiability [5] has a deficiency that the solution turns fuzzifier as time goes on. Bede [4] exhibited that a large class of Boundary Value Problems (BVPs) has no solution if the Hukuhara derivative is applied. To remove this difficulty, the concept of a generalized derivative was developed and fuzzy differential equations were smeared using this concept. Stefanini and Bede [33] introduced the concept of generalization of the Hukuhara difference for compact convex set, introduced generalized Hukuhara differentiability for fuzzy valued function and they displayed that, this concept of differentiability have relationships with weakly generalized differentiability and strongly generalized differentiability. Villamizar-Roa et al. [36] studied the existence and uniqueness of solution for fuzzy differential equation problems in the setting of a generalized Hukuhara derivative. Guchhait et al. [10] formulated a fuzzy production inventory model using fuzzy differential equation and the corresponding inventory costs and components are calculated using fuzzy Riemann integration. Trade credit financing is one of the central features in supply chain management. In real life situations retailer offers trade credit to his/her customers to boost the demand. This real phenomenon is depicted in our present model. Also, Majumder et al. [20] formulated a fuzzy production inventory model with partial trade credit and solve in fuzzy environment via Generalized Hukuhara derivative approach.

Some papers of the above literature survey and our proposed model are summarized and presented in Table 1.

The rest of the paper is organized as follows: In Section 3, we define all the preliminary concepts relating to fuzzy sets. Section 4, discusses various notations and assumptions.
section 5 is about mathematical formulation of the model. In section 6, we discuss about the solution procedure for solving multi-objective non-linear problems. In Section 7 real life numerical data and solutions are represented. Discussion on the solution are presented in section 8. Finally brief conclusions and future research work are drawn in section 9.

3. Preliminaries

3.1. Type-1 Fuzzy set (T1FS) [38]:

A fuzzy set \( \tilde{A} \) is defined by \( \tilde{A} = \{(x, \mu_{\tilde{A}}(x)) : x \in A, \mu_{\tilde{A}}(x) \in [0,1]\} \). In the pair \( (x, \mu_{\tilde{A}}(x)) \) the first element \( x \) belong to the classical set \( A \), the second element \( \mu_{\tilde{A}}(x) \), belong to the interval \([0,1]\), called Membership function.

3.2. Type-2 Fuzzy Set (T2FS) [38]:

Type-2 fuzzy set \( \tilde{A} \) defined on a universe of discourse \( X \), which is denoted as \( \tilde{A} \subseteq X \), is a set of pairs \( \{x, \mu_{\tilde{A}}(x)\} \), where \( x \) an element of a fuzzy set is, and its grade of membership \( \{\mu_{\tilde{A}}(x)\} \) in the fuzzy set \( \tilde{A} \) is a type-1 fuzzy set defined in the interval \( J_x \subset [0,1] \), i.e. A T2 FS \( \tilde{A} \) is defined as
\[
\tilde{A} = \{(x, u, \mu_{\tilde{A}}(x, u)) : \forall x \in X, J_x \subset [0,1]\},
\]
where \( 0 \leq \mu_{\tilde{A}}(x, u) \leq 1 \) is the type-2 membership function.

3.3. Regular fuzzy variable (RFV) [8]:

For a possibility space \( \{\varphi, p, Pos\} \), a regular fuzzy variable \( \tilde{\xi} \) is defined as a measurable map from \( \varphi \) to \([0,1]\) in the sense that for every \( t \in [0,1] \), one has \( \{\gamma \in \varphi : \tilde{\xi}(\gamma) \leq t\} \in p \). A discrete RFV is represented as \( \tilde{\xi} \sim \left( \begin{array}{c} r_1, r_2, \ldots, r_n \\ \mu_1, \mu_2, \ldots, \mu_n \end{array} \right) \) where \( r_i \in [0,1] \) and \( \mu_i > 0, \forall i \) and \( max_i(\mu_i) = 1 \).

If \( \tilde{\xi} = (r_1, r_2, r_3, r_4) \) with \( 0 \leq r_1 < r_2 < r_3 < r_4 \leq 1 \), then \( \tilde{\xi} \) is called a trapezoidal RFV.

**Example 3.1.** Let us take \( \tilde{A}\{(x, \mu_{\tilde{A}}(x)) : x \in X\} \) where \( X = 3, 6, 9 \) and the primary memberships of the points 3, 6, 9 are given by \( J_3 = 0.4, 0.8, 0.9 \), \( J_6 = 0.3, 0.7, 0.8, 0.9 \) and \( J_9 = 0.2, 0.7, 1.0 \) respectively. Then the secondary grade of the point 3 is
\[
\mu_{\tilde{A}}(3) = \mu_{\tilde{A}}(3, u) = (0.5/0.4) + (0.7/0.8) + (0.3/0.9) \sim \left( \begin{array}{c} 0.4 \\ 0.5 \\ 0.7 \\ 0.3 \end{array} \right)
\]
That means, \( \mu_{\tilde{A}}(3, 0.4) = 0.5, \mu_{\tilde{A}}(3, 0.8) = 0.7, \mu_{\tilde{A}}(3, 0.9) = 0.3 \).

More specifically \( \mu_{\tilde{A}}(3, 0.4) = 0.5 \) means that the membership grade which is named as secondary membership grade that the point 3 has the primary membership 0.4 is 0.5.

So \( \tilde{A} \) considers on the value 3 with membership grade \( \left( \begin{array}{c} 0.4 \\ 0.5 \\ 0.8 \\ 0.7 \\ 0.9 \end{array} \right) \), which is a RFV.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Crisp</th>
<th>Fuzzy</th>
<th>EQQ</th>
<th>EPQ</th>
<th>Carbon emission</th>
<th>FDE</th>
<th>T2FS</th>
<th>( \text{gh-differentiability} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hovelaque and Bironneau [11]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Battinetti et al. [3]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jonas et al. [12]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Villamizar-Roa et al. [36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Guchhait et al. [10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Majumder et al. [20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Shekarian et al. [30]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kasemi et al. [14]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1. Contribution of Different Authors
3.4. Critical values (CVs) for RFVs [23]

Qin et al. [23] introduced three kinds of critical values (CVs). Let \( \hat{\xi} \) be a RFV. Then,

I. The optimistic CV of \( \hat{\xi} \), denoted by \( CV^*(\hat{\xi}) \) is given by,
\[
CV^*(\hat{\xi}) = \sup_{\alpha \in [0,1]} [\alpha \wedge Pos(\hat{\xi} \geq \alpha)]
\] (3.2)

II. The pessimistic CV of \( \hat{\xi} \), denoted by \( CV_*[\hat{\xi}] \) is given by,
\[
CV_*[\hat{\xi}] = \sup_{\alpha \in [0,1]} [\alpha \wedge Nec(\hat{\xi} \geq \alpha)]
\] (3.3)

III. The CV of \( \hat{\xi} \), denoted by \( CV[\hat{\xi}] \) is given by,
\[
CV[\hat{\xi}] = \sup_{\alpha \in [0,1]} [\alpha \wedge Cr(\hat{\xi} \geq \alpha)]
\] (3.4)

**Example 3.2.** Let \( \hat{\xi} \) be a discrete RFV define as
\[
\xi \sim \begin{pmatrix} 0.3 & 0.5 & 0.8 & 0.9 \\ 0.1 & 0.9 & 0.6 & 0.3 \end{pmatrix}
\]

Then we can find out that,
\[
Pos(\hat{\xi} \geq \alpha) = \begin{cases} 0, & \text{if } \alpha \leq 0.2 \\ 0.9, & \text{if } 0.2 < \alpha \leq 0.5 \\ 0.6, & \text{if } 0.5 < \alpha \leq 0.8 \\ 0.3, & \text{if } 0.8 < \alpha \leq 1.0 \end{cases}
\]
\[
Nec(\hat{\xi} \geq \alpha) = \begin{cases} 0.9, & \text{if } \alpha \leq 0.3 \\ 0.1, & \text{if } 0.3 < \alpha \leq 0.5 \\ 0.4, & \text{if } 0.5 < \alpha \leq 0.8 \\ 0.7, & \text{if } 0.8 < \alpha \leq 1.0 \end{cases}
\]

and
\[
Cr(\hat{\xi} \geq \alpha) = \begin{cases} 0.9, & \text{if } \alpha \leq 0.3 \\ 0.5, & \text{if } 0.3 < \alpha \leq 0.5 \\ 0.5, & \text{if } 0.5 < \alpha \leq 0.8 \\ 0.5, & \text{if } 0.8 < \alpha \leq 1.0 \end{cases}
\]

Then by the definitions of CVs, from (3.2)-(3.4), we have
\[
CV^*(\hat{\xi}) = \sup_{\alpha \in [0,1]} [\alpha \wedge Pos(\hat{\xi} \geq \alpha)] = 0 \vee 0.5 \vee 0.6 \vee 0.3 = 0.6
\]
\[
CV_*[\hat{\xi}] = \sup_{\alpha \in [0,1]} [\alpha \wedge Nec(\hat{\xi} \geq \alpha)] = 0 \vee 0.1 \vee 0.4 \vee 0.7 = 0.7
\]
\[
CV[\hat{\xi}] = \sup_{\alpha \in [0,1]} [\alpha \wedge Cr(\hat{\xi} \geq \alpha)] = 0 \vee 0.5 \vee 0.5 = 0.5
\]
3.5. Critical values (CVs) of trapezoidal RFVs [23]

The following theorems introduced the critical values (CVs) of trapezoidal RFVs.

Theorem 3.3. (Qin et al. [23]) Let \( \tilde{\xi} = (r_1, r_2, r_3, r_4) \) be a trapezoidal RFV. Then we have,

1. The optimistic CV of \( \tilde{\xi} \) is \( CV^*(\tilde{\xi}) = \frac{r_4}{1 + r_4 - r_3} \).
2. The pessimistic CV of \( \tilde{\xi} \) is \( CV_*(\tilde{\xi}) = \frac{r_2}{1 + r_2 - r_1} \).
3. The CV of \( \tilde{\xi} \) is \( CV(\tilde{\xi}) = \begin{cases} \frac{1}{2} r_2 - r_1, & \text{if } r_2 \geq \frac{1}{2} \\ \frac{1}{2}, & \text{if } r_2 \leq \frac{1}{2} < r_3 \\ \frac{1}{2} r_4 - r_3, & \text{if } r_3 \leq \frac{1}{2} \end{cases} \).

Example 3.4. Let \( \tilde{\xi} = (0.3, 0.4, 0.8, 0.9) \) be a trapezoidal RFV. Then according to the theorem 3.3 we have,

\[
CV^*(\tilde{\xi}) = \frac{9}{11}, \quad CV_*(\tilde{\xi}) = \frac{4}{11}, \quad CV(\tilde{\xi}) = \frac{1}{2}.
\]

3.6. Proposed CV based defuzification for trapezoidal type-2 fuzzy variable

According to Chen et al. [7] for a trapezoidal type-2 fuzzy variable \( \tilde{\xi} = (r_1, r_2, r_3, r_4; \theta_l, \theta_r) \), where \( r_i \in R, \forall i \) and \( \theta_l, \theta_r \in [0, 1] \) are the two parameters that characterize the degree of uncertainty that \( \tilde{\xi} \) takes a value say \( x \) and the corresponding secondary possibility distribution function \( \tilde{\mu}_\tilde{\xi}(x) \) is given by,

For any \( x \in [r_1, r_2] \), \( \tilde{\mu}_\tilde{\xi}(x) = (x - r_1) \) \( r_2 - r_1 \) \( -\theta_l \min \left\{ \frac{x - r_1}{r_2 - r_1}, \frac{r_2 - x}{r_2 - r_1} \right\} + \theta_r \min \left\{ \frac{x - r_1}{r_2 - r_1}, \frac{r_2 - x}{r_2 - r_1} \right\} \)

for \( x \in (r_2, r_3) \), \( \tilde{\mu}_\tilde{\xi}(x) = \tilde{\mu}_\tilde{\xi}(x) \) \( r_4 - r_3 \) \( -\theta_l \min \left\{ \frac{x - r_3}{r_4 - r_3}, \frac{r_4 - x}{r_4 - r_3} \right\} + \theta_r \min \left\{ \frac{x - r_3}{r_4 - r_3}, \frac{r_4 - x}{r_4 - r_3} \right\} \)

For any \( x \in [r_3, r_4] \).

Theorem 3.5. Let \( \tilde{\xi} = (r_1, r_2, r_3, r_4; \theta_l, \theta_r) \) be a type-2 trapezoidal fuzzy variable. Then we have,

1. Using the optimistic CV reduction method, the reduction \( \xi_1 \) of \( \tilde{\xi} \) has the following possibility distribution,

\[
\mu_{\xi_1}(x) = \begin{cases} \frac{(1+\theta_r)(x-r_1)}{r_2-r_1+\theta_r(x-r_1)}, & \text{if } x \in \left[ r_1, \frac{r_1+r_2}{2} \right] \\ \frac{(1-\theta_l)x-r_1+\theta_r}{r_2-r_1+\theta_r(r_2-x)}, & \text{if } x \in \left( \frac{r_1+r_2}{2}, r_2 \right] \\ \tilde{\mu}(r_2, r_3), & \text{if } x \in (r_2, r_3) \\ \frac{(1+\theta_r)(r_4-x)}{r_4-r_3+\theta_r(r_4-x)}, & \text{if } x \in \left( r_3, \frac{r_3+r_4}{2} \right] \\ \frac{(-1+\theta_l)x-r_3+r_4}{r_4-r_3+\theta_r(x-r_4)}, & \text{if } x \in \left( \frac{r_3+r_4}{2}, r_4 \right]. \end{cases}
\]
II. Using the pessimistic CV reduction method, the reduction \( \xi_2 \) of \( \tilde{x} \) has the following possibility distribution,

\[
\mu_{\xi_2}(x) = \begin{cases} 
\frac{(x-r_1)}{r_2-r_1+\theta_i(x-r_1)}, & \text{if } x \in \left[ r_1, \frac{r_1+r_2}{2} \right] \\
\frac{(x-r_1)}{r_2-r_1+\theta_i(r_1-x)}, & \text{if } x \in \left( \frac{r_1+r_2}{2}, r_2 \right] \\
1, & \text{if } x \in (r_2, r_3) \\
\frac{(r_4-x)}{r_4-r_3+\theta_i(x-r_3)}, & \text{if } x \in \left( r_3, \frac{r_3+r_4}{2} \right) \\
\frac{(r_4-x)}{r_4-r_3+\theta_i(r_4-x)}, & \text{if } x \in \left( \frac{r_3+r_4}{2}, r_4 \right]. 
\end{cases}
\] (3.6)

III. Using the CV reduction method, the reduction \( \xi_3 \) of \( \tilde{x} \) has the following possibility distribution,

\[
\mu_{\xi_3}(x) = \begin{cases} 
\frac{(1+\theta_i)x-r_1)}{r_2-r_1+2\theta_i(x-r_1)}, & \text{if } x \in \left[ r_1, \frac{r_1+r_2}{2} \right] \\
\frac{(1-\theta_i)x-r_2+r_1)}{r_2-r_1+2\theta_i(r_2-x)}, & \text{if } x \in \left( \frac{r_1+r_2}{2}, r_2 \right] \\
1, & \text{if } x \in (r_2, r_3) \\
\frac{(-1+\theta_i)x-r_3+r_4)}{r_4-r_3+2\theta_i(x-r_3)}, & \text{if } x \in \left( r_3, \frac{r_3+r_4}{2} \right] \\
\frac{(1+\theta_i)(r_4-x)}{r_4-r_3+2\theta_i(r_4-x)}, & \text{if } x \in \left( \frac{r_3+r_4}{2}, r_4 \right]. 
\end{cases}
\] (3.7)

From the above theorem we can conclude that when the reduction of trapezoidal type-2 fuzzy variable is made by optimistic CV-reduction method, the possibility distribution function is constructed by use of \( \theta_r \), and similarly for construction of pessimistic CV-reduction of trapezoidal type-2 fuzzy variable \( \theta_l \) is used. But in case of CV-reduction of trapezoidal type-2 fuzzy variable both \( \theta_l \) and \( \theta_r \) are used. Thus, CV-reduction gives more accurate normal value rather than optimistic or pessimistic CV-reduction. Therefore, we take CV-reduction method for our future calculation.

### 3.7. Fuzzy number \([37]\)

A fuzzy number is an extension of a regular number in the sense that it does not refer to one single value but rather to a connected set of possible values. Thus, a fuzzy number is a fuzzy set like \( u : R \rightarrow I = [0, 1] \) which satisfies

1. \( u \) is upper semi-continuous.
2. \( u(x) = 0 \) outside the interval \([c, d]\).
3. There are real numbers \( a, b \) such \( c \leq a \leq b \leq d \) and
   - (i) \( u(x) \) is monotonic increasing on \([c, a]\),
   - (ii) \( u(x) \) is monotonic decreasing on \([b, d]\),
   - (iii) \( u(x) = 1 \), \( a \leq x \leq b \).

### 3.8. Hexagonal fuzzy number \([24]\)

A fuzzy number \( \tilde{A}_h \) is called a hexagonal fuzzy number, denoted by \( \tilde{A}_h = (a_1, a_2, a_3, a_4, a_5, a_6) \) where \( a_1, a_2, a_3, a_4, a_5, a_6 \) are real numbers and its membership function \( \mu_{\tilde{A}_h}(x) \) is given below
Remark: In other words, a hexagonal fuzzy number \( \tilde{A}_h \) is an ordered quadruple \( (P_1(u), Q_1(v), Q_2(v), P_2(u)) \), for \( u \in [0,0.5) \) and \( v \in [0.5,1) \) where,

1. \( P_1(u) = \frac{1}{2} \left[ \frac{u-a_1}{a_2-a_1} \right] + 1 \) is a bounded continuous non-decreasing function over \([0,0.5)\).
2. \( Q_1(v) = \frac{1}{2} + \frac{1}{2} \left[ \frac{v-a_5}{a_5-a_4} \right] \) is a bounded continuous non-decreasing function over \([0.5,1]\).
3. \( Q_2(v) = 1 - \frac{1}{2} \left[ \frac{v-a_1}{a_5-a_4} \right] \) is a bounded continuous non-decreasing function over \([0.5,1]\).
4. \( P_2(u) = \frac{1}{2} \left[ \frac{a_6-u}{a_6-a_5} \right] \) is a bounded continuous non-decreasing function over \([0,0.5)\).

3.9. \( \alpha \)-cut of fuzzy set [37]

The \( \alpha \)-level set (or interval of confidence at level \( \alpha \) or \( \alpha \)-cut) of the fuzzy set \( \tilde{A} \) of \( X \) is a crisp set \( A_\alpha \) that contains all the elements of \( X \) that have membership values greater than or equal to \( \alpha \), i.e. \( A = \{ x : \mu_{\tilde{A}}(x) \geq \alpha, x \in X, \alpha \in [0,1] \} \).

In case of hexagonal fuzzy number \( \tilde{A}_h = (a_1, a_2, a_3, a_4, a_5, a_6) \), the \( \alpha \)-cut of \( \tilde{A}_h \) is defined as

\[
A_\alpha = \{ x \in X : \mu_{\tilde{A}_h}(x) \geq \alpha \} = \begin{cases} [P_1(\alpha), P_2(\alpha)] & \text{for } \alpha \in [0,0.5] \\ [Q_1(\alpha), Q_2(\alpha)] & \text{for } \alpha \in [0.5,1] \end{cases}
\]

3.10. \( \alpha \)-cut operations [37]:

If we get crisp interval by \( \alpha \)-cut operations interval \( A_\alpha \) shall be obtained as follows, for all \( \alpha \in [0,1] \)

Consider, \( Q_1(x) = \alpha \)

\[
\frac{1}{2} + \frac{1}{2} \left[ \frac{x-a_2}{a_3-a_2} \right] = \alpha
\]

Hence, \( Q_1(\alpha) = 2\alpha(a_3-a_2) + 2a_2 - a_3 \)

Similarly, \( Q_2(x) = \alpha \), \( Q_2(\alpha) = 2a_5 - a_4 - 2\alpha(a_5-a_4) \), \( P_1(\alpha) = 2\alpha(a_2-a_1) + a_1 \)

\( P_2(\alpha) = a_6 - 2a(a_6-a_5) \)

Hence, \( A_\alpha = \begin{cases} 2\alpha(a_2-a_1) + a_1, a_6 - 2\alpha(a_6-a_5) & \text{for } \alpha \in [0,0.5] \\ 2\alpha(a_3-a_2) + 2a_2 - a_3, 2a_5 - a_4 - 2\alpha(a_5-a_4) & \text{for } \alpha \in [0.5,1] \end{cases} \)

3.11. \( \alpha \)-cut operation on reduction of a trapezoidal type-2 fuzzy variable

A trapezoidal type-2 fuzzy variable is defined as \( \tilde{\xi} = (r_1, r_2, r_3, r_4; \theta_1, \theta_2) \), then we have already discussed about reduction method of trapezoidal type-2 fuzzy variable by optimistic \( CV \), pessimistic \( CV \) and \( CV \) reduction.

Now according to the definition of \( \alpha \)-cut [37], we have the following \( \alpha \)-cuts of the reductions of \( \tilde{\xi} \)
I. Using the optimistic CV reduction method,

\[
\xi_{1L}(\alpha) = \begin{cases} 
\frac{(1+\theta_l)r_1+(r_2-r_1-\theta_l r_1)\alpha}{(1+\theta_l)-(1-\theta_l)+(1-\theta_l)r_1\alpha}, & \text{if } 0 \leq \alpha \leq 0.5 \\
\frac{1}{(1-\theta_l)+\theta_l\alpha}, & \text{if } 0.5 < \alpha \leq 1 
\end{cases} 
\] (3.8)

\[
\xi_{1R}(\alpha) = \begin{cases} 
\frac{(r_4-\theta_l r_3)-(r_4-r_3-\theta_l r_3)\alpha}{(1-\theta_l)+\theta_l\alpha}, & \text{if } 0.5 \leq \alpha \leq 1 \\
\frac{1}{(1-\theta_l)+\theta_l\alpha}, & \text{if } 0 \leq \alpha \leq 0.5 
\end{cases} 
\] (3.9)

II. Using the pessimistic CV reduction method,

\[
\xi_{2L}(\alpha) = \begin{cases} 
\frac{r_1+(r_2-r_1-\theta_l r_1)\alpha}{1-\theta_l\alpha}, & \text{if } 0 \leq \alpha \leq 0.5 \\
\frac{1}{r_1+(r_2-r_1-\theta_l r_1)\alpha}, & \text{if } 0.5 < \alpha \leq 1 
\end{cases} 
\] (3.10)

\[
\xi_{2R}(\alpha) = \begin{cases} 
\frac{r_4-\theta_l r_3}{1-\theta_l\alpha}, & \text{if } 0 \leq \alpha \leq 0.5 \\
\frac{1}{r_4-\theta_l r_3}, & \text{if } 0.5 < \alpha \leq 1 
\end{cases} 
\] (3.11)

III. Using the CV reduction method,

\[
\xi_{3L}(\alpha) = \begin{cases} 
\frac{(1+\theta_l)r_1+(r_2-r_1-\theta_l r_1)\alpha}{1+\theta_l\alpha}, & \text{if } 0 \leq \alpha \leq 0.5 \\
\frac{1}{(1-\theta_l)+\theta_l\alpha}, & \text{if } 0.5 < \alpha \leq 1 
\end{cases} 
\] (3.12)

\[
\xi_{3R}(\alpha) = \begin{cases} 
\frac{(r_4-\theta_l r_3)+(r_4-r_3-2\theta_l r_3)\alpha}{1-\theta_l\alpha}, & \text{if } 0 \leq \alpha \leq 0.5 \\
\frac{1}{(1-\theta_l)+\theta_l\alpha}, & \text{if } 0.5 < \alpha \leq 1 
\end{cases} 
\] (3.13)

By CV reduction method, membership function of type two fuzzy variable \(\bar{\xi} = (r_1, r_2, r_3, r_4; \theta_l, \theta_r)\) reduces to membership function of type one variable which is just like a hexagonal fuzzy number. Therefore \(\alpha\)-cut of \(\bar{\xi}\) is

\[
\bar{\xi}_\alpha = \begin{cases} 
\{P_1(\alpha), P_2(\alpha)\} & \text{for } \alpha \in [0, 0.5] \\
\{Q_1(\alpha), Q_2(\alpha)\} & \text{for } \alpha \in [0.5, 1] 
\end{cases}
\]

where,

\[
P_1(\alpha) = \frac{(1+\theta_l)r_1+(r_2-r_1-\theta_l r_1)\alpha}{(1+\theta_l)-(1-\theta_l)+(1-\theta_l)r_1\alpha}, \quad P_2(\alpha) = \frac{(1+\theta_l)r_4-(r_4-r_3+2\theta_l r_3)\alpha}{(1+\theta_l)-(1-\theta_l)+(1-\theta_l)r_4\alpha}
\]

\[
Q_1(\alpha) = \frac{(r_1-\theta_l r_2)+(r_2-r_1-\theta_l r_2)\alpha}{(1-\theta_l)+2\theta_l\alpha}, \quad Q_2(\alpha) = \frac{(r_4-\theta_l r_3)(r_4-r_3-2\theta_l r_3)\alpha}{(1-\theta_l)+2\theta_l\alpha}
\]

4. Notations and assumptions

To formulate the mathematical model for the proposed inventory system, the following notations and assumptions are made.

4.1. Notation

**Decision Variables:**

- \(M\) : Permissible delay period (time) for the retailer offered by the wholesaler, \(M > 0\).
- \(N\) : Permissible delay period (time) for the customer offered by the retailer, \(0 < N < M\).
- \(T\) : Business period i.e., time period for the cycle of the system, \(T > 0\).

**Parameters:**

- \(C_3\) : Fixed set-up cost ($/set up).
- \(C_s\) : Unit selling price ($/unit).
- \(C_s'\) : Scrap price per unit ($/unit).
- \(p\) : Unit production cost ($/unit).
- \(\alpha'\) : Obsolescence rate of inventory (percent).
- \(b'\) : Required space for each unit of product (\(m^3/unit\)).
- \(a'\) : Weight of the obsolescence product stored in the warehouse (ton/\(m^3\)).
- \(C_b\) : Backordering cost per unit quantity per unit of time ($/unit/time).
Multi-objective Sustainable Fuzzy Economic Production Quantity (SFEPQ) ...

\( C_{mc} = \) The emission cost of carbon for manufacturing each unit (\$/m^3).
\( C_{oc} = \) Average disposal, waste collection and emission cost for inventory obsolescence (\$/m^3).
\( C_h = \) Holding cost per unit item per unit time (\$/unit).
\( C_{hc} = \) Average emission cost of carbon for holding inventory (\$/m^3).
\( i_p = \) Rate of interest per year per unit to be paid for the unsold inventory after the credit period \( M, i_p > 0 \) (\$/year/unit).
\( i_e = \) Rate of interest per year per unit to be earned from the revenue sold till the time horizon \( T \) (\$/year/unit) \((i_e < i_p)\).

4.2. Assumptions

The model is developed with the following assumptions.

1. Production system involves only one non-deteriorating item.
2. Shortages are allowed with partial backordering.
3. \( D(p, q) = \) rate of demand depends on the production price and stock i.e.,
   \[
   D(p, q) = \begin{cases} 
   p^{-\epsilon}(\bar{a} + bq) & \text{if } q > 0 \\
   \bar{a}p^{-\epsilon} & \text{if } q \leq 0 
   \end{cases}
   \]
   Where \( \bar{a} = (r_1, r_2, r_3, r_4, \theta_l, \theta_r) \) is a trapezoidal type two fuzzy number and \( 0 < \epsilon < 1, r_1, r_2, r_3, r_4 > 0, 0 < \theta_l, \theta_r < 1 \) and \( b \) is any positive real number.
4. \( K, \) rate of production is linearly demand dependent i.e., of the form \( K = \mu D \) and \( \mu > 1 \)
5. Rate of earning interest by the retailer is lesser than the rate of interest paid to the wholesaler by the retailer, i.e. \( i_e < i_p \).
6. Credit period offered by the retailer is smaller than that offered by the wholesaler, i.e. \( N < M \).
7. Customer maintains the trade credit policy offered by the retailer.

5. Mathematical formulation of the model

Let the retailer fails to fulfill the demand initially and hence shortages arise from time \( t = 0 \) to the time \( t = t_1 \) and maximum shortage level \( Q_s \) occur at \( t = t_1 \). After that production process starts to backlog the shortage quantities with partial backordering process and at time \( t = t_2 \) the shortage level reaches to zero. In the mean time inventory accumulates upto time \( t = t_3 \) of amount \( Q_m \). At that time production process being stop and the accumulated inventory declines to meet up the customers demand and reaches to zero at time \( T \).

The governing differential equations of the stock level at any instant \( t \) for this model is given by

\[
\frac{dq}{dt} = \begin{cases} 
-D & 0 \leq t \leq t_1 \\
K - D & t_1 \leq t \leq t_2 \\
K - D & t_2 \leq t \leq t_3 \\
-D & t_3 \leq t \leq T 
\end{cases}
\]

With the boundary conditions, \( q(0) = q(t_2) = q(T) = 0 \)

Bede and Gal [4] applied fuzzy number valued function in fuzzy differential equation and hence, the above equation can be rewritten in fuzzy form

\[
\frac{dq}{dt} = \begin{cases} 
-\bar{a} \odot p^{-\epsilon} & 0 \leq t \leq t_1 \\
(\mu - 1) \odot \bar{a} \odot p^{-\epsilon} & t_1 \leq t \leq t_2 \\
(\mu - 1) \odot p^{-\epsilon} \odot (\bar{a} + b \odot \bar{q}) & t_2 \leq t \leq t_3 \\
-p^{-\epsilon} \odot (\bar{a} + b \odot \bar{q}) & t_3 \leq t \leq T 
\end{cases}
\]

For using CV based reduction method for trapezoidal type-2 fuzzy number, we divided the interval for \( \alpha \in [0,1] \) into two sub-intervals like \( \alpha \in [0,0.5] \) and \( \alpha \in [0.5,1] \) as discussed.
Therefore two cases arise

Case 2:

where,

\[
\alpha = \frac{\Theta_{gH} f(t_0)}{h}
\]

In parametric form we say that \( f(t) \) is \( gH \)-differentiable at \( t_0 \) if

\[
[f'(t_0)]_{gH} = [f'_L(t_0, \alpha), f'_R(t_0, \alpha)]
\]

(5.1)

Also, \( f(t) \) is \( gH \)-(ii) differentiable at \( t_0 \) if

\[
[f'(t_0)]_{gH} = [f'_R(t_0, \alpha), f'_L(t_0, \alpha)]
\]

(5.2)

Depending upon the value of \( \alpha \) two possibility aries

(i) \( \alpha \in [0, 0.5] \)

(ii) \( \alpha \in [0.5, 1] \)

If \( \alpha \in [0, 0.5] \), then the above equation takes the form

\[
\begin{bmatrix}
\frac{dq_L}{dt} \\
\frac{dq_R}{dt}
\end{bmatrix} = \begin{cases}
-\frac{[a_L, a_R]}{a_L} \cap p^t & 0 \leq t < t_1 \\
(\mu - 1) \cap [a_L, a_R] \cap p^t & t_1 \leq t < t_2 \\
(\mu - 1) \cap p^t([a_L, a_R] + b \cap [q_L, q_R]) & t_2 \leq t < t_3 \\
-p^t([a_L, a_R] + b \cap [q_L, q_R]) & t_3 \leq t \leq T
\end{cases}
\]

(5.3)

Therefore two cases arise

Case 1: \( gH \)-(i) differentiable

Case 2: \( gH \)-(ii) differentiable

Case-1: Therefore, solving the above system via \( gH \)-(i) differentiable is equivalent to solve the corresponding simultaneous system (see [33])

\[
\begin{align*}
\frac{dq_L}{dt} & = \begin{cases}
-\frac{a_Rp^t}{a_L} t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Lp^{-t} & t_1 \leq t \leq t_2 \\
(\mu - 1)p^{-t}(a_L + bq_L) & t_2 \leq t \leq t_3 \\
-p^{-t}(a_L + bq_R) & t_3 \leq t \leq T
\end{cases} \\
\frac{dq_R}{dt} & = \begin{cases}
-\frac{a_Lp^{-t}}{a_R} t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Rp^{-t} & t_1 \leq t \leq t_2 \\
(\mu - 1)p^{-t}(a_R + bq_R) & t_2 \leq t \leq t_3 \\
-p^{-t}(a_L + bq_L) & t_3 \leq t \leq T
\end{cases}
\end{align*}
\]

After solving using the boundary conditions, \( q(0) = q(t_2) = q(T) = 0 \), we get

\[
q_L(t) = \begin{cases}
-\frac{a_Rp^{-t}}{a_L} t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Lp^{-t}(t - t_2) & t_1 \leq t \leq t_2 \\
\frac{a_R}{b} [e^{y(T-t)} - 1] & t_2 \leq t \leq t_3 \\
-\frac{a_L}{b} [e^{y(T-t)} - 1] & t_3 \leq t \leq T
\end{cases}
\]

(5.4)

\[
q_R(t) = \begin{cases}
-\frac{a_Lp^{-t}}{a_R} t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Rp^{-t}(t - t_2) & t_1 \leq t \leq t_2 \\
\frac{a_R}{b} [e^{x(t-t_2)} - 1] & t_2 \leq t \leq t_3 \\
-\frac{a_L}{b} [e^{x(T-t)} - 1] & t_3 \leq t \leq T
\end{cases}
\]

(5.5)

where, \( x = b(\mu - 1)p^{-t} \) and \( y = bp^{-t} \).
\[ a_L(\alpha) = \frac{(1 + \theta_\nu) r_1 + (r_2 - r_1 - 2 \theta_\nu r_1) \alpha}{(1 + \theta_\nu) - 2 \theta_\nu \alpha} \]
\[ a_R(\alpha) = \frac{(1 + \theta_\nu) r_3 - (r_4 - r_3 + 2 \theta_\nu r_4) \alpha}{(1 + \theta_\nu) - 2 \theta_\nu \alpha} \]

Similarly, to find the lower and upper limit of inventory accumulated up to time \( t = t_3 \) is given by the condition
\[ (Q_m)_L = \frac{a_R}{b} \left[ \frac{e^{x(t_3-t_2)}}{} \right] - 1 = -\frac{a_R}{b} \left[ e^{y(T-t_3)} - 1 \right] \]
\[ (Q_m)_U = \frac{a_L}{b} \left[ \frac{e^{x(t_3-t_2)}}{} \right] - 1 = -\frac{a_L}{b} \left[ e^{y(T-t_3)} - 1 \right] \]

Now, the inventory related costs are as follows:

**Total obsolescence cost of inventory**

\[ \text{TOC}_L = \alpha' (C_s - C_s') \left[ \int_{t_2}^{t_3} q_L(t) \, dt + \int_{t_2}^{T} q_L(t) \, dt \right] = \alpha' (C_s - C_s') \left[ \frac{a_R}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_R}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

\[ \text{TOC}_R = \alpha' (C_s - C_s') \left[ \int_{t_2}^{t_3} q_R(t) \, dt + \int_{t_2}^{T} q_R(t) \, dt \right] = \alpha' (C_s - C_s') \left[ \frac{a_L}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_L}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

**Total cost of emission of inventory obsolescence**

\[ \text{TEO}_L = \alpha' \alpha' C_{oc} \left[ \int_{t_2}^{t_3} q_L(t) \, dt + \int_{t_1}^{T} q_L(t) \, dt \right] = \alpha' \alpha' C_{oc} \left[ \frac{a_R}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_R}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

\[ \text{TEO}_R = \alpha' \alpha' C_{oc} \left[ \int_{t_2}^{t_3} q_R(t) \, dt + \int_{t_1}^{T} q_R(t) \, dt \right] = \alpha' \alpha' C_{oc} \left[ \frac{a_L}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_L}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

**Total backordering cost**

\[ \text{TBC}_L = C_b \left[ \int_{t_1}^{t_2} q_L(t) \, dt + \int_{t_1}^{t_2} q_L(t) \, dt \right] = -\frac{C_t}{2} \left[ a_R P^-t_3^2 + (\mu - 1) a_L P^-t_1^2 \right] \]

\[ \text{TBC}_R = C_b \left[ \int_{t_1}^{t_2} q_R(t) \, dt + \int_{t_1}^{t_2} q_R(t) \, dt \right] = -\frac{C_t}{2} \left[ a_L P^-t_3^2 + (\mu - 1) a_R P^-t_1^2 \right] \]

**Total goodwill loss for back-order is**

\[ \text{TGC}_L = C_g \left[ \int_{t_1}^{t_2} q_L(t) \, dt + \int_{t_1}^{t_2} q_L(t) \, dt \right] = -\frac{C_t}{2} \left[ a_R P^-t_3^2 + (\mu - 1) a_L P^-t_1^2 \right] \]

\[ \text{TGC}_R = C_g \left[ \int_{t_1}^{t_2} q_R(t) \, dt + \int_{t_1}^{t_2} q_R(t) \, dt \right] = -\frac{C_t}{2} \left[ a_L P^-t_3^2 + (\mu - 1) a_R P^-t_1^2 \right] \]

**Total holding cost**

\[ \text{THC}_L = \int_{t_2}^{T} C_h q_L(t) \, dt + \int_{t_3}^{T} C_h q_L(t) \, dt = C_h \left[ \frac{a_R}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_R}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

\[ \text{THC}_R = \int_{t_2}^{T} C_h q_R(t) \, dt + \int_{t_3}^{T} C_h q_R(t) \, dt = C_h \left[ \frac{a_L}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_L}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

**Total emission cost of carbon for holding inventory**

\[ \text{TEH}_L = C_{hc} b' \left[ \int_{t_2}^{T} q_L(t) \, dt + \int_{t_3}^{T} q_L(t) \, dt \right] = C_{hc} b' \left[ \frac{a_R}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_R}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

\[ \text{TEH}_R = C_{hc} b' \left[ \int_{t_2}^{T} q_R(t) \, dt + \int_{t_3}^{T} q_R(t) \, dt \right] = C_{hc} b' \left[ \frac{a_L}{b} \left( \frac{1}{x} (e^{x(t_3-t_2)} - 1) - (t_3 - t_2) \right) \right] + \frac{a_L}{b} \left\{ \frac{1}{y} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \]

**Total set-up cost = \( C_3 \)**

**Total revenue earned**

\[ \text{TRE}_L = cs \left[ \mu a L P^-t_1^2 \right] + \mu \left[ \int_{t_2}^{t_3} P^-t_3^2 (a_L + b q_L) \, dt \right] = cs \left[ \mu a L P^-t_2^2 + \mu P^-t_3^2 a_L e^{x(t_3-t_2)} \int_{t_2}^{t_3} e^{x(t_3-t_2)} \, dt \right] \]

\[ = cs \mu a L P^-t_2^2 \left[ t_2 - t_1 + \frac{1}{x} (e^{x(t_3-t_2)} - 1) \right] \]
Therefore three sub-cases arise depending upon the values of changing time periods.

Sub-case 1.1: \(0 \leq t_1 \leq N \leq M \leq t_2 \leq t_3 \leq T\)

In this case if the amount is paid within \(M\) by the retailer, then there is no interest payable. Otherwise, the retailer will pay for the rest of the inventory. Hence, the total amount of interest paid and interest earned by the retailer is calculated.

Hence, total interest paid

\[
TIP_L = p \left[ \int_{t_2}^{t_3} (1 + T - t_2) q_L(t) dt + \int_{t_2}^{t_3} (1 + T - t_3) q_L(t) dt + \int_{t_2}^{T} q_L(t) dt \right]
\]

\[
= pi_L \left[ \frac{1}{2} (1 + T - t_2)(\mu - 1) a_L R (t_2 - M)^2 + (1 + T - t_3) \frac{a_R}{b} \left( \frac{1}{x} (e^{x(t_3 - t_2)} - 1) - (t_3 - t_2) \right) + \frac{a_R}{b} \left( 1 - e^{y(T - t_3)} \right) + (T - t_3) \right] + \int_{t_2}^{T} q_L(t) dt \]

\[
TIP_R = C \int_{t_2}^{t_3} q_R(t) dt + \int_{t_2}^{t_3} q_R(t) dt + \int_{t_2}^{T} q_R(t) dt \]

\[
= C \int_{t_2}^{t_3} (1 + T - t_2)(\mu - 1) a_R R (t_2 - M)^2 + (1 + T - t_3) \frac{a_R}{b} \left( \frac{1}{x} (e^{x(t_3 - t_2)} - 1) - (t_3 - t_2) \right) + \frac{a_R}{b} \left( 1 - e^{y(T - t_3)} \right) + (T - t_3) \right] + \int_{t_2}^{T} q_R(t) dt \]

And, total interest earned

\[
TIE_L = C_{sL} \left[ (T - N) \int_{t_1}^{N} D_L(p, q) dt + (1 + T - M) \int_{N}^{M} D_L(p, q)(M - t) dt + (1 + T - t_2) \int_{t_2}^{M} D_L(p, q)(t_2 - t) dt + (1 + T - t_3) \int_{t_2}^{M} D_L(p, q)(t_3 - t) dt + \int_{t_2}^{T} D_L(p, q)(T - t) dt \right]
\]

\[
= C_{sL} a_L R \left[ (T - N)(N - t_1) + \frac{1}{2} (1 + T - M)(M - N)^2 + \frac{1}{2} (1 + T - t_2)(t_2 - M)^2 + p \left( \frac{1}{x} (e^{x(t_3 - t_2)} - 1) - (t_3 - t_2) \right) + \frac{1}{x} (1 - e^{y(T - t_3)} - (T - t_3)) \right] + \int_{t_2}^{T} D_L(p, q)(T - t) dt \]

\[
TIE_R = C_{sL} \left[ (T - N) \int_{t_1}^{N} D_R(p, q) dt + (1 + T - M) \int_{N}^{M} D_R(p, q)(M - t) dt + (1 + T - t_2) \int_{t_2}^{M} D_R(p, q)(t_2 - t) dt + (1 + T - t_3) \int_{t_2}^{M} D_R(p, q)(t_3 - t) dt + \int_{t_2}^{T} D_R(p, q)(T - t) dt \right]
\]

\[
= C_{sL} a_R R \left[ (T - N)(N - t_1) + \frac{1}{2} (1 + T - M)(M - N)^2 + \frac{1}{2} (1 + T - t_2)(t_2 - M)^2 + p \left( \frac{1}{x} (e^{x(t_3 - t_2)} - 1) - (t_3 - t_2) \right) + \frac{1}{x} (1 - e^{y(T - t_3)} - (T - t_3)) \right] + \int_{t_2}^{T} D_R(p, q)(T - t) dt \]
Sub-case 1.2: \(0 \leq t_1 \leq t_2 \leq N \leq M \leq t_3 \leq T\)

In this case the total amount of interest paid and interest earned by the retailer is calculated.

Hence, total interest paid

\[
TIP_L = p_i p \left[ f_{3}^{T}(1 + T - t_3) q_L(t) dt + f_{3}^{T} q_L(t) dt \right]
\]

\[
= p_i p \left[ (1 + T - t_3) \frac{a_p}{b} \left\{ \frac{1}{2} (e^{x(t_3 - M)} - 1) - (t_3 - M) \right\} + \frac{a_p}{b} \left\{ \frac{1}{2} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \right]
\]

\[
TIP_L = p_i p \left[ f_{3}^{T}(1 + T - t_3) q_R(t) dt + f_{3}^{T} q_R(t) dt \right]
\]

\[
= p_i p \left[ (1 + T - t_3) \frac{a_p}{b} \left\{ \frac{1}{2} (e^{x(t_3 - M)} - 1) - (t_3 - M) \right\} + \frac{a_p}{b} \left\{ \frac{1}{2} (1 - e^{y(T-t_3)}) + (T - t_3) \right\} \right]
\]

Total interest earned

\[
TIE_L = C_s i e \left[ (T - t_2) f_{l1}^{T} D_L(p, q) dt + (T - N) f_{l2}^{N} D_L(p, q) dt + (1 + T - t_3) f_{3}^{T} D_L(p, q) dt \right]
\]

\[
= C_s i e a_p p^{-r} \left[ (T - t_2)(t_2 - t_1) + (T - N) \frac{a_p}{b} (e^{x(N-t_2)} - 1) + \frac{1}{2} (1 + T - t_3)(t_3 - N)^2 + \frac{1}{2} (1 + T - M)(M - t_3)^2 + p^{-r} \{ a_L - a_R(e^{y(T-t_3) - 1}) \} \right]
\]

Sub-case 1.3: \(0 \leq t_1 \leq t_2 \leq N \leq t_3 \leq T \leq M\)

In this case interest payable by the retailer is zero, i.e., \(TIP_L = TIP_R = 0\)

But, interest earned by the retailer is given by

\[
TIE_R = C_s i e \left[ (M - t_2) f_{l1}^{T} D_R(p, q) dt + (M - N) f_{l2}^{N} D_R(p, q) dt + (1 + M - t_3) f_{3}^{T} D_R(p, q) dt \right]
\]

\[
= C_s i e a_p p^{-r} \left[ (M - t_2)(t_2 - t_1) + (M - N)(N - t_1) + \frac{1}{2} (1 + M - t_3)(t_3 - N)^2 + \frac{1}{2} (1 + M - T)(T - t_3)^2 + \{ a_L - a_R(e^{y(T-t_3) - 1}) \} \right]
\]

\[
TIE_R = C_s i e \left[ (M - t_2) f_{l1}^{T} D_R(p, q) dt + (M - N) f_{l2}^{N} D_R(p, q) dt + (1 + M - t_3) f_{3}^{T} D_R(p, q) dt \right]
\]

\[
= C_s i e a_R p^{-r} \left[ (M - t_2)(t_2 - t_1) + (M - N)(N - t_1) + \frac{1}{2} (1 + M - t_3)(t_3 - N)^2 + \frac{1}{2} (1 + M - T)(T - t_3)^2 + \{ a_R - a_L(e^{y(T-t_3) - 1}) \} \right]
\]

Here, a carbon emissions integrated fuzzy EPQ model with type-2 fuzzy variable is considered, where the objectives are maximizing the profit and minimizing various carbon emission costs associated with inventory management. By using gH-differentiability, we get a range for profit and a range of emission rather than an exact value of profit and emission, which is more realistic in practical value. Hence, the objective functions are defined as follows:

Max Profit \((TP) = \frac{1}{T} [TRE + TIE - TPC - THC - TOC - TIP - TBC - TGC - C_i]\)  \tag{19}

Min Carbon Emission Cost \((TE) = TEO + TEH + TEP\)  \tag{20}
On taking α-cut over the total profit and emission per unit time is a interval crisp set and is defined by
\[ TP = [TP_L, TP_R], \]
where,
\[ TP_L = \frac{1}{2} [TRE_L + TIE_L - TPC_L - THC_L - TOC_L - TIP_L - TBC_L - TGC_L - C_3] \]
\[ TP_R = \frac{1}{2} [TRE_R + TIE_R - TPC_R - THC_R - TOC_R - TIP_R - TBC_R - TGC_R - C_3]. \]

And, \[ TE = [TE_L, TE_R], \] where,
\[ TE_L = TEO_L + TEH_L + TEP_L \]
\[ TE_R = TEO_R + TEH_R + TEP_R, \] when \( 0 \leq \alpha \leq 0.5 \)

**Case-2:** If \( \alpha \in [0, 0.5], \) then on taking the α-cut of fuzzy differential equation reduces to interval fuzzy differential equation via gH-(ii) differentiability

\[
\frac{dq_L}{dt}, \frac{dq_R}{dt} = \begin{cases} 
-a_L P^{-\epsilon} q & 0 \leq t \leq t_1 \\
(\mu - 1) a_R P^{-\epsilon} & t_1 \leq t \leq t_2 \\
(\mu - 1) p^{-\epsilon} (a_L + b_R) & t_2 \leq t \leq t_3 \\
-p^{-\epsilon} (a_L + b_L) & t_3 \leq t \leq T 
\end{cases}
\]

Thus the above system is equivalent to

\[
\frac{dq_L}{dt} = \begin{cases} 
-a_L P^{-\epsilon} t & 0 \leq t \leq t_1 \\
(\mu - 1) a_R P^{-\epsilon} (t - t_2) & t_1 \leq t \leq t_2 \\
c_1 e^{bkt} + c_2 e^{-bkt} - \frac{a_R}{b} & t_2 \leq t \leq t_3 \\
k_1 e^{2at} + k_2 e^{-2at} + \frac{a_R}{b} & t_3 \leq t \leq T 
\end{cases}
\]

\[
\frac{dq_R}{dt} = \begin{cases} 
-a_R P^{-\epsilon} t & 0 \leq t \leq t_1 \\
(\mu - 1) a_L P^{-\epsilon} (t - t_2) & t_1 \leq t \leq t_2 \\
c_1 e^{bkt} - c_2 e^{-bkt} - \frac{a_R}{b} & t_2 \leq t \leq t_3 \\
-k_1 e^{2at} + k_2 e^{-2at} + \frac{a_R}{b} & t_3 \leq t \leq T 
\end{cases}
\]

After solving using the boundary conditions, \( q(0) = q(t_2) = q(T) = 0 \) and \( q(t_2) = Q_m, \) we get

\[
q_L(t) = \begin{cases} 
-a_L P^{-\epsilon} t & 0 \leq t \leq t_1 \\
(\mu - 1) a_R P^{-\epsilon} (t - t_2) & t_1 \leq t \leq t_2 \\
c_1 e^{bkt} + c_2 e^{-bkt} - \frac{a_R}{b} & t_2 \leq t \leq t_3 \\
k_1 e^{2at} + k_2 e^{-2at} + \frac{a_R}{b} & t_3 \leq t \leq T 
\end{cases}
\]

\[
q_R(t) = \begin{cases} 
-a_L P^{-\epsilon} t & 0 \leq t \leq t_1 \\
(\mu - 1) a_L P^{-\epsilon} (t - t_2) & t_1 \leq t \leq t_2 \\
c_1 e^{bkt} - c_2 e^{-bkt} - \frac{a_R}{b} & t_2 \leq t \leq t_3 \\
-k_1 e^{2at} + k_2 e^{-2at} + \frac{a_R}{b} & t_3 \leq t \leq T 
\end{cases}
\]

Where \( k = (\mu - 1) P^{-\epsilon}, \) \( r_2 = -bp^{-\epsilon} \)

\[
c_1 = \frac{1}{e^{2bkt_3} - e^{2bkt_2}} [(Q_m + \frac{a_L}{b}) e^{bkt} - \frac{a_L}{b} e^{bkt_2}] \\
c_2 = \frac{a_L}{b} e^{bkt_2} - \frac{1}{e^{2bkt_3 - t_2}} [(Q_m + \frac{a_L}{b}) e^{bkt} - \frac{a_L}{b} e^{bkt_2}] \\
k_1 = \frac{a_R - a_L}{2b} e^{-c_2 T} \\
k_2 = -\frac{a_L + a_R}{2b} e^{c_2 T} \\
a_L(\alpha) = \frac{(1 + \theta r) r_1 + (r_2 - r_1 - 2\theta r_1) \alpha}{(1 + \theta r) - 2\theta r_1} \\
a_R(\alpha) = \frac{(1 + \theta r) r_4 + (r_4 - r_3 + 2\theta r_4) \alpha}{(1 + \theta r) - 2\theta r_1}
\]

Various costs related to the above system are

Total obsolescence cost of inventory
Multi-objective Sustainable Fuzzy Economic Production Quantity (SFEPQ) ...

\[ TOC_L = \alpha' (C_s - C') \left[ \int_{t_2}^{T} q_L(t) dt + \int_{t_1}^{T} q_L(t) dt \right] \]
\[ = \alpha' (C_s - C') \left[ \int_{t_2}^{T} \left[ \frac{c_1}{b} e^{bkt} - c_2 e^{-bkt} - \frac{a_L}{b} \right] dt + \int_{t_1}^{T} \left[ -k_1 e^{r_2 t} + k_2 e^{-r_2 t} + \frac{a_R}{b} \right] dt \right] \]
\[ = \alpha' (C_s - C') \left[ \frac{c_1}{b} \left( e^{bkt} - e^{bkt} \right) - \frac{c_2}{b} \left( e^{-bkt} - e^{-bkt} \right) - \frac{a_L}{b} (t_3 - t_2) + \frac{k_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]

\[ TOC_R = \alpha' (C_s - C') \left[ \int_{t_2}^{T} q_R(t) dt + \int_{t_3}^{T} q_R(t) dt \right] \]
\[ = \alpha' (C_s - C') \left[ \int_{t_2}^{T} \left[ \frac{c_1}{b} e^{bkt} - c_2 e^{-bkt} - \frac{a_R}{b} \right] dt + \int_{t_3}^{T} \left[ -k_1 e^{r_2 t} + k_2 e^{-r_2 t} + \frac{a_R}{b} \right] dt \right] \]
\[ = \alpha' (C_s - C') \left[ \frac{c_1}{b} \left( e^{bkt} - e^{bkt} \right) + \frac{c_2}{b} \left( e^{-bkt} - e^{-bkt} \right) - \frac{a_R}{b} (t_3 - t_2) - \frac{k_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]

**Total cost of emission of inventory obsolescence**

\[ TEO_L = \alpha' a_{P_C} \left[ \int_{t_2}^{T} q_L(t) dt + \int_{t_3}^{T} q_L(t) dt \right] \]
\[ = \alpha' a_{P_C} \left[ \int_{t_2}^{T} \left[ \frac{c_1}{b} e^{bkt} - c_2 e^{-bkt} - \frac{a_L}{b} \right] dt + \int_{t_3}^{T} \left[ -k_1 e^{r_2 t} + k_2 e^{-r_2 t} + \frac{a_R}{b} \right] dt \right] \]
\[ = \alpha' a_{P_C} \left[ \frac{c_1}{b} \left( e^{bkt} - e^{bkt} \right) - \frac{c_2}{b} \left( e^{-bkt} - e^{-bkt} \right) - \frac{a_L}{b} (t_3 - t_2) + \frac{k_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]

**Total backordering cost**

\[ TBC_L = C_b \left[ \int_{0}^{T} q_L(t) dt + \int_{t_1}^{T} q_L(t) dt \right] = C_b \left[ -\frac{1}{2} a_L P^{-t_1} - \frac{b}{2} (\mu - 1) a_{RP}^{-t_1} (t_2 - t_1)^2 \right] \]
\[ TBC_R = C_b \left[ \int_{0}^{T} q_R(t) dt + \int_{t_1}^{T} q_R(t) dt \right] = C_b \left[ -\frac{1}{2} a_R P^{-t_1} - \frac{b}{2} (\mu - 1) a_{RP}^{-t_1} (t_2 - t_1)^2 \right] \]

**Total goodwill loss for back-order is**

\[ TGCL_L = C_g \left[ \int_{0}^{T} q_L(t) dt + \int_{t_1}^{T} q_L(t) dt \right] = C_g \left[ -\frac{1}{2} a_L P^{-t_1} - \frac{b}{2} (\mu - 1) a_{RP}^{-t_1} (t_2 - t_1)^2 \right] \]
\[ TGCL_R = C_g \left[ \int_{0}^{T} q_R(t) dt + \int_{t_1}^{T} q_R(t) dt \right] = C_g \left[ -\frac{1}{2} a_R P^{-t_1} - \frac{b}{2} (\mu - 1) a_{RP}^{-t_1} (t_2 - t_1)^2 \right] \]

**Total holding cost**

\[ THCL = \int_{t_2}^{T} C_h q_L(t) dt + \int_{t_1}^{T} C_h q_L(t) dt \]
\[ = C_h \left[ \frac{c_1}{b} (e^{bkt} - e^{bkt}) - \frac{c_2}{b} (e^{-bkt} - e^{-bkt}) - \frac{a_L}{b} (t_3 - t_2) + \frac{k_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]
\[ THCR = \int_{t_2}^{T} C_h q_R(t) dt + \int_{t_1}^{T} C_h q_R(t) dt \]
\[ = C_h \left[ \frac{c_1}{b} (e^{bkt} - e^{bkt}) + \frac{c_2}{b} (e^{-bkt} - e^{-bkt}) - \frac{a_R}{b} (t_3 - t_2) - \frac{k_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]

**Total emission cost of carbon for holding inventory**

\[ TEH_L = C_{h b} \left[ \int_{t_2}^{T} q_L(t) dt + \int_{t_3}^{T} q_L(t) dt \right] \]
\[ = C_{h b} \left[ \frac{c_1}{b} (e^{bkt} - e^{bkt}) - \frac{c_2}{b} (e^{-bkt} - e^{-bkt}) - \frac{a_L}{b} (t_3 - t_2) + \frac{k_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]
Hence, total interest paid 

\[ \text{TRE}_{C} = C_{hc} b' \left[ \int_{t_3}^{t_2} q_R(t) dt + \int_{t_3}^{T} q_L(t) dt \right] \]

\[ = C_{hc} b' \left[ \frac{c_1}{b} (e^{b k t_3} - e^{b k t_2}) + \frac{c_2}{b} (e^{-b k t_3} - e^{-b k t_2}) - \frac{a_R}{b} (T - t_2) - \frac{k_3}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \right] \]

Total set-up cost = \( C_{3} \)

Total revenue earned 

\[ \text{TRE}_{S} = c_S [\mu a_L p^{\epsilon}(t_2 - t_1) + \mu \int_{t_2}^{t_3} p^{\epsilon}(a_L + b_q L) dt] \]

\[ = c_S [\mu a_L p^{\epsilon}(t_2 - t_1) + \mu \int_{t_2}^{t_3} p^{\epsilon}(a_L + b_q L) dt] \]

Total Production cost 

\[ \text{TPC}_{L} = p [\mu a_L p^{\epsilon}(t_2 - t_1) + \frac{a_p^{\epsilon}}{k} \{c_1 (e^{b k t_3} - e^{b k t_2}) + c_2 (e^{-b k t_3} - e^{-b k t_2}) \}] \]

The emission cost of carbon for manufacturing total units 

\[ \text{TEP}_{L} = c_{mc} [\mu a_L p^{\epsilon}(t_2 - t_1) + \mu \int_{t_2}^{t_3} p^{\epsilon}(a_L + b_q L) dt] \]

\[ = c_{mc} [\mu a_L p^{\epsilon}(t_2 - t_1) + \frac{a_p^{\epsilon}}{k} \{c_1 (e^{b k t_3} - e^{b k t_2}) + c_2 (e^{-b k t_3} - e^{-b k t_2}) \}] \]

Therefore three sub-cases may arise depending upon the values of changing time periods.

**Sub-case 2.1:** \( 0 \leq t_1 \leq N \leq M \leq t_2 \leq t_3 \leq T \)

In this case if the amount is paid within \( M \) by the retailer, then there is no interest payable. Otherwise, the retailer will pay for the rest of the inventory. In this case the total amount of interest paid and interest earned by the retailer is calculated.

Hence, total interest paid 

\[ \text{TIP}_{L} = p_i \left[ \int_{t_3}^{t_2} (1 + T - t_2) q_L(t) dt + \int_{t_2}^{t_3} (1 + T - t_3) q_L(t) dt + \int_{t_3}^{T} q_L(t) dt \right] \]

\[ = p_i \left[ \frac{1}{2} (1 + T - t_2) (\mu - 1) a_L p^{\epsilon}(t_2 - M)^2 + (1 + T - t_3) \{ \frac{c_1}{b} (e^{b k t_3} - e^{b k t_2}) - \frac{c_2}{b} (e^{-b k t_3} - e^{-b k t_2}) - \frac{a_R}{b} (T - t_2) - \frac{k_3}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \} \right] \]

\[ \text{TIP}_{R} = p_i \left[ \int_{t_3}^{t_2} (1 + T - t_2) q_R(t) dt + \int_{t_2}^{t_3} (1 + T - t_3) q_R(t) dt + \int_{t_3}^{T} q_R(t) dt \right] \]

\[ = p_i \left[ \frac{1}{2} (1 + T - t_2) (\mu - 1) a_L p^{\epsilon}(t_2 - M)^2 + (1 + T - t_3) \{ \frac{c_1}{b} (e^{b k t_3} - e^{b k t_2}) + \frac{c_2}{b} (e^{-b k t_3} - e^{-b k t_2}) - \frac{a_R}{b} (T - t_2) - \frac{k_3}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \} \right] \]

And, total interest earned 

\[ \text{TIE}_{L} = c_{a_L} [\mu a_L p^{\epsilon}(N - t_1) + \frac{1}{2} (1 + T - M) a_L p^{\epsilon}((M - N)^2 + \frac{1}{2} (1 + T - t_2) a_L p^{\epsilon}(t_2 - M)^2 + p^{\epsilon} t_3 b (1 + T - t_3) (\frac{c_1}{b} (e^{b k t_3} - e^{b k t_2}) - \frac{c_2}{b} (e^{-b k t_3} - e^{-b k t_2})) - p^{\epsilon} b (1 + T - t_3) (\frac{1}{b_2} (t_3 e^{b k t_3} - t_2 e^{b k t_2}) - \frac{1}{b_2} (e^{b k t_3} - e^{b k t_2})) + T (\frac{b_1}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{b_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + 2 a_L (T - t_3) - \frac{a_R}{b} (T - t_2) - \frac{k_3}{r_2} (e^{r_2 T} - e^{r_2 t_3}) - \frac{k_2}{r_2} (e^{-r_2 T} - e^{-r_2 t_3}) + \frac{a_R}{b} (T - t_3) \} \]
But, interest earned by the retailer is given by

\[ TIE_R = C_s e \left[ (T - N) \int_{t_1}^{N} D_R(p, q) dt + (1 + T - M) \int_{N}^{M} D_R(p, q) dt + (1 + T - M) \int_{t_1}^{T} D_R(p, q) (t_1 - t) dt + (1 + T - t_1) \int_{t_2}^{T} D_R(p, q) t_2 dt \right] \]

\[ = C_s e \left[ (T - N)a_{RP^{-t}}(N - t_1) + \frac{3}{2} (1 + T - M)a_{RP^{-t}}(N - M)^2 + \frac{5}{2} (1 + T - t_2)a_{RP^{-t}}(t_2 - M)^2 + p^{-t} t_2 b(1 + T - t_3) \left\{ \frac{e^{(bk)3}}{e^{(bk)2}} - \frac{e^{(bk)2}}{e^{(bk)1}} \right\} - p^{-t} b(1 + T - t_3) \left\{ \frac{e^{(bk)3}}{e^{(bk)2}} - \frac{e^{(bk)2}}{e^{(bk)1}} \right\} - \frac{g}{e^{(bk)1}}(t_3 - M) \right] + \frac{k_1}{r_2} \left( e^{(r_2)T} - e^{(r_2)T} \right) - \frac{k_2}{r_2} \left( e^{(r_2)T} - e^{(r_2)T} \right) \]

**Sub-case 2.2:** 0 \leq t_1 \leq t_2 \leq N \leq M \leq t_3 \leq T

In this case the total amount of interest paid and interest earned by the retailer is calculated.

Hence, total interest paid

\[ TIP_L = p_i p \left[ \int_{t_1}^{N} (1 + T - t_1) q_L(t) dt + \int_{t_2}^{T} q_L(t) dt \right] \]

\[ = p_i p \left\{ \left[ 1 + T - t_1 \right] \left\{ \frac{e^{(bk)3}}{e^{(bk)2}} - \frac{e^{(bk)2}}{e^{(bk)1}} \right\} - \frac{g}{e^{(bk)1}}(t_3 - M) \right] + \frac{k_1}{r_2} \left( e^{(r_2)T} - e^{(r_2)T} \right) + \frac{a}{e^{(r_2)T}}(T - t_1) \right] \]

Total interest earned

\[ TIE_L = C_{sl} e \left[ (T - t_1) \int_{t_1}^{T} D_L(p, q) dt + (1 + T - t_3) \int_{t_2}^{T} D_L(p, q) dt \right] \]

\[ = C_{sl} e \left\{ \left[ 1 + T - t_1 \right] \left\{ \frac{e^{(bk)3}}{e^{(bk)2}} - \frac{e^{(bk)2}}{e^{(bk)1}} \right\} \right\} \]

**Sub-case 2.3:** 0 \leq t_1 \leq t_2 \leq N \leq t_3 \leq T \leq M

In this case interest payable by the retailer is zero, i.e., \( TIP_L = TIP_R = 0 \)

But, interest earned by the retailer is given by
Case 2: $g\mathbf{H}$-(ii) differentiability

Therefore two cases arise

$$TIE_L = C_s i e \left[ (M - t_2) \int_{t_1}^{t_2} D_L(p, q) dt + (M - N) \int_{t_3}^{N} D_L(p, q) dt \right]$$
$$+ (1 + M - t_3) \int_{t_3}^{t_3} D_L(p, q) dt + (1 + M - T) \int_{t_3}^{T} D_L(p, q) dt$$
$$= C_s i e \left[ a_L(M - t_2)(t_2 - t_1) + b(M - N) \left\{ \frac{1}{M} (e^{bM} - e^{bM}) - \frac{1}{E} (e^{bE} - e^{bE}) \right\} + (1 + M - t_3) \frac{1}{T} \left\{ \frac{1}{M} (t_3 e^{bM} - N e^{bM}) - \frac{1}{E} (t_3 e^{bE} - N e^{bE}) \right\} + (1 + M - T) \frac{1}{T} \left\{ \frac{1}{M} (e^{bM} - e^{bM}) - \frac{1}{E} (e^{bE} - e^{bE}) \right\} \right]$$

In this case also the objective functions are defined as follows:

Max Profit

$$(TP) = \frac{1}{T} [TRE + TIE - TPC - THC - TOC - TIP - TBC - TGC - C]\) \quad (26)$$

Min Emission $$(TE) = TEO + TEH + TEP$$

On taking $\alpha$-cut over the total profit and emission per unit time is a crisp interval and is defined by

$$TP = [TP_L, TP_R]$$

where,

$$TP_L = \frac{1}{T} [TRE_L + TIE_L - TPC_L - THC_L - TOC_L - TIP_L - TBC_L - TGC_L - C]$$

$$TP_R = \frac{1}{T} [TRE_R + TIE_R - TPC_R - THC_R - TOC_R - TIP_R - TBC_R - TGC_R - C]$$

And, $TE = [TE_L, TE_R]$ where,

$$TE_L = TEO_L + TEH_L + TEP_L$$

$$TE_R = TEO_R + TEH_R + TEP_R$$

when $0 \leq \alpha \leq 0.5$

Again, if $\alpha \in [0.5, 1]$, then the system of interval fuzzy differential equation is given by

$$\frac{dq_L}{dt}, \frac{dq_R}{dt} = \begin{cases} 
- [a_L, a_R] \odot p^{\epsilon} & 0 \leq t \leq t_1 \\
(\mu - 1) \odot [a_L, a_R] \odot p^{\epsilon} & t_1 \leq t \leq t_2 \\
(\mu - 1) \odot p^{\epsilon}([a_L, a_R] + b \odot [q_L, q_R]) & t_2 \leq t \leq t_3 \\
- p^{\epsilon}([a_L, a_R] + b \odot [q_L, q_R]) & t_3 \leq t \leq T
\end{cases}$$

Therefore two cases arise

Case 1: $g\mathbf{H}$-(i) differentiability

Case 2: $g\mathbf{H}$-(ii) differentiability

In case 1: $g\mathbf{H}$-(i) differentiability, the above system reduces to
In case 2: $gH$-(ii) differentiability, the above system reduces to

$$
\frac{dq}{dt} = \begin{cases}
-a_{LP}^{-\varepsilon} & 0 \leq t \leq t_1 \\
(\mu - 1)a_Rp^{-\varepsilon}t & t_1 \leq t \leq t_2 \\
(\mu - 1)p^{-\varepsilon}(a_L + bq_R) & t_2 \leq t \leq t_3 \\
-p^{-\varepsilon}(a_L + bq_L) & t_3 \leq t \leq T
\end{cases}
$$

After solving using the boundary conditions, $q(0) = q(t_2) = q(T) = 0$, we get

$$
q_L(t) = \begin{cases}
-a_{LP}^{-\varepsilon}t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Lp^{-\varepsilon}(t - t_2) & t_1 \leq t \leq t_2 \\
\frac{a_L}{b}[e^{x(t-t_2)} - 1] & t_2 \leq t \leq t_3 \\
\frac{a_L}{b}[e^{y(T-t)} - 1] & t_3 \leq t \leq T
\end{cases}
$$

(31)

$$
q_R(t) = \begin{cases}
-a_{LP}^{-\varepsilon}t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Lp^{-\varepsilon}(t - t_2) & t_1 \leq t \leq t_2 \\
\frac{a_L}{b}[e^{x(t-t_2)} - 1] & t_2 \leq t \leq t_3 \\
\frac{a_L}{b}[e^{y(T-t)} - 1] & t_3 \leq t \leq T
\end{cases}
$$

(32)

where, $x = b(\mu - 1)p^{-\varepsilon}$ and $y = bp^{-\varepsilon}$

$$
a_L(\alpha) = \frac{(r_1 - \theta_1r_2) + (r_2 - r_1 - \theta_1r_2)\alpha}{(1 - \theta_1) + 2\theta_1\alpha},
\quad a_R(\alpha) = \frac{(r_4 - \theta_1r_3) + (r_4 - r_3 - 2\theta_1r_3)\alpha}{(1 - \theta_1) + 2\theta_1\alpha}
$$

In this case all the relevant costs and total interest earned and payable are same as the previous case 1 when $\alpha \in [0, 0.5]$ but the values of $a_L(\alpha)$ and $a_R(\alpha)$ are different from the previous case 1. In this case

$$
a_L(\alpha) = \frac{(r_1 - \theta_1r_2) + (r_2 - r_1 - \theta_1r_2)\alpha}{(1 - \theta_1) + 2\theta_1\alpha},
\quad a_R(\alpha) = \frac{(r_4 - \theta_1r_3) + (r_4 - r_3 - 2\theta_1r_3)\alpha}{(1 - \theta_1) + 2\theta_1\alpha}
$$

Here the objective function for $\alpha \in [0.5, 1]$ have the same expression as previous Case 1 where $\alpha \in [0, 0.5]$ with different values of $a_L(\alpha)$ and $a_R(\alpha)$

In case 2: $gH$-(ii) differentiability, the above system reduces to

$$
\frac{dq_L}{dt} = \begin{cases}
-a_{LP}^{-\varepsilon} & 0 \leq t \leq t_1 \\
(\mu - 1)a_Rp^{-\varepsilon}t & t_1 \leq t \leq t_2 \\
(\mu - 1)p^{-\varepsilon}(a_R + bq_R) & t_2 \leq t \leq t_3 \\
-p^{-\varepsilon}(a_R + bq_L) & t_3 \leq t \leq T
\end{cases}
$$

$$
\frac{dq_R}{dt} = \begin{cases}
-a_{RP}^{-\varepsilon} & 0 \leq t \leq t_1 \\
(\mu - 1)a_Lp^{-\varepsilon}t & t_1 \leq t \leq t_2 \\
(\mu - 1)p^{-\varepsilon}(a_L + bq_R) & t_2 \leq t \leq t_3 \\
-p^{-\varepsilon}(a_L + bq_R) & t_3 \leq t \leq T
\end{cases}
$$

After solving using the boundary conditions, $q(0) = q(t_2) = q(T) = 0$ and $q(t_2) = Q_m$, we get

$$
q_L(t) = \begin{cases}
-a_{LP}^{-\varepsilon}t & 0 \leq t \leq t_1 \\
(\mu - 1)a_Rp^{-\varepsilon}(t - t_2) & t_1 \leq t \leq t_2 \\
c_1e^{kbt} + c_2e^{-kbt} - \frac{a_L}{b} & t_2 \leq t \leq t_3 \\
k_1e^{-r_2t} + k_2e^{r_2t} + \frac{a_L}{b} & t_3 \leq t \leq T
\end{cases}
$$

(33)
the previous case 2 where

\[ q_R(t) = \begin{cases} 
-a_{RP}^{-\varepsilon}t & 0 \leq t \leq t_1 \\
a_{L} e^{bkt} - c_2 e^{-bkt} - \frac{a_{LP}}{b} - k_1 e^{r_2 t} + k_2 e^{-r_2 t} + \frac{a_{R}}{b} & t_1 \leq t \leq t_2 \\
\mu \frac{t-t_2}{t_3-t_2} & t_2 \leq t \leq t_3 \\
\mu \frac{t-t_3}{t_4-t_3} & t_3 \leq t \leq t_4 \\
\mu \frac{t-t_4}{t-t_4} & t \geq t_4
\end{cases} \]  

where \( k = (\mu - 1)p^{-\varepsilon} \) and \( a_{LP} = -bp^{-\varepsilon} \)

\[ c_1 = \frac{1}{e^{2bkt_3} - e^{2bkt_2}} \left( (Q_m + \frac{a_{L}}{b}) e^{bkt_3} - \frac{a_{L}}{b} e^{bkt_2} \right) \]

\[ c_2 = \frac{a_{L}}{b} e^{bk t_2} - \frac{1}{e^{2bkt_3-t_2} \left( (Q_m + \frac{a_{L}}{b}) e^{bkt_3} - \frac{a_{L}}{b} e^{bkt_2} \right)} \]

\[ k_1 = -\frac{a_{R} - a_{L}}{c_2 t} \]

\[ k_2 = -\frac{2b}{a_{R}} + \frac{a_{R}}{c_2 T} \]

\[ a_{L}(\alpha) = \frac{(r_1 - \theta_1 r_2) + (r_2 - r_1 - \theta_1 r_2)\alpha}{(1 - \theta_1) + 2\theta_1 \alpha} \]

\[ a_{R}(\alpha) = \frac{(r_4 - \theta_1 r_3) + (r_4 - r_3 - 2\theta_1 r_3)\alpha}{(1 - \theta_1) + 2\theta_1 \alpha} \]

In this case also all the relevant costs and total interest earned and payable are same as in the previous case 2 when \( \alpha \in [0, 0.5] \) but the values of \( a_{L}(\alpha) \) and \( a_{R}(\alpha) \) are different from the previous case 2. In this case

\[ Z a_{L}(\alpha) = \frac{(r_1 - \theta_1 r_2) + (r_2 - r_1 - \theta_1 r_2)\alpha}{(1 - \theta_1) + 2\theta_1 \alpha} \]

\[ a_{R}(\alpha) = \frac{(r_4 - \theta_1 r_3) + (r_4 - r_3 - 2\theta_1 r_3)\alpha}{(1 - \theta_1) + 2\theta_1 \alpha} \]

Here the objective function for \( \alpha \in [0.5, 1] \) have the same expression as previous Case 2 where \( \alpha \in [0, 0.5] \) with different values of \( a_{L}(\alpha) \) and \( a_{R}(\alpha) \)


The foregoing discussion provides a methodology for converting interval valued fuzzy differential equation into system of ordinary differential equation via generalized Hukuhara derivative approach. The \( \alpha \)-cut on the profit function and the emission function leads to a system of objective functions which have been solved by multi-objective genetic algorithm. As the developed problem arise so many parameters and handle this problem with classical methods will be very critical. Hence we applied the meta-heuristic multi-objective genetic algorithm method.

Multi-objective genetic algorithm

Genetic algorithm (GA) is a heuristic search algorithm used in computing to find true or approximate solutions in optimization which mimics the process of natural genetics i.e., survival of the fittest. It has five phases i.e., initial population, fitness function, selection, crossover, mutation. Parents are selected according to their fitness values. The better chromosomes have more chances to be selected. In this method, a few good chromosomes are used for creating new offspring in every iteration. Then some bad chromosomes are removed and the new offspring is placed in their places. The rest of population migrates to the next generation without going through the selection process. A multi-objective optimization problem involves a number of objective functions which are to be either minimized or maximized. As in a single-objective optimization problem, the multi-objective optimization problem may contain a number of constraints which have feasible solution (including all optimal solutions) to be satisfy. Since objectives can be either minimized or maximized, the multi-objective optimization problem in its general form can be written
as

Minimize/Maximize \( f(x) = \{f_1(x), f_2(x), f_3(x), \ldots, f_k(x)\} \)

\( x = \{x_1, x_2, x_3, \ldots, x_z\} \)

subject to:

\( g(x) \geq 0 \)
\( h(x) = 0 \)
\( x^l \leq x \leq x^u \)

Where \( f \) is a vector comprising of \( k \) objective functions and \( x \) is a vector comprising of \( z \) solutions. \( g \) and \( h \) are vectors corresponding to inequality and equality constraints respectively. The lower bound and upper bound of the vector \( x \) is \( x^l \) and \( x^u \). The solutions of a multi-objective optimization problem are known as pareto optimal solutions.

![Graphical representation of procedure of GA](image)

**Figure 1.** Graphical representation of procedure of GA

7. Real life numerical data and estimation to type-2 fuzzy data

"TATA Motors Limited" a well famous Indian multinational automotive manufacturing company manufactures passengers cars, trucks, vans, buses, sports car, construction equipment etc. The demands of these items from the suppliers are not fixed in every month. A group of managements decisions over the demand of these items are fuzzy in nature and the final decisions by chief production manager over the expert’s decision is taken as type-2 fuzzy variable, more precisely trapezoidal type-2 fuzzy variable. Also, the company have to pay carbon emission cost due to the emission creates for obsolescence products, production units and to hold the manufacturing products. We have collected the data for January, 2017 and the corresponding input values in reduced and approximate form are given values.
Let $C_s = 45 \$/unit, \mu = 1.8, \ p = 30 \ C_{hc} = 7 \$/m^3, \ b' = 0.5m^3/unit, \ \alpha' = 0.05, \ C_s' = 20 \$/unit, \ C_h = 25 \$/unit, \ C_{oc} = 5 \$/ton, \ i_p = 0.61, \ i_e = 1.75, \ \alpha = 0.3 (when \ \alpha \in [0, 0.5]), \ \alpha = 0.7 (when \ \alpha \in [0.5, 1]), \ b = 0.8 \ \epsilon = 0.7 \ C_{mc} = 3 \$/unit, \ C_h = 6 \$/m^3, \ C_b = 1.02 \$/m^3 \ \alpha' = 0.8 \ ton/unit, \ (r_1, r_2, r_3, r_4, \theta_1, \theta_2) = (10, 12, 14, 16, 0.5, 0.3)

Table-2: Optimization results for different sub cases for type-2 fuzzy demand by using Multi-objective Genetic algorithm

<table>
<thead>
<tr>
<th>Different cases</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha \in [0, 0.5]$</td>
<td>$\alpha \in (0.5, 1]$</td>
<td></td>
</tr>
<tr>
<td>$\alpha \in [0, 0.5]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>1.11</td>
<td>1.12</td>
</tr>
<tr>
<td>Case 2</td>
<td>2.11</td>
<td>1.31</td>
</tr>
</tbody>
</table>

Table-3: Effects of unit selling price $C_s$ on profit function via gH-(i) differentiability of different sub cases of Case 1 for type-2 fuzzy demand when $\alpha \in (0, 0.5)$

<table>
<thead>
<tr>
<th>$C_s($/$/)$</th>
<th>Sub-case 1.1</th>
<th>Sub-case 1.2</th>
<th>Sub-case 1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>[213.91,368.08]</td>
<td>[433.67,597.31]</td>
<td>[609.68,779.84]</td>
</tr>
<tr>
<td>47</td>
<td>[237.81,381.15]</td>
<td>[457.28,605.35]</td>
<td>[692.13,797.23]</td>
</tr>
<tr>
<td>49</td>
<td>[251.26,398.57]</td>
<td>[478.63,621.46]</td>
<td>[641.25,809.15]</td>
</tr>
<tr>
<td>51</td>
<td>[273.43,418.93]</td>
<td>[493.54,639.56]</td>
<td>[657.81,822.21]</td>
</tr>
<tr>
<td>53</td>
<td>[287.19,429.35]</td>
<td>[506.23,652.21]</td>
<td>[662.23,832.32]</td>
</tr>
<tr>
<td>55</td>
<td>[293.25,444.61]</td>
<td>[517.41,667.82]</td>
<td>[671.82,843.67]</td>
</tr>
<tr>
<td>57</td>
<td>[302.61,459.82]</td>
<td>[529.35,679.81]</td>
<td>[682.56,857.67]</td>
</tr>
</tbody>
</table>

Table-4: Effects of unit purchasing cost $p$ on profit function via gH-(ii) differentiability of different sub cases of Case 2 for type-2 fuzzy demand when $\alpha \in (0, 0.5)$

<table>
<thead>
<tr>
<th>$p($$/unit)$</th>
<th>Sub-case 2.1</th>
<th>Sub-case 2.2</th>
<th>Sub-case 2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>[232.58,378.37]</td>
<td>[445.72,605.38]</td>
<td>[618.67,796.57]</td>
</tr>
<tr>
<td>32</td>
<td>[227.64,369.87]</td>
<td>[438.79,591.25]</td>
<td>[611.52,787.23]</td>
</tr>
<tr>
<td>34</td>
<td>[221.23,362.51]</td>
<td>[432.81,583.71]</td>
<td>[603.15,779.14]</td>
</tr>
<tr>
<td>36</td>
<td>[218.21,356.10]</td>
<td>[426.75,575.23]</td>
<td>[596.45,769.23]</td>
</tr>
<tr>
<td>38</td>
<td>[211.37,349.58]</td>
<td>[420.12,562.14]</td>
<td>[589.64,761.42]</td>
</tr>
<tr>
<td>40</td>
<td>[202.51,341.78]</td>
<td>[413.25,557.69]</td>
<td>[581.23,756.21]</td>
</tr>
<tr>
<td>42</td>
<td>[196.25,335.62]</td>
<td>[402.72,551.13]</td>
<td>[571.51,749.17]</td>
</tr>
</tbody>
</table>
Table-5: Effects of unit obsolescence rate $\alpha'$ on emission function via $gH$-(i) differentiability of different sub cases of Case 1 for type-2 fuzzy demand when $\alpha \in (0.5, 1]$

<table>
<thead>
<tr>
<th>$\alpha'$</th>
<th>Sub-case 1.1</th>
<th>Sub-case 1.2</th>
<th>Sub-case 1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$[TE_L,TE_R]$</td>
<td>$[TE_L,TE_R]$</td>
<td>$[TE_L,TE_R]$</td>
</tr>
<tr>
<td>0.05</td>
<td>118.23,185.97</td>
<td>227.52,307.64</td>
<td>331.24,415.28</td>
</tr>
<tr>
<td>0.10</td>
<td>123.19,192.25</td>
<td>233.67,315.19</td>
<td>338.75,423.18</td>
</tr>
<tr>
<td>0.15</td>
<td>129.20,198.75</td>
<td>237.15,322.50</td>
<td>343.16,429.11</td>
</tr>
<tr>
<td>0.20</td>
<td>136.49,207.26</td>
<td>242.62,329.23</td>
<td>349.21,436.07</td>
</tr>
<tr>
<td>0.25</td>
<td>142.15,211.27</td>
<td>249.13,337.19</td>
<td>356.16,442.18</td>
</tr>
<tr>
<td>0.30</td>
<td>149.35,220.05</td>
<td>256.27,342.56</td>
<td>361.23,451.95</td>
</tr>
<tr>
<td>0.35</td>
<td>156.07,227.18</td>
<td>261.81,347.25</td>
<td>369.09,459.67</td>
</tr>
</tbody>
</table>

Table-6: Effects of weight of obsolescence product $a'$ on emission function via $gH$-(ii) differentiability of different sub cases of Case 2 for type-2 fuzzy demand when $\alpha \in (0.5, 1]$

<table>
<thead>
<tr>
<th>$a'$</th>
<th>Sub-case 2.1</th>
<th>Sub-case 2.2</th>
<th>Sub-case 2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$[TE_L,TE_R]$</td>
<td>$[TE_L,TE_R]$</td>
<td>$[TE_L,TE_R]$</td>
</tr>
<tr>
<td>0.8</td>
<td>127.64,196.67</td>
<td>231.58,316.97</td>
<td>327.67,409.61</td>
</tr>
<tr>
<td>1.0</td>
<td>131.25,201.25</td>
<td>237.05,321.84</td>
<td>334.25,416.87</td>
</tr>
<tr>
<td>1.2</td>
<td>136.71,212.08</td>
<td>239.17,329.15</td>
<td>339.51,421.75</td>
</tr>
<tr>
<td>1.4</td>
<td>141.81,216.25</td>
<td>244.23,336.91</td>
<td>343.61,429.82</td>
</tr>
<tr>
<td>1.6</td>
<td>146.34,218.31</td>
<td>249.71,341.28</td>
<td>349.71,437.71</td>
</tr>
<tr>
<td>1.8</td>
<td>153.81,225.83</td>
<td>255.82,346.17</td>
<td>356.82,442.82</td>
</tr>
<tr>
<td>2.0</td>
<td>157.35,231.19</td>
<td>261.09,351.25</td>
<td>360.08,446.72</td>
</tr>
</tbody>
</table>

Figure 2. Effect of set-up cost on profit function for sub-case 2.3 when $\alpha \in [0, 0.5]$
8. Discussion

Table 2 describes the optimal results for the profit function and the emission function in interval form and concluded that when the credit period of retailer is greater than total cycle time $T$ via $gH$-(i) differentiability, the profit is maximum, i.e. $[609.68, 779.84]$ and minimum emission is calculated as $[106.82, 171.12]$ for sub-case 1.1 when $\alpha \in [0, 0.5]$. When the profit and emission is calculated via $gH$-(ii) differentiability, we also observe that as the credit period of retailer is greater than total cycle time $T$, the profit is maximum, i.e. $[618.67, 796.57]$ and minimum emission is calculated as $[118.64, 185.97]$ for sub-case 2.1 when $\alpha \in [0, 0.5]$. As one can easily observed from Table 2 that the same scenario is depicted for $\alpha \in [0.5, 1]$. In this case sub-case 2.3 gives the maximum profit, i.e. $[608.67, 721.64]$. We can also conclude that in case of sub-case 1.1, the emission cost is minimum, i.e. $[106.82, 171.12]$ when $\alpha \in [0, 0.5]$. We observe the effect of unit selling price $C_s$ on profit function and can conclude that with the increase of unit selling price, the profit function is also increasing as depicted in Table 3. Table 4 analyses the effect of unit purchasing cost $p$ on profit function via $gH$-(ii) differentiability when $\alpha \in [0, 0.5]$ and observe that with the increase of unit purchasing cost the total profit of each sub-case is decrease. Table 5 shows that if the unit obsolescence rate $\alpha'$ is increase for type 2 fuzzy demand over time for $\alpha \in [0.5, 1]$ corresponding cost of emission is also increase. From Table 6 it observed that with the increasing values of weight of obsolescence product $a'$, total emission cost for each sub-cases are also increased. With the increase of set-up cost, the profit function is decreasing as depicted in Figure 2 when $\alpha \in [0, 0.5]$. We can observe from Figure 3 that the total emission cost is increasing as the emission cost of carbon is increasing.

9. Conclusions and future research work:

The present analyses of the model specifically introduce the concept of type-2 fuzzy variable can be taken as a key factor for a decision maker (DM) engaged with the demand.
Demand of an item in market is always fluctuating and in this present model this fluctuation is measured by trapezoidal type-2 fuzzy variable. The present model illustrated a new direction in the field of inventory modeling applying the adventure of Mathematics. The DM is able to take more appropriate precise decisions with the help of present analyses.

In this paper, some useful ideas are presented to deal with inventory control problem with type-2 fuzzy parameters. Along with the main contributions discussed in introduction some more aspects are as follows.

1. CV based reduction method proposed by Qin et al. [23] is discussed and successfully applied to the proposed model to find the total profit function and emission function.

2. According to literature survey for the first time in a single mathematical formulation, we introduced an economic production quantity model with demand depends on the production price and stock in fuzzy environment where demand is taken as trapezoidal type-2 fuzzy number. With the use of CV based reduction method and $\alpha$-cut of hexagonal fuzzy number the proposed model is solved to find maximum profit and minimum cost of emission of carbon.

3. Some new real life based important facts are provided and discussed in this paper, which will help in developing the business management.

As a future work the presented models can be extended to different types of inventory problems including price discounts, quantity discounts, taking selling price, ordering cost as triangular fuzzy number, intuitionistic number, triangular type-2 fuzzy number, gamma type-2 fuzzy number, Gaussian type-2 fuzzy number etc.

As it is assumed that the unit selling price is greater than the unit purchasing price, the retailer must have sufficient amounts before the end of business period and to pay the dues to the wholesaler some time before the end of the total cycle and in this situation, he will have to pay less interest to the wholesaler. Moreover, the retailer can earn more interest after that time up to the end of the business period. This new approach to calculate the interest earned by the retailer may also apply in this model and the result can be compared with the conventional approach also. The concept of immediate part payment and the delay-payment for the rest can also allowed by the wholesaler for an item over a finite planning horizon or random planning horizon In addition, against an immediate part payment (variable) to the wholesaler, there is a provision for (i) borrowing money from a money lending source and (ii) earning some relaxation on credit period from the wholesaler. The models can also be developed with respect to the retailer for maximum profit. We can also extend the current model for partial trade credit i.e. supplier offers partial trade credit to retailer and retailer offers full trade credit to customers.
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In this paper, we define the pullback crossed modules in the category of racks that are mainly based on a pullback diagram of rack morphisms with extra crossed module data on some of its arrows. Furthermore, we prove that the conjugation functor, which is defined between the category of crossed modules of groups and of racks, preserves the pullback crossed modules.

Mathematics Subject Classification (2010). 20N02, 18D05, 18A30, 18A40

Keywords. rack, crossed module, limit

1. Introduction

A rack $R$ is a set equipped with a non-associative binary operation satisfying:

$$(x 	riangleleft y) 	riangleleft z = (x 	riangleleft z) 	riangleleft (y 	riangleleft z)$$

for all $x, y, z \in R$, and one additional property of this binary operation. Moreover, a rack is called “quandle” if it further satisfies $x \triangleleft x = x$, for all $x \in R$. These total quandle axioms are related to the Reidemeister moves of knot diagrams, and this yields a connection between knot theory and the theory of quandles (hence racks) [9]. Racks have been variously studied under plenty of names and a variety of terminology in literature. They are called automorphic sets [1], crystals [8], left distributive left quasigroups [10] and racks (as a modification of wrack) [4]. The most important example of racks comes from the conjugation in a group $G$ where $g \triangleleft h = h^{-1}gh$, for all $g, h \in G$. This property yields a functor $\text{Conj}: \text{Grp} \to \text{Rack}$ from the category of groups to the category of racks. Moreover, there exists an adjunction [7] between these two categories with:

$$\text{Hom}_{\text{Grp}}(\text{As}(X), G) \cong \text{Hom}_{\text{Rack}}(X, \text{Conj}(G)),$$

where the functor $\text{As}: \text{Rack} \to \text{Grp}$ is left adjoint to the functor $\text{Conj}$.

A crossed module of groups [11] $\mathcal{M} = (\partial: E \to G, \cdot)$ is defined by a group homomorphism $\partial: E \to G$, together with a (right) group action of $G$ on $E$ satisfying the Peiffer relations, i.e. $\partial(e \cdot g) = g^{-1}\partial(e)g$ and $f \cdot \partial(e) = e^{-1}fe$, for all $e, f \in E$ and $g \in G$. Crossed modules of racks [5] generalize the notion of crossed modules of groups satisfying two parallel Peiffer conditions. An interesting result of this notion is the functors $\text{As}$ and $\text{Conj}$ preserving the crossed module structures, see [5]. Therefore, we can also consider them as the (induced) functors between the category of crossed modules of groups $\text{XGrp}$ and
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the category of crossed modules of racks \( \text{XRack} \), denoted by \( \text{As}^* \) and \( \text{Conj}^* \) respectively. Then, the previous adjunction leads to the following extended adjunction:

\[
\text{Hom}_{\text{XGrp}}(\text{As}^*(X), S) \cong \text{Hom}_{\text{XRack}}(X, \text{Conj}^*(S)).
\]

Consequently, one can say that the functor \( \text{Conj}^* \) preserves limits and \( \text{As}^* \) preserves colimits.

Crossed modules of groups or racks, which have the same fixed codomain \( A \) will be called crossed \( A \) modules, and lead to full subcategories of the corresponding categories. We denote these categories by \( \text{XGrp}_A \) and \( \text{XRack}_A \), respectively.

Pullback crossed modules in the category of groups are introduced in [3] which is derived originally from [2]. Explicitly, let \( \phi: S \to R \) be a fixed group homomorphism and \( \partial: P \to R \) be a crossed module. Let \( A \) be the pullback in the category of groups with the diagram:

\[
\begin{array}{ccc}
A & \xrightarrow{\beta} & P \\
\downarrow{\partial^*} & & \downarrow{\partial} \\
S & \xrightarrow{\phi} & R
\end{array}
\]

Then, \( S \) acts on \( A \subseteq P \times S \) by the rule \( a^s = (\beta a)^{\phi s}, s^{-1}(\partial a) s \) for all \( s \in S \) and \( a \in A \) that makes \( \partial^*: A \to S \) a crossed module and \( (\beta, \phi) \) a crossed module morphism. This morphism is universal for morphisms from \( \text{crossed}_R \) modules to \( \text{crossed}_S \) modules that induce \( \phi: S \to R \). Writing \( A = \phi^* P \) we obtain a functor \( \phi^*: \text{XGrp}_R \to \text{XGrp}_S \) which is called restriction that is left adjoint to the induced functor introduced in [3].

In this paper, we construct the pullback crossed modules in the category of racks that will generalize the pullback crossed modules of groups. Furthermore, we see that the functor \( \text{Conj}^* \) preserves the pullback crossed module structure in the sense of the following commutative diagram:

\[
\begin{array}{ccc}
\text{XGrp}_R & \xrightarrow{\text{Conj}^*} & \text{XRack}_R \\
\downarrow{\phi^*} & & \downarrow{\phi^*} \\
\text{XGrp}_S & \xrightarrow{\text{Conj}^*} & \text{XRack}_S
\end{array}
\]

for any arbitrary but fixed group homomorphism \( \phi: S \to R \).

2. Preliminaries

We recall some notions from [5,7] that will be used in the sequel.

2.1. Category of racks

**Definition 2.1.** A (right) rack \( R \) is a set equipped with a (right) binary operation satisfying the following conditions:

- for each \( a, b \in R \), there is a unique \( c \in R \) such that:
  \[
  c \triangleleft a = b,
  \]
- for all \( a, b, c \in R \), we have:
  \[
  (a \triangleleft b) \triangleleft c = (a \triangleleft c) \triangleleft (b \triangleleft c).
  \]
A pointed rack is a rack $R$ with an element $1 \in R$ such that (for all $a \in R$):

$$1 \triangleleft a = 1 \quad \text{and} \quad a \triangleleft 1 = a.$$ 

From now on, all racks will be pointed.

Let $R, S$ be two racks. A rack homomorphism is a map $f : R \to S$ such that:

$$f(a \triangleleft b) = f(a) \triangleleft f(b) \quad \text{and} \quad f(1) = 1,$$

for all $a, b \in R$. Thus we have the category of racks denoted by $\text{Rack}$. Alternatively, for a point of view on racks where the two right and left rack operations are treated on an equal basis, see [6].

**Examples:**

1) Given a group $G$, there exists a rack structure on $G$ where the binary operation is:

$$g \triangleleft h = h^{-1} gh,$$

for all $g, h \in G$. This rack is called the conjugation rack of $G$, from which we get the functor:

$$\text{Conj} : \text{Grp} \to \text{Rack}.$$

2) The core rack on a group $G$ is defined by:

$$g \triangleleft h = hg^{-1}h,$$

for all $g, h \in G$; however this construction is not functorial.

3) Let $P, R$ be two racks, we have a rack structure on $P \times R$ defined by:

$$(p, r) \triangleleft (p', r') = (p \triangleleft p', r \triangleleft r'),$$

which is also the product object in the category of racks.

### 2.2. Rack action

**Definition 2.2.** Let $R$ be a rack and $X$ be a set. We say that $X$ is an $R$-set when there are bijections $(\cdot r) : X \to X$ for all $r \in R$ such that:

$$(x \cdot r) \cdot r' = (x \cdot r') \cdot (r \triangleleft r'), \quad (2.1)$$

for all $x \in X$ and $r, r' \in R$.

**Definition 2.3.** Let $R$ be a rack and $X$ be an $R$-set. The hemi-semi-direct product $X \rtimes R \subset X \times R$ is the rack defined by:

$$(x, r) \triangleleft (x', r') = (x \cdot r', r \triangleleft r'),$$

for all $x, x' \in X$ and $r, r' \in R$.

Remark that $x'$ disappears in the hemi-semi direct operation which is the main technical difference from the semi-direct product of groups and causes various problems when we deal with it.

**Definition 2.4.** Let $R, S$ be two racks. We say that $S$ acts on $R$ by automorphisms when there is a (right) action of $S$ on $R$ and:

$$(r \triangleleft r') \cdot s = (r \cdot s) \triangleleft (r' \cdot s), \quad (2.2)$$

for all $s \in S$ and $r, r' \in R$. 

2.3. Crossed modules of racks

**Definition 2.5.** A crossed module of racks \((R, S, \partial)\) is a rack homomorphism \(\partial: R \to S\) together with a (right) rack action of \(S\) on \(R\) such that following two Peiffer relations hold (for all \(r, r' \in R\) and \(s \in S\)):

\[
\begin{align*}
\text{X1)} & \quad \partial (r \cdot s) = \partial (r) \rhd s, \\
\text{X2)} & \quad r \cdot \partial (r') = r \rhd r'.
\end{align*}
\]

If \((R, S, \partial)\) and \((R', S', \partial')\) are two crossed modules of racks, a crossed module morphism:

\[
(f_1, f_0): (R, S, \partial) \to (R', S', \partial')
\]

is a tuple which consists of rack homomorphisms \(f_1 : R \to R', f_0 : S \to S'\) such that:

- \(\partial' f_1 = f_0 \partial\),
- \(f_1 (r \cdot s) = f_1 (r) \cdot f_0 (s)\),

for all \(r \in R, s \in S\). Thus we get the category of crossed modules of racks, denoted by XRack.

**Examples:**

1) Let \(N \subset R\) be a normal subrack of \(R\) (i.e. \(n \rhd r \in N\) for all \(n \in N, r \in R\)). The inclusion map \(N \to R\) is a crossed module (inclusion crossed module) where the action is defined by the main rack operation.

2) Let \(\mu : M \to N\) be a crossed module of groups. We obtain a crossed module of racks by passing to the associated conjugation racks of \(M\) and \(N\).

3. Fiber product of racks

**Definition 3.1.** Let \(\alpha: P \to R\) and \(\beta: S \to R\) be two rack homomorphisms. The fiber product \(P \times_R S\) is the subrack of the rack \(P \times S\) defined by:

\[
P \times_R S = \{ (p, s) \mid \alpha (p) = \beta (s) \}.
\]

From the categorical point of view, the fiber product is the equalizer of the parallel rack homomorphisms:

\[
P \times S \xrightarrow{\alpha \otimes 1} R \xleftarrow{\beta \otimes 2} S.
\]

**Proposition 3.2.** Let \((P, R, \alpha)\) and \((S, R, \beta)\) be two crossed modules of racks. The map \(\partial: P \times_R S \to R\) given by:

\[
\partial(p, s) = \alpha (p) = \beta (s)
\]

yields a crossed module \((P \times_R S, R, \partial)\) with the (right) rack action:

\[
(p, s) \cdot r = (p \cdot r, s \cdot r)
\]

**Proof.** The action of \(R\) is well-defined, i.e. it preserves \(P \times_R S\). This follows directly from \(\alpha(p) \rhd r = \beta(s) \rhd r\). Moreover, it satisfies the conditions (2.1) and (2.2) since:

\[
((p, s) \cdot r) \cdot r' = (p \cdot r, s \cdot r) \cdot r' = ((p \cdot r') \cdot (s \cdot r'), (s \cdot r') \cdot (r \rhd r')) = ((p \cdot r'), (s \cdot r')) \cdot (r \rhd r') = ((p, s) \cdot r') \cdot (r \rhd r'),
\]
\[(p, s) \triangleleft (p', s') \cdot r = (p \triangleleft p', s \triangleleft s') \cdot r \]
\[= ((p \triangleleft p') \cdot r, (s \triangleleft s') \cdot r) \]
\[= ((p \cdot r) \triangleleft (p' \cdot r), (s \cdot r) \triangleleft (s' \cdot r)) \]
\[= ((p \cdot r), (s \cdot r)) \triangleleft ((p' \cdot r), (s' \cdot r)) \]
\[= ((p, s) \cdot r) \triangleleft ((p', s') \cdot r), \]
for all \((p, s), (p', s') \in P \times_R S\) and \(r, r' \in R\).

Also the map \(\partial : P \times_R S \to R\) is a rack homomorphism since:
\[\partial ((p, s) \triangleleft (p', s')) = \partial (p \triangleleft p', s \triangleleft s')\]
\[= \alpha (p \triangleleft p')\]
\[= \alpha (p) \triangleleft \alpha (p')\]
\[= \partial (p, s) \triangleleft \partial (p', s').\]

Finally \((P \times_R S, R, \partial)\) is a crossed module of racks since:
X1)
\[\partial ((p, s) \cdot r) = \partial (p \cdot r, s \cdot r)\]
\[= \alpha (p \cdot r)\]
\[= \alpha (p) \triangleleft r \quad (\because \text{X1 condition of } \alpha)\]
\[= \partial (p, s) \triangleleft r,\]
X2)
\[(p, s) \cdot \partial (p', s') = (p, s) \cdot \alpha (p')\]
\[= (p \cdot \alpha (p'), s \cdot \alpha (p'))\]
\[= (p \cdot \alpha (p'), s \cdot \beta (s')) \quad (\because \alpha(p') = \beta(s'))\]
\[= (p \triangleleft p', s \triangleleft s') \quad (\because \text{X2 condition of } \alpha, \beta)\]
\[= (p, s) \triangleleft (p', s'),\]
for all \((p, s), (p', s') \in P \times_R S\) and \(r \in R\). \(\square\)

4. Pullback crossed modules in the category of racks

4.1. Idea

Suppose that we have a crossed module of racks \((P, R, \partial)\) and a rack homomorphism \(\phi : S \to R\). The pullback crossed module of racks:
\[\phi^\ast (P, R, \partial) = (\phi^\ast (P), S, \partial^\ast)\]
is a crossed module of racks satisfying the following universal property:

For a given crossed module morphism of racks:
\[(f, \phi) : (X, S, \mu) \to (P, R, \partial)\]
there exists a unique crossed module morphism:
\[(f^\ast, \text{id}_S) : (X, S, \mu) \to (\phi^\ast (P), S, \partial^\ast)\]
which makes the following diagram commutative:

\[(X, S, \mu) \xrightarrow{(f^*, \text{id}_S)} (\phi^*(P), S, \partial^*) \xrightarrow{(\phi', \phi)} (P, R, \partial)\]

**Remark 4.1.** In other words, the previous definition can be seen as a pullback of rack homomorphisms:

\[
\begin{array}{ccc}
X & \xrightarrow{f} & P \\
\downarrow{\mu} & & \downarrow{\phi^*(P)} \\
S & \xrightarrow{\phi} & R
\end{array}
\]

(4.1)

where the arrows \(\phi, \phi'\) have crossed module structures. It is clear that pullback crossed modules are not the pullback objects in the category \(\text{XRack}\).

### 4.2. Construction

Let \((P, R, \partial)\) be a crossed module and let \(\phi : S \rightarrow R\) be a rack homomorphism. Define \(\phi^*(P) = P \times_R S\) and \(\partial^* : \phi^*(P) \rightarrow S\) by \(\partial^* (p, s) = s\). Then \(\partial^*\) turns into a crossed module where the action of \(S\) on \(\phi^*(P)\) is defined by:

\[
\phi^*(P) \times S \rightarrow \phi^*(P) \\
((p, s), s') \mapsto (p, s) \cdot s' = (p \cdot \phi(s'), s \triangleleft s')
\]

First of all, the action given above is well-defined, i.e. it preserves the set \(\phi^*(P)\), which follows directly from \(\partial(p) \triangleleft \phi(s') = \phi(s) \triangleleft \phi(s')\). Moreover, \(\partial^*\) is a rack homomorphism since:

\[
\partial^* ((p, s) \triangleleft (p', s')) = \partial^* (p \triangleleft p', s \triangleleft s') \\
= s \triangleleft s' \\
= \partial^* (p, s) \triangleleft \partial^* (p', s')
\]

for all \((p, s), (p', s') \in \phi^*(P)\). Furthermore the action conditions are satisfied since:

\[
\begin{align*}
((p, s) \cdot s') \cdot s'' &= (p \cdot \phi(s'), s \triangleleft s') \cdot s'' \\
&= ((p \cdot \phi(s')) \cdot (s \triangleleft s') \triangleleft s'') \\
&= ((p \cdot \phi(s'')) \cdot (\phi(s') \triangleleft \phi(s'')) \triangleleft (s \triangleleft s'') \triangleleft (s' \triangleleft s'')) \\
&= ((p \cdot \phi(s'')) \cdot (s \triangleleft s'') \triangleleft (s' \triangleleft s'')) \\
&= (p \cdot \phi(s''), s \triangleleft s'') \cdot (s' \triangleleft s'') \\
&= ((p, s) \cdot s'') \cdot (s' \triangleleft s'')
\end{align*}
\]
and

\[(p, s) \triangleleft (p', s') \cdot s'' = (p \triangleleft p', s \triangleleft s') \cdot s''\]
\[= ((p \triangleleft p') \cdot \phi (s''), (s \triangleleft s') \triangleleft s'')\]
\[= ((p \cdot \phi (s'')) \triangleleft p' \cdot \phi (s''), (s \triangleleft s'') \triangleleft (s' \triangleleft s''))\]
\[= (p \cdot \phi (s''), (s \triangleleft s'')) \triangleleft (p' \cdot \phi (s''), (s' \triangleleft s''))\]
\[= ((p, s) \cdot s'') \triangleleft ((p', s') \cdot s'')\]

for all \((p, s), (p', s') \in \phi^* (P)\) and \(s'' \in S\).

Finally \(\partial^*\) is a crossed module:

**X1)**
\[\partial^* ((p, s) \cdot s') = \partial^* (p \cdot \phi (s'), s \triangleleft s')\]
\[= s \triangleleft s'\]
\[= \partial^* (p, s) \triangleleft s'\]

**X2)**
\[(p, s) \cdot \partial^* (p', s') = (p, s) \cdot s'\]
\[= (p \cdot \phi (s'), s \triangleleft s')\]
\[= (p \cdot \partial (p'), s \triangleleft s') \quad (\because \partial (p') = \phi (s'))\]
\[= (p \triangleleft p', s \triangleleft s') \quad (\because \text{X2 condition of } \partial)\]
\[= (p, s) \triangleleft (p', s')\]

for all \((p, s), (p', s') \in \phi^* (P)\).

Furthermore, this construction satisfies the universal property. To state it, we need the crossed module morphism:

\[(\phi', \phi) : (\phi^* (P), S, \partial^*) \to (P, R, \partial)\]

where \(\phi' : \phi^* (P) \to P\) is given by \(\phi' (p, s) = p\).

Suppose that \((X, S, \mu)\) is an arbitrary crossed module with a crossed module morphism:

\[(f, \phi) : (X, S, \mu) \to (P, R, \partial)\]

We need to prove that there exists a unique crossed module morphism:

\[(f^*, \text{id}_S) : (X, S, \mu) \to (\phi^* (P), S, \partial^*)\]

such that:

\[\phi' (f^* , \text{id}_S) = (f, \phi)\, .\]

Define \(f^* : X \to \phi^* (P)\) by \(f^* (x) = (f(x), \mu (x))\), for all \(x \in X\). Then the tuple \((f^*, \text{id}_S)\) becomes a crossed module morphism, since (for all \(s \in S\) and \(x \in X\)):

\[f^* (x \cdot s) = (f (x \cdot s), \mu (x \cdot s))\]
\[= (f (x) \cdot \phi (s), \mu (x \cdot s)) \quad (\because (f, \phi) \text{ crossed module morphism})\]
\[= (f (x) \cdot \phi (s), \mu (x) \triangleleft s) \quad (\because X1 \text{ condition of } \mu)\]
\[= (f (x), \mu (x)) \cdot s\]
\[= f^* (x) \cdot \text{id}_S (s)\]
and

\[ \partial^* f^*(x) = \partial^* (f(x), \mu(x)) = \mu(x) = \text{id}_S \mu(x). \]

Finally the diagram (4.1) commutes, since (for all \( x \in X \)):

\[
\partial^* f^*(x) = \partial^* (f(x), \mu(x)) = \mu(x)
\]

\[
\phi' f^*(x) = \phi' (f(x), \mu(x)) = f(x)
\]

and also \( \phi \partial^* = \partial \phi' \) by the definition of \( \phi^*(P) \).

Let \((f', \text{id}_S) : (X, S, \mu) \to (\phi^*(P), S, \partial^*)\) be a crossed module morphism of racks with the same property as \((f^*, \text{id}_S)\). Define \( p \) and \( s \) by \( f'(x) = (p, s) \). Then we get:

\[
\phi' f'(x) = f(x) \iff \phi' (p, s) = f(x) \iff p = f(x)
\]

\[
\partial^* f'(x) = \mu(x) \iff \partial^* (p, s) = \mu(x) \iff s = \mu(x)
\]

leading to:

\[
f'(x) = (p, s) = (f(x), \mu(x)) = f^*(x)
\]

which implies that \((f^*, \text{id}_S)\) is unique and completes the construction.

**Definition 4.2.** Let us fix a rack \( R \) as a codomain for all crossed modules and construct the related category which is the full subcategory of \( \text{XRack} \). These kinds of crossed modules will be called as crossed \( R \) modules and denote the corresponding category by \( \text{XRack}_R \).

**Corollary 4.3.** As a consequence of the pullback crossed module structure in the category of racks, we have the functor:

\[ \phi^* : \text{XRack}_R \to \text{XRack}_S. \]

**Example 4.4.** Let \( \partial : N \to R \) be an inclusion crossed module and \( \phi : S \to R \) be a rack homomorphism. Then the pullback crossed module is defined by:

\[
\phi^*(N) = \{ (n, s) \mid \partial(n) = \phi(s), \ n \in N, \ s \in S \}
\]

\[
= \{ s \in S \mid \phi(s) = n, \ n \in N \}
\]

\[
= \phi^{-1}(N)
\]

with the following commutative diagram:

\[
\begin{array}{ccc}
\phi^{-1}(N) & \xrightarrow{\phi'} & N \\
\partial \downarrow & & \downarrow \partial \\
S & \xrightarrow{\phi} & R
\end{array}
\]

where the preimage \( \phi^{-1}(N) \) is a normal subrack of \( S \).

It follows that:

**Example 4.5.** If \( N = \{1\} \) and \( R \) is a rack, then:

\[
\phi^* (\{1\}) = \{ s \in S \mid \phi(s) = 1 \} = \ker \phi.
\]

Thus \((\ker \phi, S, \partial^*)\) is a pullback crossed module which implies \( \ker \phi \) is a normal subrack.
Corollary 4.6. The kernel of a rack homomorphism is a particular case of a pullback crossed module.

Example 4.7. If \( N = R \) and \( \phi \) is surjective, then:
\[
\phi^*(R) = R \times S.
\]

5. Functorial approach

Let \( R \) be a rack. The associated group \( \text{As}(R) \) is the quotient of the free group \( F(R) \) by the normal subgroup generated by the elements \( y^{-1}x^{-1}y(x < y) \) for all \( x, y \in R \), see [7]. This property leads to the functor:
\[
\text{As}: \text{Rack} \to \text{Grp},
\]
which is left adjoint to the functor \( \text{Conj} \).

The major property of these functors is; they both preserve the crossed module structure that is proven in [5]. Consequently:

Corollary 5.1. We have the functors:
\[
\text{As}^*: \text{XRack} \to \text{XGrp} \quad \text{Conj}^*: \text{XGrp} \to \text{XRack},
\]
which are induced by \( \text{As} \) and \( \text{Conj} \), respectively.

Theorem 5.2. There exists an adjunction between the categories of crossed modules of racks and of crossed modules of groups:
\[
\text{Hom}_{\text{XGrp}}(\text{As}^*(\mathcal{X}), \mathcal{G}) \cong \text{Hom}_{\text{XRack}}(\mathcal{X}, \text{Conj}^*(\mathcal{G})), \tag{5.1}
\]
which is induced by
\[
\text{Hom}_{\text{Grp}}(\text{As}(\mathcal{X}), G) \cong \text{Hom}_{\text{Rack}}(\mathcal{X}, \text{Conj}(G)). \tag{5.2}
\]

Proof. Let \( X \) be a rack and \( G \) be a group. We know from [7] that; for a given rack homomorphism \( f: X \to \text{Conj}(G) \), there exists a unique group homomorphism \( f^*_\#: \text{As}(X) \to G \) such that the following diagram commutes:
\[
\begin{array}{ccc}
X & \xrightarrow{\mu} & \text{As}(X) \\
\downarrow f & & \downarrow f^*_\# \\
\text{Conj}(G) & \xrightarrow{\text{id}} & G
\end{array}
\]
where \( \mu \) is the natural map. This diagram leads to (5.1).

One level further, let \( \mathcal{X} \) be a crossed module of racks and \( \mathcal{G} \) be a crossed module of groups. Given a crossed module morphism of racks \( (f, g): \mathcal{X} \to \text{Conj}^*(\mathcal{G}) \), there exists a unique crossed module morphism of groups \( (f^*_\#, g^*_\#): \text{As}^*(\mathcal{X}) \to \mathcal{G} \) such that the following diagram commutes:
\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\mu, \mu} & \text{As}^*(\mathcal{X}) \\
(f, g) & & (f^*_\#, g^*_\#) \\
\text{Conj}^*(\mathcal{G}) & \xrightarrow{(\text{id}, \text{id})} & \mathcal{G}
\end{array}
\]
which induces two forms of (4.1) based on rack homomorphisms \( f, g \) and proves the adjunction (5.2).

As another main outcome of the paper, we have the following:
**Theorem 5.3.** We have the following commutative diagram:

\[
\begin{array}{ccc}
\text{XGrp} & \text{Conj}^* & \text{XRack}_R \\
\phi^* & \downarrow & \phi^* \\
\text{XGrp} & \text{Conj}^* & \text{XRack}_S \\
\end{array}
\]

**Proof.** It follows at once from the known fact that, Conj preserves limits and As preserves colimits since the adjunction (5.2), see also Remark 4.1. \qed
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Abstract

Recently, Wardowski in [Fixed points of a new type of contractive mappings in complete metric spaces, Fixed Point Theory Appl. 2012] introduced the concept of F-contraction on complete metric space which is a proper generalization of Banach contraction principle. In the present paper, we proved a related fixed point theorem with F-contraction mappings on two complete metric spaces.
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1. Introduction and preliminaries

The Banach contraction mapping principle is one of the pivotal results of analysis. It is widely considered as the source of metric fixed point theory and its significance lies in its vast applicability in a number of branches of mathematics. There are a lot of generalization of Banach contraction mapping principle in the literature. One of a different way of this generalization is to consider two metric space. In 1981, Fisher defined related fixed points of mappings on two metric spaces and obtained some related fixed point theorems. Let (X,d) and (Y,ρ) be two metric space, T : X → Y and S : Y → X be two mappings. If there exist x ∈ X and y ∈ Y such that Tx = y and Sy = x, then the pair of (T, S) is said to be has related fixed points. Thereafter many authors obtained some related fixed point theorems (see [1,3–5,10]).

In 1994, Namdeo et al. [9] proved the following:

Theorem 1.1. Let (X,d) and (Y,ρ) be two complete metric spaces, T : X → Y and S : Y → X mappings satisfying the following equations:

\[ d(Sy, STx) \leq c\phi(x, y) \]
\[ \rho(Tx, TSy) \leq c\psi(x, y) \]
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for all \( x \in X \) and \( y \in Y \) for which
\[
g(x, y) \neq 0 \neq h(x, y)
\]
where \( 0 \leq c < 1 \)
\[
\phi(x, y) = \frac{f(x, y)}{g(x, y)}, \quad \psi(x, y) = \frac{f(x, y)}{h(x, y)}
\]
and
\[
f(x, y) = \max\{d(x, Sy)\rho(y, Tx), d(x, STx)\rho(y, TSy), d(Sy, STx)\rho(y, Tx)\}
\]
\[
g(x, y) = \max\{d(x, STx), \rho(y, TSy), d(x, Sy)\}
\]
\[
h(x, y) = \max\{d(x, STx), \rho(y, TSy), \rho(y, Tx)\}.
\]
Then, \( ST \) has a unique fixed point \( z \in X \) and \( TS \) has a unique fixed point \( w \in Y \). Further, 
\( Tz = w \) and \( Sw = z \).

In this paper, by taking into account the recent proof technique, which is first used by Wardowski [16], we will present a related fixed point result for two single valued mappings on two complete metric spaces. For the sake of completeness, we consider the following notion due to [16].

Let \( \mathcal{F} \) be the set of all functions \( F : (0, \infty) \rightarrow \mathbb{R} \) satisfying the following:

(F1) \( F \) is strictly increasing, that is for all \( \alpha, \beta \in (0, \infty) \) such that \( \alpha < \beta \), \( F(\alpha) < F(\beta) \);

(F2) For each sequence \( \{\alpha_n\}_{n \in \mathbb{N}} \) of positive numbers \( \lim_{n \to \infty} \alpha_n = 0 \) if and only if 
\[
\lim_{n \to \infty} F(\alpha_n) = -\infty;
\]

(F3) There exists \( k \in (0, 1) \) such that \( \lim_{\alpha \to 0^+} \alpha^k F(\alpha) = 0 \).

Some examples of the functions belonging to \( \mathcal{F} \) are \( F_1(\alpha) = \ln \alpha \), \( F_2(\alpha) = \alpha + \ln \alpha \), \( F_3(\alpha) = -\frac{1}{\sqrt[\alpha]{\alpha}} \) and \( F_4(\alpha) = \ln (\alpha^2 + \alpha) \).

**Definition 1.2** ([16]). Let \((X, d)\) be a metric space and \( T : X \rightarrow X \) be a mapping. Then, we say that \( T \) is an \( F \)-contraction if \( F \in \mathcal{F} \) and there exists \( \tau > 0 \) such that
\[
\forall x, y \in X \ [d(Tx, Ty) > 0 \Rightarrow \tau + F(d(Tx, Ty)) \leq F(d(x, y))].
\]  
(1.2)

If we take \( F(\alpha) = \ln \alpha \) in Definition 1.2, the inequality (1.2) turns to
\[
d(Tx, Ty) \leq e^{-\tau}d(x, y), \quad \text{for all } x, y \in X, Tx \neq Ty.
\]  
(1.3)

It is clear that for \( x, y \in X \) such that \( Tx = Ty \), the inequality \( d(Tx, Ty) \leq e^{-\tau}d(x, y) \) also holds. Thus \( T \) is a Banach contraction with contractive constant \( L = e^{-\tau} \). Therefore, every Banach contraction is also \( F \)-contraction, but the converse may not be true as shown in the Example 2.5 of [16]. If we choose some different functions from \( \mathcal{F} \) in (1.2), we can obtain some new as well as existing contractive conditions. In addition, Wardowski showed that every \( F \)-contraction \( T \) is a contractive mapping, i.e.,
\[
d(Tx, Ty) < d(x, y), \quad \text{for all } x, y \in X, Tx \neq Ty.
\]

Thus, every \( F \)-contraction is a continuous map. We can find some important properties about \( F \)-contractions in [2, 6–8, 11–15, 17]. In the light of these informations, we can see that the following theorem is a proper generalization of Banach Contraction Principle.

**Theorem 1.3** ([16]). Let \((X, d)\) be a complete metric space and \( T : X \rightarrow X \) be an \( F \)-contraction. Then, \( T \) has a unique fixed point.
2. Main result

In this section, we present a new kind of related fixed point theorems using the concept of $F$-contraction.

**Theorem 2.1.** Let $(X, d)$ and $(Y, ρ)$ be two complete metric spaces, $T : X → Y$ and $S : Y → X$ be two mappings. Suppose that there exist $F ∈ ℱ$ and $τ > 0$ such that

\[
d(Sy, STx) > 0 ⇒ τ + F(d(Sy, STx)) ≤ F(ϕ(x, y))
\]

\[
ρ(Tx, TSy) > 0 ⇒ τ + F(ρ(Tx, TSy)) ≤ F(ψ(x, y))
\]

hold for all $x ∈ X$ and $y ∈ Y$ for which

\[
g(x, y) ≠ 0 ≠ h(x, y),
\]

where $ϕ$ and $ψ$ are as in Theorem 1.1. Then, $ST$ has a unique fixed point $z ∈ X$ and $TS$ has a unique fixed point $w ∈ Y$. Further, $Tz = w$ and $Sw = z$.

**Proof.** Let $x ∈ X$ be an arbitrary point. Define sequences \{\(x_n\)\} ⊂ $X$ and \{\(y_n\)\} ⊂ $Y$ by

\[
(ST)^n x = x_n, \quad T(ST)^{n-1} x = y_n
\]

and define $α_n = d(x_n, x_{n+1})$ and $β_n = ρ(y_n, y_{n+1})$, $n = 1, 2, 3, ...$

If there exist $n_0 ∈ N$ for which $x_{n_0+1} = x_{n_0}$ or $y_{n_0+1} = y_{n_0}$ then the proof is finished. Indeed, if $x_{n_0+1} = x_{n_0}$, then $(ST)^{n_0+1} x = (ST)^{n_0} x$ and so $(ST)(ST)^{n_0} x = (ST)^{n_0} x$. Therefore, $(ST)^{n_0} x := z$ is a fixed point of $ST$. Also, if $x_{n_0+1} = x_{n_0}$, then $Tx_{n_0+1} = Tx_{n_0}$ and so $(ST)^{n_0+1} x = T(ST)^{n_0} x$ or equivalently we have

\[
TST(ST)^{n_0} x = T(ST)^{n_0} x.
\]

Therefore, $T(ST)^{n_0} x := w$ is a fixed point $TS$. In this case we have $Tz = w$ and $Sw = z$. Similar result can be obtained when $y_{n_0+1} = y_{n_0}$ for some $n_0$.

Now suppose that $x_n ≠ x_{n+1}$ and $y_n ≠ y_{n+1}$ for every $n ∈ N$. Applying inequality (2.1) we get

\[
d(x_n, x_{n+1}) = d(Sy_n, STx_n) > 0
\]

so we can write

\[
F(d(Sy_n, STx_n)) ≤ F(ϕ(x_n, y_n)) - τ
\]

from which it follows that

\[
F(α_n) ≤ F(β_n) - τ.
\]

Applying inequality (2.2) we get

\[
ρ(y_n, y_{n+1}) = ρ(Tx_{n-1}, TSy_n) > 0
\]

so we can write

\[
F(ρ(Tx_{n-1}, TSy_n)) ≤ F(ψ(x_{n-1}, y_n)) - τ
\]

from which it follows that

\[
F(β_n) ≤ F(α_n-1) - τ.
\]

From (2.3) and (2.4) we get

\[
\begin{align*}
F(α_n) & ≤ F(β_n) - τ \\
& ≤ F(α_{n-1}) - 2τ \\
& ≤ \vdots \\
& ≤ F(α_0) - 2nτ \\
& ≤ F(β_0) - (2n + 1)τ
\end{align*}
\]
for all $n \in \mathbb{N}$. From (2.5) we obtain $\lim_{n \to \infty} F(\alpha_n) = -\infty$ and with (F2) we get
$$\lim_{n \to \infty} \alpha_n = 0.$$  
(2.6)
Similarly, we get $\lim_{n \to \infty} F(\beta_n) = -\infty$ from (2.4) and with (F2) we find
$$\lim_{n \to \infty} \beta_n = 0.$$  
(2.7)
From (F3) there exist $k \in (0, 1)$ such that
$$\lim_{n \to \infty} \alpha_{kn} F(\alpha_n) = 0 \quad \text{and} \quad \lim_{n \to \infty} \beta_{kn} F(\beta_n) = 0.$$  
(2.8)
By (2.5) the following holds for all $n \in \mathbb{N}$
$$\alpha_{kn} F(\alpha_n) \leq \alpha_{kn}^k [F(\alpha_{n-1}) - 2\tau] \leq \cdots \leq \alpha_{n}^k [F(\alpha_0) - 2n\tau]$$
and so
$$\alpha_{kn} F(\alpha_n) - \alpha_{kn}^k F(\alpha_n) \leq -2\alpha_{kn}^k n\tau \leq 0.$$  
(2.9)
Letting $n \to \infty$ in (2.9), using (2.6) and (2.8) we obtain
$$\lim_{n \to \infty} \alpha_{kn}^n = 0.$$  
(2.10)
Similarly by (2.5) we get
$$\beta_{kn}^k F(\beta_n) - \beta_{kn}^k F(\beta_n) \leq -\beta_{kn}^k (2n + 1)\tau \leq 0.$$  
(2.11)
Letting $n \to \infty$ in (2.11), using (2.7) and (2.8) we obtain
$$\lim_{n \to \infty} (2n + 1)\beta_{kn} = \lim_{n \to \infty} n\beta_{kn}^k = 0.$$  
(2.12)
Now let us observe that from (2.10) there exist $n_1 \in \mathbb{N}$ such that $n\alpha_{kn}^k \leq 1$ for all $n \geq n_1$ and from (2.12) there exist $n_2 \in \mathbb{N}$ such that $n\beta_{kn}^k \leq 1$ for all $n \geq n_2$. Let $n_0 = \max\{n_1, n_2\}$, then we have for all $n > n_0$
$$\alpha_{kn}^k \leq \frac{1}{n} \quad \text{and} \quad \beta_{kn}^k \leq \frac{1}{n}.$$  
(2.13)
In order to show that $\{x_n\}$ and $\{y_n\}$ are Cauchy sequences consider $m, n \in \mathbb{N}$ such that $m > n > n_0$. From (2.13) and triangular inequality, we write
$$d(x_n, x_m) \leq d(x_n, x_{n+1}) + d(x_{n+1}, x_{n+2}) + \ldots + d(x_{m-1}, x_m)$$
$$< \sum_{i=n}^{\infty} \alpha_i$$
$$\leq \sum_{i=n}^{\infty} \frac{1}{i^k}$$
and
$$\rho(y_n, y_m) \leq \rho(y_n, y_{n+1}) + \rho(y_{n+1}, y_{n+2}) + \ldots + \rho(y_{m-1}, y_m)$$
$$< \sum_{i=n}^{\infty} \beta_i$$
$$\leq \sum_{i=n}^{\infty} \frac{1}{i^k}.$$  
(2.14)
From the convergence of the series $\sum_{i=1}^{\infty} \frac{1}{i^k}$ we receive that $\{x_n\}$ and $\{y_n\}$ are Cauchy sequences with limits $z \in X$ and $w \in Y$ respectively.
Now, suppose \( z \neq STz \) and \( w \neq TSw \). The following two cases arise:

Case 1. Let \( z = Sw \) and \( w = Tz \). Then, \( w = TSw \) and \( z = STz \), which is a contradiction.

Case 2. Let \( z \neq Sw \) or \( w \neq Tz \). If \( z \neq Sw \), then there exists a subsequence \( \{x_{n(k)}\} \) of \( \{x_n\} \) such that \( d(Sw,x_n) > 0 \) for all \( k \in \mathbb{N} \). Therefore, applying inequality (2.1) we have
\[
F(d(Sw,STx_{n(k)})) \leq F(\phi(x_{n(k)},w)) - \tau \tag{2.14}
\]
where \( \phi(x_{n(k)},w) = \frac{f(x_{n(k)},w)}{g(x_{n(k)},w)} \). Since
\[
\lim_{n \to \infty} g(x_{n(k)},w) = \lim_{n \to \infty} \max\{d(x_{n(k)},x_{n(k)+1}), \rho(w,TSw),d(x_{n(k)},Sw)\} > 0
\]
and
\[
\lim_{n \to \infty} f(x_{n(k)},w) = \lim_{n \to \infty} \max\left\{ \frac{d(x_{n(k)},Sw)\rho(w,Tx_{n(k)}), \quad d(x_{n(k)},STx_{n(k)})\rho(w,TSw), \quad d(Sw,STx_{n(k)})\rho(w,STx_{n(k)})}{d(x_{n(k)}+1),x_{n(k)+1})\rho(w,y_{n(k)+1}), \quad d(Sw,x_{n(k)+1})\rho(w,y_{n(k)+1})} \right\} = 0
\]
we get \( \lim_{n \to \infty} \phi(x_{n(k)},w) = 0 \). Therefore, from (2.14) and (F2) we have
\[
\lim_{n \to \infty} d(Sw,STx_{n(k)}) = 0
\]
and so \( Sw = z \), which is a contradiction. If \( w \neq Tz \), then similar contradiction can be occur.

Therefore, either \( z = STz \) or \( w = TSw \). If \( z = STz \), then \( z \) is a fixed point of \( ST \) and \( Tz \) is a fixed point of \( TS \). Similarly, if \( w = TSw \), then \( w \) is a fixed point of \( TS \) and \( Sw \) is a fixed point of \( ST \).

To prove uniqueness, suppose that \( z \) and \( z' \) are two fixed points of \( ST \). Then, since
\[
\phi(z',Tz) = \frac{f(z',Tz)}{g(z',Tz)} = \rho(Tz,Tz')
\]
and
\[
\psi(z',Tz) = \frac{f(z',Tz)}{h(z',Tz)} = d(z,z')
\]
it follows from inequality (2.1) and (2.2) that
\[
F(d(STz,STz')) \leq F(\phi(z',Tz)) - \tau \\
= F(\rho(Tz,Tz')) - \tau \\
\leq F(\psi(z,Tz')) - 2\tau \\
= F(d(z,z')) - 2\tau,
\]
which is a contradiction. Therefore, \( ST \) (similarly \( TS \)) has a unique fixed point in \( X \). \( \square \)

We can obtain the following corollaries.

**Corollary 2.2.** Theorem 1.1 is immediate from Theorem 2.1.

**Proof.** The proof is clear, by taking \( F(\alpha) = \ln \alpha \) in Theorem 2.1. \( \square \)

**Corollary 2.3.** Let \( (X,d) \) be a complete metric space and \( T : X \to X \) be a mapping. Suppose that there exist \( F \in \mathcal{F} \) and \( \tau > 0 \) such that
\[
d(Ty,T^2x) > 0 \Rightarrow \tau + F(d(Ty,T^2x)) \leq F(\phi(x,y))
\]
holds for all \( x, y \in X \) for which \( \max\{d(x, T^2x), d(y, T^2y), d(x, Ty)\} > 0 \), where
\[
\phi(x, y) = \frac{\max\{d(x, Ty)d(y, Tx), d(x, T^2x)d(y, T^2y), d(Ty, T^2x)d(y, Tx)\}}{\max\{d(x, T^2x), d(y, T^2y), d(x, Ty)\}}.
\]

Then, \( T \) has a unique fixed point.

**Proof.** Take \( X = Y, d = \rho \) and \( T = S \) in Theorem 2.1. \( \square \)

**Corollary 2.4.** Let \((X, d)\) be a complete metric space and \( T : X \to X \) be a mapping. Suppose that there exist \( F \in \mathcal{F} \) and \( \tau > 0 \) such that
\[
d(y, Tx) > 0 \Rightarrow \tau + F(d(y, Tx)) \leq F(\phi(x, y))
\]
\[
d(Tx, Ty) > 0 \Rightarrow \tau + F(d(Tx, Ty)) \leq F(\psi(x, y))
\]
hold for all \( x, y \in X \) for which
\[
g(x, y) \neq 0 \neq h(x, y),
\]

where
\[
\phi(x, y) = \frac{f(x, y)}{g(x, y)}, \quad \psi(x, y) = \frac{f(x, y)}{h(x, y)}
\]
and
\[
f(x, y) = \max\{d(x, y)d(y, Tx), d(x, Tx)d(y, Ty), d^2(y, Tx)\}
\]
\[
g(x, y) = \max\{d(x, Tx), d(y, Ty), d(x, y)\}
\]
\[
h(x, y) = \max\{d(x, Tx), d(y, Ty), d(y, Tx)\}.
\]

Then, \( T \) has a unique fixed point.

**Proof.** Take \( X = Y, d = \rho \) and \( S = I \) (the identity mapping) in Theorem 2.1. \( \square \)

**Example 2.5.** Let \( X = Q \) and \( Y = I \), where \( Q \) is the set of rational numbers and \( I \) is the set of irrational numbers. Consider the discrete metric \( d \) on \( X \), and a metric defined by
\[
\rho(x, y) = \begin{cases} 
0 & , \quad x = y \\
1 + |x - y| & , \quad x \neq y
\end{cases}
\]
on \( Y \). Then, it is clear that \((X, d)\) and \((Y, \rho)\) are complete metric spaces. Define two mappings \( T : X \to Y \) by \( Tx = \sqrt{2} \) and \( S : Y \to X \) by \( Sy = 0 \). Then, for all \( x \in X \) and \( y \in Y \), we have
\[
d(Sy, STx) = 0 = \rho(Tx, TSy).
\]
This shows that the conditions (2.1) and (2.2) are satisfied for all \( F \in \mathcal{F} \) and \( \tau > 0 \). Therefore, by Theorem 2.1, \( ST \) has a unique fixed point \( z \in X \) and \( TS \) has a unique fixed point \( w \in Y \). Further, \( Tz = w \) and \( Sw = z \).
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Abstract
We discuss Ulam-Hyers stability, Ulam-Hyers-Rassias stability and Generalized Ulam-Hyers-Rassias stability for a class of nonlinear fractional functional differential equations with delay involving Caputo fractional derivative by using Picard operator. An example is also given to show the applicability of our results.
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1. Introduction
Fractional differential equations is the area of concentration of recent research and there has been significant progress in this area. However, the concept of fractional derivative is as old as differential equations. L’Hospital in 1695 wrote a letter to Leibniz related to his generalization of differentiation and raised the question about fractional derivative. Nowadays the fractional order differential equations has proved to be the most valuable tools in the modeling of many phenomena in various fields of science and engineering. Indeed, we can find many applications in electromagnetic, control, electrochemistry etc. (see\cite{5–8}). For more details on this area, one can see the monograph of Kilbas et al. \cite{14}, I. Podulbny \cite{23}, Miller and Ross \cite{17}, Li et al. \cite{15,16}, Rehman et al. \cite{25} , Chen et al. \cite{1–4}, Saeed \cite{27} and the references therein.

Over last three decades, the stability theory for functional equations developed and it got popularity so quickly. It started in 1940, when the stability of functional equations were originally raised by Ulam at Wisconsin University. The problem posed by Ulam was the following: “Under what conditions does there exist an additive mapping near an approximately additive mapping”? (for more details see \cite{29}). The first answer to the question of Ulam \cite{9} was given by Hyers in 1941 in the case of Banach spaces. Thereafter, this type of stability is called the Ulam-Hyers stability. In 1978, Rassias \cite{24} provided a remarkable generalization of the Ulam-Hyers stability of mappings by considering variables.
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Subsequently, a large number of mathematicians took these two types of stabilities, the Ulam-Hyers stability and the Ulam-Hyers-Rassias stability to carry on their researches and the study of this area has grown to be one of the central and most essential subjects in the mathematical analysis area. For more details on the recent advances on the Ulam-Hyers stability and the Ulam-Hyers-Rassias stability of differential equations, one can see the monographs [10,11] and the research papers [12,13,18–21,26,28,30,32–35]. However, to the best of our knowledge, most of the authors discuss the stability for implicit functions but in our paper we take neutral functions and as far as we know Ulam’s type stability results for a class of nonlinear neutral functional differential equations involving Caputo fractional derivatives have not been investigated yet. Wherefore, motivated by the above articles, we have discussed Ulam-Hyers stability for initial value problems of fractional differential equations with delay

\[
\begin{align*}
\left\{
& cD_0^\gamma x(t) = f(t, x_t, cD_0^\delta x_t), \ t \in I, \\
& x(t) = \psi(t), \ t \in [-\tau, 0] \\
& x(0) = x_0, \ x'(0) = x_1.
\end{align*}
\]

where \( cD_0^\gamma \) and \( cD_0^\delta \) are Caputo derivatives with \( I = [0, 1], 1 < \gamma < 2, 0 < \delta < 1, \) and \( x_0, x_1 \) are real constants, \( f : [0, 1] \times C_\tau \times C_\tau \rightarrow \mathbb{R} \) and \( \psi : [-\tau, 0] \rightarrow \mathbb{R} \) are continuous, we denote \( C_\tau \) the Banach space of all continuous functions \( \phi : [-\tau, 1] \rightarrow \mathbb{R} \), endowed with the maximum norm \( ||\phi|| = \max\{||\phi(s)| : -\tau \leq s \leq 1\} \). If \( x : [-\tau, 1] \rightarrow \mathbb{R} \), then for any \( t \in I, \) and \( x_t \in C_\tau \) we denote \( x_t \) by \( x_t(\theta) = x(t + \theta), \) for \( \theta \in [-\tau, 0], \) \( \tau > 0. \)

The paper is arranged as follows: In Section 2 we review some basic definitions and lemmas used throughout this paper. In the third section we establish Ulam-Hyers stability, Ulam-Hyers-Rassias stability, Generalized Ulam-Hyers-Rassias stability for the above initial value problem and in the last section an example is given to show the applicability of our results.

2. Preliminaries

This part includes some basic definitions and results used throughout this paper.

**Definition 2.1.** [14] The Gamma function is defined as,

\[
\Gamma(\gamma) = \int_0^\infty e^{-t} t^{\gamma-1} dt, \ \gamma > 0.
\]

One of the basic property of Gamma function is that it satisfies the following functional equation: \( \Gamma(\gamma + 1) = \gamma \Gamma(\gamma). \)

**Definition 2.2.** [14] The fractional integral for a function \( f \) with lower limit \( t_0 \) and order \( \gamma \) can be defined as

\[
I_0^\gamma f(t) = \frac{1}{\Gamma(\gamma)} \int_{t_0}^t \frac{f(s)}{(t-s)^{1-\gamma}} ds, \ \gamma > 0, \ t > t_0.
\]

where \( \Gamma \) is the Gamma function, and right hand side is point-wise defined on \( \mathbb{R}^+. \)

**Definition 2.3.** [14] The left Caputo fractional derivative of order \( \gamma \) is given by

\[
cD_0^\gamma f(t) = \frac{1}{\Gamma(n-\gamma)} \int_0^t \frac{f^{(n)}(s)}{(t-s)^{\gamma+1-n}} ds.
\]

where \( n = [\gamma] + 1 \) (\( [\gamma] \) stands for the bracket function of \( \gamma \).) Here we define one of the important property of Caputo derivative as the composition of the fractional integration operator \( I_0^\gamma \) with the fractional differentiation operator \( cD_0^\gamma \). Let \( \gamma > 0, n = [\gamma] + 1 \) and let \( f_{n-\gamma}(t) = cD_0^{n-\gamma} f(t) \) then if \( f \in C^n[a, b] \) then

\[
I_0^\gamma cD_0^{n-\gamma} f(t) = f(t) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (t-a)^k.
\]
Lemma 2.4. (Gronwall lemma)\cite{22} Let \( \mu, \nu \in C([0, 1], \mathbb{R}^+) \). Suppose that \( \mu \) is increasing. If \( x \in C([0, 1], \mathbb{R}^+) \) is a solution to the inequality
\[
x(t) \leq \mu(t) + \int_0^t \nu(s)x(s)ds, \quad t \in [0, 1],
\]
then
\[
x(t) \leq \mu(t) \exp \left( \int_0^t \nu(s)ds \right), \quad t \in [0, 1].
\]

Definition 2.5. \cite{22} Let \((X, d)\) be a metric space. An operator \( A : X \to X \) is a Picard operator if there exists \( u^* \in X \) such that
\begin{enumerate}[(i)]
  \item \( F_A = \{u^*\} \) where \( F_A = \{\mu \in X : A(\mu) = \mu\} \) is the fixed point set of \( A \).
  \item The sequence \( (A^n(\mu_0))_{n \in \mathbb{N}} \) converges to \( u^* \) for all \( \mu_0 \in X \).
\end{enumerate}

Definition 2.6. \cite{22} Let \((X, d, \leq)\) be an ordered metric space. An operator \( A : X \to X \) is an increasing Picard operator \( F_A = \mu^* \), then for \( \mu \in X, \, \mu \leq A(\mu) \Rightarrow \mu \leq \mu^* \) while \( \mu \geq A(\mu) \Rightarrow \mu \geq \mu^* \).

3. Stability

In this section, we will discuss Ulam-Hyers stability, Ulam-Hyers-Rassias stability and Generalized Ulam-Hyers-Rassias stability for a class of fractional neutral differential equations. Let \( \epsilon \) be a positive real number, \( T : X \to X \) is a continuous operator and \( f : [0, 1] \times C_\tau \times C_\tau \to \mathbb{R} \) is a continuous function, we consider the following differential equation
\[
\begin{cases}
\quad ^cD_0^\gamma x(t) = f(t, x_t, ^cD_0^\delta x_t), \quad t \in [0, 1], \\
x(t) = \psi(t), \quad t \in [-\tau, 0], \\
x(0) = x_0, \quad x'(0) = x_1.
\end{cases}
\tag{3.1}
\]

For equation (3.1), for some \( \epsilon > 0, \phi \in C([-\tau, 1], \mathbb{R}^+) \), we focus on the following inequalities:
\[
|\ ^cD_0^\gamma y(t) - f(t, y_t, ^cD_0^\delta y_t)\ | \leq \epsilon, \quad t \in [0, 1].
\tag{3.2}
\]
\[
|\ ^cD_0^\gamma y(t) - f(t, y_t, ^cD_0^\delta y_t)\ | \leq \phi(t), \quad t \in [0, 1].
\tag{3.3}
\]
\[
|\ ^cD_0^\gamma y(t) - f(t, y_t, ^cD_0^\delta y_t)\ | \leq \epsilon \phi(t), \quad t \in [0, 1].
\tag{3.4}
\]

Definition 3.1. \cite{31} Equation (3.1) is Ulam-Hyers stable if there exists a positive real number \( c_1 \) such that for each positive \( \epsilon \) and for every solution \( y \in C^1([-\tau, 1], \mathbb{R}) \) of (3.2) there exists a solution \( x \in C^1([-\tau, 1], \mathbb{R}) \) of (3.1) with \( |y(t) - x(t)| \leq c_1 \epsilon, \quad t \in [-\tau, 1] \).

Definition 3.2. \cite{31} Equation (3.1) is Generalized Ulam-Hyers-Rassias stable with respect to \( \phi \) if there exists \( c_{1\phi} > 0 \) such that for each solution \( y \in C^1([-\tau, 1], \mathbb{R}) \) to (3.3) there exists a solution \( x \in C^1([-\tau, 1], \mathbb{R}) \) to (3.1) with \( |y(t) - x(t)| \leq c_{1\phi} \phi(t), \quad t \in [-\tau, 1] \).

Definition 3.3. \cite{31} Equation (3.1) is Ulam-Hyers-Rassias stable with respect to \( \phi \) if there exists \( c_{1\phi} > 0 \) such that for each solution \( y \in C^1([-\tau, 1], \mathbb{R}) \) to (3.4) there exists a solution \( x \in C^1([-\tau, 1], \mathbb{R}) \) to (3.1) with \( |y(t) - x(t)| \leq c_{1\phi} \epsilon \phi(t), \quad t \in [-\tau, 1] \).

Remark 3.4. A solution of differential equation is stable (asymptotically stable) if it attracts all other solutions with sufficiently close initial values.

On the other hand, in Hyers-Ulam stability, we compare solution of given differential equation with the solution of differential inequality. We say solution of differential equation is stable if it stays close to solution of differential inequality.

Hyers-Ulam stability may not imply the asymptotic stability.
Remark 3.5. [31] A function \( y \in C^1([0, 1], \mathbb{R}) \) is a solution of the inequality (3.2) if and only if there exist \( h \in C^1([0, 1], \mathbb{R}) \) such that

(i) \(|h(t)| \leq \epsilon, \quad t \in [0, 1], \)
(ii) \( cD_0^\gamma y(t) = f(t, y(t), cD_0^\delta y(t)) + h(t), \quad t \in [0, 1]. \)

Also a function \( y \in C^1([0, 1], \mathbb{R}) \) is a solution of the inequality (3.3) if and only if there exist \( h \in C^1([0, 1], \mathbb{R}) \) such that

(i) \(|\hat{h}(t)| \leq \phi(t), \quad t \in [0, 1], \)
(ii) \( cD_0^\gamma y(t) = f(t, y(t), cD_0^\delta y(t)) + \hat{h}(t), \quad t \in [0, 1]. \)

Similarly for (3.4) there exist a function \( g \in C^1([0, 1], \mathbb{R}) \) such that

(i) \(|g(t)| \leq \epsilon\phi(t), \quad t \in [0, 1], \)
(ii) \( cD_0^\gamma y(t) = f(t, y(t), cD_0^\delta y(t)) + g(t), \quad t \in [0, 1]. \)

Remark 3.6. Let \( 1 < \gamma < 2 \) and \( 0 < \delta < 1 \) if \( y \in C^1([0, 1], \mathbb{R}) \) is a solution of inequality (3.2) then \( y \) is a solution of the following inequality

\[
|y(t) - y(0) - y'(0)t - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y(s), cD_0^\delta y(s)) ds| \leq \frac{t^\gamma \epsilon}{\Gamma(\gamma + 1)}, \quad t \in [0, 1].
\]

From Remark(3.5) we have

\[
cD_0^\gamma y(t) = f(t, y(t), cD_0^\delta y(t)) + h(t).
\]

Then

\[
y(t) - y(0) - y'(0)t = \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y(s), cD_0^\delta y(s)) ds + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} h(s) ds.
\]

Therefore

\[
|y(t) - y(0) - y'(0)t - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y(s), cD_0^\delta y(s)) ds| \leq \frac{1}{\Gamma(\gamma)} \frac{t^\gamma \epsilon}{\gamma} \leq \frac{t^\gamma \epsilon}{\Gamma(\gamma + 1)}.
\]

If \( y \in C^1([0, 1], \mathbb{R}) \) is a solution of inequality (3.4) then \( y \) is a solution of the following inequality

\[
|y(t) - y(0) - y'(0)t - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y(s), cD_0^\delta y(s)) ds| \leq \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \phi(s) ds, \quad t \in [0, 1].
\]

And for inequality (3.4)

\[
|y(t) - y(0) - y'(0)t - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y(s), cD_0^\delta y(s)) ds| \leq \frac{\epsilon}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \phi(s) ds, \quad t \in [0, 1].
\]

In the following theorems we will prove the Ulam-Hyers stability, Generalized Ulam-Hyers-Rassias stability and Ulam-Hyers-Rassias stability for equation(3.1) on the interval \( I = [0, 1]. \)

Theorem 3.7. Suppose that

(a) \( f \in C(I \times \mathbb{R}^2, \mathbb{R}), \ |cD_0^\gamma x(t)| \leq \frac{1}{\Gamma(2-\gamma)} |x(t)|; \)
(b) there exists $Q > 0$ such that for every $t \in [0, 1]$, $\mu_i, \nu_i \in \mathbb{R}$, $i = 1, 2$

$$|f(t, \mu_1, \mu_2) - f(t, \nu_1, \nu_2)| \leq Q \sum_{i=1}^{2} |\mu_i - \nu_i|,$$

and $\frac{Q}{\Gamma(\gamma)} \left( \frac{1}{\gamma} + \frac{1}{\Gamma(2-\gamma)} \right) = k < 1$. Then

(i) Problem (3.1) has a unique solution in $C^1([-\tau, 1], \mathbb{R}) \cap C^1([0, 1], \mathbb{R})$.

(ii) Equation (3.1) is Ulam-Hyers stable.

**Proof.** (i) Under the condition (a), (3.1) is equivalent to the integral equation

$$x(t) = \begin{cases} x_0 + x_1 t + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, ^c D_0^\delta x_s) ds, & t \in [0, 1] \\ \psi(t), & t \in [-\tau, 0]. \end{cases}$$

Let $X = \{ x \in C[-\tau, 1]:^c D_0^\delta x \in C^1[-\tau, 1] \}$ with $||x|| = \max_{t \in I} |x(t)| + \max_{t \in I} |^c D_0^\delta x(t)|$, here $C[-\tau, 1]$ and $C^1[-\tau, 1]$ are denoted as continuous and continuously differentiable sets and $T: X \to X$ be given by

$$Tx(t) = \begin{cases} x_0 + x_1 t + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, ^c D_0^\delta x_s) ds, & t \in [0, 1] \\ \psi(t), & t \in [-\tau, 0]. \end{cases}$$

Here we will show that $T$ is a contraction on $X$. $|Tx(t) - Ty(t)| = 0$, $x, y \in C([-\tau, 1], \mathbb{R})$, $t \in [-\tau, 0]$. And for $t \in [0, 1]$, by using

$$\max_{0 \leq s \leq t} |x_s - y_s| = \max_{0 \leq s \leq t} |x(s + \theta) - y(s + \theta)|$$

$$= \max_{\theta \leq s + \theta \leq t + \theta} |x(s + \theta) - y(s + \theta)|$$

$$\leq \max_{-\tau \leq s \leq t} |x(s) - y(s)|, \text{ where } s + \theta = \bar{s}, \text{ and } -\tau \leq \theta < 0$$

$$\leq \max_{-\tau \leq s \leq t} |x(s) - y(s)|$$

$$= ||x - y||.$$

Thus

$$|Tx(t) - Ty(t)|$$

$$\leq \frac{1}{\Gamma(\gamma)} \left| \int_0^t (t-s)^{\gamma-1} f(s, x_s, ^c D_0^\delta x_s) ds - \int_0^t (t-s)^{\gamma-1} f(s, y_s, ^c D_0^\delta y_s) ds \right|$$

$$\leq \frac{Q}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \left( |x_s - y_s| + |^c D_0^\delta x_s - ^c D_0^\delta y_s| \right) ds$$

$$\leq \frac{Q}{\Gamma(\gamma)} \left( \max_{0 \leq s \leq t} |x_s - y_s| + \max_{0 \leq s \leq t} |^c D_0^\delta x_s - ^c D_0^\delta y_s| \right) \int_0^t (t-s)^{\gamma-1} ds$$

$$\leq \frac{Q}{\Gamma(\gamma) + 1} \left( \max_{-\tau \leq s \leq 1} |x(s) - y(s)| + ^c D_0^\delta \max_{-\tau \leq s \leq 1} |x(s) - y(s)| \right)$$

$$\leq \frac{Q}{\Gamma(\gamma) + 1} \left( ||x - y|| + ^c D_0^\delta ||x - y|| \right)$$

$$\leq \frac{Q}{\Gamma(\gamma) + 1} ||x - y||.$$
Also

$$|D^\delta T x(t) - D^\delta T y(t)|$$

\[\leq \frac{1}{\Gamma(1-\delta)} \left| \int_0^t (t-s)^{-\delta} \left( \gamma - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-2} f(s, x_s, c \, D^\delta_s x_s) ds \right) \right| \]

\[\leq \frac{Q}{\Gamma(1-\delta)\Gamma(\gamma)} \int_0^t (t-s)^{-\delta} ds \|x - y\| \]

\[\leq \frac{Q}{\Gamma(2-\delta)\Gamma(\gamma)} \|x - y\|.\]

So,

$$\|T x - T y\| \leq \frac{Q}{\Gamma(\gamma + 1)} \|x - y\| + \frac{Q}{\Gamma(2-\delta)\Gamma(\gamma)} \|x - y\|$$

\[\leq \frac{Q}{\Gamma(\gamma)} \left[ \frac{1}{\gamma} + \frac{1}{\Gamma(2-\delta)} \right] \|x - y\|.\]

Therefore \(\|T x(t) - T y(t)\| \leq k\|x - y\|\). Hence by Banach contraction principle \(T\) is a contraction.

(ii) Let \(y \in C^1([0,1], \mathbb{R})\) be the solution of (3.2), let us denote by \(x \in C^1([0,1], \mathbb{R})\) the unique solution of equation (3.1) i.e

\[
\left\{
\begin{array}{l}
\overset{\gamma}{D}_\tau^\gamma x(t) = f(t, x_t, c \, D^\delta_0 x_t), \quad t \in [0,1], \\
x(t) = y(t), \quad t \in [-\tau,0], \\
x(0) = x_0, \quad x'(0) = x_1.
\end{array}
\right.
\]

then we have

\[
x(t) = x(0) + x'(0)t + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, c \, D^\delta_s x_s) ds
\]

\[= y(0) + y'(0)t + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, c \, D^\delta_0 x_s) ds.
\]

We can see that \(|y(t) - x(t)| = 0\) for \(t \in [-\tau,0]\). For \(t \in [0,1]\) we have
\[ |y(t) - x(t)| \leq y(t) - y(0) - y'(0)t - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, c D_0^\delta x_s) ds \]
\[ \leq y(t) - y(0) - y'(0)t - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y_s, c D_0^\delta y_s) ds \]
\[ + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, c D_0^\delta x_s) ds \]
\[ - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y_s, c D_0^\delta y_s) ds \]
\[ \leq \frac{t^\gamma \epsilon}{\Gamma(\gamma + 1)} + \frac{Q}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \left( |y_s - x_s| + |c D_0^\delta y_s - c D_0^\delta x_s| \right) ds \]
\[ \leq \frac{t^\gamma \epsilon}{\Gamma(\gamma + 1)} + \frac{Q}{\Gamma(\gamma)} \left( \int_0^t (t-s)^{\gamma-1} |y_s - x_s| ds \right) \]
\[ + \frac{Q}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} |c D_0^\delta y_s - c D_0^\delta x_s| ds \].

(3.5)

According to the last inequality for \( \mu \in C([-\tau, 1], \mathbb{R}^+) \). We consider the operator \( A : C([-\tau, 1], \mathbb{R}^+) \to C([-\tau, 1], \mathbb{R}^+) \) defined by

\[ A\mu(t) = \begin{cases} 
0, & t \in [-\tau, 0], \\
\frac{t^\gamma \epsilon}{\Gamma(\gamma + 1)} + \frac{Q}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \mu_s ds \\
+ \frac{Q}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} c D_0^\delta \mu_s ds, & t \in [0, 1].
\end{cases} \]

For proving \( A \) is a Picard operator, we prove that \( A \) is a contraction.

\[ |A\mu(t) - A\nu(t)| \]
\[ \leq \frac{Q}{\Gamma(\gamma)} \left( \int_0^t (t-s)^{\gamma-1} |\mu_s - \nu_s| ds + \int_0^t (t-s)^{\gamma-1} |c D_0^\delta \mu_s - c D_0^\delta \nu_s| ds \right) \]
\[ \leq \frac{Q t^\gamma}{\Gamma(\gamma)} \left( \max_{0 \leq s \leq t} |\mu_s - \nu_s| + \max_{0 \leq s \leq t} |c D_0^\delta \mu_s - c D_0^\delta \nu_s| \right) \]
\[ \leq \frac{Q}{\Gamma(\gamma + 1)} ||\mu - \nu||. \]
And

\[ |D^δ A_μ(t) - D^δ A_ν(t)| \]
\[ \leq \frac{1}{\Gamma(1 - δ)} \left[ \int_0^t (t - s)^{δ} \left( \frac{Q(γ - 1)}{Γ(γ)} \int_0^t (t - s)^{γ - 2}|μ_α - ν_α|ds \right) ds \right. 
\[ + \int_0^t (t - s)^{δ} \left( \frac{Q(γ - 1)}{Γ(γ)} \int_0^t (t - s)^{γ - 2}|cD^δ_0μ_s - cD^δ_0ν_s|ds \right) \right] 
\[ \leq \frac{Q(γ - 1)}{Γ(1 - δ)(γ - 1)Γ(γ)} ||μ - ν|| \int_0^t (t - s)^{δ} ds 
\[ \leq \frac{Q}{Γ(2 - δ)Γ(γ)} ||μ - ν||. \]

So

\[ ||A(μ) - A(ν)|| \leq \left[ \frac{Q}{Γ(γ + 1)} + \frac{Q}{Γ(2 - δ)Γ(γ)} \right] ||μ - ν|| \]
\[ \leq \frac{Q}{Γ(γ)} \left[ \frac{1}{γ} + \frac{1}{Γ(2 - δ)} \right] ||μ - ν||. \]

for all \( μ, ν \in C([−τ, 1], \mathbb{R}^+) \). Therefore \( ||A(μ) - A(ν)|| \leq k||μ - ν|| \) for all \( μ, ν \in C([−τ, 1], \mathbb{R}^+) \). Hence \( A \) is a contraction with respect to the norm on \( X \). By applying the Banach contraction principle, we can say that \( A \) is a Picard operator and \( F_A = \{μ^∗\} \), then

\[ u^*(t) \leq \frac{t^ε}{Γ(γ + 1)} + \frac{Q}{Γ(γ)} \int_0^t (t - s)^{γ - 1}u^*_s ds + \frac{Q}{Γ(γ)} \int_0^t (t - s)^{γ - 1}cD^δ_0u^*_s ds. \]

The solution \( u^*(t) \) is increasing and \( cD^δ_0u^* > 0 \), also

\[ u^*(t) \leq \frac{t^ε}{Γ(γ + 1)} + \frac{Q}{Γ(γ)} \int_0^t (t - s)^{γ - 1}u^*_s ds + \frac{Q}{Γ(γ)} \frac{1}{Γ(2 - δ)} \int_0^t (t - s)^{γ - 1}u^*_s ds \]
\[ u^*(t) \leq \frac{t^ε}{Γ(γ + 1)} + \frac{Q}{Γ(γ)} \left( 1 + \frac{1}{Γ(2 - δ)} \right) t^γ - 1 u^*_s ds. \]

therefore by using Gronwall lemma, we can say that

\[ u^*(t) \leq \frac{t^ε}{Γ(γ + 1)} \exp \left( \frac{Q}{Γ(γ)} \left( 1 + \frac{1}{Γ(2 - δ)} \right) \right) t^γ - 1 ds, \quad t \in [0, 1] \]
\[ u^*(t) \leq \frac{ε}{Γ(γ + 1)} \exp \left( \frac{Q}{Γ(γ + 1)} \left( 1 + \frac{1}{Γ(2 - δ)} \right) \right) \]
\[ u^*(t) \leq c_1ε, \quad \text{where} \quad c_1 = \frac{1}{Γ(γ + 1)} \exp \left( \frac{Q}{Γ(γ + 1)} \left( 1 + \frac{1}{Γ(2 - δ)} \right) \right). \]

So particularly, from (3.5) if \( u = |y - x| \), then \( u(t) \leq Au(t) \) and by applying the abstract Gronwall lemma we get \( u(t) \leq u^*(t) \). Thus it follows

\[ |y(t) - x(t)| \leq c_1ε, \quad t \in [−τ, 1]. \]

Hence equation (3.1) is Ulam-Hyers stable. \( \square \)
Theorem 3.8. If

(a) \( f \in C(I \times \mathbb{R}^2, \mathbb{R}) \), \( \hat{h} \in C^1([0, 1], \mathbb{R}) \). \( |\hat{h}(t)| \leq \phi(t), \hat{h} > 0 \);

(b) there exists \( Q_f \in L^1([0, 1], \mathbb{R}^+) \) such that for all \( t \in [0, 1] \), \( \mu_i, \nu_i \in \mathbb{R} \), \( i = 1, 2 \)

\[
|f(t, \mu_1, \mu_2) - f(t, \nu_1, \nu_2)| \leq Q_f(t) \sum_{i=1}^{2} |\mu_i - \nu_i|.
\]

(c) the function \( \phi \in C([0, 1], \mathbb{R}^+) \) is an increasing function and there exists \( \lambda_\phi > 0 \) such that

\[
\frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \phi(s) ds \leq \lambda_\phi \phi(t); \text{ for all } t \in [0, 1].
\]

Then equation (3.1) has a unique solution in \( C^1([-\tau, 1], \mathbb{R}) \cap C^1([0, 1], \mathbb{R}) \) which is generalized Ulam-Hyers-Rassias stable with respect to \( \phi \).

Proof. The proof follows the same steps as in Theorem (3.7). Let \( y \in C^1([-\tau, 1], \mathbb{R}) \cap C^1([0, 1], \mathbb{R}) \) be a solution to (3.3) then by previous theorem \( x \in C^1([-\tau, 1], \mathbb{R}) \cap C^1([0, 1], \mathbb{R}) \) is a unique solution to the Cauchy problem

\[
\begin{cases}
^cD_0^\gamma x(t) = f(t, x(t), ^cD_0^\delta x(t), t \in [0, 1],
x(t) = y(t), t \in [-\tau, 0],
x(0) = x_0, x'(0) = x_1.
\end{cases}
\]

So

\[
x(t) = \begin{cases} 
  x(0) + x'(0)t + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, ^cD_0^\delta x_s) ds, & t \in [0, 1] \\
  y(t), & t \in [-\tau, 0].
\end{cases}
\]

Remarks (3.5) and (3.6) imply

\[
\left| y(t) - y(0) - y'(0)t \right| - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y_s, ^cD_0^\delta y_s) ds \leq \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \phi(s) ds \leq \lambda_\phi \phi(t), \text{ for all } t \in [0, 1].
\]

From Theorem (3.7) we can see that \( |y(t) - x(t)| = 0 \), for \( t \in [-\tau, 0] \). For \( t \in [0, 1] \) we have

\[
\begin{align*}
|y(t) - x(t)| & \leq \left| y(t) - y(0) - y'(0)t \right| - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y_s, ^cD_0^\delta y_s) ds \\
& \quad + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, y_s, ^cD_0^\delta y_s) ds - \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} f(s, x_s, ^cD_0^\delta x_s) ds \\
& \quad \leq \lambda_\phi \phi(t) + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} \left| f(s, y_s, ^cD_0^\delta y_s) - f(s, x_s, ^cD_0^\delta x_s) \right| ds \\
& \leq \lambda_\phi \phi(t) + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} Q_f(s) |y_s - x_s| ds \\
& \quad + \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} Q_f(s) |^cD_0^\delta y_s - ^cD_0^\delta x_s| ds.
\end{align*}
\]
From the proof of Theorem (3.7) it follows that
\[
|y(t) - x(t)| \leq \lambda_\phi \phi(t) \exp \left( \frac{Q_f(s)}{\Gamma(\gamma + 1)} \left( 1 + \frac{1}{\Gamma(2 - \delta)} \right) \right) (t)\gamma, \quad t \in [0, 1]
\]
\[
\leq c_{1\phi} \phi(t), \quad \text{where} \quad c_{1\phi} = \lambda_\phi \exp \left( \frac{Q_f(s)}{\Gamma(\gamma + 1)} \left( 1 + \frac{1}{\Gamma(2 - \delta)} \right) \right).
\]
Hence equation (3.1) is generalized Ulam-Hyers-Rassias stable. \qed

**Theorem 3.9.** Suppose that

(a) \( f \in C(I \times \mathbb{R}^2, \mathbb{R}) \), \( g \in C^1([0,1], \mathbb{R}) \), \( |g(t)| \leq \epsilon \phi(t), \quad g > 0; \)

(b) there exists \( l_f > 0 \) such that for all \( t \in [0,1] \), \( \mu_i, \nu_i \in \mathbb{R}, \quad i = 1, 2 \)
\[
|f(t, \mu_1, \mu_2) - f(t, \nu_1, \nu_2)| \leq l_f \sum_{i=1}^{2} |\mu_i - \nu_i|
\]
with \( \frac{l_f}{\Gamma(\gamma)} \left[ \frac{1}{\Gamma(\gamma + 1)} \right] < 1. \)

(c) the function \( \phi \in C([0,1], \mathbb{R}^+) \) is an increasing function there exists \( \lambda_\phi > 0 \) such that
\[
\frac{c}{\Gamma(\gamma)} \int_{0}^{t} (t - s)^{\gamma - 1} \phi(s) ds \leq \lambda_\phi \phi(t); \quad \text{for all} \quad t \in [0, 1].
\]

Then equation (3.1) has a unique solution in \( C^1([-\tau, 1], \mathbb{R}) \cap C^1([0,1], \mathbb{R}) \) and is Ulam-Hyers-Rassias stable with respect to \( \phi \).

**Proof.** Following the same steps as in Theorems (3.7) and (3.8), we can find both the results, i.e. here we will get
\[
|y(t) - x(t)|
\]
\[
\leq \epsilon \lambda_\phi \phi(t) + \frac{l_f}{\Gamma(\gamma)} \int_{0}^{t} (t - s)^{\gamma - 1} |y_s - x_s| ds
\]
\[
+ \frac{l_f}{\Gamma(\gamma)} \int_{0}^{t} (t - s)^{\gamma - 1} |c D_0^\delta y_s - c D_0^\delta x_s| ds
\]
\[
\leq \epsilon \lambda_\phi \phi(t) \exp \left( \frac{l_f}{\Gamma(\gamma + 1)} \left( 1 + \frac{1}{\Gamma(2 - \delta)} \right) \right) (t)\gamma, \quad t \in [0, 1]
\]
\[
\leq c_{1\phi} \epsilon \phi(t), \quad \text{where} \quad c_{1\phi} = \lambda_\phi \exp \left( \frac{l_f}{\Gamma(\gamma + 1)} \left( 1 + \frac{1}{\Gamma(2 - \delta)} \right) \right).
\]
So equation (3.1) is Ulam-Hyers-Rassias stable. \qed

**4. Examples**

In this section, we present an example to explain the applicability of main results.

**Example 4.1.** Consider the initial value problem
\[
\begin{align*}
D_0^{\frac{3}{2}} x(t) &= Ax(t) + Bx(t - 0.1) + CD_0^{\frac{3}{2}} x(t - 0.1), \quad t \in [0, 1] \\
x(t) &= 0.2, \quad t \in [-0.1, 0], \\
x(0) &= x'(0) = 0.
\end{align*}
\]
is Ulam-Hyers stable with assumptions of Theorem (3.7) are satisfied, thus problem (4.1) has a unique solution and where

\[
|D_{0}^{\frac{3}{2}} y(t) - Ay(t) - By(t - 0.1) - CD_{0}^{\frac{1}{2}} y(t - 0.1)| \leq \epsilon_1 \phi(t), \quad t \in [0, 1],
\]

(4.4)

where \( A = \frac{1}{9}, \ B = \frac{1}{9}, \ C = \frac{1}{9}. \) For proving that equation (4.1) is Ulam-Hyers stable, we take the conditions as in Theorem (3.7) i.e a function \( y \in C^1([0, 1], \mathbb{R}) \) is a solution of the inequality (3.6) if and only if there exists \( h \in C^1([0, 1], \mathbb{R}) \) such that

\[
\begin{align*}
|h(t)| &\leq \epsilon_1, \quad t \in [0, 1], \\
D_{0}^{\frac{3}{2}} y(t) &= Ay(t) + By(t - 0.1) + CD_{0}^{\frac{1}{2}} y(t - 0.1) + h(t), \quad t \in [0, 1].
\end{align*}
\]

(4.5)

Here \( \gamma = \frac{3}{2}, \delta = \frac{1}{2}, \) and \( Q = \frac{1}{2} \) also \( \frac{1}{12} \approx 0.0833 \). Furthermore all the assumptions of Theorem (3.7) are satisfied, thus problem (4.1) has a unique solution and is Ulam-Hyers stable with

\[|y(t) - x(t)| \leq c_1 \epsilon, \quad t \in [-0.1, 1].\]

Remark 4.2. If we replace equation (4.5) by the inequality

\[|\tilde{h}(t)| \leq \phi(t), \quad t \in [0, 1],\]

\[D_{0}^{\frac{3}{2}} y(t) = Ay(t) + By(t - 0.1) + CD_{0}^{\frac{1}{2}} y(t - 0.1) + \tilde{h}(t), \quad t \in [0, 1].\]

By repeating the same process as in above example one can easily verify the main results of Theorem (3.8). Similarly replace \( \epsilon \) by \( \epsilon \phi(t) \) and \( h(t) \) by \( g(t) \) we can get the results for Theorem (3.9).

5. Conclusions

We present some new results about stability of a class of fractional neutral differential equations with Caputo fractional derivative by using Picard operator. We discuss the Ulam-Hyers stability, Ulam-Hyers-Rassias stability and Generalized Ulam-Hyers-Rassias stability, which maybe provide a new way for the researchers to discuss such interesting problems in the mathematical analysis area.

The current concepts have significant applications since it means that if we are studying Hyers-Ulam-Rassias stable (or Hyers-Ulam stable) system then one does not have to reach the exact solution. We just need to get a function which satisfies a suitable approximation inequality. In other words, Hyers-Ulam-Rassias stability (or Hyers-Ulam stability) guarantees that there exists a close exact solution. This is altogether useful in many applications where finding the exact solution is quite difficult such as optimization, numerical analysis, biology and economics. It also helps, if the stochastic effects are small, to use deterministic model to approximate a stochastic one.
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Abstract

In this paper, we study the second-order half-linear delay differential equation of the form

\[(r(t) (y'(t))^\alpha)' + q(t)y^\alpha(\tau(t)) = 0. \quad (E)\]

We establish new oscillation criteria for \((E)\), which improve a number of related ones in the literature. Our approach essentially involves establishing sharper estimates for the positive solutions of \((E)\) than those presented in known works and a comparison principle with first-order delay differential inequalities. We illustrate the improvement over the known results by applying and comparing our method with the other known methods on the particular example of Euler-type equations.
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1. Introduction

Consider the second-order half-linear delay differential equation of the form

\[(r(t) (y'(t))^\alpha)' + q(t)y^\alpha(\tau(t)) = 0, \quad t \geq t_0 > 0. \quad (E)\]

Throughout the paper, it is assumed that the following conditions hold:

(i) \(\alpha > 0\) is a quotient of odd positive integers;
(ii) \(\tau \in \mathcal{C}^1([t_0, \infty)), \tau'(t) > 0, \tau(t) \leq t\) and \(\lim_{t \to \infty} \tau(t) = \infty;\)
(iii) \(q \in \mathcal{C}([t_0, \infty))\) is nonnegative and does not vanish identically on any half line of the form \([t_s, \infty)\);
(iv) \(r \in \mathcal{C}^1([t_0, \infty))\) is positive and satisfies

\[R(t, t_0) := \int_{t_0}^{t} r^{-1/\alpha}(s)ds \to \infty \quad \text{as} \quad t \to \infty.\]
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Under the solution of equation (E) we mean a function $y \in C([t_a, \infty), \mathbb{R})$ with $t_a = \tau(t_b)$, for some $t_b \geq t_0$, which has the property $r(y')^\alpha \in C^1([t_a, \infty), \mathbb{R})$ and satisfies (E) on $[t_b, \infty)$. We consider only those solutions of (E) which exist on some half-line $[t_b, \infty)$ and satisfy the condition $\sup\{|x(t)| : t_c \leq t < \infty\} > 0$ for any $t_c \geq t_b$.

As is customary, a solution $y(t)$ of (E) is said to be oscillatory if it is neither eventually positive nor eventually negative. Otherwise, it is said to be nonoscillatory. The equation itself is termed oscillatory if all its solutions oscillate.

The problem of establishing oscillation criteria for differential equations with deviating arguments has been a very active research area over the past decades and several references and reviews of known results can be found in the monographs by Agarwal et al. [1–4], Došlý and Řehák [6] and Győri and Ladas [11].

The oscillation problem for (E) and its particular cases (or its generalizations on dynamic, neutral, nonlinear equations, etc.) has been studied extensively, see, e.g., [5, 7, 8, 12, 15–18, 20–26] and the references therein.

One of the basic techniques in oscillation theory is to acquire criteria by comparing the given differential equation with first-order delay differential equations or inequalities, whose oscillatory behavior is known in advance.

The first results in this direction for second-order delay equations were given by Koplatadze [15] in 1986 and Wei [22] in 1988, who proved that the equation

$$ y''(t) + q(t)y(\tau(t)) = 0 $$

(1.1)

is oscillatory if

$$ \liminf_{t \to \infty} \frac{\int^t_{\tau(t)} q(s)\tau(s)ds}{e} > \frac{1}{e}. $$

(1.2)

In 2000, Koplatadze, Kvinikadze and Stavroulakis [14, Theorem 1] presented an improved oscillation criterion for (1.1), namely,

$$ \liminf_{t \to \infty} \int^t_{\tau(t)} \left( \tau(s) + \int^{\tau(s)}_{t_0} \xi\tau(\xi)q(\xi)d\xi \right) ds > \frac{1}{e}. $$

(1.3)

In 1995, Kusano and Wang [16, Theorem 2] used a variant of the Mahfoud’s comparison principle [19] with the ordinary second-order differential equation

$$ ((x'(t))^\alpha)' + \frac{q(\tau^{-1}(t))}{\tau'(\tau^{-1}(t))} x^\alpha(t) = 0 $$

and proved that (E) is oscillatory if

$$ \liminf_{t \to \infty} R^\alpha(\tau(t), t_0) \int^\infty_t q(s)ds > \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha + 1}}. $$

(1.4)

Condition (1.4) extends the well-known Hille’s criterion

$$ \liminf_{t \to \infty} t \int^\infty_t q(s)ds > \frac{1}{4} $$

(1.5)

for a linear ordinary differential equation

$$ y''(t) + q(t)y(t) = 0. $$

The most oscillation results for (E) existing in the literature use the Riccati transformation to reduce the second-order equation to a first-order Riccati inequality.

In 2006, Sun and Meng [20, Theorem 2.1] improved the oscillation result of Džurina and Stavroulakis [8] by employing the Riccati transformation

$$ \omega(t) = R^\alpha(\tau(t), t_0) \frac{r(t)(y'(t))'^\alpha}{y^\alpha(\tau(t))}, $$

(1.6)
which led to the following criterion for \((E)\) to be oscillatory:
\[
\int_{t_0}^{\infty} \left( R^\alpha(\tau(t), t_0) q(t) - \left( \frac{\alpha}{\alpha + 1} \right)^{\alpha+1} \frac{\tau'(t)}{R(\tau(t), t_0)^{1/\alpha(\tau(t))}} \right) dt = \infty. \tag{1.7}
\]
Similar conditions to (1.7) have been obtained in a number of papers, see, for instance, [9, 10, 21, 23, 24] and the references cited therein. It is useful to note (see the proof of Theorem 2.5 below), that we can get Hille-type condition from (1.7).

Despite the fact that the above-mentioned oscillation results were proven by different techniques, they all have in common that their strength depends on sharpness of the estimates for nonoscillatory, say positive solutions of \((E)\).

The purpose of this article is to further study the oscillatory behavior of solutions of \((E)\) and to obtain new criteria which improve the known ones mentioned above. Our approach is essentially based on establishing sharper estimates for positive solutions of \((E)\) than those used in the known works [8–10, 14, 16, 20–24], using an iterative technique, and a comparison principle with first-order delay differential inequalities. If, in some iteration step, the comparison result fails to apply, we are able to improve (in delay case only) conditions of (1.7)-type.

The effectiveness of our results is illustrated by means of various examples.

2. Main results

As is customary, we state here that all the functional inequalities considered through the rest of the paper are assumed to hold eventually, that is, they are satisfied for all \(t\) large enough.

For a clear and compact presentation of our results, we will adopt the following notation to be used in the whole paper. Let the number \(\rho\) be defined by
\[
\rho := \lim_{t \to \infty} \inf \int_{\tau(t)}^{t} q(s) R^\alpha(\tau(s), t_0) ds,
\]
and \(\lambda(\eta)\) be the smaller positive root of the transcendental equation
\[
\lambda = e^{\eta \lambda}, \quad 0 < \eta \leq 1/e.
\]
Also, let us define the sequence of constants \(\rho_k\) as follows: set
\[
\rho_1 := \rho
\]
and, for \(\rho_i \in (0, 1/e), i \in \mathbb{N}\), let
\[
\rho_{i+1} := \lim_{t \to \infty} \inf \int_{\tau(t)}^{t} q(s) R_i^\alpha(\tau(s), t_0) ds,
\]
where
\[
R_i(t, t_0) = R(t, t_0) + \frac{\lambda(\rho_i)}{\alpha} \int_{t_0}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s) ds.
\]

We start by stating a simple, but useful result for the first-order delay differential inequality
\[
x'(t) + q(t)x(\tau(t)) \leq 0, \quad t \geq t_0, \tag{2.1}
\]
where \(\tau\) and \(q\) are assumed to satisfy (ii) and (iii), respectively.

**Lemma 2.1.** Let the number \(k\) be defined by
\[
k := \lim_{t \to \infty} \inf \int_{\tau(t)}^{t} q(s) ds.
\]
Suppose that \(k > 0\) and (2.1) has an eventually positive solution. Then \(k \leq 1/e\) and
\[
\lim_{t \to \infty} \frac{x(\tau(t))}{x(t)} \geq \lambda(k).
\]
Proof. The proof is almost the same as that given for the corresponding delay differential equation (see [13, Lemma 1]), hence we omit it. □

Lemma 2.2. Suppose that $\rho > 0$ and $(E)$ has an eventually positive solution. Then $\rho \leq 1/e$ and
\[
\liminf_{t \to \infty} \frac{r(t) (y(t))^{\alpha}}{r(t) (y'(t))^{\alpha}} \geq \lambda(\rho). \tag{2.2}
\]

Proof. Pick $t_1 \in [t_0, \infty)$ so that $y(\tau(t)) > 0$ on $[t_1, \infty)$. Since $y(t)$ is a positive solution of $(E)$, we have
\[
(r(t) (y'(t))^{\alpha})' = -q(t)y^{\alpha}(\tau(t)) \leq 0
\]
on $[t_1, \infty)$, which means that $y(t)$ is eventually nonincreasing and does not change its sign.

We claim that $r(t) (y'(t))^{\alpha} > 0$ on $[t_1, \infty)$. Indeed, for the sake of contradiction, assume that $r(t) (y'(t))^{\alpha} < 0$ on $[t_1, \infty)$. Then there exists a $t_1' \geq t_1$ such that
\[
r(t) (y'(t'))^{\alpha} \leq r(t_1') (y'(t_1'))^{\alpha} := c < 0 \quad \text{on } [t_1', \infty).
\]

Integrating the above inequality from $t_1'$ to $t$ and taking $(iv)$ into account, we have
\[
y(t) \leq y(t_1') + c^{1/\alpha} \int_{t_1'}^t r^{-1/\alpha}(s) ds \to -\infty \quad \text{as } t \to \infty,
\]
which contradicts the fact that $y(t)$ is a positive solution of $(E)$. Thus, we have
\[
y(t) > 0, \quad r(t) (y'(t))^{\alpha} > 0, \quad (r(t) (y'(t))^{\alpha})' \leq 0 \quad \text{on } [t_1, \infty).
\]

Since $r^{1/\alpha}(t)y'(t)$ is nonincreasing, there exists a finite limit
\[
\lim_{t \to \infty} r^{1/\alpha}(t)y'(t) = \ell \geq 0.
\]

If we assume $\ell > 0$, then $r^{1/\alpha}(t)y'(t) \geq \ell > 0$ and $y(t) \geq \ell R(t, t_1) > 0$ on $[t_1, \infty)$. Noting that $\rho > 0$, we have that
\[
\int_{t_0}^{\infty} q(s) R^{\alpha}(\tau(s), t_0) ds = \infty.
\]

Integrating $(E)$ from $t_1$ to $t$ yields
\[
r(t_1) (y'(t_1))^{\alpha} \geq \ell^{\alpha} \int_{t_1}^{t} q(s) R^{\alpha}(\tau(s), t_1) ds \to \infty \quad \text{as } t \to \infty.
\]
This contradiction implies that
\[
\lim_{t \to \infty} r^{1/\alpha}(t)y'(t) = 0. \tag{2.3}
\]

On the other hand, it is obvious that
\[
r^{1/\alpha}(s)y'(s) \geq r^{1/\alpha}(t)y'(t) \quad \text{for every } s \in [t_1, t].
\]

Therefore,
\[
y(t) = y(t_1) + \int_{t_1}^{t} r^{-1/\alpha}(s)r^{1/\alpha}(s)y'(s) ds
\geq y(t_1) + r^{1/\alpha}(t)y'(t)R(t, t_1)
= y(t_1) - r^{1/\alpha}(t)y'(t)R(t_1, t_0) + r^{1/\alpha}(t)y'(t)R(t, t_0). \tag{2.4}
\]

Combining (2.3) and (2.4), we have
\[
y(t) > r^{1/\alpha}(t)y'(t)R(t, t_0) \quad \text{on } [t_2, \infty), \tag{2.5}
\]
for some \( t_2 \in [t_1, \infty) \) large enough. Using (2.5) in (E), it is easy to see that 
\[ x(t) := r(t)(y'(t))^\alpha \] is a positive solution of the first-order delay differential inequality
\[ x'(t) + q(t)R^\alpha(t, t_0)x(\tau(t)) < 0. \tag{2.6} \]
To complete the proof, it suffices to apply Lemma 2.1 to (2.6). \( \square \)

Application of Lemma 2.2 allows us to obtain various important oscillation results. Theorem 2.3 below is a simple generalization of (1.2) for a half-linear differential equation, while Theorems 2.4 and 2.5 essentially improve the known criteria (1.7) and (1.4), respectively.

**Theorem 2.3.** If \( \rho > 1/e \), then (E) is oscillatory.

**Theorem 2.4.** Assume that \( 0 < \rho \leq 1/e \). If
\[
\limsup_{t \to \infty} \int_{t_0}^{t} R^\alpha(\tau(s), t_0)q(s) ds = \infty
\tag{2.7}
\]
for some \( \epsilon > 0 \), then (E) is oscillatory.

**Proof.** Suppose to the contrary that (E) has a nonoscillatory solution \( y(t) \) on \([t_0, \infty)\). Without loss of generality, we can assume that there exists a \( t_1 \geq t_0 \) such that \( y(t) > 0 \) and \( y(\tau(t)) > 0 \) on \([t_1, \infty)\). Define \( \omega(t) \) as in (1.6), i.e.,
\[
\omega(t) = R^\alpha(t, t_0) \frac{r(t)(y'(t))^\alpha}{y^\alpha(\tau(t))}. \tag{2.8}
\]
We see that \( \omega > 0 \) for \( t \geq t_1 \). Differentiating (2.8) and using (E), we get
\[
\begin{align*}
\omega'(t) &= \frac{\alpha\tau'(t)R^{\alpha-1}(\tau(t), t_0) r(t)(y'(t))^\alpha}{y^\alpha(\tau(t))} - R^\alpha(t, t_0) \frac{(r(t)(y'(t))^\alpha)'}{y^\alpha(\tau(t))} \\
&- R^\alpha(t, t_0) \frac{\alpha r(t)(y'(t))^\alpha y'(\tau(t))\tau'(t)}{y^{\alpha+1}(\tau(t))} \\
&= \frac{\alpha\tau'(t)}{R(\tau(t), t_0)r^{1/\alpha}(\tau(t))} \omega(t) - R^\alpha(t, t_0)q(t) \\
&- R^\alpha(t, t_0) \frac{\alpha r(t)(y'(t))^\alpha y'(\tau(t))\tau'(t)}{y^{\alpha+1}(\tau(t))}. \tag{2.9}
\end{align*}
\]
Lemma 2.2 implies that, for each \( \epsilon > 0 \), there is \( t_2 \in [t_1, \infty) \) large enough such that
\[
y'(\tau(t)) \geq \left( \frac{\lambda(\rho) - \epsilon}{r(\tau(t))} \right)^{1/\alpha} y'(t), \quad \text{on } [t_2, \infty). \tag{2.10}
\]
Combining (2.8)–(2.10), we obtain
\[
\begin{align*}
\omega'(t) &\leq \frac{\alpha\tau'(t)}{R(\tau(t), t_0)r^{1/\alpha}(\tau(t))} \omega(t) - R^\alpha(t, t_0)q(t) \\
&- \alpha\tau'(t) \left( \frac{\lambda(\rho) - \epsilon}{R^\alpha(t, t_0)r(\tau(t))} \right)^{1/\alpha} \omega^{\alpha+1/\alpha}(t). \tag{2.11}
\end{align*}
\]
Using the inequality
\[
Au - Bu^{(\alpha+1)/\alpha} \leq \frac{A^\alpha}{(\alpha + 1)^{\alpha+1}} \frac{A^{\alpha+1}}{B^\alpha}, \quad A \geq 0, \ B > 0, \ u \geq 0
\]
Theorem 2.5. Assume that $0 < \rho \leq 1/e$. If
\[
\liminf_{t \to \infty} R^a(\tau(t), t_0) \int_t^\infty q(s) ds > \frac{1}{\lambda(\rho)} \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha + 1}},
\]
then (E) is oscillatory.

\textbf{Proof.} It suffices to prove that (2.12) implies (2.7). If we admit that (2.7) fails, then for all $\hat{\epsilon} > 0$ there exists a $t_1 \in [t_0, \infty)$ such that for any $t \geq t_1$,
\[
\int_t^\infty \left( R^a(\tau(s), t_0) q(s) - \frac{1}{\lambda(\rho)} - \epsilon \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha + 1}} \frac{\alpha^\alpha}{R^a(\tau(s), t_0) r^{1/\alpha}(\tau(s))} \right) ds < \hat{\epsilon}.
\]
Since $R(\tau(t), t_0)$ is increasing, it is easy to see that
\[
R^a(\tau(t), t_0) \times \int_t^\infty \left( q(s) - \frac{1}{\lambda(\rho)} - \epsilon \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha + 1}} \frac{\alpha^\alpha}{R^a(\tau(s), t_0) r^{1/\alpha}(\tau(s))} \right) ds < \hat{\epsilon},
\]
or
\[
R^a(\tau(t), t_0) \int_t^\infty \left( q(s) + \frac{1}{\lambda(\rho)} - \epsilon \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha + 1}} \frac{1}{R^a(\tau(s), t_0)} \right) ds < \hat{\epsilon}.
\]
Hence,
\[
R^a(\tau(t), t_0) \int_t^\infty q(s) ds < \hat{\epsilon} + \frac{1}{\lambda(\rho)} - \epsilon \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha + 1}}
\]
for all $\hat{\epsilon} > 0$, which contradicts (2.12). The proof is complete.

\textbf{Lemma 2.6.} Suppose that $\rho > 0$ and (E) has an eventually positive solution. Then, for any $k \in \mathbb{N}$, $0 < \rho_k \leq 1/e$ and
\[
\liminf_{t \to \infty} \frac{r^a(\tau(t)) (y(\tau(t)))^a}{r(t) (y(t))^a} \geq \lambda(\rho_k).
\]

\textbf{Proof.} By Lemma 2.2, it is clear that the statement holds for $k = 1$, i.e., $\rho_1 \leq 1/e$ and, for each $\epsilon > 0$, there is $t_2 \in [t_1, \infty)$ such that
\[
\frac{r^a(\tau(t)) (y(\tau(t)))^a}{r(t) (y(t))^a} \geq \lambda(\rho_1) - \epsilon, \quad \text{on } [t_2, \infty).
\]
Now, employing the chain rule
\[
(r(t) (y(t))^a)' = \alpha \left( r^{1/a} y(t) \right)^{a-1} \left( r^{1/a} y(t) \right)',
\]
in the equality
\[
(y(t) - r^{1/a}(t) y(t) R(t, t_0))' = -R(t, t_0) \left( r^{1/a} y(t) \right)',
\]
we get
\[
\left(y(t) - r^{1/\alpha}(t)y'(t)R(t, t_0)\right)' = -\frac{1}{\alpha} R(t, t_0) \left(r^{1/\alpha}y'(t)\right)^{1-\alpha} (r(t) (y'(t))^\alpha)',
\]
which, by virtue of (E), becomes
\[
\left(y(t) - r^{1/\alpha}(t)y'(t)R(t, t_0)\right)' = -\frac{1}{\alpha} R(t, t_0) \left(r^{1/\alpha}y'(t)\right)^{1-\alpha} \rho(t)y^\alpha(\tau(t)).
\]
Integrating (2.15) from \(t_2\) to \(t\) yields to
\[
\phi(t) = \phi(t_2) + \frac{1}{\alpha} \int_{t_2}^{t} R(s, t_0) \left(r^{1/\alpha}(s)y'(s)\right)^{1-\alpha} \times q(s)r(\tau(s)) (y'(\tau(s)))^\alpha R^\alpha(\tau(s), t_0) ds,
\]
where we set \(\phi(t) = y(t) - r^{1/\alpha}(t)y'(t)R(t, t_0)\). It is clear from (2.5) that \(\phi(t)\) is positive on \([t_2, \infty)\). Now, using (2.5) and (2.14) in (2.16), we arrive at
\[
\phi(t) \geq \phi(t_2) + \frac{1}{\alpha} \int_{t_2}^{t} R(s, t_0) \left(r^{1/\alpha}(s)y'(s)\right)^{1-\alpha} \times q(s)r(\tau(s)) (y'(\tau(s)))^\alpha R^\alpha(\tau(s), t_0) ds
\]
\[
\geq \phi(t_2) + \frac{\lambda(\rho_1) - \epsilon}{\alpha} \int_{t_2}^{t} R(s, t_0) \left(r^{1/\alpha}(s)y'(s)\right)^{1-\alpha} \times q(s)r(\tau(s)) (y'(\tau(s)))^\alpha R^\alpha(\tau(s), t_0) ds
\]
\[
= \phi(t_2) + \frac{\lambda(\rho_1) - \epsilon}{\alpha} \int_{t_2}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) r^{1/\alpha}(s)y'(s)q(s)(s) ds.
\]
Using the nondecreasing character of \(r(t) (y'(t))^\alpha\) in the latter inequality, we obtain
\[
\phi(t) \geq \phi(t_2) + \frac{\lambda(\rho_1) - \epsilon}{\alpha} r^{1/\alpha}(t)y'(t) \int_{t_2}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s)(s) ds
\]
\[
= \phi(t_2) - \frac{\lambda(\rho_1) - \epsilon}{\alpha} r^{1/\alpha}(t)y'(t) \int_{t_2}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s)(s) ds
\]
\[
+ \frac{\lambda(\rho_1) - \epsilon}{\alpha} r^{1/\alpha}(t)y'(t) \int_{t_0}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s)(s) ds.
\]
By virtue of (2.3) and the positivity of \(\phi\), we have
\[
\phi(t) > \frac{\lambda(\rho_1) - \epsilon}{\alpha} r^{1/\alpha}(t)y'(t) \int_{t_2}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s)(s) ds \quad \text{on} \quad [t_3, \infty),
\]
for some \(t_3 \in [t_2, \infty)\) large enough. Hence,
\[
y(t) > r^{1/\alpha}(t)y'(t) \left(R(t, t_0) + \frac{\lambda(\rho_1) - \epsilon}{\alpha} \int_{t_0}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s)(s) ds\right)
\]
or
\[
y(t) > r^{1/\alpha}(t)y'(t) R_1(t, t_0, \epsilon) \quad \text{on} \quad [t_3, \infty),
\]
where
\[
R_1(t, t_0, \epsilon) = R(t, t_0) + \frac{\lambda(\rho_1) - \epsilon}{\alpha} \int_{t_0}^{t} R(s, t_0) R^\alpha(\tau(s), t_0) q(s)(s) ds.
\]
Using (2.20) in (E), we see that \(x(t) := r(t) (y'(t))^\alpha\) is a positive solution of the first-order delay differential inequality
\[
x'(t) + R_1^\alpha(\tau(t), t_0, \epsilon)q(t)x(\tau(t)) < 0.
\]
Applying Lemma 2.1 to (2.21), it is clear that the conclusion holds for \(k = 2\), that is, \(\rho_2 \leq 1/e\) and, for each \(\epsilon > 0\), there is \(t_4 \in [t_1, \infty)\) such that
\[
\frac{r(\tau(t)) (y'(\tau(t)))^\alpha}{r(t) (y'(t))^\alpha} \geq \lambda(\rho_2) - \epsilon, \quad \text{on} \quad [t_4, \infty).
\]
Repeating the above process with (2.5) being replaced by (2.20), one can show that
\[ y(t) > r^{1/\alpha}(t)y'(t)R_2(t, t_0, \epsilon) \quad \text{on } [t_5, \infty), \]
for some \( t_5 \in [t_4, \infty) \), where
\[ R_2(t, t_0) = R(t, t_0) + \frac{\lambda(\rho_2) - \epsilon}{\alpha} \int_{t_0}^{t} R(s, t_0)R^{\alpha}(\tau(s), t_0)q(s)ds. \]
Using (2.20) in (E) and applying Lemma 2.1 to a resulting inequality, we see that the
Lemma conclusion holds for \( k = 3 \). By induction, it is not hard to show that the same
conclusion holds for any \( k \in \mathbb{N} \). The proof is complete. □

Using Lemma 2.6 instead of Lemma 2.2, we are ready to improve Theorems 2.3–2.5.
Since the proofs are the same, we omit them.

**Theorem 2.7.** If \( \rho_k > 1/e \) for some \( k \in \mathbb{N} \), then \( (E) \) is oscillatory.

**Theorem 2.8.** Assume that \( 0 < \rho_i \leq 1/e, i = 1, 2, \ldots, k \), for some \( k \in \mathbb{N} \). If
\[ \limsup_{t \to \infty} \int_{t_0}^{t} \left( \frac{R^{\alpha}(\tau(s), t_0)q(s)}{(\alpha + 1)^{\alpha+1}} - \frac{\tau'(s)}{(\lambda(\rho_k) - \epsilon) R(\tau(s), t_0)r^{1/\alpha}(\tau(s))} \right)ds = \infty \]
for some \( \epsilon > 0 \), then \( (E) \) is oscillatory.

**Theorem 2.9.** Assume that \( 0 < \rho_i \leq 1/e, i = 1, 2, \ldots, k \), for some \( k \in \mathbb{N} \). If
\[ \liminf_{t \to \infty} \int_{t_0}^{t} q(s)ds > \frac{1}{\lambda(\rho_k)} \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha+1}}, \]
then \( (E) \) is oscillatory.

Finally, we give an example to illustrate the efficiency of our results.

**Example 2.10.** Consider the second-order delay differential equation of the Euler type:
\[ ((y'(t))^{\alpha})' + \frac{q_0}{m^{\alpha+1}} y^{\alpha}(mt) = 0, \quad t \geq 1, \]
where \( \alpha \) is a quotient of odd positives integers, \( q_0 > 0, m \in (0, 1) \).

Note that the known condition (1.7) (or (1.4)) requires
\[ q_0m^{\alpha} > \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha+1}} \]
for (2.26) to be oscillatory.

By Theorem 2.3, we have that Eq. (2.26) is oscillatory if
\[ \rho := q_0m^{\alpha} \ln \frac{1}{m} > \frac{1}{e}. \]
Now consider the case that (2.28) fails, that is, if \( \rho \leq 1/e \). By Theorem 2.4 (or Theorem
2.5), we deduce that (2.26) is oscillatory if
\[ q_0m^{\alpha} > \frac{1}{\lambda(\rho)} \frac{\alpha^\alpha}{(\alpha + 1)^{\alpha+1}}. \]
Since \( \lambda(\rho) \in [1, e) \), our result improves (2.27).

Next, let us illustrate how Theorems 2.7 and 2.8 apply when both condition (2.28) and
(2.29) fail. By Theorem 2.7, equation (2.26) is oscillatory if, for some \( k \in \mathbb{N} \),
\[ \rho_k > \frac{1}{e}, \]
where
\[ \rho_1 := \rho \]
and, for $\rho_i \in (0, 1/e]$, $i \in \mathbb{N}$,

$$
\rho_{i+1} := q_0m^{\alpha} \left( 1 + \frac{\lambda(\rho_i)}{\alpha} m^{\alpha} q_0 \right)^{\alpha} \ln \frac{1}{m}, \quad i \in \mathbb{N}.
$$

If, in $k$th iteration step, condition (2.30) fails, then, by Theorem 2.8 (or Theorem 2.9), we have that (2.26) is oscillatory if

$$
q_0m^{\alpha} > \frac{1}{\lambda(\rho_k) (\alpha + 1)^{\alpha + 1}}.
$$

Now, let us consider a particular case of (2.26), namely,

$$
\left( \left( y'(t) \right)^3 \right)' + \frac{11}{t^4} y^3(0.2t) = 0.
$$

Note that condition (2.27) is not applicable, since $0.088 \not> 0.105469$. Using the definition of $\rho_k$, we get $\rho_1 = 0.141631 \not< 1/e$, $\rho_2 = 0.156883 \not< 1/e$. Then condition (2.31) with $k = 2$ gives $0.106376 > 0.105469$. Hence, by Theorem 2.8, (2.32) is oscillatory.

Finally, we consider another particular case of (2.26), namely,

$$
\left( \left( y'(t) \right)^{1/3} \right)' + \frac{0.4}{t^{4/3}} y^{1/3}(0.4t) = 0.
$$

Note that condition (2.27) is not applicable, since $0.294723 \not< 0.47247$. Using the definition of $\rho_k$, we get $\rho_1 = 0.270052 \not< 1/e$, $\rho_2 = 0.357777 < 1/e$, $\rho_3 = 0.386561 > 1/e$. Thus, condition (2.30) is satisfied for $k = 3$, and by Theorem 2.7, we conclude that (2.33) is oscillatory.

We remark that none of the oscillation criteria presented in [8–10, 14, 16, 20–24] can be applied to equation (2.32) or (2.33).

**Remark 2.11.** The results presented in this paper strongly depend on the properties of first-order delay differential equations. An interesting problem for further research is to establish different iterative techniques for testing oscillations in ($E$) independently on the constant $1/e$.
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Abstract

Many studies have investigated the lattice of fuzzy substructures of algebraic structures such as groups and rings. In this study, we prove that the lattice of $L$-ideals of a ring is distributive if and only if the lattice of its ideals is distributive, for an infinitely $\lor$-distributive lattice $L$.
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1. Introduction

The lattice-theoretic aspects of algebraic substructures and $L$-algebraic substructures have been a topic of discussion in the literature for quite some time. It follows as a consequence of the subdirect product theorem formulated by Professor Tom Head in [9] that the properties of the lattice of algebraic substructures and that of corresponding fuzzy algebraic substructures are almost identical. However before the emergence of the subdirect product theorem, the modularity of the lattice of fuzzy normal subgroups of a group and the modularity of the lattice of fuzzy ideals of a ring have been established in [1–5,10,17].

The distributivity constitutes a very powerful property of a lattice. On the other hand, Tarnauceanu [15] worked on finite groups and proved that a group is cyclic iff its lattice of fuzzy subgroups is distributive. Majumdar and Sultana [13] proved that the lattice of fuzzy ideals of a ring is distributive. However, Kumar [12] has obtained just the opposite of this result. Also Zhang and Meng [18] gave a counter example for the result of Majumdar and Sultana. Recently in [11] the modularity of $L$-ideals of a ring is established, where the subdirect product theorem of Tom Head does not apply. Finally, the lattice of $L$-fuzzy extended ideals is studied in [7]. We ask: is the lattice of all $L$-ideals of a ring distributive whose lattice of all ideals is distributive? This paper will answer the question for an infinitely $\lor$-distributive lattice. In this paper, we propose an analogous connection between the lattice of $L$-ideals and the lattice of ideals of a ring. We first describe some properties of the lattice of $L$-ideals that are tools to obtain some results. Using these results, we prove that the lattice of $L$-ideals is distributive when the lattice of ideals is distributive for an infinitely $\lor$-distributive lattice $L$.
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2. Preliminaries

In this section, we briefly recall some basic concepts of lattices, $L$-subsets and rings. Throughout this paper, $L$ is a completely lattice with the least element $0$ and the greatest element $1$. For every family $\{b_i \mid i \in \Delta\}$, we can popularize some operations such as

$$\bigvee_{i \in \Delta} b_i = \sup\{b_i \mid i \in \Delta\}, \quad \bigwedge_{i \in \Delta} b_i = \inf\{b_i \mid i \in \Delta\}.$$  

A complete lattice $L$ is called infinitely $\lor$-distributive lattice if for all $\alpha \in L$ and $\Delta \subseteq L$,

$$\alpha \land (\bigvee_{\beta \in \Delta} \beta) = \bigvee_{\beta \in \Delta} (\alpha \land \beta).$$

For a nonempty set $X$, an $L$-subset is any function from $X$ into $L$, which is introduced by Goguen [8] as a generalization of the notion of Zadeh’s fuzzy subset [16]. The class of $L$-subsets of $X$ will be denoted by $F(X, L)$. In particular, if $L = [0, 1]$, it is appropriate to replace fuzzy subset with $L$-subset. In this case the set of all fuzzy subsets of $X$ is denoted by $F(X)$. Let $\mu$ and $\nu$ be $L$-subsets of $X$. We say that $\mu$ is contained in $\nu$ if $\mu(x) \leq \nu(x)$ for every $x \in X$, denoted $\mu \leq \nu$. Then $\leq$ is a partial ordering on $F(X, L)$.

For each $\alpha \in L$, we define the level subset

$$\mu_\alpha = \{x \in X \mid \alpha \leq \mu(x)\}.$$  

Let $\mu_i$ ($i \in \Delta$) be an $L$-subset of $X$. Define the intersection as follows:

$$(\bigcap_{i \in \Delta} \mu_i)(x) = \bigwedge_{i \in \Delta} \mu_i(x)$$

for all $x \in X$. The characteristic function of a set $A \subseteq X$ is denoted by $1_A$.

Throughout this paper, $R$ stands for a commutative ring with identity. $I(R)$ stands for all ideals of $R$, is a complete lattice with respect to set inclusion, called the ideals lattice of $R$. Note that $I(R)$ has initial element $\{0\}$ and final element $R$, and its binary operations $\land, \lor$ are defined by $I \land J = I \cap J$ and $I \lor J = I + J$, for all $I, J \in I(R)$. $I(R)$ may not be a distributive lattice. For example, let $R = \mathbb{Z} \times \mathbb{Z}$, $\mathbb{Z}$ is the ring of integers, we define the operations as follows:

$$(a, b) + (c, d) = (a + c, b + d) \quad \text{and} \quad (a, b) \cdot (c, d) = (0, 0)$$

for any $(a, b), (c, d) \in \mathbb{Z} \times \mathbb{Z}$. Then $(R, +, \cdot)$ form a ring with zero $(0, 0)$.

$$\{(x, x) \mid x \in \mathbb{Z}\} \cap ((\mathbb{Z} \times \{0\}) + (\{0\} \times \mathbb{Z})) = \{(x, x) \mid x \in \mathbb{Z}\},$$

whereas

$$\{(x, x) \mid x \in \mathbb{Z}\} \cap (\mathbb{Z} \times \{0\}) + \{(x, x) \mid x \in \mathbb{Z}\} \cap (\{0\} \times \mathbb{Z}) = \{(0, 0)\}.$$

The further knowledge about lattices and rings required in this paper can be found in [6, 14].

3. $L$-ideals

In this section, we investigate the lattice structure of $L$-ideals of a ring $R$.

**Definition 3.1.** [14] Let $\mu$ be an $L$-subset in a ring $R$. Then $\mu$ is called an $L$-ideal of $R$ if

$$\mu(x - y) \geq \mu(x) \land \mu(y) \quad \text{and} \quad \mu(xy) \geq \mu(x) \lor \mu(y)$$

for all $x, y \in R$. The family of all $L$-ideals is denoted by $FI(R, L)$. In particular, when $L = [0, 1]$, an $L$-ideal of $R$ is referred to as a fuzzy ideal of $R$. The family of all fuzzy ideals is denoted by $FI(R)$.

The following lemma easily obtained from Proposition 2.2.[17].
Lemma 3.2. Let \( \mu \in F(R, L) \). Then \( \mu \) is an \( L \)-ideal of \( R \) iff \( \mu_{\alpha} = \emptyset \) or \( \mu_{\alpha} \) is a classical ideal of \( R \), for any \( \alpha \in L \).

Theorem 3.3. \([11]\) Let \( \mu_i \ (i \in \Delta) \) be an \( L \)-ideal of a ring \( R \). Then \( \bigcap_{i \in \Delta} \mu_i \) is an \( L \)-ideal of \( R \).

By the Theorem 3.3., we immediately get the next corollary.

Corollary 3.4. \( FI(R, L) \) is a complete lattice under the ordering of \( L \)-set inclusion such that \( \bigwedge_{i \in \Delta} \mu_i = \bigcap_{i \in \Delta} \mu_i \) for all \( \mu_i \in FI(R, L) \ (i \in \Delta) \).

Lemma 3.5. \([2]\) Let \( A, B \) be subsets of \( R \). Then

1. \( A \) is an ideal of \( R \) if and only if \( 1_A \) is an \( L \)-ideal of \( R \),
2. If \( A, B \) are ideals of \( R \), then \( 1_A \vee 1_B = 1_{A+B} \) and \( 1_A \wedge 1_B = 1_{A \cap B} \).
3. \( \{1_A \mid A \text{ is an ideal of } R \} \) is a sublattice of \( FI(R, L) \).

4. The distributivity of \( FI(R, L) \)

In this section we will investigate some conditions related to distributivity of the lattice of \( L \)-ideals of a ring \( R \).

Definition 4.1. Let \( \mu \) and \( \nu \) be \( L \)-subsets of a ring \( R \). Define \( \mu \oplus \nu \) as follows:

\[
(\mu \oplus \nu)(x) = \mu(x) \lor \nu(x) \lor \bigvee_{x=y+z} \mu(y) \land \nu(z)
\]

for all \( x \in R \).

Lemma 4.2. Let \( L \) be an infinitely \( \lor \)-distributive lattice and \( \mu, \nu \in FI(L, R) \). Then

\( \mu \lor \nu = \mu \oplus \nu \).

Proof. Let \( x, y \in R \). Then

\[
\begin{align*}
\mu \oplus \nu(x) & \land \mu \oplus \nu(y) \\
& = [\mu(x) \lor \nu(x) \lor (\bigvee_{x=a+b} \mu(a) \land \nu(b))] \land [\mu(y) \lor \nu(y) \lor (\bigvee_{y=c+d} \mu(c) \land \nu(d))] \\
& = [(\mu(x) \lor \nu(x)) \lor (\mu(y) \lor \nu(y))] \lor [(\mu(x) \lor \nu(x)) \lor (\bigvee_{x=a+b} \mu(c) \land \nu(d))] \\
& \lor [(\mu(y) \lor \nu(y)) \lor (\bigvee_{y=c+d} \mu(a) \land \nu(b))] \\
& \lor (\bigvee_{x=a+b} \mu(a) \land \nu(b) \lor \nu(y)) \lor (\bigvee_{x=a+b} \mu(a) \land \nu(b) \lor \mu(c) \land \nu(d)) \\
& \lor (\bigvee_{y=c+d} \mu(a) \land \nu(b) \lor \nu(y)) \lor (\bigvee_{y=c+d} \mu(a) \land \nu(b) \lor \mu(c) \land \nu(d)) \\
\end{align*}
\]

\[\leq \mu(x+y) \lor \nu(x+y) \lor (\mu(x) \land \nu(y)) \lor (\mu(y) \land \nu(x)) \lor (\bigvee_{y=c+d} \mu(x+c) \land \nu(d))
\]

\[
\lor (\bigvee_{y=c+d} \mu(c) \land \nu(d+x)) \lor (\bigvee_{x=a+b} \mu(a+y) \land \nu(b))
\]

\[
\lor (\bigvee_{x=a+b} \mu(a) \land \nu(b+y)) \lor (\bigvee_{x=a+b} \mu(a+c) \land \nu(b+d))
\]

\[\leq \mu(x+y) \lor \nu(x+y) \lor (\bigvee_{x+y=u+v} \mu(u) \land \nu(v))
\]

\[= \mu \oplus \nu(x+y)
\]
Hence $\mu \oplus \nu(x) \land \mu \oplus \nu(y) \leq \mu \oplus \nu(x + y)$.

$$
\mu \ominus \nu(-x) = \mu(-x) \lor \nu(-x) \lor (\bigvee_{x=a+b} \mu(a) \land \nu(b))
= \mu(-x) \lor \nu(-x) \lor (\bigvee_{x=(a)+(-b)} \mu(-a) \land \nu(-b))
\leq \mu(x) \lor \nu(x) \lor (\bigvee_{x=u+v} \mu(u) \land \nu(v))
= \mu \ominus \nu(x)
$$

Hence $\mu \ominus \nu(-x) \leq \mu \ominus \nu(x)$.

$$
\mu \ominus \nu(x) = \mu(x) \lor \nu(x) \lor (\bigvee_{x=a+b} \mu(a) \land \nu(b))
\leq \mu(xy) \lor \nu(xy) \lor (\bigvee_{x=a+b} \mu(ay) \land \nu(by))
\leq \mu(xy) \lor \nu(xy) \lor (\bigvee_{xy=u+v} \mu(u) \land \nu(v))
= \mu \ominus \nu(xy)
$$

Similarly, we have $\mu \ominus \nu(y) \leq \mu \ominus \nu(xy)$. Thus $\mu \ominus \nu \in FI(R, L)$. It is clear that $\mu \leq \mu \ominus \nu$ and $\nu \leq \mu \ominus \nu$.

Let $\theta \in FI(R, L)$ such that $\mu \leq \theta$ and $\nu \leq \theta$. Then

$$
\mu(a) \land \nu(b) \leq \theta(a) \land \theta(b) \leq \theta(a + b) = \theta(x)
$$

for all $x = a + b$. By the definition of $\mu \ominus \nu$, it follows that $\mu \ominus \nu \leq \theta$. Hence $\mu \lor \nu = \mu \ominus \nu$.

The following theorem gives the main results of this section.

**Theorem 4.3.** If $L$ is an infinitely $\lor$-distributive lattice, then the following conditions are equivalent:

1. $I(R)$ is a distributive lattice,
2. $FI(R, L)$ is a distributive lattice.

**Proof.** (2) $\Rightarrow$ (1) By Lemma 3.5, it is clear.

(1) $\Rightarrow$ (2) Let $\mu, \nu, \theta \in FI(R)$. Since the distributive inequality is valid for every lattice, we have

$$
(\mu \land \nu) \lor (\nu \land \theta) \leq \mu \land (\nu \lor \theta).
$$

And by Lemma 4.2 and Corollary 3.4,

$$
(\mu \land (\nu \lor \theta))(x) = (\mu \land (\nu \land \theta))(x)
= \mu(x) \land [\nu(x) \lor \theta(x) \lor (\bigvee_{x=a+b} \nu(a) \land \theta(b))]
= (\mu(x) \land \nu(x)) \lor (\mu(x) \land \theta(x)) \lor (\bigvee_{x=a+b} \nu(a) \land \theta(b) \land \mu(x))
$$

Let $\lambda = \nu(a) \land \theta(b) \land \mu(x)$ for some $a, b \in R$ such that $x = a + b$.

Thus we have $x \in \mu_{\lambda}$, $a \in \nu_{\lambda}$, $b \in \theta_{\lambda}$. Then $x \in \mu_{\lambda} \land (\nu_{\lambda} + \theta_{\lambda})$. Due to distributivity of $I(R)$,

$$
x \in (\mu_{\lambda} \land \nu_{\lambda}) + (\mu_{\lambda} \land \theta_{\lambda}).
$$

It follows that there exist $u, v \in R$ such that $x = u + v$,

$$
u \in \mu_{\lambda} \land \nu_{\lambda} \text{ and } v \in \mu_{\lambda} \land \theta_{\lambda}.
$$

Thus we have $\lambda \leq \mu(u), \lambda \leq \nu(u), \lambda \leq \nu(v), \lambda \leq \theta(v)$. Hence,

$$
\lambda \leq (\mu \land \nu)(u) \land (\mu \land \theta)(v).
$$
Now it follows that
\[ \lambda \leq \bigvee_{x=u+v} (\mu \land \nu)(u) \land (\mu \land \theta)(v). \]
Hence we obtain
\[ \bigvee_{x=a+b} \nu(a) \land \theta(b) \land \mu(x) \leq \bigvee_{x=u+v} (\mu \land \nu)(u) \land (\mu \land \theta)(v). \]
Therefore,
\[
\begin{align*}
(\mu \land (\nu \lor \theta))(x) &= (\mu(x) \land \nu(x)) \lor (\mu(x) \land \theta(x)) \lor \bigvee_{x=a+b} (\nu(a) \land \theta(b) \land \mu(x)) \\
&\leq (\mu \land \nu)(x) \lor (\mu \land \theta)(x) \lor \bigvee_{x=a+b} (\mu \land \nu)(u) \land (\mu \land \theta)(v) \\
&= ((\mu \land \nu) \lor (\mu \land \theta))(x) \\
&= (\mu \land \nu) \lor (\mu \land \theta)(x).
\end{align*}
\]
and the proof is completed. □

By the Theorem 4.3, we immediately get the next corollary.

**Corollary 4.4.** \( I(R) \) is a distributive lattice if and only if \( FI(R) \) is a distributive lattice.

## 5. Conclusion

Many researches studied the lattice structure (distributive or modular) of fuzzy algebraic substructures. In future work, the same results could also be studied under a t-norm operation on \( L \). Also, we will try to expose some classes of algebra whose lattices of \( L \)-subalgebras constitute distributive lattice.
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1. Introduction

Entwined modules were introduced by Brzeziński and Majid [2,3], which contained the Long modules, Yetter-Drinfeld modules and Doi-Koppinen modules, etc. So it is very important to study entwined module. As a generalization of entwined modules, Hom-entwined modules were defined by Karacuha [14] as special examples of Hom-corings.

As we know, braided monoidal categories are special categories, whose importance is that the “braiding” structures provide a class of solutions to quantum Yang-Baxter equations. Thus constructing a class of braided monoidal categories is an interesting job. Caenepeel et al. studied how the category of Doi-Hopf modules can be made into a braided monoidal category [5], which have been generalized to entwined modules and Doi-Hom-Hopf modules [13,17].

The definition of the normal basis for extension associated to a Hopf algebra was introduced by Kreimer and Takeuchi [15]. Using this notion, Doi and Takeuchi [11] characterized \(H\)-Galois extensions with normal basis in terms of \(H\)-cleft extensions. This result can be extended for Hopf algebras living in symmetric closed categories [12]. A more general formulation in the context of (weak)entwining structures can be found in [1,3].

The main goal of this paper shall discuss how to make the category of Hom-entwined modules into a monoidal category, and introduce a definition of cleft extension for Hom-entwining structures and with it to obtain a general cleft extension theory. In Section 3, we construct a monoidal category of Hom-entwined modules and give the sufficient and
necessary conditions making the monoidal category into a braided category. In Section 4, we introduce the notion of \((C, \gamma)\)-Hom-cleft extension \((A^{\circ C}, \alpha|_{A^{\circ C}}) \rightarrow (A, \alpha)\), being \((A, \alpha)\) a Hom-algebra, \((C, \gamma)\) a Hom-coalgebra and \(A^{\circ C}\) a sub-Hom-algebra of \(A\). We prove that if \((A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension, then there is an isomorphism of Hom-algebras between \((A, \alpha)\) and a crossed product Hom-algebra of \(A^{\circ C}\) and \(C\).

2. Preliminaries

Throughout this paper, \(k\) will be a field. More knowledge about monoidal Hom-(co)algebra, monoidal Hopf Hom-algebra, Hom-entwined modules, etc. can be found in [4, 6–10, 13, 14, 16, 18–24]. Let \(\mathcal{M} = (M, \otimes, k, a, l, r)\) be the monoidal category of vector spaces over \(k\). We can construct a new monoidal category \(\mathcal{H}(\mathcal{M})\) whose objects are ordered pairs \((M, \mu)\) with \(M \in \mathcal{M}\) and \(\mu \in Aut(M)\) and morphisms \(f : (M, \mu) \rightarrow (N, \nu)\) are morphisms \(f : M \rightarrow N\) in \(\mathcal{M}\) satisfying \(\nu \circ f = f \circ \mu\). The monoidal structure is given by \((M, \mu) \otimes (N, \nu) = (M \otimes N, \mu \otimes \nu)\) and \((k, id_k)\). All monoidal Hom-structures are objects in the tensor category \(\mathcal{H}(\mathcal{M}) = (\mathcal{H}(\mathcal{M}), \otimes, (k, id_k), \tilde{a}, \tilde{l}, \tilde{r})\) introduced in [4] with the associativity and unit constraints given by

\[
\tilde{a}_{M, N, C}(m \otimes n \otimes p) = \mu(m) \otimes (n \otimes \gamma^{-1}(c)),
\]

\[
\tilde{l}(x \otimes m) = \tilde{r}(m \otimes x) = x\mu(m),
\]

for \((M, \mu), (N, \nu)\) and \((C, \gamma)\). The category \(\mathcal{H}(\mathcal{M})\) is termed Hom-category associated to \(\mathcal{M}\).

2.1. Monoidal Hom-algebra

Recall from [4] that a monoidal Hom-algebra is an object \((A, \alpha)\) in \(\mathcal{H}(\mathcal{M})\) together with a linear map \(m_A : A \otimes A \rightarrow A\), \(m_A(a \otimes b) = ab\) and an element \(1 \in A\) such that

\[
\alpha(ab) = \alpha(a)\alpha(b), \alpha(a)(bc) = (ab)\alpha(c), \tag{2.1}
\]

\[
\alpha(1) = 1, \ a1 = \alpha(a) = 1a, \tag{2.2}
\]

for all \(a, b, c \in A\).

A right \((A, \alpha)\)-Hom-module consists of an object \((M, \mu)\) in \(\mathcal{H}(\mathcal{M})\) together with a linear map \(\psi : M \otimes A \rightarrow M\), \(\psi(m \otimes a) = ma\) satisfying the following conditions:

\[
\mu(m)(ab) = (ma)\alpha(b), m1 = \mu(m), \tag{2.3}
\]

for all \(m \in M\) and \(a, b \in A\). For \(\psi\) to be a morphism in \(\mathcal{H}(\mathcal{M})\) means

\[
\mu(ma) = \mu(m)\alpha(a). \tag{2.4}
\]

We call that \(\psi\) is a right Hom-action of \((A, \alpha)\) on \((M, \mu)\).

Let \((M, \mu)\) and \((M’, \mu’)\) be two right \((A, \alpha)\)-Hom-modules. We call a morphism \(f : M \rightarrow M’\) right \((A, \alpha)\)-linear, if \(f \circ \mu = \mu \circ f\) and \(f(ma) = f(m)a\). \(M_A\) denotes the category of all right \((A, \alpha)\)-Hom-modules.

2.2. Monoidal Hom-coalgebras

Recall from [4] that a monoidal Hom-coalgebra is an object \((C, \gamma)\) in \(\mathcal{H}(\mathcal{M})\) together with two linear maps \(\Delta_C : C \rightarrow C \otimes C\), \(\alpha(C) = c_1 \otimes c_2\) (summation implicitly understood) and \(\varepsilon_C : C \rightarrow k\) such that

\[
\gamma^{-1}(c_1) \otimes \Delta_C(c_2) = c_1 \otimes (c_1 \otimes \gamma^{-1}(c_2)), \Delta_C(\gamma(c)) = \gamma(c_1) \otimes \gamma(c_2), \tag{2.5}
\]

\[
\varepsilon_C(\gamma(c)) = \varepsilon_C(c), \ c_1\varepsilon_C(c_2) = \gamma^{-1}(c) = \varepsilon_C(c_1)c_2, \tag{2.6}
\]

for all \(c \in C\).
A right \((C, \gamma)\)-Hom-comodule consists of an object \((M, \mu) \in \mathcal{F}(M)\) together with a linear map \(\rho_M : M \to M \otimes C, \rho_M(m) = m_{[0]} \otimes m_{[1]}\) (summation implicitly understood) satisfying the following conditions:

\[
\begin{align*}
\mu^{-1}(m_{[0]}) \otimes \Delta(m_{[1]}) &= m_{[0][0]} \otimes (m_{[0][1]} \otimes \gamma^{-1}(m_{[1]})), \\
\rho_M(m_{[0]}) \otimes \rho_M(m_{[1]}) &= \gamma^{-1}(m), \\
\mu(m) &= \gamma(m_{[0]} \otimes \gamma(m_{[1]})),
\end{align*}
\]

for all \(m \in M\). We call that \(\rho_M\) is a right Hom-coaction of \((A, \alpha)\) on \((M, \mu)\).

Let \((M, \mu)\) and \((M', \mu')\) be two right \((C, \gamma)\)-Hom-comodules. We call a morphism \(f : M \to M'\) right \((A, \alpha)\)-colinear, if \(f \circ \mu = \mu \circ f\) and \(f(m_{[0]} \otimes f(m)_{[1]} = f(m_{[0]}) \otimes m_{[1]}\). \(\mathcal{M}^C\) denotes the category of all right \((C, \gamma)\)-Hom-comodules.

### 2.3. Monoidal Hom-Hopf algebra

A monoidal Hom-bialgebra \(H = (H, \beta, m_H, 1, \Delta_H, \epsilon_H)\) is a bialgebra in the category \(\mathcal{F}(M)\). This means that \((H, \beta, m_H, 1)\) is a monoidal Hom-algebra and \((H, \beta, \Delta_H, \epsilon_H)\) is a monoidal Hom-coalgebra such that \(\Delta_H\) and \(\epsilon_H\) are Hom-algebra maps, that is, for any \(h, g \in H\),

\[
\Delta_H(hg) = \Delta_H(h) \Delta_H(g), \quad \Delta_H(1) = 1 \otimes 1,
\]

\[
\epsilon_H(hg) = \epsilon_H(h) \epsilon_H(g), \quad \epsilon_H(1) = 1.
\]

A monoidal Hom-bialgebra \((H, \beta)\) is called a monoidal Hom-Hopf algebra, if there exists a morphism (called the antipode) \(S : H \to H\) in \(\mathcal{F}(M)\) such that

\[
S(h_1)h_2 = \epsilon_H(h) 1 = h_1 S(h_2),
\]

for all \(h \in H\).

### 2.4. Hom-Doi-Koppinen datum

Let \((H, \beta)\) be a monoidal Hom-bialgebra. Recall from [14] that a right \((H, \beta)\)-Hom-comodule algebra \((A, \alpha)\) is a monoidal Hom-algebra and a right \((H, \beta)\)-Hom-comodule with a Hom-coaction \(\rho_A\) such that \(\rho_A\) is a Hom-algebra morphism, i.e., for any \(a, a' \in A\),

\[
(aa')_{[0]} \otimes (aa')_{[1]} = a_{[0]}a'_{[0]} \otimes a_{[1]}a'_{[1]},
\]

\[
\rho_A(1) = 1 \otimes 1, \quad \rho_A \circ \alpha = (\alpha \otimes \beta) \circ \rho_A.
\]

A right \((H, \beta)\)-Hom-module coalgebra \((C, \gamma)\) is a monoidal Hom-coalgebra and a right \((H, \beta)\)-Hom-module such that, for any \(c \in C\) and \(h \in H\),

\[
(ch)_1 \otimes (ch)_2 = c_1 h_1 \otimes c_2 h_2,
\]

\[
\varepsilon_C(ch) = \varepsilon_C(c) \varepsilon_H(h), \quad \gamma(ch) = \gamma(c) \beta(h).
\]

A Hom-Doi-Koppinen datum is a triple \([\{H, \beta\}, (A, \alpha), (C, \gamma)\}\), where \((H, \beta)\) is a monoidal Hom-Hopf algebra, \((A, \alpha)\) a right \((H, \beta)\)-Hom-comodule algebra and \((C, \gamma)\) a left \((H, \beta)\)-Hom-module coalgebra. A Doi-Koppinen Hom-Hopf module \((M, \mu)\) is a left \((A, \alpha)\)-Hom-module which is also a right \((C, \gamma)\)-Hom-comodule with the coaction structure \(\rho_M\) such that

\[
\rho_M(ma) = m_{[0]}a_{[0]} \otimes m_{[1]}a_{[1]},
\]

for all \(m \in M\) and \(a \in A\).
2.5. Hom-entwining structure

A (right-right) Hom-entwining structure is a $\langle (A, \alpha), (C, \gamma) \rangle_\psi$ consisting of a monoidal Hom-algebra $(A, \alpha)$, a monoidal Hom-coalgebra $(C, \gamma)$ and a linear map $\psi : C \otimes A \to A \otimes C$ in $\mathcal{H}(M)$ satisfying the following conditions, for all $a, a' \in A, c \in C$,

$$ (aa')_\psi \otimes \gamma(c)_\psi = a_\psi a'_\psi \otimes \gamma(c'_\psi), $$

$$ \alpha^{-1}(a_\psi) \otimes c_1^\psi \otimes c_2^\psi = \alpha^{-1}(a)_\psi \otimes \gamma(c_1^\psi \otimes c_2^\psi), $$

$$ 1_{A_\psi} \otimes c_1^\psi = 1_a \otimes c, $$

$$ a_\psi \varepsilon_C(c_1^\psi) = a \varepsilon_C(c). $$

Here we use the following notation $\psi(c \otimes a) = a_\psi \otimes c_1^\psi$ for the so-called entwining map $\psi$. $\psi \in \mathcal{H}(M)$ means that the relation

$$ \alpha(a)_\psi \otimes \gamma(c)_\psi = \alpha(a_\psi) \otimes \gamma(c_1^\psi). $$

If the map $\psi$ occurs more than once in the same expression, then we use different sub- and superscripts: $\psi, \Psi, \psi_1, \psi_2, \ldots$.

Given a Hom-entwining structure $\langle (A, \alpha), (C, \gamma) \rangle_\psi$. A right-right $\langle (A, \alpha), (C, \gamma) \rangle_\psi$-entwined Hom-module is an object $(M, \mu)$ in $\mathcal{H}(M)$ is a right $(A, \alpha)$-Hom-module, and a right $(C, \gamma)$-Hom-comodule with coaction $\rho_M : M \to M \otimes C, m \mapsto m_{[0]} \otimes m_{[1]}$ satisfying the condition, for any $m \in M, a \in A$,

$$ \rho_M(ma) = m_{[0]} \alpha^{-1}(a)_\psi \otimes \gamma(m_{[1]}^\psi). $$

We use $\mathcal{C}_A^F(\psi)$ to denote the category of $\langle (A, \alpha), (C, \gamma) \rangle_\psi$-entwined Hom-modules together with the morphisms in which are both right $(A, \alpha)$-linear and right $(C, \gamma)$-coinear.

3. Braiding on the Hom-category of Hom-entwined modules

**Definition 3.1.** We call $\langle (A, \alpha), (C, \gamma) \rangle_\psi$ a monoidal Hom-entwining datum, if $\langle (A, \alpha), (C, \gamma) \rangle_\psi$ is a Hom-entwining structure and $A$ and $C$ are monoidal Hom-bialgebras with the additional compatibility relations, for all $a \in A$ and $c, c' \in C$,

$$ a_1^\psi \otimes a_2^\psi \otimes c_1^\psi c_2^\psi = \Delta_A(a_\psi) \otimes (c c')_\psi, $$

$$ \varepsilon_A(a)_1^\psi = \varepsilon_A(a_\psi)_1^\psi. $$

**Proposition 3.2.** Let $\langle (A, \alpha), (C, \gamma) \rangle_\psi$ be a monoidal Hom-entwining structure. Then the tensor product of two Hom-entwined modules $(M, \mu)$ and $(N, \nu)$ is again a Hom-entwined module $(M \otimes N, \mu \otimes \nu)$ with the structure maps given by

$$ \rho_{M \otimes N}(m \otimes n) = m_{[0]} \otimes n_{[0]} \otimes m_{[1]} n_{[1]}, $$

$$ (m \otimes n)a = ma_1 \otimes na_2, $$

for all $m \in M, n \in N$ and $a \in A$. Thus the category $\mathcal{C}_A^F(\psi)$ is a Hom-category.

**Proof.** We show that $(M \otimes N, \mu \otimes \nu)$ is a Hom-entwined module. For all $m \in M, n \in N$ and $a \in A$, we have

$$ \rho_{M \otimes N}((m \otimes n)a) = (ma_1)_1 \otimes (na_2)_2 \otimes (ma_1)_1 (na_2)_1 $$

$$ = m_{[0]} \alpha^{-1}(a_1)_\psi \otimes n_{[0]} \alpha^{-1}(a_2)_\psi \otimes \gamma(m_{[1]}^\psi \otimes n_{[1]}^\psi)^1 $$

$$ = m_{[0]} \alpha^{-1}(a_1)_\psi \otimes n_{[0]} \alpha^{-1}(a_2)_\psi \otimes \gamma(m_{[1]}^\psi n_{[1]}^\psi) $$

$$ = m_{[0]} \alpha^{-1}(a_1)_\psi \otimes n_{[0]} \alpha^{-1}(a_2)_\psi \otimes (m_{[1]}^\psi n_{[1]}^\psi) $$

$$ = (m_{[0]} \otimes n_{[0]}) \alpha^{-1}(a)_\psi \otimes \gamma((m_{[1]}^\psi n_{[1]}^\psi)). $$
Thus $(M \otimes N, \mu \otimes \nu)$ is an object of $\widehat{\mathcal{M}}^C_A(\psi)$. Let $(M, \mu)$, $(N, \nu)$ and $(W, \zeta)$ be Hom-entwined modules. The isomorphisms

$$\tilde{a}_{M,N,W} : (M \otimes N) \otimes W \to M \otimes (N \otimes W)$$

$$(m \otimes n) \otimes w \mapsto \mu(m) \otimes (\nu(n) \otimes \zeta^{-1}(w)),$$

$$\tilde{r}_M : M \otimes k \to M, m \otimes x \mapsto x\mu(m),$$

$$\tilde{I}_M : k \otimes M \to M, x \otimes m \mapsto x\mu(m),$$

obviously satisfy the pentagon axiom and the triangle axiom. We observe that $(k, id)$ is an object of $\widehat{\mathcal{M}}^C_A(\psi)$ via the trivial $(A, \alpha)$-Hom-action and $(C, \gamma)$-Hom-coaction given by $xa = \varepsilon_A(a)x$ and $\rho_k = x \otimes 1_C$. It is clear that $(k, id)$ is a unit object of $\widehat{\mathcal{M}}^C_A(\psi)$. Hence $\widehat{\mathcal{M}}^C_A(\psi)$ is a Hom-category. \hfill \Box

Let $[(A, \alpha), (C, \gamma)]_\psi$ be a monoidal Hom-entwining datum. We know that a braiding on $\widehat{\mathcal{M}}^C_A(\psi)$ is a natural family of isomorphisms

$$t_{M,N} : M \otimes N \to N \otimes M$$

in $\widehat{\mathcal{M}}^C_A(\psi)$ such that, for all $(M, \mu)$, $(N, \nu)$ and $(W, \zeta)$,

$$(id_N \otimes t_{M,W}) \circ \tilde{a}_{N,M,W} \circ (t_{M,N} \otimes id_W) \circ \tilde{a}^{-1}_{M,N,W} = \tilde{a}_{N,W,M} \circ t_{M,N} \otimes W,$$

$$(3.5)$$

$$\tilde{a}^{-1}_{P,M,N} \circ t_{M,P} \circ \tilde{a}_{N,M,P} \circ id_M \otimes t_{N,P} \circ \tilde{a}_{M,P,N} = t_{M \otimes N,P}.$$  (3.6)

Consider a map $Q : C \otimes C \to A \otimes A$ in $\mathcal{H}(M)$ with twisted convolution inverse $R$. We use the following notations $Q(c \otimes d) = Q^1(c \otimes d) \otimes Q^2(c \otimes d)$ and $R(c \otimes d) = R^1(c \otimes d) \otimes R^2(c \otimes d)$, for all $c, d \in C$. Thus we have

$$Q^1(c_2 \otimes d_2)R^1(c_1 \otimes d_1) \otimes Q^2(c_2 \otimes d_2)R^2(c_1 \otimes d_1) = \varepsilon_C(c_1)1_A \otimes \varepsilon_C(d_1)1_A,$$  (3.7)

$$R^1(c_2 \otimes d_2)Q^1(c_1 \otimes d_1) \otimes R^2(c_2 \otimes d_2)Q^2(c_1 \otimes d_1) = \varepsilon_C(c_1)A \otimes \varepsilon_C(d_1)A.$$  (3.8)

Consider two Hom-entwined modules $(M, \mu)$ and $(N, \nu)$, we define

$$t_{M,N} : M \otimes N \to N \otimes M, m \otimes n \mapsto (n[0] \otimes m[0])Q(n[1] \otimes m[1]),$$

for all $m \in M, n \in N$. It follows from (3.7) and (3.8) that $t_{M,N}$ is bijective.

**Example 3.3.** Let $[(A, \alpha), (C, \gamma)]_\psi$ a Hom-entwining structure. The $(A \otimes C, \alpha \otimes \gamma)$ can become a Hom-entwined module with the right $(A, \alpha)$-Hom-action and right $(C, \gamma)$-Hom-coaction given by

$$(a \otimes c)b = a\alpha^{-1}(b) \otimes \gamma(c),$$  (3.9)

$$\rho_{A \otimes C}(a \otimes c) = (\alpha^{-1}(a) \otimes c_1) \otimes c_2 \psi,$$  (3.10)

for all $a \in A$ and $c \in C$.

**Proof.** It is straightforward to check that $(A \otimes C, \alpha \otimes \gamma)$ is a right $(A, \alpha)$-Hom-module. Here we shall check that $(A \otimes C, \alpha \otimes \gamma)$ is also a right $(C, \gamma)$-Hom-comodule. In fact, for $a \in A$ and $c \in C$,

$$(\alpha^{-1} \otimes \gamma^{-1})((a \otimes c)[0] \otimes \Delta_C((a \otimes c)[1])$$

$$= \alpha^{-1}(\alpha^{-1}(a) \otimes \gamma^{-1}(c_1) \otimes (\gamma(c_2 \psi_1) \otimes \gamma(c_2 \psi_2)))$$

$$= \alpha^{-1}(\alpha^{-1}(a) \psi_1 \otimes \gamma^{-1}(c_1) \otimes (\gamma(c_2 \psi_1) \otimes \gamma(c_2 \psi_2)))$$

$$= \alpha^{-1}(\alpha^{-1}(a) \psi_1 \otimes \gamma^{-1}(c_1) \otimes (\gamma(c_2 \psi_1) \otimes \gamma(c_2 \psi_2)))$$

$$= \alpha^{-1}(\alpha^{-1}(a) \psi_1 \otimes \gamma^{-1}(c_1) \otimes (\gamma(c_2 \psi_1) \otimes \gamma(c_2 \psi_2)))$$

$$= (a \otimes c)[0][0] \otimes ((a \otimes c)[0][1] \otimes \gamma^{-1}((a \otimes c)[1]),$$
which proves that (2.7) holds. The other conditions can be checked straightforwardly. The compatibility can be proved as follows: for \( a, b \in A, c \in C \),

\[
\rho_{A \otimes C}(b \otimes c)a = \rho_{A \otimes C}(ba^{-1}(a) \otimes \gamma(c)) \\
= (a^{-1}(ba^{-1}(a))_\psi \otimes \gamma(c_1)) \otimes \gamma(c_2) \\
= ((a^{-1}(b)a^{-2}(a))_\psi \otimes \gamma(c_1)) \otimes \gamma(c_2) \\
= (a^{-1}(b)_\psi a^{-2}(a)_\psi \otimes \gamma(c_1)) \otimes \gamma(c_2) \\
= (a^{-1}(b)_\psi a^{-1}(a)_\psi \otimes \gamma(c_1)) \otimes \gamma(c_2) \\
= (a^{-1}(b)_\psi \otimes \gamma(c_1)) \otimes \gamma(c_2)
\]

as desired. \( \square \)

**Lemma 3.4.** With notations as above, the map \( t_{M,N} \) is right \((A, \alpha)\)-linear for all Hom-entwined modules \((M, \mu)\) and \((N, \nu)\) if and only if

\[
(b_{2 \psi} \otimes b_{1 \psi})Q(c^{\psi \otimes c^{\psi}}) = Q(c' \otimes c)\Delta_A(b),
\]

for all \( b \in A \) and \( c, c' \in C \).

**Proof.** Suppose that \( t_{A \otimes C, A \otimes C} \) is \((A, \alpha)\)-linear. Then, for \( a, a', b \in A \) and \( c, c' \in C \), we have

\[
t_{A \otimes C, A \otimes C}((a \otimes c) \otimes (a' \otimes c'))b = t_{A \otimes C, A \otimes C}((a \otimes c) \otimes (a' \otimes c'))b.
\]

Since

\[
\text{LHS} = t_{A \otimes C, A \otimes C}((a \otimes c)b_1 \otimes (a' \otimes c')b_2) \\
= t_{A \otimes C, A \otimes C}((aa^{-1}(b_1) \otimes \gamma(c)) \otimes (a'a^{-1}(b_2) \otimes \gamma(c'))) \\
= (a^{-1}(a'a^{-1}(b_2))_\psi \otimes \gamma(c_1))Q^{1}(\gamma(c_2) \otimes \gamma(c_2)) \\
\otimes (a^{-1}(aa^{-1}(b_1))_\psi \otimes \gamma(c_1))Q^{2}(\gamma(c_2) \otimes \gamma(c_2)) \\
= (a^{-1}(a'a^{-1}(b_2))_\psi \otimes \gamma(c_1))Q^{1}(\gamma(c_2) \otimes \gamma(c_2)) \\
\otimes (a^{-1}(aa^{-1}(b_1))_\psi \otimes \gamma(c_1))Q^{2}(\gamma(c_2) \otimes \gamma(c_2))
\]

and

\[
\text{RHS} = (((a^{-1}(a')_\psi \otimes c'_1) \otimes (a^{-1}(a)_\psi \otimes c_1))Q(c_2^{\psi \otimes c_2^{\psi}}))b_1 \\
= ((a^{-1}(a')_\psi \otimes c'_1)Q^{1}(\gamma(c_2^{\psi}) \otimes \gamma(c_2^{\psi})))b_1 \\
\otimes ((a^{-1}(a)_\psi \otimes c_1)Q^{2}(\gamma(c_2^{\psi}) \otimes \gamma(c_2^{\psi})))b_2 \\
= ((a^{-1}(a')_\psi \alpha^{-1}(Q^{1}(\gamma(c_2^{\psi}) \otimes \gamma(c_2^{\psi}))))_\psi \otimes \gamma(c_1)) \\
\otimes ((a^{-1}(a)_\psi \alpha^{-1}(Q^{2}(\gamma(c_2^{\psi}) \otimes \gamma(c_2^{\psi}))))_\psi \otimes \gamma(c_1))
\]

we have

\[
(a^{-1}(a'a^{-1}(b_2))_\psi \alpha^{-1}(Q^{1}(\gamma(c_2^{\psi}) \otimes \gamma(c_2^{\psi}))))_\psi \otimes \gamma(c_1)) \\
\otimes (a^{-1}(aa^{-1}(b_1))_\psi \alpha^{-1}(Q^{2}(\gamma(c_2^{\psi}) \otimes \gamma(c_2^{\psi}))))_\psi \otimes \gamma(c_1))
\]

By taking \( a = a' = 1_A \) in the above equality and then applying \( id_A \otimes \varepsilon_C \otimes id_A \otimes \varepsilon_C \) to both sides, we can get

\[
(b_{2 \psi} \otimes b_{1 \psi})Q(c^{\psi \otimes c^{\psi}}) = Q(c' \otimes c)\Delta_A(b).
\]
Conversely, suppose that (3.11) holds, and consider two Hom-entwined modules \((M, \mu)\) and \((N, \nu)\). For all \(m \in M, n \in N\) and \(a \in A\), we have

\[
t_{M,N}((m \otimes n)a) = t_{M,N}(ma_1 \otimes na_2)
\]

\[
= ((na_2)_0 \otimes (ma_1)_0)Q((na_2)_1 \otimes (ma_1)_1)
\]

\[
= (n_0)[\alpha^{-1}(a_2) \otimes m_0][\alpha^{-1}(a_1)]Q(\gamma(n_1) \otimes \gamma(m_1))
\]

\[
= (n_0)[\alpha^{-1}(a_2) \otimes m_0][\alpha^{-1}(a_1)]Q(\gamma(n_1) \otimes \gamma(m_1))
\]

\[
= \nu(n_0)[\alpha^{-1}(a_2) \otimes m_0][\alpha^{-1}(a_1)]Q(\gamma(n_1) \otimes \gamma(m_1))
\]

\[
\otimes \mu(m_0)[\alpha^{-1}(a_1) \otimes m_0][\alpha^{-1}(a_1)]Q(\gamma(n_1) \otimes \gamma(m_1))
\]

\[
= \nu(n_0)[\alpha^{-1}(a_2) \otimes m_0][\alpha^{-1}(a_1)]Q(\gamma(n_1) \otimes \gamma(m_1))
\]

\[
\otimes \mu(m_0)[\alpha^{-1}(a_1) \otimes m_0][\alpha^{-1}(a_1)]Q(\gamma(n_1) \otimes \gamma(m_1))
\]

\[
= (n_0)[\alpha^{-1}(Q(\gamma(n_1) \otimes \gamma(m_1)))a_1]
\]

\[
\otimes (m_0)[\alpha^{-1}(Q(\gamma(n_1) \otimes \gamma(m_1)))a_2]
\]

\[
= (n_0)[Q(\gamma(n_1) \otimes \gamma(m_1))]a_1 \otimes (m_0)[Q(\gamma(n_1) \otimes \gamma(m_1))]a_2
\]

which follows that \(t_{M,N}\) is \((A, \alpha)\)-linear. \(\square\)

**Lemma 3.5.** With notations as above, the map \(t_{M,N}\) is right \((C, \gamma)\)-colinear for all Hom-entwined modules \((M, \mu)\) and \((N, \nu)\) if and only if

\[
Q^1(c_2 \otimes c_2) \otimes Q^2(c_2 \otimes c_2) \otimes c_1 \otimes c_1 = Q^1(c_1 \otimes c_1) \otimes Q^2(c_1 \otimes c_1) \otimes c_2 c_2,
\]

for all \(c, c' \in C\).

**Proof.** Suppose that \(t_{A \otimes C, A \otimes C}\) is \((C, \gamma)\)-colinear. Then, for \(c, c' \in C\), we have

\[
(\alpha^{-1}(Q(\gamma(c_2) \otimes \gamma(c_2))) \otimes \gamma(c_1))
\]

\[
\otimes \alpha^{-1}(Q^2(\gamma(c_2) \otimes \gamma(c_2))) \otimes \gamma(c_1)) \otimes \gamma(c_1))
\]

\[
= (Q(\gamma(c_2) \otimes \gamma(c_2))) \otimes \gamma(c_1)) \otimes (Q^2(\gamma(c_2) \otimes \gamma(c_2))) \otimes \gamma(c_1)) \otimes \gamma(c_2) \gamma(c_2).
\]

Applying \(id_A \otimes \varepsilon_C \otimes id_A \otimes \varepsilon_C \otimes id_C\) to both sides, we can have (3.14).

Conversely, assume that (3.14) holds. Take two Hom-entwined modules \((M, \mu)\) and \((N, \nu)\). Then, for \(m \in M, n \in N\), we have

\[
\rho_{M \otimes N}(t_{M,N}(m \otimes n))
\]

\[
= n_0 \otimes m_0 \otimes Q(n_1 \otimes m_1)
\]

\[
= n_0 \otimes m_0 \otimes (Q^1(\gamma(n_1 \otimes \gamma(m_1))) \otimes \gamma(c_1))
\]

\[
\otimes \mu^{-1}(n_0 \otimes m_0 \otimes (Q^2(\gamma(n_1 \otimes \gamma(m_1)) \otimes \gamma(c_1)) \otimes \gamma(c_1)) \otimes \gamma(c_1)) \otimes \gamma(c_2) \gamma(c_2).
\]
which follows that \((t_{M,N})\) is \((C,\gamma)\)-colinear. \(\square \)

**Lemma 3.6.** With notations as above, (3.5) holds for all Hom entwined modules \((M,\mu)\), \((N,\nu)\) and \((W,\varsigma)\) if and only if

\[
\Delta_A \otimes id_A)Q(c'c'' \otimes c) = Q^1(c' \otimes c_2) \otimes Q^1(c'' \otimes c_1^\psi) \otimes Q^2(c' \otimes c_2) \otimes \psi Q^1(c'' \otimes c_1^\psi) \quad (3.15)
\]

for all \(c', c'', c'' \in C\).

**Proof.** Suppose that (3.5) holds. We take \(M = N = W = (A \otimes C, \alpha \otimes \gamma)\). For \(c', c'', c''' \in C\), on the one hand, we have

\[
(id_N \otimes t_{M,W}) \circ \tilde{a}_{N,M,W} = (\alpha(Q^1(\gamma(c_2') \otimes c_2) \otimes \gamma(c'_1)) \otimes (Q^1(\gamma(c_2'') \otimes \gamma(c_1'))\otimes \gamma(c''_1))
\]

\[
\otimes (\alpha^{-1}(Q^2(\gamma(c_2'') \otimes \gamma(c_2))) \otimes c_2)) \otimes c_2)
\]

\[
= \alpha(Q^1(\gamma(c'_2) \otimes c_2)) \otimes \gamma(c_2)
\]

On the other hand,

\[
\tilde{a}_{N,M,W} \circ (1 \otimes (1 \otimes \gamma)) = (\alpha(Q^1(\gamma(c'_2) \otimes c_2)) \otimes \gamma(c_2'))
\]

Applying \(\varepsilon_A \otimes \varepsilon_C \otimes id_A \otimes id_C \otimes id_A \otimes \varepsilon_C\) to both sides, we get (3.15).

Conversely, if (3.15) holds. Let \((M,\mu)\), \((N,\nu)\) and \((W,\varsigma)\) be Hom-entwined modules. We easily compute that

\[
(id_N \otimes t_{M,W}) \circ \tilde{a}_{N,M,W} \circ (t_{M,N} \otimes id_W) \circ \tilde{a}_{M,N,W}^{-1}(m \otimes (n \otimes w))
\]

The proof of the next lemma is similar to the proof of Lemma 3.6, so we omit it.
Lemma 3.7. With notations as above, (3.6) holds for all Hom entwined modules \((M, \mu), (N, \nu)\) and \((W, \zeta)\) if and only if
\[(id_M \otimes \Delta_A)Q(c \otimes c' c'') = Q^1(c_2 \otimes c') \otimes Q^2(c_1^\psi \otimes c') \otimes Q^3(c_2 \otimes c''), \quad (3.16)\]
for all \(c, c', c'' \in C\).

We summarize our results as follows:

Theorem 3.8. Let \([(A, \alpha), (C, \gamma)]_\psi\) a monoidal Hom-entwining datum, and \(Q : C \otimes C \to A \otimes A\) a twisted convolution invertible map in \(\widehat{\mathcal{K}}(M)\). Then the family of maps
\[t_{M,N} : M \otimes N \to N \otimes M, m \otimes n \mapsto (n_{[0]} \otimes m_{[0]})Q(n_{[1]} \otimes m_{[1]})\]
defines a braiding on the category of Hom-entwined modules \(\widehat{M}_A^C(\psi)\) if and only if \(Q\) satisfies Equations (3.11) and (3.14)-(3.16).

Now, we shall apply Theorem 3.8 to Doi-Koppinen Hom-Hopf modules. Given a Hom-Doi-Koppinen datum \([(H, \beta), (A, \alpha), (C, \gamma)]\), we have a Hom-entwining datum \([(A, \alpha), (C, \gamma)]_\psi\) with \(\psi\) given by
\[\psi : C \otimes A \to A \otimes C, \quad c \otimes a \mapsto \alpha(a_{[0]}) \otimes \gamma^{-1}(c)a_{[1]} = a_{\psi} \otimes c_{\psi}. \quad (3.17)\]

The Hom-category \(\widehat{M}_A^C(\psi)\) of Hom-entwined modules associated to the induced Hom-entwining datum \([(A, \alpha), (C, \gamma)]_\psi\) is denoted by \(\widehat{M}(H)_A^C\).

A Hom-Doi-Koppinen datum \([(H, \beta), (A, \alpha), (C, \gamma)]\) is called a monoidal Hom-Doi-Koppinen datum, if it satisfies the following condition,
\[a_{[0]}2 \otimes (ca_{[1]}) (c'a_{[2]}) = a_{[0]1} \otimes a_{[0]2} \otimes (cc')a_{[1]}, \quad (3.18)\]
for all \(a \in A\) and \(c \in C\).

From Theorem 3.8, we have the following result.

Corollary 3.9. Let \([(H, \beta), (A, \alpha), (C, \gamma)]\) be a monoidal Hom-Doi-Koppinen datum, and \(Q : C \otimes C \to A \otimes A\) a twisted convolution invertible map in \(\widehat{\mathcal{K}}(M)\). Then the family of maps
\[t_{M,N} : M \otimes N \to N \otimes M, m \otimes n \mapsto (n_{[0]} \otimes m_{[0]})Q(n_{[1]} \otimes m_{[1]})\]
defines a braiding on the category of Doi-Koppinen Hom-Hopf modules \(\widehat{M}(H)_A^C\) if and only if \(Q\) satisfies the following equations, for any \(b \in A\) and \(c, c', c'' \in C\),
\[
(1) \quad (\alpha(b_{[0]}) \otimes \alpha(b_{[0]}))Q(c'b_{[1]} \otimes cb_{[1]}) = Q(\gamma(c') \otimes\gamma(c))\Delta_A(b),
(2) \quad \alpha(Q^1(c_2' \otimes c_2)_{[0]}) \otimes \alpha(Q^2(c_2' \otimes c_2)_{[0]}) \otimes (\gamma^{-1}(c_1')Q^1(c_2' \otimes c_2)_{[1]})(\gamma^{-1}(c_1)Q^2(c_2' \otimes c_2)_{[1]}) = Q^1(c_1' \otimes c_1) \otimes Q^2(c_1' \otimes c_1) \otimes c_2c_2',
\]
\[
(3) \quad (\Delta_A \otimes id_A)Q(c' c'' \otimes c) = Q^1(c' \otimes c_2) \otimes Q^1(c'' \otimes c' \gamma^{-1}(c_1)Q^2(c' \otimes c_2)_{[1]}) \otimes \alpha(Q^2(c' \otimes c_2)_{[0]})Q^2(c'' \otimes c' \gamma^{-1}(c_1)Q^2(c' \otimes c_2)_{[1]}),
\]
\[
(4) \quad (id_A \otimes \Delta_A)Q(c \otimes c' c'') = \alpha(Q^1(c_2 \otimes c'')_{[0]})Q^1(\gamma^{-1}(c_1)Q^1(c_2 \otimes c'')_{[1]} \otimes c') \otimes Q^2(\gamma^{-1}(c_1)Q^1(c_2 \otimes c'')_{[1]} \otimes c') \otimes Q^2(c_2 \otimes c'').
\]
4. Hom-coalgebra cleft extensions for Hom-entwining structures

Let \((A, \alpha)\) be a object of \(\overline{\mathcal{M}}_A^C(\psi)\) with the Hom-coaction \(\rho_A\). For \((M, \mu) \in \overline{\mathcal{M}}_A^C(\psi)\), the Hom-invariants of \(C\) on \(M\) are the set
\[
M^{coC} = \{ m \in M | \mu_M(m) = \mu^{-2}(m)[0] \otimes \gamma(1[1]) \}.
\]
Specially, we have \(A^{coC} = \{ a \in A | \rho_A(a) = \alpha^{-2}(a)[0] \otimes \gamma(1[1]) \}\). For \(m \in M^{coC}\), it follows that \(\mu(a) \in M^{coC}\). We use \(\mu_{|M^{coC}}\) for denoting the restriction map of \(\mu\) on \(M^{coC}\).

**Lemma 4.1.** For \((A, \alpha), (M, \mu)\) in \(\overline{\mathcal{M}}_A^C(\psi)\), we have
\[
\begin{align*}
(1) & \quad (A^{coC}, \alpha|_{A^{coC}}) \text{ is a Hom-algebra.} \\
(2) & \quad (M^{coC}, \mu_{|_{M^{coC}}}) \text{ is a right } (A^{coC}, \alpha|_{A^{coC}})\text{-Hom-module.}
\end{align*}
\]

**Proof.** Straightforward. \(\square\)

Let us put \(\text{Hom}^C(C, A)\) consisting of right \((C, \gamma)\)-colinear morphisms \(f : C \to A\), that is, \(f(c)[0] \otimes f(c)[1] = f(c[0]) \otimes c[1]\), for \(c \in C\) and \(f \circ \gamma = \alpha \circ f\).

**Lemma 4.2.** \(\text{Hom}^C(C, A)\) is an associative algebra with the unit \(\varepsilon_C 1_A\) and multiplication
\[
(f * g)(c) = f(c_1)g(c_2),
\]
for \(f, g \in \text{Hom}^C(C, A)\) and \(c \in C\).

**Proof.** Straightforward. \(\square\)

By \(\text{Reg}(C, A)\) we denote the set of morphisms \(\omega \in \text{Hom}^C(C, A)\) which are invertible under the convolution \(*\) in Lemma 4.2.

**Definition 4.3.** We say that \((A^{coC}, \alpha|_{A^{coC}}) \hookrightarrow (A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension, if there exists a morphism \(\omega \in \text{Reg}(C, A)\).

**Proposition 4.4.** If \((A^{coC}, \alpha|_{A^{coC}}) \hookrightarrow (A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension, we have
\[
\omega^{-1}(c_2) \psi \otimes c_1^\psi = \alpha^{-2}(\omega^{-1}(c))^1[0] \otimes \gamma(1[1]),
\]
for all \(c \in C\).

**Proof.** Since \((A, \alpha) \in \overline{\mathcal{M}}_A^C(\psi)\), the Hom-coaction can be written as \(\rho_A(a) = 1[0] \alpha^{-2}(a) \psi \otimes \gamma(1[1])\). Then we have, for any \(c \in C\),
\[
\varepsilon_C(c) \alpha(1[0]) \otimes 1[1] = 1[0] \psi(1[1] \otimes \omega(c_1) \omega^{-1}(c_2)) = 1[0] \omega(c_1) \omega^{-1}(c_2) \psi \otimes 1[1] \psi = \alpha(1[0]) \omega(c_1) \omega^{-1}(c_2) \psi \otimes \gamma(1[1]) \psi = \alpha(1[0]) \omega(c_1) \omega^{-1}(c_2) \psi \otimes \gamma(1[1]) \psi = \alpha^2(\omega(c_1) \psi) \alpha(\omega^{-1}(c_2) \psi) \otimes \gamma(\omega(c_1)[1]) \psi = \alpha^2(\omega(c_1) \psi) \alpha(\omega^{-1}(c_2) \psi) \otimes \gamma(\omega(c_1)[1]) \psi = \alpha^2(\omega(c_1) \psi) \alpha(\omega^{-1}(c_2) \psi) \otimes \gamma(\omega(c_1)[1]) \psi,
\]
which implies that Eq (4.1) holds. \(\square\)

**Lemma 4.5.** Assume that \((A^{coC}, \alpha|_{A^{coC}}) \hookrightarrow (A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension via \(\omega\) and \((M, \mu) \in \overline{\mathcal{M}}_A^C(\psi)\). Then, for any \(m \in M\), \(m[0] \omega^{-1}(m[1]) \in M^{coC}\). As a consequence, if \(M = A\), we have \(a[0] \omega^{-1}(a[1]) \in A^{coC}\).
Proof. We compute
\[
\begin{align*}
\rho_M(m_{[0]}\omega^{-1}(m_{[1]})) &= m_{[0]}\alpha^{-1}(\omega^{-1}(m_{[1]})) \otimes \gamma(m_{[0]}1^\psi) \\
&= \mu^{-1}(m_{[0]})\alpha^{-1}(\omega^{-1}(\gamma(m_{[1]}))) \otimes \gamma(m_{[1]}1^\psi) \\
&= \mu^{-1}(m_{[0]})\alpha^{-1}(\omega^{-1}(\gamma(m_{[1]}2))) \otimes \gamma(m_{[1]}1^\psi) \\
&= \mu^{-1}(m_{[0]})\alpha^{-2}(\omega^{-1}(m_{[1]})) \otimes \gamma(1_{[1]}) \\
&= \mu^{-2}(m_{[0]})\alpha^{-2}(\omega^{-1}(m_{[1]}))1_{[0]} \otimes \gamma(1_{[1]}) \\
&= \mu^{-2}(m_{[0]})\omega^{-1}(m_{[1]}))1_{[0]} \otimes \gamma(1_{[1]}).
\end{align*}
\]
Hence \(m_{[0]}\omega^{-1}(m_{[1]}) \in M^{\text{coC}}\).

\[\square\]

Theorem 4.6. Suppose that \((A^{\text{coC}}, \alpha|_{A^{\text{coC}}}) \hookrightarrow (A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension via \(\omega\). For \((M, \mu) \in \tilde{M}^C_A(\psi)\), then \((M, \mu) \cong (M^{\text{coC}} \otimes C, \mu|_{M^{\text{coC}} \otimes C} \otimes \gamma)\) as right \((C, \gamma)\)-Hom-comodules, where the \((C, \gamma)\)-Hom-coaction on \((M^{\text{coC}} \otimes C, \mu|_{M^{\text{coC}} \otimes C} \otimes \gamma)\) is
\[
\rho_{M^{\text{coC}} \otimes C}(m \otimes c) = (\mu^{-1}(m) \otimes c_1) \otimes \gamma(c_2).
\]
In particular, if we consider \(M = A\), we have \((A, \alpha) \cong (A^{\text{coC}} \otimes C, \alpha|_{A^{\text{coC}} \otimes C})\) as both right \((C, \gamma)\)-Hom-comodules and left \((A^{\text{coC}}, \alpha|_{A^{\text{coC}}})\)-Hom-modules, where the \((A^{\text{coC}}, \alpha|_{A^{\text{coC}}})\)-Hom-action on \(A^{\text{coC}} \otimes C\) defined by \(b \cdot (a \otimes c) = \alpha^{-1}(b)a \otimes \gamma(c)\), for all \(a, b \in A^{\text{coC}}\) and \(c \in C\).

Proof. We define \(\Theta_M : (M^{\text{coC}} \otimes C, \mu|_{M^{\text{coC}} \otimes C} \otimes \gamma) \to (M, \mu)\) by \(\Theta_M(m \otimes c) = m\omega(c)\) and \(\Omega_M : (M, \mu) \to (M^{\text{coC}} \otimes C, \mu|_{M^{\text{coC}} \otimes C} \otimes \gamma)\) by \(\Omega_M(m) = m_{[0]}\omega^{-1}(m_{[0][1]} \otimes m_{[1]}).\) For \(m \in M\), we have
\[
\Theta_M \circ \Omega_M(m) = (m_{[0]}\omega^{-1}(m_{[0][1]})) \omega(m_{[1]}) \\
= ((\mu^{-1}(m_{[0]})) \omega^{-1}(m_{[0][1]})) \omega(\gamma(m_{[1]}))) = (\mu^{-1}(m_{[0]})) \omega^{-1}(m_{[0][1]})) \alpha(\omega(m_{[1]})) \\
= m_{[0]}(\omega^{-1}(m_{[0][1]})) \omega(m_{[1]})) = m_{[0]} \in C(m_{[1]}1_A = m,
\]
which follows that \(\Theta_M \circ \Omega_M = id\). Next, we check that \(\Omega_M \circ \Theta_M = id\) holds. In fact, for any \(m \in M^{\text{coC}}\) and \(c \in C\), we compute
\[
\Omega_M \circ \Theta_M(m \otimes c) \\
= (m\omega(c))_{[0][0]} \omega^{-1}((m\omega(c))_{[0][1]}) \otimes (m\omega(c))_{[1]} \\
= (m_{[0]}\alpha^{-1}(\omega(c))_{[0]} \omega^{-1}(\gamma(m_{[0]}))_{[1]} \otimes \gamma(m_{[0]})) \\
= (m_{[0]}\alpha^{-1}(\omega(c))_{[0]} \omega^{-1}(\gamma(m_{[0]}))_{[1]} \otimes \gamma(m_{[0]})) \\
= (\mu^{-1}(m_{[0]})) \omega^{-1}(m_{[0][1]})) \omega(m_{[1]})) = m_{[0]} \in C(m_{[1]}1_A = m,
\]
which follows that \(\Theta_M \circ \Omega_M = id\).
\[
\begin{align*}
\omega(c_1))\omega^{-1}(\gamma(c_{12})) \otimes \gamma(c_2) \\
= \mu^{-1}(m)(\omega(c_1))\omega^{-1}(c_{12}) \otimes \gamma(c_2) \\
= \mu^{-1}(m)1_A \otimes c \\
= m \otimes c, \\
\end{align*}
\]

as desired. \hfill \Box

Let \((A^{oc}, \alpha|_{A^{oc}}) \hookrightarrow (A, \alpha)\) be a \((C, \gamma)\)-Hom-cleft extension via \(\omega\). From Theorem 4.6, we have that \(\Omega_A\) is an isomorphism of monoidal Hom-algebras, where the monoidal Hom-algebra structure on \(A^{oc} \otimes C\) can be induced by \(\Omega_A\):

\[1_{A^{oc} \times C} = \Omega_A(1_A), \tilde{m}_{A^{oc} \times C} = \Omega_A \circ m_A \circ (\Omega_A^{-1} \otimes \Omega_A^{-1}).\]

The induced monoidal Hom-algebras on \(A^{oc} \otimes C\) is called a crossed product Hom-algebra of \(A^{oc}\) and \(C\), and denoted by \(A^{oc} \ltimes C\).

Next, we can obtain \(\tilde{m}_{A^{oc} \times C}\) in other way. First, we need some preliminary results.

**Lemma 4.7.** Suppose that \((A^{oc}, \alpha|_{A^{oc}}) \hookrightarrow (A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension via \(\omega\). We define a morphism \(\varpi : C \otimes A \to A\) by

\[\varpi(c, a) = (\omega(c_1)\alpha^{-1}(a)\psi)\omega^{-1}(\gamma(c_2))\psi)\] 

Then \(\rho_A(\varpi(c, a)) \in A^{oc}\), for all \(c \in C\) and \(a \in A\).

**Proof.** For if \(c \in C, a \in A\), then

\[\rho_A(\varpi(c, a)) = \alpha(\omega(c_1))\alpha^{-1}(a)\omega^{-1}(c_2)\psi \otimes \gamma(\alpha(\omega(c_1))\psi)\]

Thus \(\varpi(c, a) \in A^{oc}\). \hfill \Box

Now, we construct a morphism \(\Lambda\) as follows:

\[\Lambda : C \otimes A \to A \otimes C, \Lambda(c \otimes d) = \varpi(c \otimes \alpha^{-1}(\omega(d))\psi) \otimes \gamma(c_2)\psi)\] 

By Lemma 4.7, we have \(\Lambda(c \otimes d) \in A^{oc} \otimes C\). Using \(\Lambda\), we define a multiplication \(m_{A^{oc} \otimes C}\) on \(A^{oc} \otimes C\) by

\[m_{A^{oc} \otimes C} = (m_A \otimes id_C) \circ (m_A \otimes \Lambda \circ (id_C \otimes \omega)) \circ \tilde{a}_{A,A,C} \otimes C\]

\[\circ (id_C \otimes \tilde{a}_{A,A,C}) \circ (id_C \otimes \Lambda \otimes id_C) \circ (id_A \otimes \tilde{a}_{C,A,C}) \circ \tilde{a}_{A,A,C} \otimes C.\]
Concretely,

\[(a \otimes c)(b \otimes d) = (\alpha^{-1}(a)((\alpha^{-2}(\omega(c_1))\alpha^{-2}(\alpha^{-1}(b)_\psi))\omega^{-1}(c_2^\psi_1)))
\times ((\omega(\gamma(c_2^\psi_2))\alpha^{-2}(\omega(d)_\psi))\omega^{-1}(\gamma^3(c_2^\psi_2)_1)_\psi)\otimes \gamma^5(c_2^\psi_2)_2^\psi.\]

**Proposition 4.8.** Suppose that \((A^{Coc}, \alpha|_{A^{Coc}}) \hookrightarrow (A, \alpha)\) is a \((C, \gamma)\)-Hom-cleft extension via \(\omega\). Then \(m_{A^{Coc} \otimes C} = m_A \circ m_A \circ (\Omega_A^{-1} \otimes \Omega_A^{-1})\) holds. Indeed, for any \(a, b \in A\) and \(c, d \in C\), we have

\[
\Omega_A^{-1} \circ m_{A^{Coc} \otimes C}((a \otimes c) \otimes (b \otimes d))
= ((\alpha^{-1}(a)((\alpha^{-2}(\omega(c_1))\alpha^{-1}(b)_\psi))\omega^{-1}(c_2^\psi_1)))
\times ((\omega(\gamma(c_2^\psi_2))\alpha^{-2}(\omega(d)_\psi))\omega^{-1}(\gamma^3(c_2^\psi_2)_1)_\psi)\omega^5(c_2^\psi_2)_2^\psi.
\]

\[
= (a((\alpha^{-1}(\omega(c_1))\alpha^{-1}(b)_\psi))\alpha(\omega^{-1}(c_2^\psi_1)))
\times ((\omega(\gamma(c_2^\psi_2))\alpha^{-2}(\omega(d)_\psi))\omega^{-1}(\gamma^3(c_2^\psi_2)_1)_\psi)\omega^5(c_2^\psi_2)_2^\psi.
\]

\[
= (a((\alpha^{-1}(\omega(c_1))\alpha^{-1}(b)_\psi))\alpha(\omega^{-1}(c_2^\psi_1)))
\times ((\omega(\gamma(c_2^\psi_2))\alpha^{-2}(\omega(d)_\psi))\omega^{-1}(\gamma^3(c_2^\psi_2)_1)_\psi)\omega^5(c_2^\psi_2)_2^\psi.
\]

Thus we gain the desired result. \(\square\)
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Abstract
In this paper, we consider the present value of total dividends until ruin in a perturbed risk model with two independent classes of risks under multiple thresholds, in which both of the two inter-claim times have phase-type distributions. We obtain the integro-differential equations for the moment-generating function and the rth moment of discounted dividend payments. Explicit expressions for the expectation of discounted dividend payments are derived if the two classes claim amount distributions both belong to the rational family.
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1. Introduction
The discounted sum of dividend payments until ruin is an important quantity in assessing the quality of a dividend barrier strategy in insurance risk theory, which has been studied in some papers and books, see e.g. [1], [3], [5], [8], [10], [13].

Recently, some researchers consider the ruin measures for a risk model involving two independent classes of risks in the actuarial literature. Among them, [11] considered the expected discounted penalty functions by assuming that the two claim number processes are independent Poisson and generalized Erlang(2) processes. [15] supposed that the claim number processes are independent Poisson and generalized Erlang(n) processes, respectively, in which the Laplace transforms of the expected discounted penalty functions are obtained. As an extension to these papers, [7] investigated the same ruin measures in the risk model with two classes of renewal risk processes by assuming that both of the two claim number processes have phase-type inter-claim times.
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There is a particular attention in considering risk models with multi-threshold dividend strategies. For instance, [12] discussed the Gerber-Shiu expected discounted penalty function in the compound Poisson risk model with multiple thresholds. [14] extended the corresponding results to a Sparre Andersen model with generalized Erlang(2) distribution. In insurance risk models with multiple thresholds, the premium rate is a step function of the insurer’s surplus. The premium policy is effective when the insurer intend to keep a fixed retention ratio on its revenues and pays bonuses as an incentive to its policyholders.

[9] investigated the discounted penalty function for two classes of risk processes with diffusion and multiple thresholds, where both of the two claim number processes have phase-type inter-claim times. It is natural to ask for the results on the discounted sum of dividend payments until ruin for a corresponding risk model. The rest of the paper is structured as follows. Section 2 describes the risk model. In Section 3, we derive systems of integro-differential equations for the moment generating function. In Section 4, integro-differential equations for the moments of discounted dividend payments are obtained. Section 5 presents the main results and derives explicit expressions for the expectation of discounted dividend payments when two classes claim amount distributions both belong to the rational family. Section 6 gives a numerical example.

2. Notation and model description

The surplus process \( R(t) \) perturbed by diffusion satisfies

\[
R(t) = u + ct - S(t) + \sigma B(t), \quad t \geq 0,
\]

where \( u \geq 0 \) is the initial surplus, \( c \) denotes the insurer’s premium income per unit time, \( \{B(t); t \geq 0\} \) is a standard Brownian motion and \( \sigma > 0 \) is the dispersion parameter, and the aggregate-claim process \( \{S(t): t \geq 0\} \) is defined by

\[
S(t) = \sum_{i=1}^{N_1(t)} X_i + \sum_{i=1}^{N_2(t)} Y_i, \quad t \geq 0,
\]

where \( \{X_1, X_2, \ldots\} \) and \( \{Y_1, Y_2, \ldots\} \) are independent and identically distributed (i.i.d.) positive random variables representing the successive individual claim amounts from the first and the second class, respectively. The random variables \( \{X_1, X_2, \ldots\} \) are assumed to have common cumulative distribution function \( F(x) = 1 - F(x), x \geq 0 \), with probability density function \( f(x) = F'(x) \), of which the Laplace transform is \( \hat{f}(s) = \int_0^\infty e^{-sx} f(x) dx, s \in \mathbb{C} \). \( \mathbb{C} \) denotes the complex space. Similarly, common cumulative distribution function, density function and the Laplace transform of the density function of \( \{Y_1, Y_2, \ldots\} \) are given by \( G(x) = 1 - G(x), x \geq 0, g(x) = G'(x) \) and \( \hat{g}(s) = \int_0^\infty e^{-sx} g(x) dx \). The renewal processes \( \{N_1(t); t \geq 0\} \) and \( \{N_2(t); t \geq 0\} \) denote the number of claims up to time \( t \) caused by the first and the second class of claim respectively, and are defined as follows.

\[
N_1(t) = \text{sup}\{n: T_1 + T_2 + \cdots + T_n \leq t\},
\]

\[
N_2(t) = \text{sup}\{n: V_1 + V_2 + \cdots + V_n \leq t\},
\]

where the i.i.d. interclaim times \( \{T_1, T_2, \ldots\} \) have common cumulative distribution function \( K_1(t), t \geq 0 \) and density function \( k_1(x) = K_1'(x) \), and \( \{V_1, V_2, \ldots\} \) have common cumulative distribution function \( K_2(t), t \geq 0 \) and density function \( k_2(x) = K_2'(x) \).

In addition, we suppose that \( \{X_1, X_2, \ldots\}, \{Y_1, Y_2, \ldots\}, \{N_1(t); t \geq 0\}, \{N_2(t); t \geq 0\} \) and \( \{B(t); t \geq 0\} \) are mutually independent, and \( c > E(X_1)/E(T_1) + E(Y_1)/E(V_1) \), providing a positive safety loading factor.
Under the multi-threshold risk model, there are $L$ thresholds $0 = d_0 < d_1 < \cdots < d_{L-1} < d_L = \infty$ such that when the surplus is between the thresholds $d_{l-1}$ and $d_l$, dividends are paid continuously at a constant rate $\eta_l \geq 0$. Furthermore, we assume $\eta_l = 0$, namely, when the surplus is below the level $d_1$, no dividends are paid, and $\eta_l > 0$ for $l = 2, 3, \cdots, L$. Correspondingly, let $c_l$ denote the premium rate when $d_{l-1} \leq u < d_l$, thus, the net premium rate after dividend payments is $c_{l+1} = c_l - \eta_{l+1} \geq 0$. Thus the surplus process $\{R(t); t \geq 0\}$ can be expressed as

\begin{equation}
    dR(t) = cd(t) + \sigma dB(t) - dS(t), \quad d_{l-1} \leq R(t) < d_l.
\end{equation}

The time of (ultimate) ruin is defined as $T = \inf\{t; R(t) \leq 0\}$, where $T = \infty$ if $R(t) > 0$ for all $t \geq 0$. The probability of ruin is $\psi(u) = Pr(T < \infty)$.

Denote by $D(t)$ the cumulative amount of dividends paid out up to time $t$ and $\delta > 0$ the force of interest, then $\mathbb{D} = \int_0^T e^{-\delta t} dD(t)$ is the present value of all dividends until ruin time $T$. In the following text, we turn to the moment generating function under multiple thresholds,

\begin{equation}
    M(u, y) = E[e^{uy} | R(0) = u]
\end{equation}

(for those values of $y$ where it exists) and the $r$th moment

\begin{equation}
    W(u, r) = E[\mathbb{D}^r | R(0) = u], \quad r \in \mathbb{N}.
\end{equation}

Note that $W(u, 0) \equiv 1$. We will always assume that $M(u, y)$ and $W(u, r)$ are sufficiently smooth functions in $u$ and $y$, respectively.

Throughout the text of the paper, all bold-faced letters represent either vectors or matrices and all vectors are column vectors. We assume that the distribution $K_1(t)$ of the inter-claim time random variable $T_1$ is phase-type with representation $(\alpha^T, A, a)$, where $\alpha^T = (\alpha_1, \alpha_2, \cdots, \alpha_n)$, with $\alpha_i \geq 0$, $\sum_{i=1}^n \alpha_i = 1$, $A = (a_{ij})_{i,j=1}^n$ is an $n \times n$ matrix with $a_{ii} < 0$, $a_{ij} \geq 0$, for $i \neq j$; $\sum_{j=1}^n a_{ij} \leq 0$, for any $i = 1, 2, \cdots, n$, and $a = (a_1, a_2, \cdots, a_n)^T$ with $a = -Ae_n$, where $x^T$ denotes the transpose of $x$ and $e_n$ denotes a column vector of length $n$ with all elements being one. Following [2], we have

\begin{equation}
    K_1(t) = 1 - \alpha^T e^{At} a, \quad k_1(t) = \alpha^T e^{At} a, \quad t \geq 0, \quad \text{and}
\end{equation}

\begin{equation}
    \bar{k}_1(s) = \int_0^\infty e^{-st} k_1(t) dt = \alpha^T (sI - A)^{-1} a.
\end{equation}

By the definition of phase-type distributions, each of the inter-claim times $T_i, i = 1, 2, \cdots$, corresponds to the time to absorption in a terminating continuous-time Markov Chain, say, $I_1^{(i)}$ with $n$ transient states $\{E_1, E_2, \cdots, E_n\}$ and one absorbing state $E_0$.

The distribution $K_2(t)$ of the inter-claim time random variable $V_1$ is phase-type with representation $(\beta^T, B, b)$, where $\beta^T = (\beta_1, \beta_2, \cdots, \beta_m)$, $B = (b_{ij})_{i,j=1}^m$ is an $m \times m$ matrix, $b = (b_1, b_2, \cdots, b_m)^T$ with $b = -Be_m$. Then we have $K_2(t) = 1 - \beta^T e^{Bt} e_m$, $k_2(t) = \beta^T e^{Bt} b$, $t \geq 0$, and $\bar{k}_2(s) = \int_0^\infty e^{-st} k_2(t) dt = \beta^T (sI - B)^{-1} b$. $I_1^{(i)}$ denotes the terminating continuous-time Markov Chain of $V_i, i = 1, 2, \cdots$, with $m$ transient states $\{F_1, F_2, \cdots, F_m\}$ and one absorbing state $F_0$.

Now, we construct a two-dimensional Markov process $\{(I(t), J(t)); t \geq 0\}$ by piecing the $\{I_1^{(i)}; i = 1, 2, \cdots\}$ and $\{J_1^{(i)}; i = 1, 2, \cdots\}$ together,

\begin{equation}
    I(t) = \{I_1^{(1)}; 0 \leq t < T_1\}, \quad J(t) = \{I_1^{(2)}; T_1 \leq t < T_1 + T_2, \cdots\},
    \begin{align*}
    I_1^{(1)}, & \quad 0 \leq t < V_1, & J_1^{(1)}, & \quad 0 \leq t < V_1 + V_2, \cdots, \\
    I_1^{(2)}, & \quad 0 \leq t < V_1, & J_1^{(2)}, & \quad 0 \leq t < V_1 + V_2, \cdots,
    \end{align*}
\end{equation}

So $\{(I(t), J(t)); t \geq 0\}$ is the underlying state process with states $\{(E_1, F_1), (E_2, F_1), \cdots, (E_n, F_1), (E_1, F_2), (E_2, F_2), \cdots, (E_n, F_2), \cdots, (E_1, F_m), (E_2, F_m), \cdots, (E_n, F_m)\}$, initial distribution $\gamma = \beta \otimes \alpha$, where $\otimes$ denotes the Kronecker product of two matrices.
For \( k = 1, 2; i = 1, 2, \cdots, n; j = 1, 2, \cdots, m \), let \( M^{(k)}(u, y) \) denote the moment generating function of \( \mathbb{D} \) if the ruin is caused by a claim from class \( k \) and \( R(0) = u \). \( M^{(k)}(u, y) \) denotes the moment generating function of \( \mathbb{D} \) when the ruin is caused by a claim from class \( k \) and initial state \((I(0), J(0)) = (E_i, F_j)\), then the moment generating function can be written as

\[
M^{(k)}(u, y) = \gamma^T M^{(k)}(u, y),
\]

where \( M^{(k)}(u, y) \equiv \left( M_{11}^{(k)}(u, y), M_{21}^{(k)}(u, y), \cdots, M_{n1}^{(k)}(u, y), M_{12}^{(k)}(u, y), M_{22}^{(k)}(u, y), \cdots, M_{n2}^{(k)}(u, y), M_{1m}^{(k)}(u, y), M_{2m}^{(k)}(u, y), \cdots, M_{nm}^{(k)}(u, y) \right)^\top \). Thus

\[
M(u, y) = \gamma^T M(u, y) = \gamma^T [M^{(1)}(u, y) + M^{(2)}(u, y)].
\]

\( W_{ij}(u, r) \) denotes the \( r \)th moment of \( \mathbb{D} \) if \((I(0), J(0)) = (E_i, F_j)\), then the moment can be computed by

\[
W(u, r) = \gamma^T W(u, r),
\]

where \( W(u, r) \equiv (W_{11}(u, r), W_{21}(u, r), \cdots, W_{n1}(u, r), W_{12}(u, r), W_{22}(u, r), \cdots, W_{n2}(u, r), \cdots, W_{1m}(u, r), W_{2m}(u, r), \cdots, W_{nm}(u, r))^\top \).

### 3. The moment generating function

Let \( \frac{\partial}{\partial u} \) and \( \frac{\partial}{\partial y} \) denote the differentiation operators with respect to (w.r.t.) \( u \) and \( y \), respectively.

#### 3.1. Theorem.

The vectors \( M^{(k)}(u, y) \), \( d_{l-1} \leq u < d_l \), \( l = 1, 2, \ldots, L \), \( k = 1, 2 \) satisfy the following partial integro-differential system, respectively,

\[
\left( \frac{\partial^2}{\partial u^2} + c_2 \frac{\partial}{\partial u} - y \delta \frac{\partial}{\partial y} + y \eta \right) M^{(1)}(u, y) + I_{m \times m} \otimes A M^{(1)}(u, y) + B \otimes I_{n \times n} M^{(1)}(u, y) + I_{m \times m} \otimes (\alpha \alpha^\top) \int_0^u M^{(1)}(u - x, y) f(x) dx + (b \beta^\top) \otimes I_{n \times n} \int_0^u M^{(1)}(u - x, y) g(x) dx + (e_m \otimes a) F(u) = 0,
\]

and

\[
\left( \frac{\partial^2}{\partial u^2} + c_2 \frac{\partial}{\partial u} - y \delta \frac{\partial}{\partial y} + y \eta \right) M^{(2)}(u, y) + I_{m \times m} \otimes A M^{(2)}(u, y) + B \otimes I_{n \times n} M^{(2)}(u, y) + I_{m \times m} \otimes (\alpha \alpha^\top) \int_0^u M^{(2)}(u - x, y) f(x) dx + (b \beta^\top) \otimes I_{n \times n} \int_0^u M^{(2)}(u - x, y) g(x) dx + (b \otimes e_n) G(u) = 0,
\]

where \( I_{n \times n} \) denotes the \( n \times n \) identity matrix, \( 0 \) denotes a column vector of length \( mn \) with all elements being 0. \( F(u) = \int_u^\infty f(x) dx \) and \( G(u) = \int_u^\infty g(x) dx \).

**Proof.** Taking into account an infinitesimal time interval \((0, dt)\) for \( d_{l-1} \leq u < d_l \), \( l = 1, 2, \ldots, L \), there are four possible events regarding to the occurrence of the claim and change of the environment: (1) no claim arrival and no change of state; (2) a claim arrival but no change of state; (3) a change of state but no claim arrival; (4) two or more events
occur. Using the total expectation formula, yields

\[ M_{ij}^{(1)}(u, y) = e^{\alpha_i dt} \left\{ (1 + a_{ii} dt)(1 + b_{jj} dt) E[M_{ij}^{(1)}(u + c dt + \sigma B(dt), ye^{-\delta dt})] + (1 + b_{jj} dt) \sum_{k=1, k \neq i}^n (a_{ik} dt) E[M_{kj}^{(1)}(u + c dt + \sigma B(dt), ye^{-\delta dt})] + (1 + a_{ii} dt) \sum_{h=1, h \neq j}^m (b_{jh} dt) E[M_{hi}^{(1)}(u + c dt + \sigma B(dt), ye^{-\delta dt})] \right\}
\]

\[(3.3)\]

\[
+ (1 + b_{jj} dt)(a_{ij} dt)
\]

\[ \times E \left[ \sum_{s=1}^{m} \alpha_s \int_0^{u+c dt + \sigma B(dt)} M_{s(i)}^{(1)}(u + c dt + \sigma B(dt) - x, ye^{-\delta dt}) f(x) dx + \int_0^{\infty} c dt + \sigma B(dt) f(x) dx \right] + (1 + a_{ii} dt)(b_{ij} dt)
\]

\[ \times E \left[ \sum_{r=1}^{m} \beta_r \int_0^{u+c dt + \sigma B(dt)} M_{r(i)}^{(1)}(u + c dt + \sigma B(dt) - x, ye^{-\delta dt}) g(x) dx \right]
\]

\[ + o(dt). \]

By the aid of Taylor expansion, we have

\[
E[M_{ij}^{(1)}(u + c dt + \sigma B(dt), ye^{-\delta dt})] = M_{ij}^{(1)}(u, y) + c dt \frac{\partial M_{ij}^{(1)}(u, y)}{\partial u} + y(e^{-\delta dt} - 1) \frac{\partial M_{ij}^{(1)}(u, y)}{\partial y} + \frac{\sigma^2}{2} dt \frac{\partial^2 M_{ij}^{(1)}(u, y)}{\partial u^2} + o(dt).
\]

\[(3.4)\]

Substituting (3.4) into (3.3), after some careful calculations, it follows that

\[
\left( \frac{\sigma^2}{2} \frac{\partial^2}{\partial u^2} + c dt \frac{\partial}{\partial u} - y \delta \frac{\partial}{\partial y} + y \eta \right) M_{ij}^{(1)}(u, y) + \sum_{k=1}^n a_{ik} M_{kj}^{(1)}(u, y) + \sum_{h=1}^m b_{jh} M_{hi}^{(1)}(u, y) + \sum_{s=1}^m \alpha_s \int_0^{u+c dt + \sigma B(dt)} M_{s(i)}^{(1)}(u + c dt + \sigma B(dt) - x, ye^{-\delta dt}) f(x) dx + \int_0^{\infty} c dt + \sigma B(dt) f(x) dx \right] + \sum_{r=1}^m \beta_r \int_0^{u+c dt + \sigma B(dt)} M_{r(i)}^{(1)}(u + c dt + \sigma B(dt) - x, ye^{-\delta dt}) g(x) dx = 0.
\]

\[(3.5)\]

Rewriting (3.5) in matrix form, we conclude (3.1). By similar arguments, we can obtain (3.2).

\[ \square \]

### 4. The moments of discounted dividend payments

**4.1. Theorem.** The vector \( W(u, r), d_{l-1} \leq u < d_l, l = 1, 2, \ldots, L, \) satisfies the following integro-differential system,

\[
\left( \frac{\sigma^2}{2} \frac{\partial^2}{\partial u^2} + c dt \frac{\partial}{\partial u} - r \delta \right) W(u, r) + r \eta W(u, r - 1) + I_{n \times m} \otimes AW(u, r) + \right.
\]

\[ B \otimes I_{n \times n} W(u, r) + I_{n \times m} \otimes (a \alpha^T) \int_0^u W(u - x, r) f(x) dx + (b \beta^T) \otimes I_{n \times n} \int_0^u W(u - x, r) g(x) dx = 0,
\]

with boundary conditions

\[(4.2)\]

\[ W(u, r)|_{u=0} = 0, \quad W(u, r)|_{u=d_l} = W(u, r)|_{u=d_l}, \]

and

\[(4.3)\]

\[ \frac{dW(u, r)}{du} \bigg|_{u=d_l} = \frac{dW(u, r)}{du} \bigg|_{u=d_l}.
\]
Proof. Adding (3.1) to (3.2) and noting that $M(u, y) = M^{(1)}(u, y) + M^{(2)}(u, y)$, which results in

$$
\left(\frac{\partial^2}{\partial u^2} + c_i \frac{\partial}{\partial u} - y \delta \frac{\partial}{\partial y} + y \gamma \right) M(u, y) + I_{m \times m} \otimes AM(u, y) + B \otimes I_{n \times n} M(u, y) + I_{m \times m} \otimes (a \alpha^\top) \int_0^u M(u - x, y) f(x) dx + (b \alpha^\top) \otimes I_{n \times n} \int_0^u M(u - x, y) g(x) dx + (e_m \otimes a) \tilde{F}(u) + (b \otimes e_n) \tilde{G}(u) = 0.
$$

(4.4)

Since $W(u, r) = E[\mathbb{I}^r | R(0) = u]$, we have the following representation

$$
M(u, y) = e_{mn} + \sum_{r=1}^{\infty} \frac{r^r}{r!} W(u, r).
$$

(4.5)

Substituting (4.5) into (4.4) and equating the coefficients of $y^r (r \in \mathbb{N})$. Then by virtue of $a = -Ae_n$ and $b = -Be_m$. Further, $I_{m \times m} \otimes Ae_{mn} = -I_{m \times m} \otimes (a \alpha^\top)e_{mn} = -e_m \otimes a$ and $B \otimes I_{n \times n}e_{mn} = -b \otimes e_n$. Hence, we achieve (4.1).

When $u = 0$, ruin is immediate and no dividends are paid. That is to say $W(u, r)|_{u=0} = 0$. Utilizing the continuity of $W(u, r)$ and thanks to [16], we have the boundary conditions (4.2) and (4.3).

4.2. Remark. We assume that $m = 1$ and $G(0) = 1$, from Eq.(4.1), which yields

$$
\left(\frac{\partial^2}{\partial u^2} + c_i \frac{\partial}{\partial u} - r \delta \right) W(u, r) + r \gamma W(u, r - 1) + AW(u, r) + (a \alpha^\top) \int_0^u W(u - x, r) f(x) dx = 0,
$$

(4.6)

where $d_{l-1} \leq u < d_l, l = 1, 2, \ldots, L$. Furthermore, when $L = 2$ and the distribution $K_1(t)$ is a generalized Erlang($n$) distribution, we recover Theorem 4.1 in [5] from (4.6), which consider the perturbed renewal risk model with a threshold dividend strategy.

5. The expectation of discounted dividend payments

In what follows, we consider the case $r = 1$ for $W(u, r)$, the expectation of discounted dividend payments. For notational convenience, let $W(u) \equiv W(u, 1)$. From Theorem 4.1, we have for $d_{l-1} \leq u < d_l, l = 1, 2, \ldots, L$, that

$$
\left(\frac{\partial^2}{\partial u^2} + c_i \frac{\partial}{\partial u} - \delta \right) W(u) + \gamma e_{mn} + I_{m \times m} \otimes AW(u) + B \otimes I_{n \times n} W(u) + I_{m \times m} \otimes (a \alpha^\top) \int_0^u W(u - x) f(x) dx + (b \alpha^\top) \otimes I_{n \times n} \int_0^u W(u - x) g(x) dx = 0,
$$

(5.1)

and with boundary conditions $W(u)|_{u=0} = 0, W(u)|_{u=d_l} = W(u)|_{u=d_l^-}, \quad \frac{dW(u)}{du}\bigg|_{u=d_l^-} = \frac{dW(u)}{du}\bigg|_{u=d_l^-}.

5.1. Laplace transforms. Motivating by [12], we relax the constraint $d_{l-1} \leq u < d_l$ in (5.1) and consider the case of $u \geq d_{l-1}$. Let $W_l(u), u \geq d_{l-1}, l = 1, \cdots, L$ be the solutions of the following non-homogeneous integro-differential equations:

$$
\left(\frac{\partial^2}{\partial u^2} + c_i \frac{\partial}{\partial u} - \delta \right) W_l(u) + I_{m \times m} \otimes AW_l(u) + B \otimes I_{n \times n} W_l(u) + I_{m \times m} \otimes (a \alpha^\top) \int_0^{u-d_{l-1}} W_l(u - x) f(x) dx + \int_0^u W_l(u - x) f(x) dx + \int_0^u W_l(u - x) g(x) dx + (b \alpha^\top) \otimes I_{n \times n} \int_0^{u-d_{l-1}} W_l(u - x) g(x) dx + \int_0^u W_l(u - x) g(x) dx + \eta e_{mn} = 0, \quad u \geq d_{l-1}.
$$

(5.2)
From the theory of differential equations, it follows that

\begin{equation}
W(u) = W_l(u) + \sum_{j=1}^{mn} k_{lj} \Theta_{lj}(u), \quad d_{l-1} \leq u < d_l,
\end{equation}

where \( k_{lj} \) is constant coefficient for each \( l \) and \( j \), and \( \Theta_{lj}(u), j = 1, 2, \ldots, mn \), are \( mn \) linearly independent solutions to the associated homogeneous integro-differential equations

\begin{equation}
\left( \frac{d^2}{dx^2} + ci \frac{d}{dx} - \delta \right) \Theta_l(u) + I_{m \times m} \otimes A \Theta_l(u) + \\
B \otimes I_{n \times n} \Theta_l(u) + I_{m \times m} \otimes (a \alpha^T) \int_0^u \Theta_l(u-x)f(x)dx + \\
(b \beta^T) \otimes I_{n \times n} \int_0^{u-d_{l-1}} \Theta_l(u-x)g(x)dx = 0, \quad u \geq d_{l-1}.
\end{equation}

5.1. Remark. When \( u \to \infty \), ruin does not happen all the time and dividends are always paid at a constant rate \( \eta \). So we have \( \lim_{u \to \infty} W(u) = \frac{\eta}{\delta} \epsilon_{mn} \). We can found that \( \frac{\eta}{\delta} \epsilon_{mn} \) are really particular solutions of (5.2). It follows from the general theory of differential equations that

\begin{equation}
W(u) = \frac{\eta}{\delta} \epsilon_{mn} + \sum_{j=1}^{mn} k_{lj} \Theta_{lj}(u), \quad u \geq d_{l-1},
\end{equation}

Taking a change of variables \( z = u - d_{l-1} \) and \( \Phi_l(z) \equiv W_l(u) = W_l(z + d_{l-1}) \), then we obtain from (5.2),

\begin{equation}
\left( \frac{d^2}{dx^2} + ci \frac{d}{dx} - \delta \right) \Phi_l(z) + I_{m \times m} \otimes A \Phi_l(z) + \\
B \otimes I_{n \times n} \Phi_l(z) + I_{m \times m} \otimes (a \alpha^T) \int_0^z \Phi_l(z-x)f(x)dx + \\
(b \beta^T) \otimes I_{n \times n} \int_0^{z-d_{l-1}} \Phi_l(z-x)g(x)dx + \Gamma_l(z) = 0, \quad z \geq 0,
\end{equation}

where

\begin{equation}
\Gamma_l(z) = I_{m \times m} \otimes (a \alpha^T) \int_0^{d_{l-1}} W(x)f(z + d_{l-1} - x)dx + \\
(b \beta^T) \otimes I_{n \times n} \int_0^{d_{l-1}} W(x)g(z + d_{l-1} - x)dx + \eta(z) \epsilon_{mn}.
\end{equation}

Next define the following Laplace transforms: \( \tilde{\Phi}_l(s) = \int_0^\infty e^{-sx} \Phi_l(x)dx, \tilde{\Gamma}_l(s) = \int_0^\infty e^{-sx} \Gamma_l(x)dx \). Taking Laplace transforms on both sides of (5.6) and rearranging, we have

\begin{equation}
\left[ \left( \frac{d^2}{dx^2} + ci \frac{d}{dx} - \delta \right) I_{mn \times mn} + I_{m \times m} \otimes A + B \otimes I_{n \times n} + \\
I_{m \times m} \otimes (a \alpha^T) \tilde{f}(s) + (b \beta^T) \otimes I_{n \times n} \tilde{g}(s) \right] \tilde{\Phi}_l(s) = \\
\frac{\sigma^2}{2} \tilde{\Phi}_l(0) + p_l(s) \tilde{\Phi}_l(0) - \tilde{\Gamma}_l(s),
\end{equation}

where \( p_l(s) = \frac{\sigma^2}{2} s + c_l, \Phi_l(0) = W_l(d_{l-1}), \Phi_l'(0) = W_l'(d_{l-1}) \).

Let \( L_l(s) = \left( \frac{d^2}{dx^2} + ci \frac{d}{dx} - \delta \right) I_{mn \times mn} + I_{m \times m} \otimes A + B \otimes I_{n \times n} + I_{m \times m} \otimes (a \alpha^T) \tilde{f}(s) + \\
(b \beta^T) \otimes I_{n \times n} \tilde{g}(s) \), and \( L_l^*(s) \) is the adjoint of matrix \( L_l(s) \) for \( l = 1, 2, \cdots, L \). Thus, when \( det[L_l(s)] \neq 0 \), we get from (5.8)

\begin{equation}
\tilde{\Phi}_l(s) = \frac{L_l^*(s)}{det[L_l(s)]} \left( \frac{\sigma^2}{2} \tilde{\Phi}_l(0) + p_l(s) \tilde{\Phi}_l(0) - \tilde{\Gamma}_l(s) \right).
\end{equation}

For a given \( l \) the generalized Lundberg’s equations \( det[L_l(s)] = 0 \) has exactly \( mn \) roots in the right half of the complex plane when \( \delta > 0 \), see e.g. [7] for details. We denote them by \( \rho_{l1}, \rho_{l2}, \cdots, \rho_{l,mn} \) respectively, and for simplicity, we assume that they are different from each other.
Divided difference plays an important role in the present paper. Now we recall divided differences of a matrix $L(s)$ w.r.t. distinct numbers $r_1, r_2, \cdots$, which are defined recursively as follows:

$$L[r_1, s] = \frac{L(s) - L(r_1)}{s - r_1}, \quad L[r_1, r_2, s] = \frac{L[r_1, s] - L[r_1, r_2]}{s - r_2},$$

and so on.

Since each element of $\Phi_t(s)$ is finite for all $\Re(s) > 0$, $\rho_{l_1}, \rho_{l_2}, \cdots, \rho_{l_m}$ are also roots of numerator in (5.9). Utilizing a similar technique to Theorem 4.2 in [7], we obtain from (5.9) the following theorem.

5.2. The homogeneous integro-differential equations. The solutions to the associated homogeneous integro-differential equations (5.4) are uniquely determined by the initial conditions $\Theta_l(d_{l-1})$ and $\Theta_l(d_{l-1})$. In the following, we apply Laplace transforms to find the solutions of (5.4).

Let $z = u - d_{l-1}$ and $\Xi_l(z) \equiv \Theta_l(u) = \Theta_l(z + d_{l-1})$, $l = 1, 2, \cdots, L$, then (5.4) can be rewritten as

$$\left(\frac{d^2}{dz^2} + a_l s - \delta \right) \Xi_l(z) + I_{m \times m} \otimes A \Xi_l(z) + B \otimes f(z)dx + (b_\beta^T) \otimes I_{n \times n} \int_0^z \Xi_l(z - x)g(x)dx = 0, \quad z \geq 0.$$  

Taking Laplace transforms on both sides of (5.11) yields

$$\left[\left(\frac{d^2}{dz^2} + a_l s - \delta \right) I_{m \times m} + I_{m \times m} \otimes A + B \otimes I_{n \times n} + I_{m \times n} \otimes (a g^\top) \right] \tilde{\Xi}_l(s) = \frac{d^2}{dz^2} \tilde{\Xi}_l(s) + p_l(s)\Xi_l(0),$$

where $\tilde{\Xi}_l(s) = \int_0^\infty e^{-sz}\Xi_l(z)dx$. Then we have

$$\tilde{\Xi}_l(s) = \frac{\text{det}[L_l(s)]}{\text{det}[L_l(s)]} \left(\frac{\sigma^2}{2} \tilde{\Xi}_l(0) + p_l(s)\Xi_l(0)\right).$$

Since $\Theta_l(d_{l-1}) = \Xi_l(0), \Theta_l'(d_{l-1}) = \Xi_l(0)$, invert (5.13) leads to

$$\Theta_l(u) = \mathcal{L}^{-1} \left\{ \frac{\text{det}[L_l(s)]}{\text{det}[L_l(s)]} \left(\frac{\sigma^2}{2} \Theta_l'(d_{l-1}) + p_l(s)\Theta_l(d_{l-1})\right) \right\}, \quad u \geq d_{l-1}.$$  

5.3. Claim sizes with rational Laplace transform. Let us now restrict the further analysis to the case of the claim amount distributions $F(x)$ and $G(x)$ both with rational Laplace transforms, that is,

$$\tilde{f}(s) = \frac{q_{m_1-1}(s)}{q_{m_1}(s)}, \quad \tilde{g}(s) = \frac{r_{m_2-1}(s)}{r_{m_2}(s)}, \quad m_1, m_2 \in \mathbb{N}^+,$$

where $q_{m_1-1}(s), r_{m_2-1}(s)$ are polynomials of degree $m_1 - 1$ and $m_2 - 1$ or less, respectively, while $q_{m_1}(s)$ and $r_{m_2}(s)$ are polynomials of degree $m_1$ and $m_2$ with only negative roots, and satisfy $q_{m_1-1}(0) = q_{m_1}(0), r_{m_2-1}(0) = r_{m_2}(0)$. Without loss of generality, we assume that $q_{m_1}(s)$ and $r_{m_2}(s)$ have leading coefficient 1. This wide class of distributions includes the Erlang, Coxian and phase-type distributions, and also the mixtures of these.
Multiplying both numerator and denominator of (5.13) by \( h(s) \), where
\[
h(s) = \left[ q_{m_1}(x) e_{m_2}(s) \right]^{m_n}.
\]
We get for \( l = 1, 2, \ldots, L \) that
\[
\Xi_l(s) = \frac{L_l^*(s)}{h(s) \det[L_l(s)]} \left( \frac{\sigma^2}{2} \Xi_l(0) + h(s) p_l(s) \Xi_l(0) \right).
\]
It is obvious that the factor \( h(s) \det[L_l(s)] \) of the denominator is a polynomial of degree
\( mn(m_1 + m_2 + 2) \) with leading coefficient \( (\sigma^2/2)^{mn} \). Therefore, the equation
\( h(s) \det[L_l(s)] = 0 \) has \( mn(m_1 + m_2 + 2) \) roots on the complex plane. We can factorize
\( h(s) \det[L_l(s)] \) as follows
\[
h(s) \det[L_l(s)] = \left( \frac{\sigma^2}{2} \right)^{mn} \prod_{j=1}^{mn} (s - \rho_{lj}) \prod_{j=1}^{mn(m_1 + m_2 + 1)} (s + R_{lj}),
\]
where \( R_{lj} \) for each \( l \) and \( j \) has positive real part and we assume that all of them are
distinct from each other.

Since \( p_l(s) \) with degree 1, the numerator \( L_l^*(s) \)
\( \left( h(s) \frac{\sigma^2}{2} \Xi_l(0) + h(s) p_l(s) \Xi_l(0) \right) \)
in (5.15) is a polynomial with degree less than \( mn(m_1 + m_2 + 2) \) for each \( l \). By the partial
fraction decomposition, we get
\[
\Xi_l(s) = \sum_{j=1}^{mn} \frac{\vartheta_{lj}}{s - \rho_{lj}} + \sum_{j=1}^{mn(m_1 + m_2 + 1)} \frac{X_{lj}}{s + R_{lj}}, \quad s \in \mathbb{C},
\]
where \( \vartheta_{lj} \), for \( j = 1, 2, \ldots, mn \), and \( X_{lj} \), for \( j = 1, 2, \ldots, mn(m_1 + m_2 + 1) \), are the
coefficient matrices defined respectively by
\[
\vartheta_{lj} = -\frac{L_l^*(\rho_{lj}) \left( h(\rho_{lj}) \frac{\sigma^2}{2} \Xi_l(0) + h(\rho_{lj}) p_l(\rho_{lj}) \Xi_l(0) \right)}{(\frac{\sigma^2}{2})^{mn} \prod_{k=1}^{mn(m_1 + m_2 + 1)} (R_{lk} + \rho_{lj}) \prod_{i=1, i \neq j}^{mn} (\rho_{li} - \rho_{lj})},
\]
and
\[
X_{lj} = \frac{L_l^*(-R_{lj}) \left( h(-R_{lj}) \frac{\sigma^2}{2} \Xi_l(0) + h(-R_{lj}) p_l(-R_{lj}) \Xi_l(0) \right)}{(\frac{\sigma^2}{2})^{mn} \prod_{k=1}^{mn} (\rho_{lk} + R_{lj}) \prod_{i=1, i \neq j}^{mn(m_1 + m_2 + 1)} (R_{li} - R_{lj})}.
\]
Inverting (5.17) yields
\[
\Xi_l(z) = \sum_{j=1}^{mn} \vartheta_{lj} e^{\rho_{lj} z} + \sum_{j=1}^{mn(m_1 + m_2 + 1)} X_{lj} e^{-R_{lj} z}, \quad z \geq 0.
\]
To conclude, we have

**5.3. Theorem.** If the claim-size distributions \( F(x) \) and \( G(x) \) both belong to the rational
family, then the solutions of the associated homogeneous integro-differential equations
(5.4) are given by
\[
\Theta_l(u) = \sum_{j=1}^{mn} \vartheta_{lj} e^{\rho_{lj} (u - \delta_{l-1})} + \sum_{j=1}^{mn(m_1 + m_2 + 1)} X_{lj} e^{-R_{lj} (u - \delta_{l-1})},
\]
where \( \vartheta_{lj} \) and \( X_{lj} \) are given by (5.18) and (5.19), respectively.
Next, we turn to derive the expressions of $W_l(u)$, for $l = 1, 2, \ldots, L$. For this purpose, multiplying both numerator and denominator of (5.10) by $h(s)$, by virtue of (5.16) and then canceling the same factor $\prod_{j=1}^{\psi_n} (s - \rho_{ij})$, we derive from (5.10) that

$$\Phi_l(s) = \frac{1}{(s^2)^{\psi_n}} \prod_{j=1}^{\psi_n} \left( \frac{1}{s + R_{ij}} \right) \left( s^2 \Phi_l^1(0) - \Phi_l^1(s) \right) + h(s) L_l^* [\rho_{1j}, \ldots, \rho_{i,mn}] \Phi_l^1(0) + h(s) L_l^* [\rho_{1j}, \ldots, \rho_{i,mn}] s^2 \Phi_l^1(0)$$

(5.22)

Thanks to [9], which can be rewritten as

$$\Phi_l(s) = \frac{1}{(s^2)^{\psi_n}} \prod_{j=1}^{\psi_n} \left( \frac{1}{s + R_{ij}} \right) \left( \frac{s^2 \Phi_l^1(0) - \Phi_l^1(s)}{s^2 \Phi_l^1(0) - \Phi_l^1(s)} + \mathbf{Q}_{ij} \left( \frac{s^2 \Phi_l^1(0) - \Phi_l^1(s)}{s^2 \Phi_l^1(0) - \Phi_l^1(s)} + \mathbf{H}_{ij} \Phi_l^1(0) \right) \right)$$

(5.23)

where $\mathbf{Q}_{ij}$, $D_{ij}$, and $\mathbf{H}_{ij}$ are given respectively by

$$\mathbf{Q}_{ij} = \frac{h(-R_{ij}) L_i^* [\rho_{1j}, \ldots, \rho_{i,mn}, -R_{ij}]}{\prod_{i=1,i\neq j}^{\psi_n} (R_{ii} - R_{ij})} \prod_{i=1,i\neq j}^{\psi_n} (R_{ii} - R_{ij})$$

(5.24)

and

$$\mathbf{H}_{ij} = \frac{h(-R_{ij}) L_i^* [\rho_{1j}, \ldots, \rho_{i,mn}, -R_{ij}]}{\prod_{i=1,i\neq j}^{\psi_n} (R_{ii} - R_{ij})} \prod_{i=1,i\neq j}^{\psi_n} (R_{ii} - R_{ij})$$

(5.25)

In order to obtain the Laplace inverses of (5.23), we recall the operator $T_r$ for a real-valued integrable function $f(x)$ defined by $T_r f(x) = \int_{x}^{R} e^{-(u-x)} f(u) du$, $r \in \mathbb{C}, x \geq 0$. For properties of the operator $T_r$, see [4]. Now, we extend the definition of operator $T_r$ for a real-valued integrable function to a matrix function w.r.t. a complex number $r$. If each element is a real-valued integrable function of $x$ in matrix $\Psi(x)$, we define $T_r \Psi(x) = \int_{x}^{R} e^{-(u-x)} \Psi(u) du$, $r \in \mathbb{C}, x \geq 0$, and it is easy to see that

$$T_{r_1} T_{r_2} \Psi(x) = T_{r_2} T_{r_1} \Psi(x) = T_{r_1} (\Psi(x) - T_{r_2} \Psi(x)) \frac{1}{r_1 - r_2}, r_1 \neq r_2 \in \mathbb{C}, x \geq 0.$$  

Furthermore, from [6], we can get the Laplace inverse of $\Psi[r_1, r_2, \ldots, r_n, s]$ as follows

$$L^{-1} \left( \Psi[r_1, r_2, \ldots, r_n, s] \right) = (-1)^n \left( \prod_{i=1}^{n} T_{r_i} \right) \Psi(x).$$

Using (5.26) and inverting (5.23), which results in

$$\Phi_l(z) = \frac{1}{(s^2)^{\psi_n}} \prod_{j=1}^{\psi_n} \left( \frac{1}{s + R_{ij}} \right) \left( s^2 \Phi_l^1(0) - \Phi_l^1(s) \right) + 2s^2 \mathbf{D}_{ij} L_i^* [\rho_{1j}, \ldots, \rho_{i,mn}] \Phi_l^1(0) e^{-R_{ij}z} - e^{-R_{ij}z} \ast [\mathbf{Q}_{ij} \mathbf{I}_1(z)]$$

(5.27)

where $\ast$ represents the convolution operator.
Since \( \Phi_t(z) = W_t(u) = W_t(z + d_{t-1}) \), we can obtain the following theorem from (5.27).

5.4. Theorem. If the claim-size distributions \( F(x) \) and \( G(x) \) both belong to the rational family, for \( l = 1, 2, \cdots, L \), when \( u \geq d_{t-1} \), the solutions of the equations (5.2) are given by

\[
W_t(u) = \frac{1}{(\frac{\sigma}{\lambda})^2} \sum_{j=1}^{\min(m_1 + m_2 + 1)} \left\{ \left( \frac{\sigma}{\lambda} Q_{ij} W_t(d_{t-1}) + H_{ij} W_t(d_{t-1}) \right) e^{-R_{ij}(u-d_{t-1})} + \sum_{i=1}^{\min(n_1)} Q_{ij} W_t(0) e^{-R_{ij}u} \right\} , u \geq 0.
\]

(5.28)

where \( Q_{ij} \), \( D_{ij} \) and \( H_{ij} \) are given by (5.24), (5.25), respectively.

5.5. Remark. Let \( l = 1 \) in (5.28), we have

\[
W_1(u) = \frac{1}{(\frac{\sigma}{\lambda})^2} \sum_{j=1}^{\min(m_1 + m_2 + 1)} Q_{ij} W_t(0) e^{-R_{ij}u}, u \geq 0.
\]

(5.29)

Obviously, \( W(u) = W_1(u) \) for \( 0 \leq u < d_1 \). By virtue of \( W'_t(u) = r W_{t-1}(u) \). Thus, when \( r = 1 \), \( W'_t(u) = e_{m,n} \), that is, \( W(d_{t-1}) = e_{m,n}, l = 2, 3, \cdots, L \). So, differentiating (5.29) w.r.t. \( u \) and letting \( u = d_1 \), we can determine \( W'_1(0) \). Thus, \( W(u) \), \( 0 \leq u < d_1 \) can be obtain.

6. Numerical illustrations

We now illustrate an application of the main conclusions in this paper with a numerical example. We suppose that the claim amounts from class 1 and class 2 have density functions, respectively,

\[
f(x) = \mu_1 e^{-\mu_1 x}, \quad \mu_1 > 0, x > 0, \quad g(y) = \mu_2 e^{-\mu_2 y}, \quad \mu_2 > 0, y > 0.
\]

Hence, the Laplace transforms \( \hat{f}(s) = \frac{\mu_1}{\mu_1 + s}, \hat{g}(s) = \frac{\mu_2}{\mu_2 + s} \). The inter-claim times from class 1 occur following a Poisson process with parameter \( \lambda \), i.e. \( \alpha = (1), A = (-\lambda), L = \lambda \), and inter-claim times from class 2 occur following a phase-type distribution with the following parameters: \( \beta = (1/2, 1/2)^T, B = diag(-\lambda_1, -\lambda_2), b = (\lambda_1, \lambda_2)^T \). In addition, we assume that the multi-threshold layers \( L = 2 \) with \( 0 = d_0 < d_1 < d_2 = \infty \). So, we have \( h(s) = [(s + \mu_1)(s + \mu_2)]^2 \) and \( L_2(s) = 1, 2 \) are given by

\[
\left( \frac{\kappa(s) - \lambda_1 + \frac{\lambda_1 \mu_2}{\lambda_2 + \mu_2}}{\lambda_2 + \mu_2} \right) \kappa(s) - \lambda_2 + \frac{\lambda_1 \mu_2}{\lambda_2 + \mu_2} \quad \text{and} \quad \left( \frac{\kappa(s) - \lambda_2 + \frac{\lambda_2 \mu_1}{\lambda_1 + \mu_1}}{\lambda_1 + \mu_1} \right) \kappa(s) - \lambda_1 + \frac{\lambda_2 \mu_1}{\lambda_1 + \mu_1} \right),
\]

where \( \kappa(s) = \frac{\sigma^2}{\lambda} s^2 + c_s s - \delta - \lambda \). Let \( \mu_1 = 1, \mu_2 = 2, \lambda = 2, \lambda_1 = 1, \lambda_2 = 3, \sigma = 1, \delta = 0.01, d_1 = 2, c_1 = 2 \) and \( c_2 = 1.5 \). So, \( \eta_2 = 0.5 \), and the positive security loading conditions are satisfied. Under this hypothesis, the solutions of \( b(s)det[L_1(s)] = 0 \) are \( -R_{11} = -6.0539, -R_{12} = -5.3665, -R_{13} = -2.0000, -R_{14} = -1.5891, -R_{15} = -0.8833, -R_{16} = -0.0127, \rho_{12} = 0.3244, \rho_{13} = 1.2861 \), and the solutions of \( b(s)det[L_2(s)] = 0 \) are \( -R_{21} = -5.3915, -R_{22} = -4.6356, -R_{23} = -2.0000, -R_{24} = -1.5608, -R_{25} = -0.5600, -R_{26} = -0.0079, \rho_{21} = 0.6041, \rho_{22} = 1.5517 \).
Differentiating (5.29) w.r.t. \( u \), then letting \( u = d_1 \) and using \( W'(d_1) = e_{mn} \), we have \( W'_1(0) = (90.7431, 97.5835)^\top \). Substituting the value of \( W'_1(0) \) into (5.29) and noting that the root \( s = -2.0000 \) is Singular, we have the expression of \( W(u) \) for \( 0 \leq u < 2 

\[
W(u) = (6.1) \begin{pmatrix} -56.9599 & 48.0343 & -0.0078 & -6.5895 & 15.5229 \\ -85.1765 & 78.8988 & -1.2463 & -6.0170 & 13.5409 \end{pmatrix} \begin{pmatrix} e^{-6.0539u} \\ e^{-5.3665u} \\ e^{-1.5891u} \\ e^{-0.5883u} \\ e^{-0.0127u} \end{pmatrix}.
\]

Letting the initial conditions \( \Xi'_1(0) = (1, 0)^\top, \Xi'_2(0) = (0, 1)^\top \) and \( \Xi'_3(0) = (0, 1)^\top \), \( \Xi'_4(0) = (1, 0)^\top \), respectively, by virtue of the asymptotic behaviour of \( W(u), u \geq 2 \), we get the following two linearly independent solutions from (5.21) when \( u \geq 2 

\[
\Theta_{21}(u) = (6.2) \begin{pmatrix} 6.5218 & -2.9357 & -0.0069 & -0.0053 & -1.4173 \\ 59.4285 & 1.1493 & -0.0164 & 0.0118 & -1.4228 \end{pmatrix} \begin{pmatrix} e^{-5.3915(u-2)} \\ e^{-4.6356(u-2)} \\ e^{-1.5608(u-2)} \\ e^{-0.5600(u-2)} \\ e^{-0.0079(u-2)} \end{pmatrix},
\]

\[
\Theta_{22}(u) = (6.2) \begin{pmatrix} 2.1362 & 21.4218 & -0.0057 & -0.0046 & -3.4604 \\ 19.4654 & -8.3868 & -0.0135 & 0.0103 & -3.4830 \end{pmatrix} \begin{pmatrix} e^{-5.3915(u-2)} \\ e^{-4.6356(u-2)} \\ e^{-1.5608(u-2)} \\ e^{-0.5600(u-2)} \\ e^{-0.0079(u-2)} \end{pmatrix}.
\]

Combining (5.5) with (6.1) and utilizing the boundary condition \( W(u)|_{u=d_1^{-}} = W(u)|_{u=d_1^{+}} \), then solving the linear equations, we have \( k_{21} = -0.4243, k_{22} = -1.7921 \). Thus, we obtain \( W(u), u \geq 2, \)

\[
W(u) = \begin{pmatrix} 50 \\ 50 \end{pmatrix} + (6.3) \begin{pmatrix} -6.5956 & -37.1448 & 0.0131 & 0.0105 & 6.8190 \\ -60.1065 & 14.5425 & 0.0312 & -0.0235 & 6.8457 \end{pmatrix} \begin{pmatrix} e^{-5.3915(u-2)} \\ e^{-4.6356(u-2)} \\ e^{-1.5608(u-2)} \\ e^{-0.5600(u-2)} \\ e^{-0.0079(u-2)} \end{pmatrix}.
\]

Last, since \( \gamma = \beta \otimes \alpha = (1/2, 1/2)^\top \), we can obtain \( W(u) \) by \( W(u) = \gamma^\top W(u) \), viz,

\[
W(u) = \begin{cases} -71.0682e^{-6.0539u} + 63.4665e^{-5.3665u} - 0.6271e^{-1.5891u} \\ -6.3033e^{-0.5883u} + 14.5319e^{-0.0127u}, \ 0 \leq u < 2, \\ 50 - 33.3481e^{-5.3915(u-2)} - 11.3011e^{-4.6356(u-2)} \\ + 0.0222e^{-1.5608(u-2)} - 0.0065e^{-0.5600(u-2)} \\ + 6.8323e^{-0.0079(u-2)}, \ u \geq 2. \end{cases}
\]
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Variable selection for high dimensional partially linear varying coefficient errors-in-variables models
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Abstract
In this paper, we consider variable selection procedure for the high dimensional partially linear varying coefficient models where the parametric part covariates are measured with additive errors. The penalized bias-corrected profile least squares estimators are conducted, and their asymptotic properties are also studied under some regularity conditions. The rate of convergence and the asymptotic normality of the resulting estimates are established. We further demonstrate that, with proper choices of the penalty functions and the regularization parameter, the resulting estimates perform asymptotically as well as an oracle property. Choice of smoothing parameters is also discussed. Finite sample performance of the proposed variable selection procedures is assessed by Monte Carlo simulation studies.
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1. Introduction

With the development of applied sciences, semiparametric regression models have been well researched and popularly used for their flexibility and interpretability. [16] present diverse semiparametric regression models along with their inference procedures and applications. Of particular interests to us in this paper is the partially linear varying coefficient (PLVC) model. Let \( \{(Y_i, X_i, Z_i, T_i), i = 1, \ldots, n \} \) be an iid copies of \((Y, X, Z, T)\), where
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$Y$ is a scalar response variable and $(X, Z, T) \in \mathbb{R}^p \times \mathbb{R}^q \times \mathbb{R}$ is its associated regressors. The PLVC models take the form

$$Y_i = X_i^\top \beta + Z_i^\top \alpha(T_i) + \epsilon_i,$$

where $\beta = (\beta_1, \ldots, \beta_p)^\top$ is a $p$-dimensional vector of unknown parameters, $\alpha(\cdot) = (\alpha_1(\cdot), \ldots, \alpha_q(\cdot))^\top$ is a $q$-dimensional vector of unknown coefficient functions, and $\epsilon_i$'s are iid model error with $E(\epsilon_i | X_i, Z_i, T_i) = 0$. In this model, the dependence of $\alpha(\cdot)$ on $T$ implies a special kind of interaction between the covariate $Z$ and $T$. Due to the curse of dimensionality, we assume, for simplicity, that $T$ is univariate. This model presents a novel and general structure, which indeed covers many well-studied, important semiparametric regression models, e.g. linear model, partially linear model and varying coefficient model.

Model (1.1) has been studied by many authors recently. Examples include but are not limited to [1, 26, 13, 12, 10, 3, 23]. An essential assumption in their papers is that all data can be observed directly. However, measurement error data are often encountered in many fields, including engineering, economics, biomedical sciences and epidemiology. Simply ignoring measurement errors, known as the naive method, will result in biased estimators. There is a long standing literature on statistical modeling subject to measurement errors. Comprehensive reviews can be found in [2, 7]. PLVC models have been used to study measurements with errors, see, for instance, [21, 8, 20, 19, 6].

Concerns about model bias often prompt us to build models that contain many variables, especially when the sample size becomes large. A reasonable way to capture such a tendency is to consider the situation where the dimension of the parameter increases along with the sample size. On the other hand, to enhance predictability and to select significant variables is practically interesting, but is always a tricky task for data analysis. When the number of covariates is large, traditional variable selection methods such as stepwise regression and best subset selection is computationally infeasible and statistical properties of the estimators are difficult to analyze, as argued in [14], this is part of the reason why penalization based method (e.g., Lasso [17], Elastic net [28], Adaptive Lasso [27], SCAD [4], MCP [22], among others) has gained popularity in recent years. There has been much work on variable selection for semiparametric regression models. In particular, examples for fixed dimensional PLVC models include [25, 24, 11, 18] and references therein.

In these studies, however, high dimensional vector $X$, variable selection in $X$ and measurement error problem were not considered at the same time. The goal of this paper intends to develop an unified estimation and variable selection method for high dimensional PLVC errors-in-variables models. To be precise, we allow $p \to \infty$ as the sample size $n \to \infty$ and denote it by $p_n$ whenever necessary, but $q$ is a fixed and finite integer in (1.1). In addition, the covariate $X$ is measured with additive errors, while $Z$ and $T$ are errors free. More specific, we cannot observe $X_i$ but we can observe $W_i$ with

$$W_i = X_i + U_i,$$

and $U_i$'s are iid measurement error, which is independent of $(X_i, Z_i, T_i, \epsilon_i)$, and has mean zero and the known covariance $\text{Cov}(U_i) = \Sigma_U$ (for simplicity). If $\Sigma_U$ is unknown, its estimation usually requires multiple observations of $W$ or instrumental variables, see [15] for details. We term (1.1) and (1.2) with PLVCE models. To our best knowledge, variable selection for PLVCE models with high dimension has not been systematically studied yet.
We propose penalized bias-corrected profile least squares estimator and systematically study the asymptotic properties of the estimators. It is worth pointing out that theoretic results in this paper provide explicit results on the asymptotic properties under the setting in which both the dimension of the true non-zero components of $\beta$ and the total length of $\beta$ tend to infinity as $n$ goes to infinity. This resonates with the perspective that a more complex statistical model can be fit when more data are collected. The issue of a diverging number of parameters has also been considered in [5] in the context of penalized likelihood. This advances the results in current literature, where estimation and inference are studied only for fixed finite dimensional parameters for measurement error models. We demonstrate how the convergence rate of the resulting estimator depends on the regularization parameter. Furthermore, with a proper choice of the regularization parameters and the penalty function, we show that this variable selection procedure is consistent, and the regularized estimators of the regression coefficients have oracle property. This indicates that the penalized estimators work as well as if the subset of true zero coefficients were already known. In addition, we address issues of practical implementation of the proposed methodology. Monte-Carlo simulation studies are conducted to assess finite sample performance.

The rest of this paper is organized as follows. A variable selection procedure for PLVCE models is proposed in Section 2, assumptions and the asymptotic properties of the proposed estimators are given in this section. We give the computational algorithms and discuss the selections of tuning parameters in Section 3. In Section 4, some simulations are conducted to illustrate the performance of our methodology. Given in Section 5 are conclusions. All technical proofs are relegated to Section 6.

**Notation:** The gradient and hessian matrix of a function $f(x)$ are denoted by $\nabla f(x)$ and $\nabla^2 f(x)$ respectively. We write $\|f\|_2$ and $\|f\|_\infty$ for the $L_2$ and sup norm of a function $f$, respectively. The $L_q$ norm of a $p$-vector $v$ is defined as $\|v\|_q = (\sum_{j=1}^{p} |v_j|^q)^{1/q}$ for $q \geq 1$ with $\|v\|_\infty = \max_{1 \leq j \leq p} |v_j|$, and $\|v\|_0 = |\text{supp}(v)|$ where $\text{supp}(v) = \{j: v_j \neq 0\}$ and $|S|$ is the cardinality of a set $S$. Let $M_i$, $M_j$ and $M_{ij}$ be the $i$th row, $j$th column and $(i,j)$ entry of the matrix $M$, respectively. Let $\|M\|_q = \sup_{\|v\|_q = 1} \|Mv\|_q$ be the matrix $L_q$ operator norm. We use $\| \cdot \|$ as a shorthand for $\| \cdot \|_2$. We use $c$ and $C$ to denote generic positive constants that may vary from place to place. Moreover, the operator $\overset{\mathcal{P}}{\rightarrow}$ denotes convergence in probability, and $\overset{D}{\rightarrow}$ denotes convergence in distribution.

**2. Methods and results**

**2.1. Penalized bias-corrected profile least squares estimator.** As in [3], if $X_t$ is observable we can apply the profile least squares estimation to estimate the parametric component and apply the local polynomial estimation to estimate the nonparametric component. Profile least squares is a useful approach and will be showed to be semiparametrically efficient for model (1.1). When $\varepsilon_t \sim N(0, \sigma^2)$, the approach becomes profile likelihood estimation. For the paper to be self-contained, we summarize the main ingredients as follows. If $\beta$ is known, (1.1) can be written as

\[(2.1) \quad Y_t - X_t^\top \beta = Z_{\tau(t)}^\top \alpha(T_t) + \varepsilon_t,\]

which can be treated as a varying coefficient model. Thus, we may apply a local linear regression technique to estimate the varying coefficient functions $\{\alpha_j(\cdot), j = 1, \ldots, q\}$. For $T$ in a small neighbourhood of $t$, approximate each $\alpha_j(T)$ by $\alpha_j(T) \approx \alpha_j(t) + \alpha_j'(t)(T - t)$, $j = 1, \ldots, q$. This leads to the following weighted local least-squares problem: find
\[ \alpha_j(t), \alpha'_j(t) \] to minimize

\[ \sum_{i=1}^{n} \left[ Y_i - X_i^\top \hat{\beta} - \sum_{j=1}^{q} Z_{ij} \{ \alpha_j(t) + \alpha'_j(t)(T_i - t) \} \right]^2 K_h(T_i - t), \]

where \( K_h(\cdot) = K(\cdot/h)/h \), \( K(\cdot) \) is a kernel function and \( h \) is a bandwidth.

For the sake of descriptive convenience, we denote \( Y = (Y_1, \ldots, Y_n)^\top \), write \( X, Z, \varepsilon \) in a similar fashion. Let \( \omega_i = \text{diag}(K_h(T_1 - t), \ldots, K_h(T_n - t)) \) and

\[ D_t = \begin{pmatrix} Z_1 & \cdots & Z_n \end{pmatrix}. \]

It is easy to show that the minimizers of (2.2) are given by

\[ (\tilde{\alpha}(t)^\top, h\tilde{\alpha}'(t)^\top)^\top = \{ D_t^\top \omega_d D_t \}^{-1} D_t^\top \omega_d (Y - X \beta). \]

This solutions depend on \( \beta \) implicitly. Then we can estimate \( \alpha(t) \), when \( \beta \) is given, by

\[ \hat{\alpha}(t; \beta) = (I_{q \times q}, 0_{q \times q}) \{ D_t^\top \omega_d D_t \}^{-1} D_t^\top \omega_d (Y - X \beta), \]

where \( I_{q \times q} \) denote the \( q \) by \( q \) identity matrix, and \( 0_{q \times q} \) denote a \( q \) by \( q \) matrix of zeros.

Substituting \( \hat{\alpha}(t; \beta) \) into model (2.1), we can obtain the profile least square estimator of \( \beta \) by the following regression problem

\[ \hat{\beta} = \arg \min_{\beta} \frac{1}{2} \sum_{i=1}^{n} (Y_i - X_i^\top \beta - Z_i^\top \hat{\alpha}(T_i; \beta))^2. \]

Moreover, plug \( \hat{\beta} \) into (2.3), the estimators of \( \alpha(t) \) can be obtained, see [3] for details.

However, in our case, \( X_i \) cannot be exactly observed. If one ignores the measurement error and replaces \( X_i \) by \( W_i \) in (2.4), one can show that the resulting estimator is inconsistent. By the correction for attenuation technique as in [21], the bias-corrected profile least squares estimator of \( \beta \) can be defined by minimizing

\[ \hat{L}_n(\beta) = \frac{1}{2} \sum_{i=1}^{n} (Y_i - W_i^\top \beta - Z_i^\top \hat{\alpha}(T_i; \beta))^2 - \frac{n}{2} \beta^\top \Sigma_d \beta, \]

where \( \hat{\alpha}(T_i; \beta) \) is obtained by replace \( X \) with \( W \) in the right hand side of (2.3). The second term is included to correct the bias in the squared loss function due to measurement error.

In high dimensional data analysis, to perform variable selection and estimation simultaneously, based on (2.5) we propose the penalized bias-corrected profile least squares function defined as

\[ \widehat{Q}_n(\beta) = \hat{L}_n(\beta) + n \sum_{j=1}^{p_n} p_\lambda(||\beta||), \]

where \( p_\lambda(\cdot) \) is a prespecified penalty function with a tuning parameter \( \lambda \), which may be chosen by a data-driven method. It is worth noting that the penalty functions and the tuning parameters are not necessarily the same for all coefficients. For instance, we want to keep important variables in the final model, and therefore we should not penalize their coefficients. For ease of presentation, we assume that the penalty functions and the regularization parameters are the same for all coefficients in this paper.

The choice of the penalty functions has been studied in [4] in depth. A property of (2.6) is that with a proper choice of penalty functions, such as the SCAD and Lasso penalty, the resulting estimate contains some exact zero coefficients. This is equivalent to excluding the corresponding variables from the final selected model, thus variable selection is achieved at the same time as parameter estimation. Solving for \( \hat{\beta} \) from (2.6)
gives the estimate of $\beta$. Moreover, the fact that $E(Y_i - X_i^\top \beta|T_i) = E(Y_i - W_i^\top \beta|T_i)$ suggests us to estimate $\alpha(\cdot)$ by
\[
(2.7) \quad \hat{\alpha}(t) = (I_{q \times q}, 0_{q \times q})\{D_t^\top \omega_1 D_t\}^{-1} D_t^\top \omega_1 (Y - W \hat{\beta}).
\]

### 2.2. Asymptotic properties

In this subsection we consider the large sampling properties of the proposed estimator. For convenience of notation, we assume the true value $\beta^* = (\beta^*_T, \beta^*_I)^\top$, where $\beta^*_I$ consists of all nonzero components of $\beta^*$ and $\beta^*_I = 0$. Let $s_n$ denote the dimension of $\beta^*_I$. Furthermore, denote
\[
B = (p'_{\lambda_n}(|\beta^*_I|) \text{sign}(\beta^*_I), \ldots, p'_{\lambda_n}(|\beta^*_n|) \text{sign}(\beta^*_n))^\top
\]
\[
\Sigma_{\lambda_n} = \text{diag}\{p'_{\lambda_n}(|\beta^*_I|), \ldots, p'_{\lambda_n}(|\beta^*_n|)\},
\]
where we write $\lambda$ as $\lambda_n$ to emphasize its dependence on the sample size $n$. To give the asymptotic results, here are regularity conditions required.

**Conditions**

1. **(C1)** The random variable $T$ has a bounded support $\mathcal{T}$. Its density function $f_T(t)$ is Lipschitz continuous and bounded away from 0 on $\mathcal{T}$.
2. **(C2)** The $q \times q$ matrix $E(ZZ^\top|T)$ is nonsingular for each $T \in \mathcal{T}$, $E(XX^\top|T)$, and $E(ZZ^\top|T)$ are all Lipschitz continuous.
3. **(C3)** There is an $\kappa > 2$ such that $E||X||^{2\kappa} < \infty$, $E||Z||^{2\kappa} < \infty$, $E||\varepsilon||^{2\kappa} < \infty$ and $E||Z||^{2\kappa} < \infty$, and for some $\delta < 2 - \kappa^{-1}$ there is $n^{2\kappa-1}h \to \infty$ as $n \to \infty$.
4. **(C4)** All of the coefficients functions $\alpha_j(\cdot)$, $j = 1, \ldots, q$ are Lipschitz continuous and have continuous second order derivatives on $\mathcal{T}$.
5. **(C5)** The function $K(\cdot)$ is a symmetric density function with compact support and the bandwidth $h$ satisfies $nh^8 \to 0$ and $nh^2/(\log n)^2 \to \infty$ as $n \to \infty$.
6. **(C6)** $\min\{|\beta^*_j|, j = 1, \ldots, s_n\}/\lambda_n \to \infty$ as $n \to \infty$.
7. **(C7)** There exist constant $\kappa$ and $C$ such that $0 < \kappa < \Lambda_{\min}(\Sigma_1) < \Lambda_{\max}(\Sigma_1) < C < \infty$ for all $n$, where $\Lambda_{\min}(M)$ and $\Lambda_{\max}(M)$ denote respectively the smallest and largest eigenvalues of symmetric matrix $M$.

### 2.1. Theorem

**Existence** Suppose the penalty function satisfies condition (P1). Under regularity conditions **(C1)**-**(C5)**, if $\lambda_n \to 0$ and $p'_{\lambda_n}/n \to 0$ as $n \to \infty$, then with probability tending to 1, there is a local minimizer $\beta$ of (2.6) such that $\|\beta - \beta^*\| = O_P(\sqrt{\lambda_n}n^{-1/2} + a_n)$.

The proof of this theorem is given in Section 6. As it can be seen from the statement of Theorem 2.1, it requires that $\lambda_n$ and the penalty function must be chosen such that $a_n = O(n^{-1/2})$ to achieve $\sqrt{n}/p_{\lambda_n}$ convergence rate (or $\sqrt{n}$ convergence rate for finite
fixed $p$). For the $L_1$ penalty, $a_n = \lambda_n$. Thus, the $\sqrt{n/p_n}$ convergence rate requires that 
$\lambda_n = O(n^{-1/2})$. This requirement will make it difficult to choose $\lambda_n$ in practice. However, 
if condition (C6) is satisfied, it is clear that $a_n = 0$ as when $n$ is large enough for the SCAD penalty. 
Thus, the resulting estimator is $\sqrt{n/p_n}$ consistent, and no requirements are imposed on the convergence rate of $\lambda_n$. Note that the optimal bandwidth $h = O(n^{-1/5})$ is included in Theorem 2.1. Hence $\sqrt{n/p_n}$-consistency is achieved without the need of undersmoothing of the nonparametric component.

2.2. Theorem. (Oracle property). Suppose the penalty function satisfies conditions (P1)-(P2). Under regularity conditions (C1)-(C7), if $\lambda_n \to 0$, $p_n^2/n \to 0$ and $\sqrt{n/p_n} \lambda_n \to 0$ as $n \to \infty$, then with probability tending to 1, the $\sqrt{n/p_n}$-consistent local minimizer 
$\hat{\beta} = (\hat{\beta}_1, \hat{\beta}_2, \ldots)^T$ in Theorem 2.1 must satisfy: (i) (Sparsity) $\hat{\beta}_I = 0$; (ii) (Asymptotic normality) Let $A_n$ be a deterministic $l \times s_n$ matrix with $l$ fixed and $A_n A_n^T \to G$, a positive definite matrix. Then

$$\sqrt{n} A_n \Sigma^{-1/2}_I \{\Sigma_{II} + \Sigma_{II} \} [\hat{\beta}_I - \beta_I^* + \{\Sigma_{II} + \Sigma_{II} \}^{-1} B] \to N(0, G),$$

where $\Sigma_{II}$ and $\Sigma_{II}$ are the top left-hand $s \times s_n$ submatrix of $\Sigma_I$ and $\Sigma_2$, respectively.

Theorem 2.2 is proved in Section 6. It is easy to see that sparsity and asymptotic normality are still valid when the number of parameter diverges in PLVCE models. For some penalty functions, including the SCAD penalty, $B$ and $\Sigma_{II}$ are zero when $n$ is large enough. Hence the results in Theorem 2.2 imply that the proposed procedure has the celebrated oracle property, i.e., $\hat{\beta}_I = 0$ and $\sqrt{n} A_n \Sigma^{-1/2}_I (\hat{\beta}_I - \beta_I^*) \to N(0, G)$. On the other hand, the $L_q$ penalty, $q \geq 1$, cannot simultaneously satisfy the conditions $\lambda_n = O(n^{-1/2})$ and $\sqrt{n/p_n} \lambda_n \to 0$ as $n \to \infty$. These penalty functions cannot produce estimators with the oracle property. The $L_q$ penalty, $q < 1$, may satisfy these two conditions at same time, but the bias term in Theorem 2.2(ii) cannot be ignored.

To make statistical inference on $\beta_I^*$, we need to estimate the standard error of the estimator of $\hat{\beta}_I$. The standard errors for estimated parameters can be obtained directly because we are estimating parameters and selecting variables at the same time. From Theorem 2.2, we can further approximate the estimation variance of the resulting estimator by the sandwich formula. Namely

$$(2.8) \quad \frac{1}{n} \{\hat{\Sigma}_{II} + \Sigma_{II}(\hat{\beta}_I)\}^{-1} \hat{\Sigma}_{II} \{\hat{\Sigma}_{II} + \Sigma_{II}(\hat{\beta}_I)\}^{-1},$$

where $\hat{\Sigma}_{II}$, a consistent estimate of $\Sigma_{II}$, is defined as

$$\hat{\Sigma}_{II} = \frac{1}{n} \nabla^2 \hat{L}_{nI}(\hat{\beta}_I) = \frac{1}{n} \sum_{i=1}^{n} \left( W_{ii} + \frac{\partial \hat{\alpha}(T_i; \hat{\beta}_I)}{\partial \hat{\beta}_I} Z_i \right) \otimes^2 \Sigma_{II},$$

and $\hat{\Sigma}_{II} = \text{Cov}(\nabla \hat{L}_{nI}(\hat{\beta}_I))$ is given by

$$\frac{1}{n} \sum_{i=1}^{n} \left( (Y_i - W_{ii} \hat{\beta}_I - Z_i \hat{\alpha}(T_i; \hat{\beta}_I))(W_{ii} + \frac{\partial \hat{\alpha}(T_i; \hat{\beta}_I)}{\partial \hat{\beta}_I} Z_i) + \Sigma_{II} \hat{\beta}_I \right),$$

furthermore, $\Sigma_{II}(\hat{\beta}_I)$ is obtained by replacing $\beta_I^*$ by $\hat{\beta}_I$ in $\Sigma_{II}$.

The consistency of the proposed sandwich formula can be shown by using similar techniques as in [5]. The accuracy of this sandwich formula will be tested in our simulation studies.
3. Issues in practical implementation

In this section, we present a computational algorithm for obtaining the estimator and selection methods for the tuning parameters.

3.1. Computational algorithm. Since some penalty functions such as the SCAD penalty and $L_q$, $0 \leq q \leq 1$ penalty are singular at the origin, it is challenging to minimize the penalized bias-corrected least squares function of (2.6). Following the idea of [4], we apply iterative algorithm based on the local quadratic approximation (LQA) of the penalty function. More specifically, suppose that at the $k$th step of the iteration, we obtain the value $\hat{\beta}^{(k)}$ that is close to the true value $\beta^*$. If $\hat{\beta}_j^{(k)}$ is very close to 0, then set $\hat{\beta}_j^{(k+1)} = 0$, and exclude the corresponding covariate from the model. Otherwise, an approximation of the penalty function at value $\hat{\beta}_j^{(k)}$ can be given by

$$p_\lambda(|\hat{\beta}_j|) \approx p_\lambda(|\hat{\beta}_j^{(k)}|) + \frac{1}{2} p_\lambda'(|\hat{\beta}_j^{(k)}|) (\beta_j - \hat{\beta}_j^{(k)})^2,$$

Consequently, with a slight abuse of notation, removing irrelevant terms we update the estimate of $\beta$ repeatedly until convergence with

$$\beta^{(k+1)} = \arg \min_\beta \left\{ L_n(\beta) + \frac{\lambda}{2} \beta^\top \Sigma_{LQA}^{(k)} (\hat{\beta}^{(k)}) \beta \right\},$$

where $\Sigma_{LQA}^{(k)} (\hat{\beta}^{(k)}) = \text{diag}\{p_n'(|\hat{\beta}_1^{(k)}|)/|\hat{\beta}_1^{(k)}|, \ldots, p_n'(|\hat{\beta}_p^{(k)}|)/|\hat{\beta}_p^{(k)}|\}$. Hence, the foregoing discussion leads to the following iterating algorithm:

Step 1. Given an initial estimate $\hat{\beta}^{(0)}$.

Step 2. Update $\hat{\beta}^{(1)}$ by (3.1).

Step 3. Set $\hat{\beta}^{(0)} = \hat{\beta}^{(1)}$. Iterate Step 1 and 2 until convergence, and denote the final estimator $\hat{\beta}$.

In the initialization step, the initial estimators do not affect the degree of sparsity of the solution and the accuracy of the final estimator, but they will affect the speed of convergence of our iterative algorithm. In the following simulations, we obtain an initial estimator using a bias-corrected ordinary least-squares method based on (2.5). The simulation results show that such a choice is workable. During the iterations, to avoid numerical instability we need to keep track of zero coefficients and modify the penalty terms accordingly once $|\hat{\beta}_j^{(0)}|$ drops below a certain threshold $\epsilon$ ($\epsilon = 10^{-4}$ in our implementation). Specifically, in Step 2, if $|\hat{\beta}_j^{(0)}| < \epsilon$, then set $\hat{\beta}_j^{(1)} = 0$, delete the $j$th component of the covariates from the iteration.

3.2. Tuning parameters selection. To implement the proposed method, the bandwidth $h$ and the tuning parameters $\lambda_n$ in the penalty functions should be chosen. It is desirable to have automatic, data-driven methods to select $h$ and $\lambda_n$.

Bandwidth selection. Condition (C5) reveal the rate of $h$. Any bandwidths with this rate lead to the same limiting distribution for $\tilde{\beta}$. Therefore, the bandwidth selection can be done in a standard routine. For simple calculation, the bandwidth $h$ is taken to be $h = 0.5n^{-1/5}$ in this paper, which we find to work satisfactorily in a variety of setting.

We also conduct a sensitivity analysis by shifting bandwidths around the selected values, and found that the results are stable. Thus, the simulation results are not sensitive to the choice of $h$ within certain range.

Regularization parameters selection. Here, given $h$, we use the "leave one sample out" method to select the tuning parameter $\lambda_n$. This method has been widely applied in
practice. The cross-validation score for \( \lambda_n \) is defined as

\[
CV(\lambda_n) = \sum_{i=1}^{n}(Y_i - W_i^\top \hat{\beta}^{-i} - Z_i^\top \hat{\alpha}^{-i}(T_i))^2 - \sum_{i=1}^{n}(\hat{\beta}^{-i})^\top \Sigma_U \hat{\beta}^{-i}
\]

where \( \hat{\beta}^{-i} \) is the solution based on (2.6) after deleting the \( i \)th observation, and \( \hat{\alpha}^{-i}(T_i) \) is the estimator defined in (2.7) with \( \hat{\beta} \) replaced by \( \hat{\beta}^{-i} \). The CV tuning parameter \( \lambda_n^{CV} \) is selected to minimize (3.2), that is, \( \lambda_n^{CV} = \arg \min_{\lambda_n} CV(\lambda_n) \).

We also can use any other appropriate selection method to select the tuning parameters such as GCV, AIC and BIC. However, the definition of the degrees of freedom for the effective parameters in our variable selection procedure poses great challenges. Then, it is inconvenient to use such selection criteria for our variable selection procedure. In addition, from our simulation experience, we found that the CV method used in this paper works well. Further study of the asymptotic property of the proposed tuning parameter selection is needed, but it is outside the scope of this paper.

4. Simulation studies

In this section we corroborate our theoretical results with numerical experiments on synthetic data examples. That is, we conduct simulations to evaluate the finite sample performance of the proposed methods. We focus on only the SCAD penalty and referred to the proposed procedure as C_{SCAD}. The C_{SCAD} is compared with four alternative procedures as follows. The first is the naive penalized procedures with a direct replacement of \( \lambda_n \) by \( \lambda_n \) ignoring measurement error (N_{SCAD}). The second is the estimators with considering measurement errors, but not penalized for complexity (Full). As a benchmark, two oracle methods in which the nonzero subset of slope \( \beta \) were known are implemented. In particular, the first (Oracle1) serves as the gold standard, in which \( X \) can be observed. The second (Oracle2) is another type, in which using \( W \) based on bias-corrected due to measurement errors.

We simulate data from model (1.1) and (1.2) with \( q = 2 \) and \( n = [1.8n^{1/3}] \) where \([k]\) denote the largest integer not greater than \( k \), in which \( \alpha_1(t) = 2\sin(2\pi t) \) and \( \alpha_2(t) = 16(1 - t)^2 \), and \( \beta = (2, -1.5, 4, 0, \ldots, 0)^\top \). Thus the first \( s_n = 3 \) regression variables were significant, but the remaining were not. The rate \( n = [1.8n^{1/3}] \) is not the same as presented in the theorems in Section 2, but we use this to show the capability of handling a higher rate of parameters growth for proposed method. The index variable \( T \) is sampled uniformly on \([0, 1]\). The covariates \((X, Z)\) are taken from multivariate normal distribution \( N_{p_n + q}(0, \Sigma) \). We consider Toeplitz covariance matrices \( \Sigma_{ij} = \sigma^{\|i-j\|} \), in which both independent \((q = 0)\) and correlated cases \((q = 0.5)\) are taken into account. \( \Sigma \) is generated according to the model, where noise term \( \varepsilon \sim N(0, \sigma^2) \), and two different value \( \sigma^2 = 0.5 \) and 1, which represent strong and weak signal-to-noise ratios, were considered. Moreover, we assume that measurement error \( U \sim N(0, \sigma_U^2 I_{p_u}) \), where we take \( \sigma_U = 0.2 \) and 0.4 to represent different level of measurement errors. We perform 1000 simulations for all configurations with sample size \( n = 100 \) and \( n = 400 \) respectively. In all simulations, as a commonly adopted strategy we use the Epanechnikov kernel function \( K(t) = 0.75(1 - t^2) \) for\( t \leq 1 \).

To assess the performance of different methods, we adopt the following criteria. For model error, the performance of estimator \( \hat{\beta} \) will be assessed by using the generalized mean square error (GMSE), defined as

\[
GMSE = (\hat{\beta} - \beta^*)^\top (EWW^\top - \Sigma_U)(\hat{\beta} - \beta^*).
\]
Table 1. Simulation results with different methods for $\sigma^2 = 1$ over 1000 repetitions

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>Method</th>
<th>True</th>
<th>C</th>
<th>IC</th>
<th>GMSE</th>
<th>RASE</th>
<th>True</th>
<th>C</th>
<th>IC</th>
<th>GMSE</th>
<th>RASE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(n,p_n) = (100, 8)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>C$_{SCAD}$</td>
<td>99.9</td>
<td>5.000</td>
<td>0.001</td>
<td>0.072</td>
<td>0.556</td>
<td>91.0</td>
<td>4.970</td>
<td>0.063</td>
<td>0.546</td>
<td>1.030</td>
</tr>
<tr>
<td></td>
<td>NS$_{SCAD}$</td>
<td>99.6</td>
<td>5.000</td>
<td>0.004</td>
<td>0.100</td>
<td>0.550</td>
<td>80.0</td>
<td>5.000</td>
<td>0.205</td>
<td>1.377</td>
<td>0.897</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.00</td>
<td>0.200</td>
<td>0.000</td>
<td>0.188</td>
<td>0.571</td>
<td>0.00</td>
<td>0.016</td>
<td>0.000</td>
<td>1.060</td>
<td>1.107</td>
</tr>
<tr>
<td></td>
<td>Oracle$_1$</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.033</td>
<td>0.551</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.033</td>
<td>0.546</td>
</tr>
<tr>
<td></td>
<td>Oracle$_2$</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.071</td>
<td>0.556</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.399</td>
<td>1.018</td>
</tr>
<tr>
<td>0.5</td>
<td>C$_{SCAD}$</td>
<td>99.6</td>
<td>5.000</td>
<td>0.004</td>
<td>0.076</td>
<td>0.621</td>
<td>69.3</td>
<td>4.447</td>
<td>0.078</td>
<td>2.051</td>
<td>1.448</td>
</tr>
<tr>
<td></td>
<td>NS$_{SCAD}$</td>
<td>88.7</td>
<td>5.000</td>
<td>0.114</td>
<td>0.244</td>
<td>0.622</td>
<td>1.70</td>
<td>4.999</td>
<td>1.112</td>
<td>2.071</td>
<td>0.985</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.00</td>
<td>0.008</td>
<td>0.000</td>
<td>0.202</td>
<td>0.647</td>
<td>0.00</td>
<td>0.006</td>
<td>0.000</td>
<td>2.801</td>
<td>1.638</td>
</tr>
<tr>
<td></td>
<td>Oracle$_1$</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.033</td>
<td>0.614</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.035</td>
<td>1.075</td>
</tr>
<tr>
<td></td>
<td>Oracle$_2$</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.071</td>
<td>0.620</td>
<td>100</td>
<td>5</td>
<td>0</td>
<td>0.607</td>
<td>1.220</td>
</tr>
<tr>
<td></td>
<td>$(n,p_n) = (400, 13)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>C$_{SCAD}$</td>
<td>100</td>
<td>10.00</td>
<td>0.000</td>
<td>0.015</td>
<td>0.274</td>
<td>99.9</td>
<td>10.00</td>
<td>0.001</td>
<td>0.072</td>
<td>0.469</td>
</tr>
<tr>
<td></td>
<td>NS$_{SCAD}$</td>
<td>100</td>
<td>10.00</td>
<td>0.000</td>
<td>0.046</td>
<td>0.271</td>
<td>97.7</td>
<td>10.00</td>
<td>0.233</td>
<td>0.982</td>
<td>0.430</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.00</td>
<td>0.12</td>
<td>0.000</td>
<td>0.067</td>
<td>0.277</td>
<td>0.00</td>
<td>0.055</td>
<td>0.000</td>
<td>0.300</td>
<td>0.481</td>
</tr>
<tr>
<td></td>
<td>Oracle$_1$</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.008</td>
<td>0.273</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.007</td>
<td>0.463</td>
</tr>
<tr>
<td></td>
<td>Oracle$_2$</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.015</td>
<td>0.274</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.071</td>
<td>0.469</td>
</tr>
<tr>
<td>0.5</td>
<td>C$_{SCAD}$</td>
<td>99.9</td>
<td>9.999</td>
<td>0.000</td>
<td>0.016</td>
<td>0.314</td>
<td>99.2</td>
<td>9.999</td>
<td>0.009</td>
<td>0.099</td>
<td>0.548</td>
</tr>
<tr>
<td></td>
<td>NS$_{SCAD}$</td>
<td>98.7</td>
<td>9.000</td>
<td>0.013</td>
<td>0.085</td>
<td>0.310</td>
<td>0.00</td>
<td>9.000</td>
<td>1.008</td>
<td>1.873</td>
<td>0.475</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.00</td>
<td>0.090</td>
<td>0.000</td>
<td>0.073</td>
<td>0.321</td>
<td>0.00</td>
<td>0.032</td>
<td>0.000</td>
<td>0.384</td>
<td>0.559</td>
</tr>
<tr>
<td></td>
<td>Oracle$_1$</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.007</td>
<td>0.313</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.007</td>
<td>0.534</td>
</tr>
<tr>
<td></td>
<td>Oracle$_2$</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.016</td>
<td>0.314</td>
<td>100</td>
<td>10</td>
<td>0</td>
<td>0.087</td>
<td>0.548</td>
</tr>
</tbody>
</table>

The performance of estimator $\hat{\alpha}(\cdot)$ will be assessed by using the square root of average errors (RASE)

$$RASE = \left\{ \frac{1}{N_{\text{grid}}} \sum_{k=1}^{N_{\text{grid}}} \| \hat{\alpha}(t_k) - \alpha(t_k) \|^2 \right\}^{1/2},$$

over $N_{\text{grid}} = 200$ grid points $\{t_k\}$. Table 1 presents the mean of GMSE and RASE over the 1000 simulations. For the selected model, the model complexity is summarized in terms of the number of zero coefficients for the parametric components, as also reported in Table 1. In Table 1, the column labeled "C" is the average numbers of zero coefficients correctly estimated to be zero, and the column labeled "IC" depicts the average numbers of nonzero coefficients erroneously set to zero. Furthermore, the column labeled "True" is the proportion of times the true model is exactly identified.

From Table 1, we can make the following observations: (i) The performances of both $C_{SCAD}$ and $NS_{SCAD}$ procedures become better in terms of model error and model complexity as the level of measurement error decreases. (ii) Both variable selection procedures perform very similarly when the level of measurement error is small. However, when the level of measurement error is large, the performance of $C_{SCAD}$ is significantly better than that of $NS_{SCAD}$. The latter cannot eliminate some unimportant variables and gives larger model errors. This implies that the estimators based on the $NS_{SCAD}$ procedure are biased. (iii) In addition, as expected, the performance of the Oracle$_1$ procedure is best in all cases in terms of model error. Furthermore, the performance of $C_{SCAD}$ becomes increasingly closer to that based on the Oracle$_2$ procedure as the level of measurement error
error decreases or $\varrho$ decreases. (iv) As the sample size increases, the performance of all methods becomes better. To save space the simulation results, for others settings with $\sigma^2 = 0.5$, are not showed here. The above conclusions can also be drawn similarly except now all approaches perform better than they done when $\sigma^2 = 1$ as presented in Table 1. These findings imply that the model selection result based on the $C_{SCAD}$ approach is satisfactory and the selected model is very close to the true model in terms of nonzero coefficients.

We now verify the consistency of the estimators and test the accuracy the standard error formula. Table 2 displays the bias (columns labeled Bias) and sample standard deviation (columns labeled SD) of the estimates for three nonzero coefficients, over 1000 simulations. These can be regard as the true standard errors and compared with 1000 estimated standard errors. The 1000 estimated standard errors by using the sandwich formula are summarized by their mean (columns labeled SDE) and the sample standard deviations (sd(SDE)). The accuracy gets better when $n$ increases. We omit here the results for other configurations, only for case $\sigma^2 = 1$, $\sigma_U = 0.5$ and $\varrho = 0.5$. Overall, the estimators are consistent and the sandwich formula works well.

### Table 2. Bias and standard deviations of estimators for $\sigma^2 = 1$, $\sigma_U = 0.5$ and $\varrho = 0.5$

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_1$ Bias</th>
<th>SD</th>
<th>SDE(sd(SDE))</th>
<th>$\beta_2$ Bias</th>
<th>SD</th>
<th>SDE(sd(SDE))</th>
<th>$\beta_3$ Bias</th>
<th>SD</th>
<th>SDE(sd(SDE))</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_{SCAD}$</td>
<td>0.7693</td>
<td>0.687</td>
<td>(2.701)</td>
<td>1.378</td>
<td>0.973</td>
<td>(4.749)</td>
<td>3.689</td>
<td>1.253</td>
<td>(2.701)</td>
</tr>
<tr>
<td>N$_{SCAD}$</td>
<td>0.8750</td>
<td>0.251</td>
<td>(0.063)</td>
<td>1.471</td>
<td>0.263</td>
<td>(0.049)</td>
<td>1.178</td>
<td>0.822</td>
<td>(0.033)</td>
</tr>
<tr>
<td>Oracle1</td>
<td>0.1010</td>
<td>0.119</td>
<td>(0.049)</td>
<td>1.111</td>
<td>0.139</td>
<td>(0.146)</td>
<td>0.100</td>
<td>0.126</td>
<td>(0.084)</td>
</tr>
<tr>
<td>Oracle2</td>
<td>0.4300</td>
<td>0.785</td>
<td>(6.753)</td>
<td>0.970</td>
<td>1.364</td>
<td>(4.364)</td>
<td>0.521</td>
<td>0.837</td>
<td>(8.114)</td>
</tr>
<tr>
<td>Full</td>
<td>0.8473</td>
<td>1.091</td>
<td>(7.934)</td>
<td>1.534</td>
<td>1.091</td>
<td>(7.934)</td>
<td>1.532</td>
<td>1.211</td>
<td>(9.255)</td>
</tr>
</tbody>
</table>

We now verify the consistency of the estimators and test the accuracy the standard error formula. Table 2 displays the bias (columns labeled Bias) and sample standard deviation (columns labeled SD) of the estimates for three nonzero coefficients, over 1000 simulations. These can be regard as the true standard errors and compared with 1000 estimated standard errors. The 1000 estimated standard errors by using the sandwich formula are summarized by their mean (columns labeled SDE) and the sample standard deviations (sd(SDE)). The accuracy gets better when $n$ increases. We omit here the results for other configurations, only for case $\sigma^2 = 1$, $\sigma_U = 0.5$ and $\varrho = 0.5$. Overall, the estimators are consistent and the sandwich formula works well.

5. Discussion

In this paper, we have proposed a variable selection procedure for the high dimensional PLVCE models. Our method extends the variable selection procedure to the setting, in which high dimension, measurement error, semiparametric models are considered at the same time. We have shown that the proposed method is consistent in variable selections, and the estimators of the regression coefficients have oracle property. Simulation studies indicate that the proposed method seems rather encouraging. To conclude this article, we would like to discuss some interesting topics for future study. Firstly, in this paper, we assume that the covariance matrix of measurement errors is known. However, it is usually unknown in many applications. If the covariance matrix is unknown, the variable selection procedure proposed by this paper will not work any more unless repeated measurements of the data are available. As a future research topic, it is interest to consider the variable selection for the high dimensional PLVCE models when the covariance matrix of measurement errors is unknown. Secondly, it is interesting to perform variable selection...
selection for $p_n \gg n$. Variable selection for large $p_n$, small $n$ setting is a very active research topic. However, it is challenging to extend the existing procedures for large $p_n$, small $n$ problems to measurement error data. The details will also be further investigated in the future.

6. Proofs

In order to prove the main results, we first introduce several lemmas. Let $\mu_k = \int t^k K(t) dt$, $\nu_k = \int t^k K^2(t) dt$, $c_n = h^2 + |\log(1/h)/nh|^{1/2}$. Set $\Psi(T_1) = E(X_1Z_1^\top | T_1)$, $\Upsilon(T_1) = E(Z_1Z_1^\top | T_1)$ and $\Xi(T_1; \beta) = E[Z_1(Y_1 - X_1^\top \beta) | T_1]$. Furthermore, denote by $\alpha(t; \beta)$ the least favorable curve' of the nonparametric function $\alpha(t)$, which is defined as

$$
\alpha(t; \beta) = \arg \min E[(Y_i - W_i^\top \beta - Z_i^\top \eta)^2 | T_i = t] = \Upsilon^{-1}(t) \Xi(t; \beta),
$$

and let $Q_n(\beta) = L_n(\beta) + n \sum_{j=1}^p p_j (\beta_j)$, where $2L_n(\beta) = \sum_{i=1}^n (Y_i - W_i^\top \beta - Z_i^\top \alpha(T_i; \beta))^2 - n\beta^\top \Sigma_0 \beta$. Apparently, $\alpha(t; \beta^*) = \alpha(t)$ and $\frac{\partial \alpha(t; \beta)}{\partial \beta} = \Psi(t) \Upsilon^{-1}(t)$ is a $p_n$ by $q$ matrix. The following Lemma 6.1 can be found in [3].

6.1. Lemma. Let $(X_i, Y_i), i = 1, \ldots, n$ be i.i.d. random vectors, where the $Y_i$ are scale random variables. Furthermore, assume that $E|y|^\kappa < \infty$ and $sup_p \int |y|^\kappa f(x, y) dy < \infty$, where $f$ denotes the joint density of $(X, Y)$. Let $K$ be a bounded positive function with a bounded support, satisfying a Lipschitz condition. Given that $n^{\alpha_1-1} h \to \infty$ for some $\delta < 1 - \kappa^{-1}$, then

$$
\sup_{t \in \mathcal{T}} \left\{ \left| K_h(X_i - x)Y_i - E[K_h(X_i - x)Y_i] \right| \right\} = O_P \left( \left\{ \frac{\log(1/h)}{nh} \right\}^{1/2} \right).
$$

6.2. Lemma. Under regularity conditions (C1)-(C5), the following holds uniformly in $t \in \mathcal{T}$,

$$
\frac{\partial \hat{\alpha}(t; \beta)}{\partial \beta_k} - \frac{\partial \alpha(t; \beta)}{\partial \beta_k} = O_P(c_n), \quad \text{for } k = 1, \ldots, p_n.
$$

Proof. From Lemma 6.1, we have that

$$
\frac{1}{n} D_i^\top \omega_i D_i = \frac{1}{n} \sum_{i=1}^n \begin{pmatrix} Z_i Z_i^\top & Z_i Z_i^\top \frac{\omega_i}{\beta_i} \\ Z_i Z_i^\top \frac{\omega_i}{\beta_i} & Z_i Z_i^\top \frac{\omega_i}{(\beta_i)^2} \end{pmatrix} K_h(T_i - t)
$$

$$
= \begin{pmatrix} 1 & 0 \\ 0 & \mu_2 \end{pmatrix} \otimes \Upsilon(t) f_r(t) \{1 + O_P(c_n)\}
$$

and

$$
\frac{1}{n} D_i^\top \omega_i (Y - W) = \frac{1}{n} \sum_{i=1}^n \begin{pmatrix} Z_i (Y_i - W_i^\top \beta) \\ Z_i (Y_i - W_i^\top \beta) \frac{\omega_i}{\beta_i} \end{pmatrix} K_h(T_i - t)
$$

$$
= \begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \Xi(t; \beta) f_r(t) \{1 + O_P(c_n)\}
$$

hold uniformly in $t \in \mathcal{T}$. Here the symbol $\otimes$ represent the Kronecker product between matrices. Hence, invoking equation (6.1) and $\hat{\alpha}(t; \beta)$ in Section 2, the first conclusion follows. The second assertion can get similarly.

6.3. Lemma. Under regularity conditions (C1)-(C5), if $p_n^\alpha / n \to 0$ for $\kappa > 5/4$, $h = O(n^{-\epsilon})$ with $4\epsilon^{-1} < \epsilon < 1 - \kappa^{-1}$, then for any $\beta$,

$$
n^{-1/2} \| \nabla \hat{L}_n(\beta) - \nabla L_n(\beta) \| = o_P(1).
$$
Proof. Invoking Lemma 6.2, the column vector $n^{-1/2} (\nabla \hat{L}_n(\beta) - \nabla L_n(\beta))$ has the $k$th component equals
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ (Y_i - W_i^T \beta - Z_i^T \alpha(T_i; \beta))(-W_{ik} - \frac{\partial \alpha(T_i; \beta)}{\partial \beta_k} Z_i) \\
- (Y_i - W_i^T \beta - Z_i^T \alpha(T_i; \beta))(-W_{ik} - \frac{\partial \alpha(T_i; \beta)}{\partial \beta_k} Z_i) \right\}
\]

\[
= \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ (Y_i - W_i^T \beta - Z_i^T \alpha(T_i; \beta))\frac{\partial \alpha(T_i; \beta)}{\partial \beta_k} Z_i + Z_i^T \alpha(T_i; \beta) W_{ik} \right\} O_P(c_n)
\]

\[
= O_P(c_n).
\]

Hence we have shown
\[
n^{-1/2} \| \nabla \hat{L}_n(\beta) - \nabla L_n(\beta) \| = O_P(\sqrt{c_n}) = o_P(1),
\]
and the proof is complete. \qed

6.4. Lemma. Under the conditions of Theorem 1, we have
\[
\frac{n^{-1/2} \nabla^T L_n(\beta^*) (\Sigma_2)^{-1} [n^{-1/2} \nabla L_n(\beta^*)] - p_n}{\sqrt{2p_n}} \overset{D}{\rightarrow} N(0, 1),
\]
where $\Sigma_2 = E[(\varepsilon_i - U_i^T \beta^*)(\Psi(T_i) \Psi^{-1}(T_i) Z_i - X_i) - \Sigma_U \beta^*)^{\otimes 2}$. In addition, $\nabla L_n(\beta^*) = O_P(\sqrt{p_n})$. Likewise, the results above hold also by $L_n(\beta^*)$ replaced with $\hat{L}_n(\beta^*)$.

Proof. From (6.1), we get the following formulas $E[Z_i (Y_i - X_i^T \beta - Z_i^T \alpha(T_i; \beta) ) | T_i = t] = 0$ and $E[X_i Z_i^T + \frac{\beta \alpha(T_i; \beta)}{\beta} Z_i Z_i^T | T_i = t] = 0$. Then $E[\nabla L_n(\beta)] = 0$ follows. Direct calculation yields
\[
\nabla L_n(\beta) = \sum_{i=1}^{n} (Y_i - W_i^T \beta - Z_i^T \alpha(T_i; \beta)) (\Psi(T_i) \Psi^{-1}(T_i) Z_i - W_i) - n \Sigma_U \beta.
\]

Thus,
\[
\frac{1}{\sqrt{n}} \nabla L_n(\beta^*) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ (\varepsilon_i - U_i^T \beta^*) (\Psi(T_i) \Psi^{-1}(T_i) Z_i - W_i) - \Sigma_U \beta \right\}.
\]

By applying the martingale central limit theorem as given in [9], we can easily obtain the first part. The second part follows from Lemma 6.3. \qed

6.5. Lemma. Under regularity conditions C1–C5, and $p^4/n = o(1),$
\[
\| \frac{1}{n} \nabla^2 L_n(\beta) - \Sigma_1 \| = o_P(p_n^{-1}),
\]
\[
\| \frac{1}{n} \nabla^2 \hat{L}_n(\beta) - \Sigma_1 \| = o_P(p_n^{-1}) + O_P(p_n c_n),
\]
where $\Sigma_1 = E(X_i X_i^T) - E(\Psi(T_i) \Psi^{-1}(T_i) \Psi^T(T_i))$.

Proof. Direct calculation yields $n^{-1} \nabla^2 L_n(\beta) = n^{-1} \sum_{i=1}^{n} (W_i - \Psi(T_i) \Psi^{-1}(T_i) Z_i) (W_i - \Psi(T_i) \Psi^{-1}(T_i) Z_i)^T - \Sigma_U$. Then $E[n^{-1} \nabla^2 L_n(\beta)] = E(E[W_i - \Psi(T_i) \Psi^{-1}(T_i) Z_i) (W_i - \Psi(T_i) \Psi^{-1}(T_i) Z_i)^T | T_i]) - \Sigma_U = \Sigma_1$. The first conclusion follows from
\[
E[p_n^2 \left\| \frac{1}{n} \nabla^2 L_n(\beta) - \Sigma_1 \right\|^2] = p_n^2 E \sum_{j,k=1}^{\infty} \left\{ \frac{1}{n} \nabla^2 L_n(\beta) - \Sigma_1 \right\}_{jk}^2
\]
\[
= O \left( \frac{p_n^2}{n} \right) = o(1).
\]

From this, triangle inequality immediately gives the second conclusion if we can show that

\[(6.2) \quad \| \frac{1}{n} \nabla^2 \hat{L}_n(\beta) - \frac{1}{n} \nabla^2 L_n(\beta) \| = O_P(p_n c_n).\]

To this end, for \( k = 1, \ldots, p_n, \)

\[
= n^{-1} \frac{\partial}{\partial \beta_k} (\nabla \hat{L}_n(\beta) - \nabla L_n(\beta))
\]

\[
= n^{-1} \frac{\partial}{\partial \beta_k} \sum_{i=1}^{n} \left\{ (Y_i - W_i^T \beta - Z_i^T \alpha(T_i; \beta))(W_i - \frac{\partial \alpha(T_i; \beta)}{\partial \beta} Z_i) 
\right. \\
\left. - (Y_i - W_i^T \beta - Z_i^T \alpha(T_i; \beta))(W_i - \frac{\partial \alpha(T_i; \beta)}{\partial \beta} Z_i) \right\}
\]

\[
= n^{-1} \sum_{i=1}^{n} \left\{ (W_{ik} + \frac{\partial \alpha(T_i; \beta)}{\partial \beta_k} Z_i)(W_i + \frac{\partial \alpha(T_i; \beta)}{\partial \beta} Z_i) 
\right. \\
\left. - (W_{ik} + \frac{\partial \alpha(T_i; \beta)}{\partial \beta_k} Z_i)(W_i + \frac{\partial \alpha(T_i; \beta)}{\partial \beta} Z_i) \right\}
\]

\[= O_P(\sqrt{p_n} c_n)\]

where the last line follows from Lemma 6.2. Hence (6.2) follows and the proof completes.

\[\square\]

**Proof of Theorem 2.1.** Let \( \vartheta_n = \sqrt{p_n}(n^{-1/2} + a_n) \) and set \( \| v \| = C, \) where \( C \) is a large enough constant. Our aim is to show that for any given \( \epsilon > 0 \) there is a large constant \( C \) such that, for large \( n \) we have

\[(6.3) \quad \Pr \left\{ \inf_{\| v \| = C} \hat{Q}_n(\beta^* + \vartheta_n v) > \tilde{Q}_n(\beta^*) \right\} \geq 1 - \epsilon.\]

This implies that with probability tending to 1 there is a local minimizer \( \hat{\beta} \) in the ball \( \{ \beta^* + \vartheta_n v : \| v \| \leq C \} \) such that \( \| \hat{\beta} - \beta^* \| = O_P(\vartheta_n). \)

Let \( \Delta_n(v) = \hat{Q}_n(\beta^* + \vartheta_n v) - \tilde{Q}_n(\beta^*). \) Recall that the first \( s_n \) components of \( \beta^* \) are nonzero, and \( p_{\lambda}() \) is nonnegative and \( p_{\lambda}(0) = 0. \) By the Taylor expansion and the fact that \( \tilde{L}_n(\beta) \) is quadratic, we have

\[
\Delta_n(v) \geq \tilde{L}_n(\beta^* + \vartheta_n v) - \tilde{L}_n(\beta^*) + n \sum_{j=1}^{s_n} \left\{ p_{\lambda}(|\beta_j^* + \vartheta_n v_j|) - p_{\lambda}(|\beta_j^*|) \right\}
\]

\[
\geq \vartheta_n v^T \nabla \tilde{L}_n(\beta^*) + \frac{1}{2} \vartheta_n^2 v^T \nabla^2 \tilde{L}_n(\beta^*) v \\
+ \sum_{j=1}^{s_n} n \vartheta_n p'_{\lambda}(|\beta_j^*|) \text{sign}(\beta_j^*) v_j + \frac{1}{2} \sum_{j=1}^{s_n} n \vartheta_n^2 p''_{\lambda}(|\beta_j^*|) v_j^2 \{1 + o(1)\}
\]

\[\triangleq D_1 + D_2 + D_3 + D_4.\]

By Lemma 6.4 and \( \sqrt{p_n} \leq \sqrt{n} \vartheta_n, \) we get

\[
|D_1| = |\vartheta_n v^T \nabla \tilde{L}_n(\beta^*)| \leq \vartheta_n \| \nabla \tilde{L}_n(\beta^*) \| \| v \|
\]

\[
\leq O_P(\vartheta_n \sqrt{p_n}) \| v \| \leq O_P(\sqrt{n} \vartheta^2_n) \| v \|
\]
Next we consider $D_2$. An application of Lemma 6.5 yields that
\[
D_2 = \frac{1}{2} \frac{1}{n} (\Sigma_1) v = \frac{1}{2} n \theta_n^2 \frac{d}{d \theta_n} (1 - \nabla^2 \hat{L}_n (\beta^*)) v = \frac{1}{2} n \theta_n^2 \nabla^2 \hat{L}_n (\beta^*) v - \frac{1}{2} n \theta_n^2 \sigma_1 v + \frac{1}{2} n \theta_n^2 \nabla^2 \hat{L}_n (\beta^*) v.
\]
With regard to $D_3$ and $D_4$, for $\sqrt{n} a_n \leq \sqrt{n} (n^{-1/2} + a_n) \leq \theta_n$, we have
\[
|D_3| \leq \sum_{j=1}^{s_n} |n \theta_n p'_n (|\beta_j^*|) \text{sign}(\beta_j^*) v_j| 
\leq n \theta_n a_n \sum_{j=1}^{s_n} |v_j| \leq n \theta_n a_n \sqrt{\sum_{j=1}^{s_n} |v_j|^2} \leq n \theta_n^2 \sum_{j=1}^{s_n} |v_j|^2.
\]
\[
|D_4| = \frac{1}{2} \sum_{j=1}^{s_n} n \theta_n^2 p'_n (|\beta_j^*|) v_j^2 \left( 1 + o(1) \right) \leq b_n n \theta_n^2 \sum_{j=1}^{s_n} |v_j|^2.
\]
Therefore, under the condition (P1), by allowing $C$ to be large enough, all terms $D_1$, $D_3$, $D_4$ are dominated by $D_2$, which is positive. This proves (6.3) and completes the proof.

**Proof of Theorem 2.2.** Let $\zeta_n = C \sqrt{p_n/n}$. It is sufficient to show that with probability tending to 1 as $n \to \infty$, for any $\beta$ satisfying $\|\beta - \beta^*\| = O_P(\sqrt{p_n/n})$ we have, for $j = s_n + 1, \ldots, p_n$,

\[
(6.4) \quad \frac{\partial \hat{Q}_n (\beta)}{\partial \beta_j} < 0 \text{ for } \beta_j \in (-\zeta_n, 0) \quad \text{and} \quad \frac{\partial \hat{Q}_n (\beta)}{\partial \beta_j} > 0 \text{ for } \beta_j \in (0, \zeta_n).
\]

By Taylor expansion and the fact that $\hat{L}_n (\beta)$ is quadratic in $\beta$, we get
\[
\frac{\partial \hat{Q}_n (\beta)}{\partial \beta_j} = \frac{\partial \hat{L}_n (\beta)}{\partial \beta_j} + n p'_n (|\beta_j|) \text{sign}(\beta_j) 
= \frac{\partial \hat{L}_n (\beta^*)}{\partial \beta_j} + n p'_n (|\beta_j|) \text{sign}(\beta_j)
\triangleq J_1 + J_2 + J_3.
\]

Next, we consider $J_1, J_2$. Invoking Lemma 6.4, we have
\[
J_1 = O_P(\sqrt{n}) = O_P(\sqrt{p_n/n}).
\]

The term $J_2$ can be written as $J_2 = \sum_{k=1}^{p_n} \left( \frac{\partial^2 \hat{L}_n (\beta^*)}{\partial \beta_j \partial \beta_k} + n \Sigma_{1, jk} \right) (\beta_k - \beta_k^*) + n \sum_{k=1}^{p_n} \Sigma_{1, jk} (\beta_k - \beta_k^*) \triangleq J_{21} + J_{22}$. Using the Cauchy-Schwarz inequality and $\|\beta - \beta^*\| = O_P(\sqrt{p_n/n})$, we have
\[
|J_{22}| \leq n \sum_{k=1}^{p_n} |\Sigma_{1, jk} (\beta_k - \beta_k^*)| \leq n O_P(\sqrt{p_n/n}) \left\{ \sum_{k=1}^{p_n} (\Sigma_{1, jk})^2 \right\}^{1/2}.
\]

As the eigenvalues of $\Sigma_1$ are bounded according to condition (C7), we have $\sum_{k=1}^{p_n} (\Sigma_{1, jk})^2 = O(1)$. This entails that $J_{22} = O_P(\sqrt{p_n/n})$. For $J_{21}$, applying the Cauchy-Schwarz inequality,
\[
|J_{21}| \leq \|\beta - \beta^*\| \left\{ \sum_{k=1}^{p_n} \left( \frac{\partial^2 \hat{L}_n (\beta^*)}{\partial \beta_k^2} + n \Sigma_{1, jk} \right)^2 \right\}^{1/2}.
\]
By a standard argument from condition (C7), we have
\[
\left[ \sum_{k=1}^{p_n} \left\{ \frac{\partial^2 L_n(\beta^*)}{\partial \beta_j \partial \beta_k} - n \Sigma_{1,jk} \right\} \right]^{1/2} = O_P(n).
\]
Then \( J_{21} = O_P(\sqrt{np_n}) \) follows form \( \| \hat{\beta} - \beta^* \| = O_P(\sqrt{np_n/n}) \). Now we have
\[
J_2 = O_P(\sqrt{np_n}).
\]
Hence we have
\[
\frac{\partial \hat{Q}_n(\beta)}{\partial \beta_j} = n \lambda \left\{ \frac{p(\|\beta_j\|)}{\lambda} \text{sign}(\beta_j) + O_P \left( \frac{\sqrt{np/n}}{\lambda} \right) \right\}.
\]
Because of \( \sqrt{np_n/n}/\lambda \to 0 \) and (P2), the sign of \( \beta_j \) completely determines the sign of \( \partial \hat{Q}_n(\beta)/\beta_j \). Then (6.4) follows from the continuity of \( \partial \hat{Q}_n(\beta)/\beta_j \). Combining with the result of Theorem 2.1, there is a \( \sqrt{np_n} \)-consistent local minimizer \( \hat{\beta} \) of \( \hat{Q}_n(\beta) \) and \( \hat{\beta} \) has the form \( (\hat{\beta}_j^T, 0^T)^T \), i.e. part (i) holds.

Now we prove part (ii). As shown in Theorem 2.1, we let \( \lambda \) be sufficiently small so that \( a_n = o(n^{-1/2}) \), then \( \hat{\beta} \) is \( \sqrt{np_n} \)-consistent. By part (i), each component of \( \hat{\beta}_l \) stays away from zero for a sufficiently large sample size \( n \) because \( \beta_j \) is away from zero. At the same time, \( \hat{\beta}_l = 0 \) with probability tending to 1. As a consequence, the estimate \( \hat{\beta}_l \) based on the penalized estimation are necessarily the solution of the following estimation equation
\[
(6.5) \quad \nabla \hat{L}_n(\hat{\beta}_l) + nP_\lambda^l(\|\hat{\beta}_l\|) = 0
\]
where \( P_\lambda^l(\|\hat{\beta}_l\|) \) is a \( s_n \)-vector whose \( j \)-th element is \( p(\|\hat{\beta}_j\|)\text{sign}(\hat{\beta}_j) \). Applying a Taylor expansion to (6.5) and re-arranging the resulting terms, we have
\[
(\Sigma_{1l} + \Sigma_\lambda)(\hat{\beta}_l - \beta_l) + P_\lambda(\|\hat{\beta}_l\|) = -\frac{1}{n} \nabla \hat{L}_n(\hat{\beta}_l) + R_1 + R_2
\]
where \( R_1 = -\frac{1}{n} \left[ \frac{1}{2} \nabla^2 \hat{L}_n(\hat{\beta}_l^*) \right] (\hat{\beta}_l - \hat{\beta}_l^*) \) and \( R_2 = \frac{1}{n} \nabla \hat{L}_n(\hat{\beta}_l) - \frac{1}{n} \nabla \hat{L}_n(\hat{\beta}_l^*) \). By Lemma 6.3 and Cauchy-Schwarz inequality, \( \| R_1 \| = o_P((np_n)^{-1/2}) + O_P(\sqrt{np_n/nc_n} \to 0 \text{ as } n \to \infty) \). By Lemma 6.3, we have \( R_2 = o_P(n^{-1/2}) \). Hence, we have
\[
\sqrt{A_n} \Sigma_{1l}^{1/2} \left( (\hat{\beta}_l - \beta_l) \right) + \{ \Sigma_{1l} + \Sigma_\lambda \}^{-1} B
\]
\[
= -\frac{1}{\sqrt{n}} A_n \Sigma_{1l}^{1/2} \nabla \hat{L}_n(\hat{\beta}_l) + o_P(1),
\]
Since \( A_n \Sigma_{1l}^{-1/2} = O(1) \) by conditions of this theorem.

Next, we verify the Lindeberg-Feller Central Limit Theorem for the last term above. Let
\[
\psi_{ni} = \frac{1}{\sqrt{n}} A_n \Sigma_{1l}^{-1/2} \nabla \hat{L}_n(\hat{\beta}_l^n), \quad i = 1, \ldots, n,
\]
where \( \nabla \hat{L}_n(\hat{\beta}_l^n) = \left\{ (Y_i - W_i^{\top} \hat{\beta}_l - Z_i \alpha(T_i, \hat{\beta}_l))(W_i^{\top} + \frac{\partial \alpha(T_i, \hat{\beta}_l)}{\partial \beta_l}) + \Sigma_{1l} \hat{\beta}_l \right\} \). For any \( \epsilon > 0 \),
\[
\sum_{i=1}^{n} \mathbb{E} \| \psi_{ni}^2 \|^2 I \{ \| \psi_{ni} \| > \epsilon \} = n \mathbb{E} \| \psi_{ni} \|^2 \mathbb{I} \{ \| \psi_{ni} \| > \epsilon \}
\]
\[
\leq n \mathbb{E} \| \psi_{ni} \|^3 \mathbb{I} \{ \| \psi_{ni} \| > \epsilon \}^{1/2}.
\]
Using Chebyshev’s inequality, we have $\Pr(||\psi_n|| > \epsilon) \leq \frac{E||\psi_n||^2}{\epsilon^2}$

$$\frac{E[\|A_n^{-1/2} \nabla L_{n1}(\beta_i^*)\|^2]}{\epsilon^2} = O(n^{-1})$$
and $E\|\psi_n\|^4 = E(\psi_n^T \psi_n)^2 \leq \frac{n^2}{\epsilon^2} \Lambda_{\max}(A_n A_n^T)$

$$\sum_{i=1}^n \frac{n}{n^2} = 1$$

From the foregoing argument, $\psi_{ni}$ satisfies the conditions of the Lindeberg-Feller central limit theorem, then we complete the proof of part (ii).
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Abstract
This article is concerned with the calibration of the empirical likelihood for semiparametric varying-coefficient partially linear models with diverging number of parameters. However, there is always substantial lack-of-fit, when the empirical likelihood ratio is calibrated by a bias-corrected empirical likelihood, producing tests with type I errors much larger than nominal levels. So we consider an effective calibration method and study the asymptotic behavior of this bias-corrected empirical likelihood ratio function. Some simulation studies are conducted to illustrate our approach.
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1. Introduction
Consider the following semiparametric varying-coefficient partially linear models

\[ Y = X^T \alpha(U) + Z^T \beta + \varepsilon \]

where \( \alpha(\cdot) = (\alpha_1(\cdot), ..., \alpha_q(\cdot))^T \) is a \( q \)-dimensional vector of unknown regression functions, \( \beta = (\beta_1, ..., \beta_p)^T \) is a \( p \)-dimensional vector of unknown regression coefficients, and \( \varepsilon \) is an independent random error with \( E(\varepsilon|X, Z, U) = 0 \) almost surely. Without loss of generality, we assume that the variable \( U \) is defined on the unit interval \([0, 1]\).

As the extension of the usual linear regression model and partially linear regression model, semiparametric varying-coefficient partially linear model (1.1) has attracted great
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research interest. For example, Fan and Huang [4] proposed a profile-kernel inference and established the asymptotic normality of the profile least-square estimator for this model. You and Zhou [16] studied the model (1.1) using the empirical likelihood method when $p$ is fixed. When dimensionality $p$ of the parameters tends to infinity as the sample size $n \to \infty$, this generalized varying-coefficient partially linear model was considered by Lam and Fan [7]. More relevant works on the varying-coefficient partially linear model can be found in Huang and Zhang [6], Li et al. [8] and references therein.

Empirical likelihood method has taken much attention in literatures since it was introduced and developed by Owen [10,11]. One of the motivation is that the empirical likelihood-based confidence regions not only have natural shape and respect the range of the parameter, but also have the advantages of studentising automatically. In many cases, empirical likelihood-based confidence regions are shown to be Bartlett correctable (DiCiccio et al. [3], Chen and Cui [1]). Owen [12] and Xue and Zhu [15] are fairly comprehensive references.

However, in practical application, there is always lack-of-fit for the asymptotic normality distribution of empirical likelihood ratio with expectation $p$ and variance $2p$ when we refer to the coverage probability, especially when $p/n$ is not small. We find that this is mainly due to the underestimation of the expectation and variance of the empirical likelihood ratio, producing tests with type I errors much larger than the nominal level. And this inspires us to look for an effective estimation of the expectation and variance. Liu et al. [9] proposed a new method which is fitted for the calibration of empirical likelihood for high-dimensional data. Through the calibration of the expectation and variance of the empirical likelihood for the population mean, they got a considerable improvements for the coverage probabilities. Guo et al. [5] considered this calibration method for high-dimensional data in linear models and discussed the asymptotic behavior of the empirical likelihood ratio function in random and fixed design cases, respectively. Recently, Li et al. [8] showed that under some conditions, the bias-correction empirical likelihood for the semiparametric varying-coefficient partially linear models is asymptotic normal.

Taking these issues into account, in this paper, we consider a new calibration of empirical likelihood for semiparametric varying-coefficient partially linear models with diverging number of parameters and investigate the asymptotic behavior of this bias-corrected empirical likelihood ratio function. Numerical studies show that this new calibration method will have a great improvement.

The rest of this paper is organized as follows. In Section 2, we introduce the bias-corrected empirical likelihood (BCEL) for semiparametric varying-coefficient partially linear models. A new calibration of bias-corrected empirical likelihood is given in Section 3. In Section 4, some simulations are carried out to assess the performance of the proposed method. Technical proofs are stated in Section 5.

2. Bias-corrected Empirical Likelihood

Let $(Y_i; X_i^T, Z_i^T, U_i, 1 \leq i \leq n)$ be an independent identically distributed (i.i.d) random sample which come from the model (1.1) with the $\beta$ and $Z_i$ having the dimension $p \to \infty$ as $n \to \infty$. Then for any given $\beta$, we get

$$Y_i - Z_i^T \beta = X_i^T \alpha(U_i) + \epsilon_i \quad (2.1)$$

Following Fan and Huang [4], we apply a local linear regression technique to estimate the varying-coefficient functions $\alpha_j(\cdot), j = 1, ..., q$. For $v$ in a small neighborhood of $u$, one can approximate $\alpha_j(v)$ by

$$\alpha_j(v) \approx \alpha_j(u) + \alpha_j'(u)(v - u) \equiv a_j + b_j(v - u) \quad j = 1, ..., q \quad (2.2)$$
This leads to the following weighted local least squares problem: find \( \{ (a_j, b_j), j = 1, \ldots, q \} \) to minimize

\[
(2.3) \quad \sum_{i=1}^{n} \left( Y_i - X_i^T (a + b(U_i - u)) - Z_i^T \beta \right)^2 K_h(U_i - u)
\]

where \( K(\cdot) \) is a kernel function, \( h \) is a bandwidth and \( K_h(\cdot) = K(\cdot/h)/h \).

The solution of problem \((2.3)\) is

\[
(2.4) \quad \hat{a}(u, \beta) = (I_q, O_q)(D_u^T W_u D_u)^{-1} D_u^T W_u (Y - Z^T \beta)
\]

where \( I_q \) denotes a \( q \)-dimensional identity matrix, \( O_q \) is the \( q \times q \) matrix with all the entries being 0 and \( L \)

\[
D_u = \begin{pmatrix}
  X_1^T & \frac{U_1 - u}{h} X_1^T \\
  \vdots & \vdots \\
  X_n^T & \frac{U_n - u}{h} X_n^T
\end{pmatrix}, \quad Z^* = (Z_1, \ldots, Z_n) = \begin{pmatrix}
  Z_{11} & \cdots & Z_{1p} \\
  \vdots & \ddots & \vdots \\
  Z_{n1} & \cdots & Z_{np}
\end{pmatrix}
\]

\[
Y = (Y_1, \ldots, Y_n), \quad W_u = \text{diag}(K_h(U_1 - u), \ldots, K_h(U_n - u))
\]

and

\[
\mu(u) = (E(X X^T | U = u))^{-1} E(X Z | U = u)
\]

So we can write the auxiliary random vectors as follows

\[
(2.5) \quad \tilde{\eta}_i(\beta) = (Z_i - \hat{\mu}^T(U_i)X_i)(Y_i - X_i^T \hat{\mu}(U_i, \beta) - Z_i^T \beta)
\]

where \( \hat{\mu}(u) = (E(X_i X_i^T | U_i = u))^{-1} E(X_i Z_i | U_i = u) \) is the estimator of \( \mu(u) \).

\( E(X_i X_i^T | U_i = u) \) and \( E(X_i Z_i^T | U_i = u) \) can be estimated easily by using the kernel smoothing method. For convenience, we can also define the estimator of \( X_i^T \hat{\mu}(U_i) \) directly as follows

\[
(2.6) \quad X_i^T \hat{\mu}(U_i) = \sum_{k=1}^{n} S_{ik} Z_k
\]

where \( S_{ik} \) is the \((i, k)\)-th element of the smoothing matrix \( S \), which depends only on the observations \( \{(U_i, X_i), i = 1, \ldots, n\} \), with

\[
S = \begin{pmatrix}
  (X_1^T, O)(D_{u1}^T W_{u1} D_{u1})^{-1} D_{u2}^T W_{u1} \\
  \vdots \\
  (X_n^T, O)(D_{un}^T W_{un} D_{un})^{-1} D_{un}^T W_{un}
\end{pmatrix}
\]

Thus, the bias-corrected auxiliary random vectors can be expressed as

\[
(2.7) \quad \tilde{\eta}_i(\beta) = (Z_i - \hat{\mu}^T(U_i)X_i)(Y_i - X_i^T \hat{\mu}(U_i, \beta) - Z_i^T \beta) \triangleq \tilde{Z}_i(\tilde{Y}_i - \beta^T \tilde{Z}_i)
\]

where \( \tilde{Z}_i = Z_i - \sum_{k=1}^{n} S_{ik} Z_k, \quad \tilde{Y}_i = Y_i - \sum_{k=1}^{n} S_{ik} Y_k \).

Therefore, a bias-corrected empirical log-likelihood ratio is defined as

\[
(2.8) \quad l_n(\beta) = -2 \max \left\{ \sum_{i=1}^{n} \log(n \omega_i) \bigg| \omega_i \geq 0, \sum_{i=1}^{n} \omega_i = 1, \sum_{i=1}^{n} \omega_i \tilde{\eta}_i(\beta) = 0 \right\}
\]

By the Lagrange multiplier method, we can obtain

\[
(2.9) \quad l_n(\beta) = 2 \sum_{i=1}^{n} \log(1 + X^T \tilde{\eta}_i(\beta))
\]
greater than 1 with a large probability. Note that when

\[ l \approx \text{chi-squared} \] with \( p \) degree of freedom, which is a non-parametric version of Wilks’ theorem. And when the number of \( p \) grows with the sample size \( n \), Li et al. [8] showed that under some conditions, the conclusion below is valid.

\[
\frac{I_n(\beta_0) - p}{\sqrt{2p}} \xrightarrow{d} N(0, 1), \quad \text{as } n \to \infty
\]

where \( \beta_0 \) is the true value of the parameter vector \( \beta \).

### 3. A new Calibration method for BCEL

When testing hypotheses with the BCEL method, we would calculate the critical values based on normal approximation (2.11). However, these critical values often deviate from the true ones when \( p/n \) is not small. We find that this awkward fact is mainly due to the large difference between the true expectation and variance pair \((E_n, V_n)\) of \( l_n(\beta_0) \) and \((p, 2p)\). Our simulation also indicates that this method is not good. We know that the foundation of using (2.11) to calibrate the BCEL are that \( l_n(\beta_0) \) is close to \( E_n = n\bar{\eta}_0^T \Sigma^{-1} \bar{\eta}_0 \), and that \( E(\eta_n) = p, Var(\eta_n) \approx 2p \). But in practice, we always use the moment estimation of \( K_n \), which is, \( \bar{T}_n = n\bar{\eta}_0^T S_n^{-1} \bar{\eta}_0 \), whose expectation and variance are denoted as \((\bar{E}_n, \bar{V}_n)\), for statistical inference and it can always get a better approximation to \( l_n(\beta_0) \). But when \((\bar{E}_n, \bar{V}_n)\) deviates from \((p, 2p)\) or \((\bar{E}_n, \bar{V}_n)\), these calibration methods do not work any more.

We expect that replacing \((p, 2p)\) with \((\bar{E}_n, \bar{V}_n)\), the expectation and variance of \( T_n \), in (2.11), will improve the performance of the usual normal calibration. Let

\[ f(\lambda) = 2 \sum_{i=1}^{n} \log(1 + \lambda^T \bar{\eta}_i(\beta)) \]

Obviously, \( l_n(\beta_0) = \sup_\lambda f(\lambda) = f(\lambda_*) \), and \( \lambda_* \) is the maximum point of \( f(\lambda) \). By second-order Taylor expansion, we have

\[
(3.1) \quad f(\lambda) \approx g_1(\lambda) = 2 \sum_{i=1}^{n} \left\{ \lambda^T \bar{\eta}_i - \frac{1}{2} (\lambda^T \bar{\eta}_i)^2 \right\}
\]

provided \( \lambda^T \bar{\eta}_i \)'s are small. So an approximation of \( l_n(\beta_0) \) is

\[ l_n(\beta_0) \approx \sup_\lambda f(\lambda) = \sup_\lambda g_1(S_n^{-1} \bar{\eta}_0) = T_n \]

However, in the case of moderate \( n \) and large \( p \), this approximation may not work any more. The remainder of each Taylor expansion in (3.1) is under control only for \( \lambda^T \bar{\eta}_i \in (-1, 1) \). We find in our simulation that when \( p/n \) is not small, some of \( \lambda^T \bar{\eta}_i \)'s are greater than 1 with a large probability. Note that when

\[ x \in (-1, 1), \log(1 + x) \approx x - \frac{x^2}{2} \]

while if

\[ x > 1, \log(1 + x) > \log(2) > x - \frac{x^2}{2} \]
Therefore, roughly we have \( f(\lambda) \geq g_1(\lambda) \) in the neighborhood of 0. This finding also restrict us to approximate \( l_n(\beta_0) \) by two terms Taylor expansion, because Taylor expansion of (3.1) would deviate from \( l_n(\beta_0) \) if more terms are extracted and some of \( \lambda, \hat{\eta}_i \) are not small.

To reduce the approximation error of \( g_1(\lambda) \), we add a high-order term \((\lambda^T \hat{\eta}_i)^2 \) to \( g_1(\lambda) \). Intuitively \( g_2(\lambda) = g_1(\lambda) + (\lambda^T \hat{\eta}_i)^2 \) is the better approximate to \( f(\lambda) \). So is \( \sup_\lambda g_2(\lambda) \) to \( l_n(\beta_0) = \sup_\lambda f(\lambda) \). It can be verified

\[
(3.2) \quad \sup_\lambda g_2(\lambda) = n \bar{\eta}_n S_{nc} \eta_n = T_{nc}
\]

with

\[
S_{nc} = \frac{1}{n} \sum_{i=1}^{n} (\hat{\eta}_i - \bar{\eta}_n)(\hat{\eta}_i - \bar{\eta}_n)^T
\]

The following theorem establishes the asymptotic behavior of \( l_n(\beta_0) - T_{nc} \).

**3.1. Theorem.** Under Conditions (C1) - (C9) in Section 5, if \( p^{3+4/(k-2)}/n \to 0 \), for \( k \geq 4 \), then we have

\[
(l_n(\beta_0) - T_{nc})/p^{1/2} = o_p(1)
\]

This theorem implies that using \( T_{nc} \) to approximate \( l_n(\beta_0) \) is equivalent to using \( K_n \) or \( T_n \) from the asymptotic viewpoints. However, these approximations exhibit quite different finite-sample behaviors, especially when \( p/n \) is not small. Based on some simulations, we find that \( T_{nc} \) is amazingly close to \( l_n(\beta_0) \) regardless of the choices of \( (n,p) \) in the sense that \( (l_n(\beta_0) - T_{nc})/p^{1/2} = o_p(1) \) is always pretty small. To appreciate this, Fig.1 shows the scatter plots of 200 simulated values of \( (l_n(\beta_0), T_n) \) and \( (l_n(\beta_0), T_{nc}) \) for the model (4.1) with the \( \varepsilon_i \sim N(0,1) \). We choose \( p = 10, 16 \) for \( n = 200 \). From Fig.1, we can see that the value of \( (l_n(\beta_0), T_{nc}) \) are always around the line \( y = x \), but \( T_n \) tends to under-approximate \( l_n(\beta_0) \). See Sect.4 for more analysis and comparison.

Given the foregoing discussion and evidence, we expect that the expectation and variance of \( T_{nc} \) are good approximations of \( E_n \) and \( V_n \), respectively. Let \( (\hat{E}_{n2}, \hat{V}_{n2}) \) be the moment estimation of \( (E_n, V_n) \). We may calculate critical values according to

\[
(3.3) \quad l_n(\beta_0) - A_n/\sqrt{B_n} \xrightarrow{d} N(0,1)
\]

where \( (A_n, B_n) \) could be chosen as \( (p, 2p) \) or \( (\hat{E}_{n1}, \hat{V}_{n1})(i = 1, 2) \). We will show that the method based on \( (\hat{E}_{n2}, \hat{V}_{n2}) \) is the best. Hence, it is our final recommendation.

### 4. Numerical Analysis

Here we report a simulation study designed to evaluate the performance of the proposed calibration method of BCEL. Throughout this section, we use the Epanechnikov kernel \( K(u) = 0.75(1 - u^2)_+ \), and use the "leave-one-out" cross-validation method to select the optimal bandwidth \( h_{opt} \).

Consider the following semiparametric varying-coefficient partially linear model

\[
(4.1) \quad Y_i = X_i^T \alpha(U_i) + Z_i^T \beta + \varepsilon_i, \quad i = 1, \ldots, n
\]

In our simulations, \( \beta = [0.5, 0.3, -0.5, 1, 0.1, -0.25, 0, \ldots, 0]^T \), the covariate \( U_i \) is uniformly distributed on \([0,1] \), the nonparametric component \( \alpha(u) = (\alpha_1(u), \alpha_2(u))^T \) with \( \alpha_1(u) = 1 + \sin(2\pi u) \), \( \alpha_2(u) = 9u(1 - u) \), \( X_i = (X_{i1}, X_{i2})^T \) with \( X_{i1} = 1 \) and \( X_{i2} \sim N(0,1) \), the covariates \( Z_i \) is a \( p \)-dimensional normal random vector with mean zero and covariance matrix \( \sigma_{ij} \) with \( \sigma_{ij} = 0.5^{(|i-j|)} \).
4.1. Simulation I. For this simulation, we evaluate the asymptotic normality of BCEL ratio using the following methods. The proposed method is based on the calibrated $l_n(\beta_0)$ with the sample mean and variance of $T_{nc}$ obtained from 500 Bootstrap samples for each simulation data set (denoted as MEL). The normal calibration is based on the calibrated $l_n(\beta_0)$ with the sample mean and variance of $T_n$ obtained from 500 Bootstrap samples for each simulation data set (denoted as SEL). And the standard normal calibration is base on the calibrated $l_n(\beta_0)$ with $(A_n, B_n) = (p, 2p)$ (denoted as STEL). Through QQ-plots, we will demonstrate the advantages of MEL in different growth rates of $p$ for each sample size. Here we only consider the case of noise $\varepsilon_i \sim N(0,1)$.

We draw 1000 random samples of size 200, 400 or 600 from model (4.1). For comparison, we here take the dimensionality of the parametric component as $p = \lfloor cn^{1/3} \rfloor$. By assigning $c = 1.8, 2.8$ and 3.8, the corresponding dimensions $p = 10, 16$ and 22 for $n = 200; p = 13, 20$ and 27 for $n = 400; p = 15, 23$ and 32 for $n = 600$. The results are reported in Fig. 2.

From Fig 2., we can observe from the QQ-plots that the MEL outperforms better than SEL and STEL as $n$ increases or $p$ decreases. Therefore, the MEL can be regarded as a reasonable alternative for the calibration of the BCEL in practice.
4.2. Simulation II. In this simulation, we draw 1000 random samples of size 200, 400 and 600, respectively. The choice of \((n, p)\) is the same as Simulation I. As for noise, two error distributions were chosen: (i) the standard normal distribution; (ii) the chi-square distribution with freedom 3.

In this simulation, we will compare four calibration methods for the BCEL. Besides the MEL, SEL and STEL methods mentioned in Section 4.1, there also consider the ordinary \(\chi^2_p\) calibration (denoted as OEL). Tables 1 and 2 report the coverage probability comparison for constructing confidence region on parameter \(\beta\) with nominal level 0.95.

It can be concluded from Tables 1 and 2 that the empirical coverage probabilities based on MEL are higher than that based on OEL, STEL and SEL. Especially for the case of \(n = 600\), \(p = 15\) and \(\epsilon_i \sim N(0, 1)\), the coverage probabilities of MEL is closed to the nominal level. Thus the calibration method of MEL is a good alternative. We can
Table 1. Coverage percentages for model (4.1) with the $\epsilon_i \sim N(0, 1)$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>MEL</th>
<th>OEL</th>
<th>SEL</th>
<th>STEL</th>
<th>$E_{n1}$</th>
<th>$V_{n1}$</th>
<th>$E_{n2}$</th>
<th>$V_{n2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>10</td>
<td>0.920</td>
<td>0.838</td>
<td>0.846</td>
<td>0.854</td>
<td>10.67</td>
<td>19.15</td>
<td>11.69</td>
<td>25.80</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.838</td>
<td>0.726</td>
<td>0.756</td>
<td>0.750</td>
<td>17.23</td>
<td>26.81</td>
<td>19.04</td>
<td>37.04</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>0.764</td>
<td>0.552</td>
<td>0.593</td>
<td>0.615</td>
<td>23.46</td>
<td>38.75</td>
<td>26.79</td>
<td>56.09</td>
</tr>
<tr>
<td>400</td>
<td>13</td>
<td>0.937</td>
<td>0.899</td>
<td>0.910</td>
<td>0.914</td>
<td>13.24</td>
<td>26.39</td>
<td>13.81</td>
<td>29.77</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.925</td>
<td>0.846</td>
<td>0.864</td>
<td>0.842</td>
<td>20.42</td>
<td>31.33</td>
<td>21.94</td>
<td>53.69</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>0.841</td>
<td>0.741</td>
<td>0.777</td>
<td>0.789</td>
<td>23.46</td>
<td>51.72</td>
<td>26.79</td>
<td>56.09</td>
</tr>
<tr>
<td>600</td>
<td>15</td>
<td>0.936</td>
<td>0.898</td>
<td>0.904</td>
<td>0.911</td>
<td>15.36</td>
<td>29.69</td>
<td>15.62</td>
<td>37.41</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>0.921</td>
<td>0.873</td>
<td>0.893</td>
<td>0.899</td>
<td>23.98</td>
<td>42.90</td>
<td>24.10</td>
<td>50.65</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.896</td>
<td>0.836</td>
<td>0.872</td>
<td>0.849</td>
<td>32.88</td>
<td>54.57</td>
<td>34.72</td>
<td>64.91</td>
</tr>
</tbody>
</table>

Table 2. Coverage percentages for model (4.1) with the $\epsilon_i \sim \chi^2_3$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>MEL</th>
<th>OEL</th>
<th>SEL</th>
<th>STEL</th>
<th>$E_{n1}$</th>
<th>$V_{n1}$</th>
<th>$E_{n2}$</th>
<th>$V_{n2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>10</td>
<td>0.863</td>
<td>0.796</td>
<td>0.810</td>
<td>0.821</td>
<td>11.01</td>
<td>17.60</td>
<td>11.38</td>
<td>22.29</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.803</td>
<td>0.694</td>
<td>0.721</td>
<td>0.698</td>
<td>16.73</td>
<td>25.31</td>
<td>18.27</td>
<td>34.76</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>0.755</td>
<td>0.576</td>
<td>0.610</td>
<td>0.599</td>
<td>23.32</td>
<td>33.63</td>
<td>26.08</td>
<td>57.37</td>
</tr>
<tr>
<td>400</td>
<td>13</td>
<td>0.908</td>
<td>0.878</td>
<td>0.889</td>
<td>0.866</td>
<td>13.34</td>
<td>20.50</td>
<td>14.05</td>
<td>27.17</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.844</td>
<td>0.772</td>
<td>0.798</td>
<td>0.763</td>
<td>20.45</td>
<td>31.61</td>
<td>22.07</td>
<td>41.41</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>0.828</td>
<td>0.692</td>
<td>0.728</td>
<td>0.720</td>
<td>27.68</td>
<td>47.28</td>
<td>29.80</td>
<td>61.13</td>
</tr>
<tr>
<td>600</td>
<td>15</td>
<td>0.916</td>
<td>0.868</td>
<td>0.888</td>
<td>0.878</td>
<td>15.46</td>
<td>26.70</td>
<td>16.08</td>
<td>33.56</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>0.890</td>
<td>0.852</td>
<td>0.869</td>
<td>0.871</td>
<td>23.83</td>
<td>43.75</td>
<td>24.62</td>
<td>47.74</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.839</td>
<td>0.745</td>
<td>0.785</td>
<td>0.776</td>
<td>33.07</td>
<td>53.54</td>
<td>34.60</td>
<td>64.03</td>
</tr>
</tbody>
</table>

also observed from Table 1 and Table 2 that the MEL has improving coverage accuracy along with the increasing sample size. However, when the dimension $p$ increases, the coverage probabilities of both MEL, OEL, STEL and SEL decrease. When $n = 200$ and $p = 22$, the performances of OEL, SEL and STEL are unacceptable. In comparison, our proposed method, MEL, can always attain the desired coverage percent and outperform the other three methods. The advantages get more remarkable when $n$ decreases or $p$ increases.

5. Proof of main results

Throughout the paper, we denote $\gamma_1(A) \leq \cdots \leq \gamma_p(A)$ as the eigenvalues and $tr(A)$ as the trace operator of a matrix $A$. To derive our main results, the following conditions are required to be made.

(C1) The random variable $U$ has a compact support $\Omega$. The density function $f_U(u)$ of the $U$ has a continuous second derivative and is uniformly bounded away from zero.

(C2) The $q \times q$ matrix $E(XX^T|U = u)$ is non-singular for each $U \in \Omega$. Furthermore, $E(XX^T|U = u)^{-1}$ and $E(XZ|U = u)$ are all Lipschitz continuous and each element of $E(XX^T|U = u)^{-1}$ and $E(XZ|U = u)$ is bounded.

(C3) $\{\alpha_i(\cdot), i = 1, \ldots, q\}$ has continuous second derivatives in $u \in \Omega$.

(C4) The kernel $K(\cdot)$ is bounded symmetric density function with bounded support.

(C5) The bandwidth $h$ satisfies that $nh^6 \to 0$ and $nh^3/(\log(n))^3 \to \infty$.

(C6) $\Sigma = E[\varepsilon^2(Z - \mu^T(U)X)(Z - \mu^T(U)X)^T]$ is a positive definite matrix with all the eigenvalues being uniformly bounded away from zero and infinity.
(C7) For some integer $k \geq 4$, $E(\|X\|_{\epsilon}^k) < \infty$, $E(\|X\|_{\epsilon}^k) < \infty$, $E(\|X\|_{\epsilon}^k) < \infty$.

(C8) Let $\eta = \varepsilon(Z - \mu)^T(U)X$, and $\eta_j$ be the $j$-th component of $\eta, j = 1 \ldots p$. For $k$ of condition (C7), there is a positive constant $c$ such that
\[
E(\|\eta\|_{\epsilon}^k) < c, E(\|\eta\|_{\epsilon}^k) < c, E(\|\mu(U)^T\|_{\epsilon}^k) < c
\]
and
\[
\frac{1}{p} \sum_{l=1}^{p} E(\|\eta_l\|_{\epsilon}^k) < c, E(\|\mu(U)^T\|_{\epsilon}^k) < c.
\]

(C9) $\max_{1 \leq i_1, i_2, \ldots, i_3 \leq p} E(\eta_{i_1} \eta_{i_2} \eta_{i_3})^2$ is bounded, where $\eta_i$ are the components of $\eta$.

In order to prove the main results, we introduce the following notations. Simple calculation yields that
\[
\hat{\eta}_i(\beta) = \eta_i(\beta) + \sum_{k=1}^{3} M_{i,k} =: \eta_i(\beta) + R_i
\]
where
\[
\eta_i(\beta) = (Z_i - \mu_i^T(U_i)X_i)(Y_i - \mu_i^T(U_i)X_i)\alpha(U_i) - Z_i^T\beta = (Z_i - \mu_i^T(U_i)X_i)\epsilon_i
\]
and
\[
M_{i,1} = (Z_i - \mu_i^T(U_i)X_i)X_i^T(\alpha(U_i) - \hat{\alpha}(U_i, \beta))
\]
\[
M_{i,2} = (\mu(U_i) - \hat{\mu}(U_i))^T X_i \epsilon_i
\]
\[
M_{i,3} = [(\mu(U_i) - \hat{\mu}(U_i))^T X_i][X_i^T(\alpha(U_i) - \hat{\alpha}(U_i, \beta))]
\]

5.1. Lemma. Suppose that Conditions (C1)-(C5) hold. If $h \to 0$ and $nh \to \infty$ as $n \to \infty$, then letting $c_n = \left\{ \frac{\log \epsilon}{nh} \right\}^{1/2} + h^2$ and $d_n = \left\{ \frac{\log \epsilon}{nh} \right\}^{1/2}$,
\[
\sup_{u \in \Omega} \frac{1}{n} \sum_{i=1}^{n} K_h(U_i - u) \left( \frac{U_i - u}{h} \right)^l X_{ij} \epsilon_i = O_p(d_n)
\]
\[
\sup_{u \in \Omega} \frac{1}{n} \sum_{i=1}^{n} K_h(U_i - u) \left( \frac{U_i - u}{h} \right)^l X_{ij} X_{jk} - f(u)\mu_i \Gamma_{j_1j_2}(u) = O_p(c_n)
\]
\[
\sup_{u \in \Omega} \frac{1}{n} \sum_{i=1}^{n} K_h(U_i - u) \left( \frac{U_i - u}{h} \right)^l X_{ij} Z_{ik} - f(u)\phi_{ik}(u) = O_p(c_n)
\]
where $j_1, j_2, j = 1, \ldots, q, k = 1, \ldots, p, l = 0, 1, 2, 4, \Gamma_{j_1j_2}(u)$ is the $(j_1, j_2)$-th element of $\Gamma(u)$ and $\phi_{jk}(u)$ is the $(j, k)$-th element of $\phi(u)$.

We refer to Xia and Li [14] for details.

5.2. Lemma. Under the Conditions of Lemma 5.1, we have,
\[
\|\hat{\alpha}(u, \beta) - \alpha(u)\| = O_p(c_n)
\]
and
\[
\max_{1 \leq j \leq q} \sup_{u \in \Omega} |\hat{\alpha}_j(u, \beta) - \alpha_j(u)| = O_p(c_n)
\]
holds uniformly in $u \in \Omega$, the support of $U$.

Proof. We first give the proof of (5.2). Let
\[
S_{n,l} = \sum_{i=1}^{n} K_h(U_i - u) X_i^T \left( \frac{U_i - u}{h} \right)^l, \quad l = 0, 1, 2
\]
Then, we can rewrite
\[ D_t^T W_u D_t = \begin{pmatrix} S_{u,0} & S_{u,1} \\ S_{u,1} & S_{u,2} \end{pmatrix} \]
The elements of the above matrix are in the form of a kernel regression. From Lemma 5.1 and some simple calculation, we have
\[
(5.4) \quad S_{u,t} = n f(u) \mu^2 \Gamma(u) (1 + O_p(c_u))
\]
holds uniformly in \( u \in \Omega \). So
\[
(5.5) \quad \hat{\alpha}(u, \beta) = [n f(u) \Gamma(u)]^{-1} \sum_{i=1}^n K_h(U_i - u) X_i \{X_i^T \alpha(U_i) + \varepsilon_i\} + O_p(c_u)
\]
Applying Lemma 5.1 and (5.4), we can easily get
\[
(5.6) \quad \frac{1}{n} \sum_{i=1}^n K_h(U_i - u) X_i X_i^T \alpha(U_i) = f(u) \Gamma(u) \alpha(u) \{1 + O_p(c_u)\}
\]
and
\[
(5.7) \quad \frac{1}{n} \sum_{i=1}^n K_h(U_i - u) X_i \varepsilon_i = o_p(1)
\]
holds uniformly in \( u \in \Omega \). From (5.5)-(5.7), \( \hat{\alpha}(u, \beta) = \alpha(u) + O_p(c_u) \) holds uniformly in \( u \in \Omega \). This completes the proof of (5.2).

By the similar method of Xia and Li [14], we can conclude the result (5.3), so we omit the details here. \(\square\)

5.3. Lemma. Under the Conditions of Lemma 5.1, we have
\[
\left\| \frac{1}{\sqrt{n}} \sum_{i=1}^n R_i \right\| = O_p\left(n^{1/2} p^{1/2} c_u^2 \right)
\]
where \( R_i = \sum_{k=1}^3 M_{i,k} \) can be found in (5.1).

The proof of Lemma 5.3 is similar as that of Lemma B.3 in Li et al. [5].

5.4. Lemma. Under conditions (C1)-(C8), we have
\[
(5.8) \quad tr[(S_{nc} - \Sigma)^2] = O_p\left(p^2 (c_u^4 + 1/n)\right)
\]
Proof. From the definition of \( \eta \) and \( S_{nc} \), we can get
\[
S_{nc} - \Sigma = \frac{1}{n} \sum_{i=1}^n \eta_i \bar{\eta}_i^T + \frac{1}{n} \sum_{i=1}^n (R_i \bar{\eta}_i^T + \eta_i \bar{\eta}_i^T + R_i \eta_i^T) - \eta \bar{\eta}_i^T = J_1 + J_2 + J_3
\]
It is easy to see that
\[
tr[(S_{nc} - \Sigma)^2] = tr[(J_1 + J_2 + J_3)^2] \leq 4tr[(J_1)^2] + 4tr[(J_2)^2] + 2tr[(J_3)^2]
\]
\[=I_1 + I_2 + I_3 \]
Thus, we know that
\[ I_1 = O_p(p/n), \quad I_2 = O_p(p^2 c_u^4) \]
For \( I_3 \), first we can get \( \tilde{\eta} = O_p(\sqrt{p/n}) \), then
\[ I_3 = tr[(\tilde{\eta} \tilde{\eta}^T)^2] = O_p(p^3/n^2) = \frac{p}{n} O_p(p^2/n) = O_p(p^2/n) \]
Therefore, we have
\[ tr[(S_{nc} - \Sigma)^2] = I_1 + I_2 + I_3 = O_p(p^2/n) + O_p(p^2 c_u^4) + O_p(p^2/n) = O_p(p^2(c_u^4 + 1/n)) \]
The proof is complete. \(\square\)
5.5. Lemma. Under conditions (C1)-(C8), if $p^{3+4/(k-2)}/n \to 0$, we have

\[ n \left\{ \left( \frac{1}{n} \sum_{i=1}^{n} \tilde{\eta}_i \right)^T (S_{nc}^{-1} - \Sigma^{-1}) \left( \frac{1}{n} \sum_{i=1}^{n} \tilde{\eta}_i \right) \right\} = o_p(p^{1/2}) \]

Proof. Let $\hat{D}_n = \Sigma^{-1/2}S_{nc}\Sigma^{-1/2} - I_p$, similar arguments used in the proof of Lemma 6 in Chen et al. [2] yield

\[ S_{nc}^{-1} - \Sigma^{-1} = \Sigma^{-1/2}(\Sigma^{1/2}S_{nc}^{-1}\Sigma^{1/2} - I_p)\Sigma^{-1/2} \]

\[ = \Sigma^{-1/2}[-\hat{D}_n + \hat{D}_n^2 + \hat{D}_n^2 \{ \Sigma^{1/2}S_{nc}^{-1}\Sigma^{1/2} - I_p \}]\Sigma^{-1/2} \]

Note that

\[ \text{tr}((S_{nc} - \Sigma)^2) = \text{tr}((\Sigma^{1/2}S_{nc}^{-1}\Sigma^{1/2} - I_p)\Sigma^{1/2})^2 \]

\[ = \text{tr}(\hat{D}_n \Sigma \hat{D}_n \Sigma) \geq \gamma_1^2(\Sigma)\text{tr}(\hat{D}_n^2) \]

By Lemma 5.4, we have

\[ \text{tr}(\hat{D}_n^2) \leq \frac{1}{\gamma_1^2(\Sigma)}\text{tr}((S_{nc} - \Sigma)^2) = O_p(p^2(c_n^2 + 1/n)) \]

Thus, we have

\[ \text{tr}(S_{nc}^{-1} - \Sigma^{-1})^2 \leq 2\text{tr}\{\Sigma^{-2}(-\hat{D}_n + \hat{D}_n^2)^2\} + 2\text{tr}\{\hat{D}_n^4(S_{nc}^{-1} - \Sigma^{-1})^2\} \]

\[ \leq 2\text{tr}\{\Sigma^{-2}(-\hat{D}_n + \hat{D}_n^2)^2\} + 2[\text{tr}\hat{D}_n^2]^2\text{tr}\{(S_{nc}^{-1} - \Sigma^{-1})^2\} \]

\[ = 2\text{tr}\{\Sigma^{-2}(-\hat{D}_n + \hat{D}_n^2)^2\} + o_p(\text{tr}\{(S_{nc}^{-1} - \Sigma^{-1})^2\}) \]

\[ = o_p(p^2(c_n^2 + 1/n)) \]

Then

\[ \left\| \frac{1}{n} \sum_{i=1}^{n} \tilde{\eta}_i \right\| = O_p(\sqrt{p/n}) \]

This together with $p^{3+4/(k-2)}/n \to 0$, $c_n^2 = o(1/\sqrt{n})$ and condition (C5), we can obtain

\[ n \left\{ \left( \frac{1}{n} \sum_{i=1}^{n} \tilde{\eta}_i \right)^T (S_{nc}^{-1} - \Sigma^{-1}) \left( \frac{1}{n} \sum_{i=1}^{n} \tilde{\eta}_i \right) \right\} \leq n \left\| \frac{1}{n} \sum_{i=1}^{n} \tilde{\eta}_i \right\|^2 \sqrt{\text{tr}(S_{nc}^{-1} - \Sigma^{-1})^2} \]

\[ = o_p(p^2(c_n^2 + 1/\sqrt{n})) \]

\[ = o_p(p^{1/2}) \]

The proof is finished. \qed

Proof of Theorem 3.1 Applying the Taylor expansion to (2.9) and invoking Lemmas 5.3-5.5, we obtain that

\[ l_n(\beta_0) = 2 \sum_{i=1}^{n} \log(1 + \lambda^T \tilde{\eta}_i(\beta)) = n \left\{ \tilde{\eta}_n^T \Sigma^{-1} \tilde{\eta}_n \right\} + o_p(p^{1/2}) \]

\[ = n \left\{ \tilde{\eta}_n^T (\Sigma^{-1} - S_{nc}^{-1}) \tilde{\eta}_n \right\} + n \left\{ \tilde{\eta}_n^T S_{nc}^{-1} \tilde{\eta}_n \right\} + o_p(p^{1/2}) \]

From Lemma 5.4, we have

\[ n \left\{ \tilde{\eta}_n^T (\Sigma^{-1} - S_{nc}^{-1}) \tilde{\eta}_n \right\} = o_p(p^{1/2}) \]
So

\[
\frac{l_n(\beta_0) - T_{nc}}{p^{1/2}} = n \left\{ \frac{\hat{\eta}^T_n (\Sigma^{-1} - S^{-1}_{nc}) \hat{\eta}_n}{p^{1/2}} \right\} + n \left\{ \frac{\hat{\eta}^T_n S_{nc} \hat{\eta}_n}{p^{1/2}} \right\} + o_p \left( \frac{1}{p^{1/2}} \right)
\]

The proof is complete. □
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A kernel density approach for replacing rounded zeros in compositional data sets
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Abstract
The logratio methodology widely used in compositional data analysis is not applicable when some components have rounded zeros. There are many univariate and multivariate methods that have been used to deal with rounded zeros. However, both of them have restrictions: the univariate methods replaced the rounded zeros only using the information of the corresponding component; the multivariate methods need to assume the distribution of transformed data. When the form of the distribution function is unknown, a multivariate nonparametric replacement approach is proposed in this paper. The proposed method uses conditional expected value based on isometric logratio coordinates to replace rounded zeros, in which the conditional density is estimated through multivariate Gauss kernel function. The permutation invariance and invariance under change of orthonormal basis are also presented. Simulation studies show that the proposed method has better performance than previous methods as the percentage of rounded zeros increases. The proposed method is also applied on the moss data from the Kola project.
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1. Introduction

Compositional data, or compositions, are vectors in which all components are positive real numbers and carry only relative information [1]. These vectors can be represented as proportions using closure operation, that is, they multiplied by the appropriate scaling factors. Two vectors are compositional equivalent if they can be expressed in the same proportion, thus compositions can be viewed as equivalence classes, in which all vectors convey the same compositional information [18]. This type of data often occurs in geosciences, biosciences, economics and many other disciplines [1, 16, 18].

Compositional data provide information only about the relative magnitudes of the components, the logratio methodology plays a key role in compositional data analysis. Three logratio transformations including additive logratio (alr) transformation [1], centered logratio (clr) transformation [1] and isometric logratio (ilr) transformation [6] were proposed. The relationship between alr transformation and clr transformation is well known [1], and ilr transformation can be represented by means of alr transformation or clr transformation [6]. Because the alr transformation is non-isometric, and the clr transformation results in singular covariance matrix, the ilr transformation which can avoid the above drawbacks is suggested. The logratio transformations transform compositional data to coordinates in real space. However, zeros may exist in some components, thus the logratio transformations fail.

There are three kinds of zeros in compositional data set: rounded zeros, count zeros and essential zeros [9]. In this paper, we are interested in the rounded zero which is not true zero and results from the existence of value below a threshold. When the threshold is rounding-off error, the component is present in a very small quantity and rounded to zero; when the threshold is detection limit, the value below the detection limit cannot be observed and is commonly reported as zero. There are many classic methods in rounded zeros problem. Aitchison proposed the additive replacement strategy [1], but the ratios of components having no rounded zeros are not preserved, later the multiplicative replacement strategy [8] was proposed. Instead of replacing rounded zeros in a component by a fixed value, the multiplicative lognormal replacement method [13] allowing for random imputation was suggested. The multivariate method is the modified EM algorithm [15, 12], which assumed that the alr coordinates follow multivariate normal distribution. Later the robust modified EM algorithm working on ilr coordinates [10] was introduced. In addition, there are other algorithms, for example, the multiplicative Kaplan-Meier method [14] was proposed, which is a univariate method. The implementations of all these methods discussed above are available in the R package zCompositions [14].

The previous univariate methods replace rounded zeros based on the data of the corresponding component and perform poorly when the proportion of rounded zeros is high. The multivariate methods for rounded zeros usually rely on the underlying assumption of multivariate normality in the space of coordinates. Furthermore, the modified EM algorithm based on alr coordinates requires that at least one component has no rounded zeros. To avoid these disadvantages, a new multivariate nonparametric replacement method based on multivariate Gauss kernel density estimation is proposed in this paper. To illustrate the performance of proposed method compared with the existing methods, this method is applied to both simulation and example analysis.

The rest of this paper is organized as follows. Some basic concepts about compositional data are reviewed in Section 2. In Section 3, the proposed approach is presented. Simulation study and real example are given in Section 4 to verify the effectiveness and usefulness of proposed method. Section 5 concludes this paper.
2. Preliminaries

Let $x = [x_1, x_2, \cdots, x_D]$ be a row vector denoting a $D$-part composition represented with constant sum $k$, its sample space is the simplex $S^D$ [1] defined as

$$S^D = \left\{ x = [x_1, x_2, \cdots, x_D] \mid x_i > 0, i = 1, 2, \cdots, D; \sum_{i=1}^{D} x_i = k \right\},$$

where the constant $k$ is an arbitrary positive real number and is usually 1 or 100 depending on the units of measurement. The simplex is a Euclidean vector space structure [1, 17, 3] when defining inner product with its related norm and Aitchison distance [2]. The distance between two compositions $x$ and $y \in S^D$ is

$$d_a(x, y) = \left( \sum_{i=1}^{D} \left( \ln \frac{x_i}{g_m(x)} - \ln \frac{y_i}{g_m(x)} \right)^2 \right)^{1/2},$$

where $d_a(\cdot, \cdot)$ stands for the Aitchison distance in $S^D$, and $g_m(x)$ denotes the geometric mean of the parts of $x$.

The ilr transformation [6] assigns coordinates with respect to the given orthonormal basis $\{e_1, e_2, \cdots, e_{D-1}\}$ of the simplex $S^D$. An orthonormal basis can be obtained through sequential binary partition of parts of a composition [5]. Following the reference [5], we can construct a $(D - 1) \times D$ matrix $\Psi$ in which rows are

$$\psi_i = \sqrt{\frac{D - i}{D - i + 1}} \begin{bmatrix} 0, \cdots, 0, 1, -\frac{1}{D - i}, \cdots, -\frac{1}{D - i} \end{bmatrix}^\top, \quad i = 1, 2, \cdots, D - 1,$$

respectively. An orthonormal basis can be obtained through $e_i = \mathcal{C}(\exp \psi_i) \ (i = 1, 2, \cdots, D - 1)$, where $\mathcal{C}$ is the closure operation. Thus the composition $x \in S^D$ is transformed to ilr coordinates $z = \text{ilr}(x) = [z_1, z_2, \cdots, z_{D-1}] \in \mathbb{R}^{D-1}$, where

$$z_i = \sqrt{\frac{D - i}{D - i + 1}} \ln \frac{x_i}{\prod_{j=i+1}^{D-1} x_j}, \quad i = 1, 2, \cdots, D - 1.$$

The ilr coordinates guarantee the invariance of distance, that is, $d_a(x, y) = d(\text{ilr}(x), \text{ilr}(y))$, where $d(\cdot, \cdot)$ is the Euclidean distance in real space. The inverse mapping of any real-valued vector $z \in \mathbb{R}^{D-1}$ to the original composition $x$ is then given by

$$\begin{align*}
    x_1 &= \exp \left\{ \sqrt{\frac{D - 1}{D}} z_1 \right\}, \\
    x_i &= \exp \left\{ -\sum_{j=1}^{i-1} \frac{1}{\sqrt{(D-j)(D-j+1)}} z_j + \sqrt{\frac{D - i}{D - i + 1}} z_i \right\}, \quad i = 2, \cdots, D - 1, \\
    x_D &= \exp \left\{ -\sum_{j=1}^{D-1} \frac{1}{\sqrt{(D-j+1)(D-j+2)}} z_j \right\}.
\end{align*}$$

The compositions can be viewed as equivalence classes, therefore the obtained composition $x$ can be represented as constant sum vectors.
For any random composition $\mathbf{x} = [x_1, x_2, \ldots, x_D]$, the measure of dispersion is the variation matrix $[1]$ defined as

\begin{equation}
T = [t_{ij}]_{D \times D}, \quad t_{ij} = \text{Var} \left( \ln \frac{x_i}{x_j} \right),
\end{equation}

where the element in variation matrix is the logratio variance for any two parts $i$ and $j$ of a $D$-part composition $\mathbf{x}$.

3. Kernel density replacement approach

Consider a random composition $\mathbf{x} = [x_1, x_2, \ldots, x_D]$, the sample data set is $\mathbf{X}$ with $n$ compositions and $D$-part, that is

\[\mathbf{X} = [x_{ij}]_{n \times D} = \begin{pmatrix}
    x_{11} & x_{12} & \cdots & x_{1D} \\
    x_{21} & x_{22} & \cdots & x_{2D} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{n1} & x_{n2} & \cdots & x_{nD}
\end{pmatrix}.\]

Suppose that the compositional data set $\mathbf{X}$ has rounded zeros, the corresponding threshold matrix is denoted as $\mathbf{E} = [e_{ij}]_{n \times D}$, where $e_{ij}$ is the threshold of $x_{ij}$. Let $R_j \subset \{1, 2, \ldots, n\}$ be the row indices referring to the rounded zeros of the $j$th component ($j \in \{1, 2, \ldots, D\}$), then $O_j = \{1, 2, \ldots, n\} \setminus R_j$ refers to the remaining row indices of the $j$th component, that is, $R_j = \{i : i \in \{1, 2, \ldots, n\}, x_{ij} \leq e_{ij}\}$, $O_j = \{i : i \in \{1, 2, \ldots, n\}, x_{ij} > e_{ij}\}$.

Firstly, we initialize the rounded zeros by multiplicative replacement strategy in which the rounded zero is equal to 65% of the threshold [8], thus $\mathbf{X}$ denotes the replaced data set. Denote the ilr coordinates in Equation (2.2) of random composition $\mathbf{x}$ as $\mathbf{z} = \text{ilr}(\mathbf{x}) = [z_1, z_2, \ldots, z_{D-1}] = [z_1, \mathbf{z_{-1}}]$, where $\mathbf{z_{-1}}$ refers to the remaining components of $\mathbf{z}$ except for the first component. Then initialized data set $\mathbf{X}$ is transformed to real data set $\mathbf{Z} = [z_{ij}]_{n \times (D-1)}$, where each row in $\mathbf{Z}$ is the ilr coordinates of the corresponding composition in $\mathbf{X}$. For the element $e_{i1}$ in threshold set $\mathbf{E}$, the ilr transformation of rounded zero $x_{i1} < e_{i1}$ can result in the the unknown value $z_{i1}$ less than $\psi_{i1}$, where

\[\psi_{i1} = \sqrt{\frac{D-1}{D}} \ln \frac{e_{i1}}{\prod_{j=2}^{D} x_{ij}}.\]

In the proposed approach, the unknown data $z_{i1}$ ($i \in R_1$) is imputed by conditional expected value

\begin{equation}
E(z_1 | z_{-1} = \mathbf{z_{-1}}, z_1 < \psi_{i1}) = \frac{\int_{\psi_{i1}}^{\infty} z_1 f(z_1 | z_{-1} = \mathbf{z_{-1}}) dz_1}{\int_{\psi_{i1}}^{\infty} f(z_1 | z_{-1} = \mathbf{z_{-1}}) dz_1},
\end{equation}

where $z_{-1}$ is the $i$th row of $\mathbf{Z}$ except for the first column, the conditional density function $f(z_1 | z_{-1} = \mathbf{z_{-1}})$ can be calculated as follows

\begin{equation}
f(z_1 | z_{-1} = \mathbf{z_{-1}}) = \frac{f(z_1, \mathbf{z_{-1}} = \mathbf{z_{-1}})}{f(\mathbf{z_{-1}} = \mathbf{z_{-1}})} = \frac{f(z_1, \mathbf{z_{-1}} = \mathbf{z_{-1}})}{\int_{-\infty}^{\infty} f(z_1, \mathbf{z_{-1}} = \mathbf{z_{-1}}) dz_1}.\]

Regardless the distribution of multivariate random variable $\mathbf{z}$, the density function $f(z_1, \mathbf{z_{-1}} = \mathbf{z_{-1}})$ can be estimated by multivariate Gauss kernel density [4]. In this
The bandwidth $h$ is applied to different coordinate direction, thus

$$
\hat{f}(z_1, z_{-1} = z_{i, -1}) = \frac{1}{n(\sqrt{2\pi})^{D-1}} \sum_{k=1}^{n} \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} - \frac{1}{2} \left( \frac{z_{i, -1} - z_{k, -1}}{h} \right)^T \left( \frac{z_{i, -1} - z_{k, -1}}{h} \right) \right\}.
$$

(3.3)

The bandwidth $h$ is given by $h = \sqrt{\frac{1}{\sigma^2} \sum_{j=1}^{D-1} \text{Var}(z_j)}$.

It follows from Equation (3.2) and Equation (3.3) that

$$
\hat{f}(z_1|z_{-1} = z_{i, -1}) = \sum_{k=1}^{n} \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} \int_{-\infty}^{z_1} \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} dz_1
$$

(3.4)

By conditional density function in Equation (3.4), Equation (3.1) can be expressed as

$$
\sum_{k=1}^{n} \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} \int_{-\infty}^{\psi_{i1}} \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} dz_1
$$

(3.5)

Since

$$
\int_{-\infty}^{\psi_{i1}} \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} dz_1 = \sqrt{2\pi h} \Phi \left( \frac{\psi_{i1} - z_{k1}}{h} \right)
$$

and

$$
\int_{-\infty}^{\psi_{i1}} z_1 \exp \left\{ -\frac{1}{2} \left( \frac{z_1 - z_{k1}}{h} \right)^2 \right\} dz_1 = \sqrt{2\pi h} \left( \psi_{i1} - z_{k1} \right) + z_{k1} \Phi \left( \frac{\psi_{i1} - z_{k1}}{h} \right)
$$

where $\phi(\cdot)$ and $\Phi(\cdot)$ are the density and distribution function of the standard normal distribution, respectively. Thus Equation (3.5) can be simplified as

$$
E(z_1|z_{-1} = z_{i, -1}, z_1 < \psi_{i1}) = \sum_{k=1}^{n} \left( -h\phi \left( \frac{\psi_{i1} - z_{k1}}{h} \right) + z_{k1} \Phi \left( \frac{\psi_{i1} - z_{k1}}{h} \right) \right) \exp \left\{ -\frac{1}{2h^2} d^2(z_1, z_{k, -1}) \right\}
$$

(3.6)
Hence, the unknown data \( z_{i1} \) is imputed by Equation (3.6). For the ilr coordinates in Equation (2.2), since \( d(z_{-1}, z_{-1}^k) = d_n(x_{-1}, x_{k-1}) \), the imputed value \( z_{i1} \) is related with the Aitchison distance between subcompositions \( x_{i-1} \) and \( x_{k-1} \), where \( x_{i-1} \) and \( x_{k-1} \) denote the remaining components of compositions \( x_i \) and \( x_k \) except for the first component, respectively.

### 3.1. Property

The imputed value \( E(z_1|z_{-1} = z_{i-1}, z_1 < \psi_{i1}) \) in Equation (3.6) has the following properties:

1. It is below the threshold, that is, \( E(z_1|z_{-1} = z_{i-1}, z_1 < \psi_{i1}) < \psi_{i1} \).
2. It is unchanged when the remaining components of \( x \) except for the first component are arbitrarily permuted.
3. It is invariant under change of orthonormal basis \( \{e_2, e_3, \ldots, e_D\} \).

Property 3.1 is quite obvious. It follows from \( z = x\Psi^T \) that \( \text{tr}(\text{Var}(z)) = \text{tr}(\text{Var}(x\Psi^T)) = \text{tr}(\Psi \text{Var}(x)\Psi^T) = \text{tr}(\text{Var}(x)\Psi^T \Psi) = \text{tr}(\text{Var}(x)G_D) \) [18], where \( G_D = I_D - \frac{1}{n}J_0 \). \( J_0 \) is a matrix of units. Therefore all the underlying elements \( d(z_{i-1}, z_{i-1}^k), h, z_{k1} \), and \( \psi_{i1} \) are invariant by permutation and change of basis, thus the imputed value in Equation (3.6) is unchanged.

Property 3.1 (2) and (3) point out that \( E(z_1|z_{-1} = z_{i-1}, z_1 < \psi_{i1}) \) satisfies permutation invariance and invariance under change of orthonormal basis, but \( E(z_1|z_{-1} = z_{i-1}, z_1 < \psi_{i1}) \) may not satisfy these two properties, for example, \( z_{kl} \) may change when the remaining components of \( x \) except for the \( k \)th component are arbitrarily permuted. To replace the rounded zeros in the \( k \)th component of \( x \), we define the permuted composition \( x^{(i)} = [x_1^{(i)}, x_2^{(i)}, \ldots, x_i^{(i)}, x_{i+1}^{(i)}, \ldots, x_D^{(i)}] = [x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_D] \). The ilr coordinates are denoted as \( z^{(i)} = \text{ilr}(x^{(i)}) = [z_1^{(i)}, z_2^{(i)}, \ldots, z_{D-1}^{(i)} = z_1^{(i)}, z_{D-1}^{(i)}] \), the corresponding ilr data set is \( Z^{(i)} = [z_{ij}^{(i)}]_{j=1}^{D} \). According to Equation (3.6), the unknown data \( z_{i1}^{(i)} \) \((i \in R_i)\) resulting from the rounded zero in the \( i \)th row and the \( k \)th component of \( X \) can be imputed by

\[
E(z_{i1}^{(i)}|z_{-1}^{(i)} = z_{i1}^{(i)}, z_1^{(i)} < \psi_{i1}^{(i)}) = \sum_{k=1}^{n} \left( -h \Phi \left( \frac{z_{i1}^{(i)} - z_{k1}^{(i)}}{h} \right) + z_{k1}^{(i)} \Phi \left( \frac{z_{i1}^{(i)} - z_{k1}^{(i)}}{h} \right) \right) \exp \left\{ -\frac{1}{2\pi h^2} d^2(z_{i1}^{(i)}, z_{k1}^{(i)}) \right\}.
\]

(3.7)

where \( \psi_{i1}^{(i)} = \sqrt{\frac{D-1}{D}} \ln \left( \prod_{j=2}^{D-1} \frac{e_{ji}}{\sum_{j=2}^{D-1} e_{ji}} \right) \).

The specific steps of the proposed method, similar to the modified EM algorithm based on ilr coordinates [10], are as follows:

**Step 1:** Sort the parts of compositional data set according to the number of rounded zeros of each part. The ilr coordinates in Equation (2.2) is used in the proposed method, the first component is only included in the first ilr coordinate. In order to reduce the error, the component with more zeros should be put in the first column. Without loss of generality, assume that the parts are already sorted, i.e. \(|R_1| \geq |R_2| \geq \cdots \geq |R_D|\), where \(|R_j|\) denotes the number of elements of \( R_j \) \((j = 1, 2, \ldots, D)\).

**Step 2:** Initialize the rounded zeros by multiplicative replacement strategy.

**Step 3:** Set \( l = 1 \).

**Step 4:** Replace the unknown data \( z_{i1}^{(i)} \) \((i \in R_l)\) using Equation (3.7).

**Step 5:** Inverse the every row of updated data set using Equation (2.3).
\textbf{Step 6}: Carry out Steps 4-5 for each $l = 2, 3, \ldots |C|$, where $C = \{ j : j \in \{1, 2, \ldots, D\}, |R_j| \neq 0 \}$ is the index set of parts containing at least one rounded zero.

\textbf{Step 7}: Repeat Steps 3-6 until the Euclidean distance between the variation matrix of compositional data set from the present and the previous iteration is smaller than a certain boundary.

\textbf{Step 8}: Sort the parts of replaced compositional data set in the original order.

If the data set $X = [x_{ij}]_{n \times D}$ is closed to a constant, then the replaced data set is $\tilde{X} = [\tilde{x}_{ij}]_{n \times D}$ obtained from the above algorithm, otherwise, we should rescale the replaced value $\tilde{x}_{ij}$ using the expression \cite{14}

\begin{equation}
\tilde{x}_{ij} = \tilde{x}_{ij} \frac{x_{ik}}{\hat{x}_{ik}}, \quad j \in C, \ i \in R_j,
\end{equation}

where $\tilde{x}_{ij}^*$ is the rescaled value, $x_{ik}$ is the originally observed element in the $i$th row and $k$th column of compositional data set $X$, $\hat{x}_{ik}$ is the corresponding replaced value in $\tilde{X}$.

\section{4. Simulation and Example}

In this section we present simulation study and real example in order to illustrate the good performance of proposed method (\textsc{multK}), which is compared with the multiplicative replacement strategy (\textsc{multR}), the multiplicative Kaplan-Meier method (\textsc{multKM}), the multiplicative lognormal replacement method (\textsc{multLN}), the modified EM algorithm working on alr coordinates (\textsc{alrEM}) and the robust modified EM algorithm working on ilr coordinates (\textsc{ilrEM}). Given the original compositional data set $X$ which has no rounded zeros, we set the value below the threshold as zero, the replaced compositional data set is denoted as $X^*$. We consider two measures of distortion, standardized residual sum of squares (STRESS) \cite{8} and relative difference in variation matrix (RDVM) \cite{13}. Denote the variation matrix in Equation (2.4) of original data set $X$ and imputed data set $X^*$ as $T = [t_{ij}]_{D \times D}$ and $T^* = [t_{ij}^*]_{D \times D}$, the two measures STRESS and RDVM are defined as

\begin{equation*}
\text{STRESS} = \frac{\sum_{i<j} (d_a(x_i, x_j) - d_a(x_i^*, x_j^*))^2}{\sum_{i<j} d_a^2(x_i, x_j)},
\end{equation*}

and

\begin{equation*}
\text{RDVM} = \frac{1}{2|C|D - |C|^2} \sum_{i,j \in C} \frac{|t_{ij}^* - t_{ij}|}{t_{ij}},
\end{equation*}

respectively, where $x_i$ is the $i$th row of data set $X$. The two measures STRESS and RDVM represent the distance difference and variation difference, respectively.

\subsection{4.1. Simulation Study}

In this subsection, several simulation studies were conducted.

We first simulated real data set with sample size 300 from multivariate normal distribution $N_d(\mu, \Sigma)$, then the compositional data set $X$ can be obtained through ilr-inverse transformation in Equation (2.3). Suppose that the rounded zero is resulting from value below the detection limit, and the detection limits of same part-different compositions are the same, so the detection limit set is denoted as a vector, that is, $E = [e_1, e_2, \ldots, e_5]$, where $e_j$ ($j = 1, 2, \ldots, 5$) is the $\alpha_j$ quantile of the $j$th component in $X$.

We set mean $\mu = [-2, -1.5, -1, -0.3]$ and covariance matrix $\Sigma = [\rho^{i-j}]_{4 \times 4}$. To describe different levels of correlations among the components, take $\rho = 0.3, 0.5, 0.7$ and 0.9. Ten situations of detection limit set are conducted, where $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ range from 0.05 to 0.5 by 0.05, 0.04 to 0.4 by 0.04, 0.03 to 0.3 by 0.03, 0.02 to 0.2 by 0.02, respectively,
Figure 1. Two measures of distortion STRESS and RDVM for six methods (multR, multKM, multLN, ilrEM, alrEM, multK) under ten situations of detection limit set when $\rho = 0.3$ (a) and $\rho = 0.5$ (b).

and $\alpha_5 = 0$. Set each data in the $j$th component smaller than $e_j$ ($j = 1, 2, 3, 4$) to a zero value, then the percentage of rounded zeros in the first four components approximately range from 5% to 50% by 5%, 4% to 40% by 4%, 3% to 30% by 3%, 2% to 20% by 2%, respectively, and the last component has no rounded zeros, therefore the corresponding percentage of rounded zeros in compositional data set approximately ranges from 2.8% to 28% by 2.8%.

We run 100 Monte Carlo simulations for each setting described above. The performance comparisons among previous methods and proposed method with varying percentage of rounded zeros corresponding to situations are showed in Figure 1 and Figure
Figure 2. Two measures of distortion STRESS and RDVM for six methods (multR, multKM, multLN, ilrEM, alrEM, multK) under ten situations of detection limit set when \( \rho = 0.7 \) (a) and \( \rho = 0.9 \) (b).

2. The values in Figure 1 and Figure 2 are the average STRESS or RDVM of 100 simulations. Figure 1(a) and Figure 1(b) depict the trends in two performance measures under ten situations of detection limit set when \( \rho = 0.3 \) and 0.5. It can be seen from Figure 1(a) and Figure 1(b) that the ilrEM and alrEM have smaller STRESS and RDVM than those of multR, however, the STRESS and RDVM of multKM and multLN are greater than those of multR. Moreover, when the percentage of rounded zeros increases, the STRESS value of multK is lower than those of previous methods. The multK method performs worse than previous methods in the measure RDVM when \( \rho = 0.3 \), whereas it performs better under some situations when \( \rho = 0.5 \). Figure 2 shows the trends in two measures
among different methods when $\rho = 0.7$ and 0.9. From Figure 2(a) and Figure 2(b), we see that the multK method outperforms the other methods in two measures STRESS and RDVM. The STRESS value of ilrEM is very close to that of multR, while ilrEM performs worse than multR in measure RDVM. To sum up, when the percentage of rounded zeros increases, the proposed method has better performance than other methods in the two measures STRESS and RDVM.

4.2. Real example. The proposed method discussed in the previous section will be applied to the moss data from the Kola project available in the R package StatDA [7] and compared with the previous methods (multR, multKM, multLN, ilrEM and alrEM). The moss data set consists of more than 50 chemical elements and 594 observations. We focus on the 7-part subcomposition [Al, Ca, Fe, K, Mg, Na, Si] denoted as compositional data set $\mathbf{U} = [u_1, u_2, \cdots, u_7]$ with constant sum 100%, which has no rounded zeros. Similar to the simulation analysis, we give the detection limit set, the value below detection limit is set as zero. The aim of this study is to replace rounded zeros using different methods.

Suppose that the components $u_1$, $u_3$, $u_6$ and $u_7$ have rounded zeros. Eight situations of detection limit set are given in Table 1 in which $e_j$ $(j = 1, 3, 6, 7)$ is the detection limit of the $j$th component. Table 1 also gives the percentages of rounded zeros of components $u_1$, $u_3$, $u_6$, $u_7$ and the total percentage of rounded zeros of compositional data set $\mathbf{U}$. Table 2 gives the computed results of STRESS and RDVM for six methods (multR, multKM, multLN, ilrEM, alrEM, multK) under eight situations. According to Table 2, we can find that the proposed method has smaller STRESS value than those of other methods except the first two situations, and the RDVM value of proposed method for each situation is always smaller than other methods. In addition, multR performs better than ilrEM and alrEM as the percentage of rounded zeros increases, of which alrEM has larger STRESS and RDVM than ilrEM. This is because that the ilrEM and alrEM all assume the distribution of compositional data set. In fact, compositional data set $\mathbf{U}$ departs from normal distribution on the simplex [11], which is tested using the energy test [19] or the test based on SVD including the marginal univariate tests, the bivariate tests and radius tests [21]. Because the ilrEM is a robust method, which performs better than alrEM. These results suggest that the proposed method is superior to the others in the case of moss data set.
Table 1. Eight situations of detection limit set for compositional data set $U$. The value in parentheses is the percentage of rounded zeros of the corresponding component. The last column ZR represents the total percentage of rounded zeros of the corresponding situation (Unit: %).

<table>
<thead>
<tr>
<th>situation</th>
<th>$e_1$</th>
<th>$e_3$</th>
<th>$e_6$</th>
<th>$e_7$</th>
<th>ZR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.39(14.14)</td>
<td>1.41(13.97)</td>
<td>0.41(14.65)</td>
<td>1.41(14.31)</td>
<td>8.15</td>
</tr>
<tr>
<td>2</td>
<td>1.51(18.86)</td>
<td>1.56(18.69)</td>
<td>0.46(19.53)</td>
<td>1.55(19.19)</td>
<td>10.89</td>
</tr>
<tr>
<td>3</td>
<td>1.63(23.57)</td>
<td>1.72(23.23)</td>
<td>0.51(24.41)</td>
<td>1.68(23.91)</td>
<td>13.59</td>
</tr>
<tr>
<td>4</td>
<td>1.76(28.28)</td>
<td>1.85(27.95)</td>
<td>0.56(29.29)</td>
<td>1.76(28.62)</td>
<td>16.31</td>
</tr>
<tr>
<td>5</td>
<td>1.84(33.00)</td>
<td>1.96(32.49)</td>
<td>0.60(34.18)</td>
<td>1.86(33.50)</td>
<td>19.02</td>
</tr>
<tr>
<td>6</td>
<td>1.93(37.71)</td>
<td>2.04(37.21)</td>
<td>0.66(39.06)</td>
<td>1.98(38.22)</td>
<td>21.74</td>
</tr>
<tr>
<td>7</td>
<td>2.01(42.42)</td>
<td>2.22(41.75)</td>
<td>0.72(43.94)</td>
<td>2.05(42.93)</td>
<td>24.43</td>
</tr>
<tr>
<td>8</td>
<td>2.12(47.14)</td>
<td>2.38(46.46)</td>
<td>0.78(48.82)</td>
<td>2.13(47.81)</td>
<td>27.18</td>
</tr>
</tbody>
</table>

Table 2. Two evaluation indexes STRESS and RDVM of methods (multR, multKM, multLN, ihEM, alrEM, multK) for compositional data set $U$ under eight situations of detection limit set.

<table>
<thead>
<tr>
<th>situation</th>
<th>multR</th>
<th>multKM</th>
<th>multLN</th>
<th>ihEM</th>
<th>alrEM</th>
<th>multK</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRESS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.0179</td>
<td>0.0317</td>
<td>0.0166</td>
<td>0.0148</td>
<td>0.0158</td>
<td>0.0159</td>
</tr>
<tr>
<td>2</td>
<td>0.0216</td>
<td>0.0426</td>
<td>0.0213</td>
<td>0.0182</td>
<td>0.0212</td>
<td>0.0189</td>
</tr>
<tr>
<td>3</td>
<td>0.0244</td>
<td>0.0567</td>
<td>0.0275</td>
<td>0.0222</td>
<td>0.0260</td>
<td>0.0218</td>
</tr>
<tr>
<td>4</td>
<td>0.0283</td>
<td>0.0706</td>
<td>0.0348</td>
<td>0.0265</td>
<td>0.0336</td>
<td>0.0257</td>
</tr>
<tr>
<td>5</td>
<td>0.0328</td>
<td>0.0833</td>
<td>0.0422</td>
<td>0.0312</td>
<td>0.0444</td>
<td>0.0302</td>
</tr>
<tr>
<td>6</td>
<td>0.0372</td>
<td>0.0994</td>
<td>0.0518</td>
<td>0.0372</td>
<td>0.0592</td>
<td>0.0358</td>
</tr>
<tr>
<td>7</td>
<td>0.0425</td>
<td>0.1185</td>
<td>0.0638</td>
<td>0.0468</td>
<td>0.0737</td>
<td>0.0421</td>
</tr>
<tr>
<td>8</td>
<td>0.0494</td>
<td>0.1382</td>
<td>0.0774</td>
<td>0.0613</td>
<td>0.1042</td>
<td>0.0493</td>
</tr>
<tr>
<td>RDVM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.0623</td>
<td>0.1626</td>
<td>0.0645</td>
<td>0.0478</td>
<td>0.0465</td>
<td>0.0389</td>
</tr>
<tr>
<td>2</td>
<td>0.0671</td>
<td>0.2033</td>
<td>0.0864</td>
<td>0.0544</td>
<td>0.0679</td>
<td>0.0396</td>
</tr>
<tr>
<td>3</td>
<td>0.0551</td>
<td>0.2475</td>
<td>0.1165</td>
<td>0.0724</td>
<td>0.0839</td>
<td>0.0401</td>
</tr>
<tr>
<td>4</td>
<td>0.0538</td>
<td>0.2849</td>
<td>0.1423</td>
<td>0.0863</td>
<td>0.1025</td>
<td>0.0376</td>
</tr>
<tr>
<td>5</td>
<td>0.0576</td>
<td>0.3161</td>
<td>0.1653</td>
<td>0.0979</td>
<td>0.1442</td>
<td>0.0425</td>
</tr>
<tr>
<td>6</td>
<td>0.0688</td>
<td>0.3513</td>
<td>0.1959</td>
<td>0.1292</td>
<td>0.1988</td>
<td>0.0630</td>
</tr>
<tr>
<td>7</td>
<td>0.0821</td>
<td>0.3891</td>
<td>0.2311</td>
<td>0.1771</td>
<td>0.2532</td>
<td>0.0793</td>
</tr>
<tr>
<td>8</td>
<td>0.0954</td>
<td>0.4252</td>
<td>0.2681</td>
<td>0.2376</td>
<td>0.3568</td>
<td>0.0950</td>
</tr>
</tbody>
</table>

5. Conclusions

The logratio transformations do not apply when compositional data have zeros. In this paper, a nonparametric method based on the multivariate Gauss kernel density estimation is suggested to deal with the rounded zeros. Because the clr coordinates add to zero, the ilr coordinates are applied in the proposed method. Under the ilr coordinates in Equation (2.2), the multivariate Gauss kernel function is related with the Aitchison distance between subcompositions. In the simulation study and real example, the proposed method is compared with the multiplicative replacement strategy, the multiplicative Kaplan-Meier method, the multiplicative lognormal replacement method, the modified EM algorithm based on alr coordinates and the robust modified EM algorithm based on ilr coordinates. The results in simulation study show that the proposed method presents a good performance in comparison with other methods in the two measures.
STRESS and RDVM as the percentage of rounded zeros increases. Furthermore, in the real example, the performance of proposed method is obvious. The feature of our framework is that the proposed method works when the distribution function form is unknown. Future work will be dedicated to the study of bandwidth matrix in multivariate kernel function.
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Equivariant estimation of quantile vector of two normal populations with a common mean
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Abstract

The problem of estimating quantile vector \( \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2) \) of two normal populations, under the assumption that the means (\( \mu_i \)) are equal has been considered. Here \( \hat{\theta}_i = \mu + \eta \sigma_i, i = 1, 2 \), denotes the \( p^{th} \) quantile of the \( i^{th} \) population, where \( \eta = \Phi^{-1}(p), 0 < p < 1 \), and \( \Phi \) denotes the c.d.f. of a standard normal random variable. The loss function is taken as sum of the quadratic losses. First, a general result has been proved which helps in constructing some improved estimators for the quantile vector \( \hat{\theta} \). Further, classes of equivariant estimators have been proposed and sufficient conditions for improving estimators in these classes are derived. In the process, two complete class results have been proved. A numerical comparison of these estimators are done and recommendations have been made for the use of these estimators. Finally, we conclude our results with some practical examples.

Keywords: Equivariant estimator, Estimation of quantiles, Complete class results, Common mean, Inadmissibility, Relative risk comparison.

2000 AMS Classification: 62C15, 62F10, 62C20

Received: 22.08.2017 Accepted: 28.06.2018 Doi: 10.15672/HJMS.2018.606

∗Department of Mathematics, National Institute of Technology Rourkela, Rourkela-769 008, India, Email: manas@nitrkl.ac.in
†Corresponding Author.
‡Department of Mathematics, National Institute of Technology Rourkela, Rourkela-769 008, India, Email: jadarsha@gmail.com
ŸDepartment of Mathematics, Indian Institute of Technology Kharagpur, Kharagpur-721 302, India, Email: smsh@iitkgp.ac.in
1. Introduction

Let \( X = (X_1, X_2, \ldots, X_m) \) and \( Y = (Y_1, Y_2, \ldots, Y_n) \) be independent random samples drawn from two normal populations \( N(\mu, \sigma_1^2) \) and \( N(\mu, \sigma_2^2) \) respectively. Here the common mean \( \mu \), and the variances \( \sigma_1^2, \sigma_2^2 \) are unknown. The \( p^{th} \) quantile of the first and second populations are \( \theta_1 = \mu + \eta \sigma_1 \) and \( \theta_2 = \mu + \eta \sigma_2 \) respectively where \( \eta = \Phi^{-1}(p) \); \( 0 < p < 1 \). Here \( \Phi(.) \) denotes the cumulative distribution function of a standard normal random variable. The problem is to estimate the quantile vector \( \theta = (\theta_1, \theta_2) \) with respect to the sum of the quadratic losses given by,

\[
L(d, \theta) = \sum_{i=1}^{2} \frac{(d_i - \theta_i)^2}{\sigma_i^2},
\]

where \( d = (d_1, d_2) \) is an estimator of \( \theta = (\theta_1, \theta_2) \).

The problem of estimation of quantiles has attracted several researchers in the recent past due to its real life applications. For example, quantiles of exponential populations are widely used in the study of reliability, life testing, survival analysis and some related areas. We refer to Keating and Tripathi [7] and Saleh [16] for some applications of exponential quantiles.

We note that, in the literature most of the results on quantile estimation are for a single parameter, \( \theta = \mu + \eta \sigma \), whereas the current work is for simultaneous estimation of a vector \( \theta = (\theta_1, \theta_2) \) of two quantiles. Probably, Zidek [21] was the first to consider the estimation of quantile of normal population with respect to a quadratic loss function. Zidek [21, 22] proved that the best affine equivariant estimator of the quantile \( \theta = \mu + \eta \sigma \) is inadmissible if \( |\eta| \) is chosen very large. Rukhin [14] derived a class of minimax estimators for quantile \( \theta \), each of which improves upon the best equivariant estimator. For some decision theoretic results on estimation of quantiles of an exponential population one may refer to Rukhin [15] and the references therein.

Some study also has been done in estimating the quantile \( \theta_1 \), when two or more populations are available from normal populations. Kumar and Tripathy [9] considered the estimation of \( \theta_1 = \mu + \eta \sigma_1 \) under a quadratic loss function using a decision theoretic approach. Exploiting the information available for the common mean, they could obtain improved estimators for quantiles \( \theta_1 \). They also derived some inadmissibility conditions for estimators belonging to equivariant classes. A similar type of results have been obtained by Sharma and Kumar [17] in the case of exponential populations while estimating the quantile \( \theta_1 \) of the first population.

The problem under consideration has its importance in the sense that it uses the information available for estimating a common mean. The problem of estimating the common mean of normal populations is an age old problem and has its origin in the study of recovery of inter-block information in balance incomplete block designs. In the literature, this problem is also referred as Meta-Analysis, where samples (data) from multiple sources are combined with a common objective. One may refer to Vazquez et al. [20] for application of Meta-Analysis in clinical trials. For a detailed review on inference on common mean of two or more normal populations one may refer to Moore and Krishnamoorthy [11], Lin and Lee [10], Chang and Pal [5], Tripathy and Kumar [18] and the references therein.

It should be noted that, the underlying model has been considered previously by Kumar and Tripathy [9], and estimated the first component \( \theta_1 \). We in this paper, consider the simultaneous estimation of quantiles, that is, the vector \( \theta = (\theta_1, \theta_2) \), which is important from theoretical as well as application point of view. For some results on simultaneous estimation of location and scale parameters with application we refer to Bai and Durairajan [2], Alexander and Chandrasekar [1] and Tsukuma [19]. The rest
of our work is organized as follows. In Section 2, we derive a basic result which helps in constructing improved estimators for quantile vector \( \theta \). In Section 3, we derive affine and location equivariant estimators. Sufficient conditions for improving estimators in the class have been obtained. In the process, two complete class results proved. An extensive simulation study has been done in order to numerically compare the relative risk performances of various proposed estimators in Section 4. We conclude with some practical examples in Section 5.

2. A General Result and Some Improved Estimators

In this section we discuss the model and prove a general result which will be handy in constructing some good estimators for the quantile vector \( \theta = (\theta_1, \theta_2) \).

Suppose \( \bar{X} = (X_1, X_2, \ldots, X_m) \) and \( Y = (Y_1, Y_2, \ldots, Y_n) \) be independent random samples taken from two normal populations \( N(\mu, \sigma_1^2) \) and \( N(\mu, \sigma_2^2) \) respectively. Here the parameters \( \mu, \sigma_1^2 \) and \( \sigma_2^2 \) are unknown. Our aim is to estimate the vector \( \theta = (\theta_1, \theta_2) \), where \( \theta_i = \mu + \eta \sigma_i \), \( (\eta \neq 0 \text{ and } i = 1, 2) \) with respect to the loss function (1.1). Obviously, \( \theta_i \) is the \( p^{th} \) quantile of the \( i^{th} \) population that is, \( \eta = \Phi^{-1}(p), (0 < p < 1) \) where \( \Phi(.) \) is the cumulative distributive function of a standard normal random variable. A minimal sufficient statistic for this problem is \( (\bar{X}, \bar{Y}, S_1^2, S_2^2) \) where

\[
\bar{X} = \frac{1}{m} \sum_{i=1}^{m} X_i, \quad \bar{Y} = \frac{1}{n} \sum_{j=1}^{n} Y_j, \quad S_1^2 = \sum_{i=1}^{m} (X_i - \bar{X})^2 \text{ and } S_2^2 = \sum_{j=1}^{n} (Y_j - \bar{Y})^2.
\]

It is well known that the maximum likelihood estimator (MLE) for \( \mu \), is not obtainable in a closed form (see Pal et al. [12]). Also the minimal sufficient statistics for this problem are not complete, hence the usual approaches to find uniformly minimum variance unbiased estimator (UMVUE) for individual quantile do not work as ancillary statistics may carry relevant information for the parameter of interest. Therefore, it is not known if a UMVUE exists or not, and it is difficult to find even if one exists. Further, it is known that when we have only one population (say \( X \)) the best affine equivariant estimator for estimating quantile \( \theta_1 = \mu + \eta \sigma_1 \) is minimax (see Kiefer [8]). When we have both the populations \( X \) and \( Y \) the problem of estimating the first component \( \theta_1 \) has been considered by Kumar and Tripathy [9]. Following their arguments, a natural way to construct improved estimators for \( \theta \) is to combine the improved estimators for the common mean and the improved estimators for the respective standard deviations. Hence we first propose a basic estimator for \( \theta \) as,

\[
d = (d_1, d_2), \quad \text{where } d_i = \bar{X} + cS_i, \quad i = 1, 2.
\]

Let us define

\[
c_{m+n} = \frac{\eta \sqrt{2}}{m + n - 2} \left[ \frac{\Gamma\left(\frac{m}{2}\right)}{\Gamma\left(\frac{m+2}{2}\right)} + \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} \right].
\]

2.1. Theorem. If we estimate the quantiles \( \theta \) by \( d = (\bar{X} + cS_1, \bar{X} + cS_2) \) with respect to the loss function (1.1), then the value of \( c \) for which the risk is minimum is found to be \( c_{m+n} \).

Let us denote \( d^X = (\bar{X} + c_{m+n}S_1, \bar{X} + c_{m+n}S_2) \). Next, we give a general result which in parallel to Theorem 2.1 of Kumar and Tripathy [9] that valid for estimating only \( \theta_1 \).

2.2. Theorem. Suppose \( d_M = (d_M, d_M) \) be an estimator for \( \mu = (\mu, \mu) \), and \( d_S = (d_S, d_S) \) be an estimator for \( \sigma = (\sigma_1, \sigma_2) \). Consider \( d_Q = (d_{Q1}, d_{Q2}) = d_M + \eta d_S \) as an
estimator for $\theta$. Further, assume that given $d_{S_1}$ and $d_{S_2}$, $d_M$ is conditionally unbiased for $\mu$, that is

$$E(d_M | d_{S_1}) = E(d_M | d_{S_2}) = \mu,$$

then,

$$E(d_{Q_1} - \theta_1)^2 + E(d_{Q_2} - \theta_2)^2 = 2E(d_M - \mu)^2 + \eta^2 \{E(d_{S_1} - \sigma_1)^2 + E(d_{S_2} - \sigma_2)^2\}. \quad (2.3)$$

**Proof.** The proof is similar to the arguments used in proving Theorem 2.1 of Kumar and Tripathy [9], hence omitted. \hfill $\square$

#### 2.3. Remark.

It is easy to observe that, condition (2.3) will satisfy if we choose $d_M$ to be an unbiased estimator for $\mu$ and both $d_{S_1}$ and $d_{S_2}$ are independent of $d_M$. For example we may take $d_M = \bar{X}$ and $d_{S_1} = S_1$, $d_{S_2} = S_2$.

#### 2.4. Remark.

As a consequence of Theorem 2.2, to construct a good estimator for $\theta$, it is sufficient to have a good estimator for $\mu$ and/or a good estimator for $\sigma_1$ or/and a good estimator for $\sigma_2$.

#### 2.5. Remark.

Let $d_M = d_\phi$, where $d_\phi = \phi(S_1, S_2) \bar{X} + (1 - \phi(S_1, S_2)) \bar{Y}$ be any unbiased estimator for $\mu$, and $d_{S_1} = cS_1/\eta$, $d_{S_2} = cS_2/\eta (\eta \neq 0)$, it is easy to see that, the condition of Theorem 2.2 satisfies and we prove the following result.

#### 2.6. Theorem.

Let $d_\phi = \phi(S_1, S_2) \bar{X} + (1 - \phi(S_1, S_2)) \bar{Y}$ be an estimator for the common mean $\mu$. Consider the estimator $d_\phi(c) = (d_\phi + cS_1, d_\phi + cS_2)$ for estimating quantile vector $\theta$. Then $d_\phi(c)$ has smaller risk than $d_\phi$ with respect to the sum of quadratic loss (1.1) if and only if $d_\phi$ has smaller risk than $\bar{X}$. Further, $d_\phi(c)$ has minimum risk with respect to the loss (1.1) when $c = c_{m+n}$.

We note that, the minimizing choice of $c$ is $c_{m+n}$ which is symmetric in both $m$ and $n$. One may construct an estimator for the quantile $\theta$ using $\bar{Y}$ for the common mean. Let us denote $\ddot{d}^* = (\bar{Y} + cS_1, \bar{Y} + cS_2)$. The results of Theorem 2.6 will remain true if we replace $d_\phi$ by $\ddot{d}^*$. Hence we have the following remark.

#### 2.7. Remark.

Let $d_\phi = \phi(S_1, S_2) \bar{X} + (1 - \phi(S_1, S_2)) \bar{Y}$ be an estimator for the common mean $\mu$. Consider the estimator $d_\phi(c) = (d_\phi + cS_1, d_\phi + cS_2)$ for estimating quantile vector $\theta$. Then $d_\phi(c)$ has smaller risk than $\ddot{d}^*$ with respect to the sum of quadratic loss (1.1) if and only if $d_\phi$ has smaller risk than $\bar{Y}$. Further, $d_\phi(c)$ has minimum risk with respect to the loss (1.1) when $c = c_{m+n}$. Let us denote $\ddot{d}^Y = (\bar{Y} + c_{m+n}S_1, \bar{Y} + c_{m+n}S_2)$.

#### 2.8. Remark.

Following Theorem 2.6, one can easily construct good estimators for $\theta$ by replacing $\bar{X}$ in $\dddot{d}^X$ or $\bar{Y}$ in $\ddot{d}^Y$ by any improved estimator of the form $d_\phi$ for the common mean $\mu$.

Following the above remarks and Theorem 2.2, we propose the following estimators for $\theta$ which have smaller risk than $\dddot{d}^X$ or/and $\ddot{d}^Y$ under certain conditions on the sample.
sizes.

\[ \hat{d}_{GM} = (\hat{\mu}_{GM} + c_{m+n}S_1, \hat{\mu}_{GM} + c_{m+n}S_2), \]
\[ \hat{d}_{GD} = (\hat{\mu}_{GD} + c_{m+n}S_1, \hat{\mu}_{GD} + c_{m+n}S_2), \]
\[ \hat{d}_{KS} = (\hat{\mu}_{KS} + c_{m+n}S_1, \hat{\mu}_{KS} + c_{m+n}S_2), \]
\[ \hat{d}_{CS} = (\hat{\mu}_{CS} + c_{m+n}S_1, \hat{\mu}_{CS} + c_{m+n}S_2), \]
\[ \hat{d}_{MK} = (\hat{\mu}_{MK} + c_{m+n}S_1, \hat{\mu}_{MK} + c_{m+n}S_2), \]
\[ \hat{d}_{TK} = (\hat{\mu}_{TK} + c_{m+n}S_1, \hat{\mu}_{TK} + c_{m+n}S_2), \]
\[ \hat{d}_{BC1} = (\hat{\mu}_{BC1} + c_{m+n}S_1, \hat{\mu}_{BC1} + c_{m+n}S_2), \]
\[ \hat{d}_{BC2} = (\hat{\mu}_{BC2} + c_{m+n}S_1, \hat{\mu}_{BC2} + c_{m+n}S_2). \]

Here we denote \( \hat{\mu}_{GM} = \frac{mX_n + Y}{m+n}, \hat{\mu}_{TK} = \frac{\sqrt{m}b_{m-1}S_0 + \sqrt{n}b_{n-1}S_1}{\sqrt{m}b_{m-1}S_0 + \sqrt{n}b_{n-1}S_1}, \) and \( \hat{\mu}_{GD}, \hat{\mu}_{KS}, \hat{\mu}_{BC1}, \hat{\mu}_{BC2}, \hat{\mu}_{CS}, \hat{\mu}_{MK}, \) are estimators for the common mean \( \mu, \) as defined in Tripathy and Kumar [18]. Although the closed form of the MLE of \( \mu \) is not available, one can obtain it numerically by solving a system of three equations in three unknowns. Let us denote \( \hat{\mu}_{ML} \) as the MLE of the common mean. Using this estimator for the common mean we propose an estimator for the quantile vector \( \theta \) as,

\[ \hat{d}_{ML} = (\hat{\mu}_{ML} + c_{m+n}S_1, \hat{\mu}_{ML} + c_{m+n}S_2). \]

All these estimators belong to the class \( \hat{d}_\theta(c_{m+n}) \) and will be compared numerically in Section 4.

2.9. Theorem. Let the estimators \( \hat{d}_X, \hat{d}_Y, \hat{d}_{GD}, \hat{d}_{KS}, \hat{d}_{BC1}, \hat{d}_{BC2}, \) and \( \hat{d}_{CS} \) as defined above for estimating \( \theta. \) The loss function be taken as the sum of the quadratic losses \( (1.1). \)

(i) The estimator \( \hat{d}_{GD} \) performs better than both \( \hat{d}_X \) and \( \hat{d}_Y \) if and only if \( m, n \geq 11. \)

(ii) The estimator \( \hat{d}_{KS} \) performs better than both \( \hat{d}_X \) and \( \hat{d}_Y \) if and only if \( (m - 7)(n - 7) \geq 16. \)

(iii) The estimator \( \hat{d}_{BC1} \) performs better than \( \hat{d}_X \) if and only if \( m \geq 2, n \geq 3 \) and for \( 0 < b_1 < b_\max(m,n). \)

(iv) The estimator \( \hat{d}_{BC2} \) performs better than \( \hat{d}_X \) if and only if \( m \geq 2, n \geq 6 \) and for \( 0 < b_2 < b_\max(m,n - 3). \)

(v) The estimator \( \hat{d}_{CS} \) performs better than \( \hat{d}_X \) if \( m = n \geq 7. \)

Here \( b_1, b_2 \) and \( b_\max(m,n) \) are as defined in Kumar and Tripathy [9].

Proof. The proof of (i)-(v) can be done by using Theorem 2.6 and the arguments given in the proof of Theorem 2.4 in Kumar and Tripathy [9].

2.10. Remark. The estimator \( \hat{d}_{MK} \) uses the estimator proposed by Moore and Krishnamoorthy [11] that uses the estimates of standard deviation instead of variance. Their estimator does not improve upon \( \hat{X} \) uniformly. The estimator \( \hat{d}_{TK} \) proposed by Tripathy and Kumar [18], also does not improve upon \( \hat{X} \) uniformly. As our numerical results shows (in Section 4), these two estimators perform quite well for moderate values of \( \sigma_2/\sigma_1 > 0 \) and also they are good competitor of each other.

3. Inadmissibility Results for Equivariant Estimators

In this section, we introduce the concept of invariance to the problem of simultaneous estimation of quantiles of two normal populations and derive classes of affine and location
The conditional risk function of an equivariant estimator. Further sufficient conditions for improving estimators in these classes have been derived. Consequently some complete class results are also proved.

Consider the group \( G_a = \{ g_{a,b} : g_{a,b}(x) = ax + b, a > 0, b \in R \} \) of affine transformations. Under the transformation, \( \hat{X} \rightarrow a\hat{X} + b, \hat{Y} \rightarrow a\hat{Y} + b, S_1^2 \rightarrow a^2S_1^2, \mu \rightarrow a\mu + b, \sigma_1^2 \rightarrow a^2\sigma_1^2 \) and \( \theta \rightarrow a\theta + b\varepsilon \), where \( \varepsilon = (1, 1) \) and \( \theta = (\theta_1, \theta_2) \), \( \theta_i = \mu + \eta\sigma_i, i = 1, 2 \). The problem considered is invariant if we choose the loss function as the sum of affine invariant loss functions (1.1). Based on the sufficient statistics \((\bar{X}, \bar{Y}, S_1^2, S_2^2)\) the form of an affine equivariant estimator for estimating the vector \( \theta \) is obtained as,

\[
\begin{align*}
(d_1(\bar{X}, \bar{Y}, S_1^2, S_2^2), d_2(\bar{X}, \bar{Y}, S_1^2, S_2^2)) &= (\bar{X} + S_1\Psi_1(T_1, T_2), \bar{X} + S_1\Psi_2(T_1, T_2)) \\
&= (d_{\Psi_1}, d_{\Psi_2}) \\
&= d_\Psi \text{ say,}
\end{align*}
\]

where \( T_1 = \frac{\bar{Y} - \bar{X}}{S_1^2} \) and \( T_2 = \frac{S_2^2}{S_1^2} \).

Denote \( M_1 = \min(t_1, 0) \), and \( M_2 = \max(t_1, 0) \). Let us define the following functions for any affine equivariant estimator \( d_\Psi \).

\[
\begin{align*}
\Psi^0 &= \min(\max(\Psi_1, M_1), M_2) \\
\Psi^1 &= \max(M_1 + \eta b_{m+n}, \Psi_1) \\
\Psi^2 &= \min(M_2 + \eta b_{m+n}, \Psi_1)
\end{align*}
\]

Next we prove the following inadmissibility result for affine equivariant estimators.

3.1. Theorem. Let \( d_\Psi \) be an affine equivariant estimator of the form (3.1) of a quantile vector \( \theta \), and the loss function be the sum of quadratic loss (1.1) or the sum of squared errors. Let the functions \( \Psi^0, \Psi^1 \) and \( \Psi^2 \) be defined as in (3.2), (3.3) and (3.4) respectively. Let \( \alpha = (\mu, \sigma_1^2, \sigma_2^2) \).

(i) When \( \eta = 0 \), the estimator \( d_\Psi \) is improved by \( d_{\Psi^0} \) if \( P_{\Psi^0}(\Psi^0 \neq \Psi) > 0 \) for some choices of \( \alpha \).

(ii) When \( \eta > 0 \), the estimator \( d_\Psi \) is improved by \( d_{\Psi^1} \) if \( P_{\Psi^1}(\Psi^1 \neq \Psi) > 0 \) for some choices of \( \alpha \).

(iii) When \( \eta < 0 \), the estimator \( d_\Psi \) is improved by \( d_{\Psi^2} \) if \( (\Psi^2 \neq \Psi) > 0 \) for some choices of \( \alpha \).

Proof. To prove this theorem we use a result due to Brewster and Zidek [3]. Consider the conditional risk function of \( d_\Psi \) given \( T = (T_1, T_2) \):

\[
R(d_\Psi | T) = E\{L(d_\Psi | T) | T \}
\]

\[
= \frac{1}{\sigma_1^2} E\{(\bar{X} + S_1\Psi_1(T) - \mu - \eta\sigma_1)^2 | T \} + \frac{1}{\sigma_2^2} E\{(\bar{X} + S_1\Psi_2(T) - \mu - \eta\sigma_2)^2 | T \}.
\]

(3.5)

The above risk function (3.5) is a sum of two convex functions in \( \Psi_1 \) and \( \Psi_2 \), which is a convex function. The minimizing choices of \( \Psi_1 (t) \) and \( \Psi_2 (t) \), are obtained respectively as,

\[
\Psi_1(t) = -\frac{E((\bar{X} - \mu)S_1 | T)}{E(S_1^2 | T)} + \eta\sigma_1 \frac{E(S_1 | T)}{E(S_1^2 | T)}
\]

and

\[
\Psi_2(t) = -\frac{E((\bar{X} - \mu)S_1 | T)}{E(S_1^2 | T)} - \eta\sigma_2 \frac{E(S_1 | T)}{E(S_1^2 | T)}.
\]
and 
\[
\Psi_2(t) = -\frac{E((\bar{X} - \mu)S_1|T)}{E(S_1^2|T)} + \eta \sigma^2 \frac{E(S_1|T)}{E(S_1^2|T)}.
\]

Using the conditional expectations derived in Kumar and Tripathy [9], the minimizing choices for \(\Psi_1(t)\) and \(\Psi_2(t)\) are simplified and are given by

(3.6) \[
\Psi_1(t, \rho) = \frac{t_1}{1 + \rho} + \eta b_{m+n} \sqrt{\lambda}
\]

and

(3.7) \[
\Psi_2(t, \rho) = \frac{t_1}{1 + \rho} + \eta b_{m+n} \sqrt{\frac{\eta \rho}{m}}.
\]

Here \(\lambda = \frac{m_1^2}{1 + \rho} + \frac{m_2^2}{\sqrt{\lambda}} + 1\), \(b_{m+n} = \frac{m(x_1 + x_2)}{\sqrt{\lambda(x_1 + x_2)}}\) and \(\rho = \frac{m_2^2}{m_1^2} - \frac{m_2^2}{m_1^2} - 1\).

In order to prove the theorem, we need to find the infimum and supremum values of \(\Psi_1(t, \rho)\) and \(\Psi_2(t, \rho)\) with respect to \(\rho > 0\), for all values of \(\eta\) and \(t\). After analyzing the terms \(\Psi_1(t, \rho)\) and \(\Psi_2(t, \rho)\), for separate values of \(\eta\), we have the following cases:

(i) When \(\eta = 0\), and \(t_1 \in \mathbb{R}\),
\[
\inf_{\rho} \Psi_1(t, \rho) = M_1 \quad \text{and} \quad \sup_{\rho} \Psi_1(t, \rho) = M_2
\]
(3.8) \[
\inf_{\rho} \Psi_2(t, \rho) = M_1 \quad \text{and} \quad \sup_{\rho} \Psi_2(t, \rho) = M_2.
\]

(ii) When \(\eta > 0\), and \(t_1 \in \mathbb{R}\), we have
\[
\inf_{\rho} \Psi_1(t, \rho) \geq M_1 + \eta b_{m+n} \quad \text{equality holds if} \ t_1 > 0
\]
\[
\text{and} \quad \sup_{\rho} \Psi_1(t, \rho) = +\infty
\]
\[
\inf_{\rho} \Psi_2(t, \rho) \geq M_1 + \eta b_{m+n} \sqrt{t_2} \quad \text{equality holds if} \ t_1 < 0
\]
\[
\text{and} \quad \sup_{\rho} \Psi_2(t, \rho) = +\infty.
\]
(3.9)

(iii) When \(\eta < 0\), \(t_1 \in \mathbb{R}\), we have
\[
\sup_{\rho} \Psi_1(t, \rho) \leq M_2 + \eta b_{m+n} \quad \text{equality holds if} \ t_1 < 0
\]
\[
\text{and} \quad \inf_{\rho} \Psi_1(t, \rho) = -\infty
\]
\[
\sup_{\rho} \Psi_2(t, \rho) \leq M_2 + \eta b_{m+n} \sqrt{t_2} \quad \text{equality holds if} \ t_1 > 0
\]
\[
\text{and} \quad \inf_{\rho} \Psi_2(t, \rho) = -\infty.
\]
(3.10)

Utilizing the expressions (3.8)-(3.10), for \(\eta = 0\), \(\eta > 0\) and \(\eta < 0\), respectively, for an affine equivariant estimator \(d_{\Psi} = (d_{\Psi_1}, d_{\Psi_2})\), we can easily define the functions \(\Psi_0\), \(\Psi_1\), \(\Psi_2\) as in (3.2)-(3.4) respectively. An application of orbit-by-orbit improvement technique for improving equivariant estimators of Brewster and Zidek [3], proves the theorem. \(\square\)

3.2. Remark. The above theorem is basically a complete class result. It tells that for an equivariant estimator of the form (3.1),

(i) if \(P(\{\Psi_1 < \min(T_1, 0) + \eta b_{m+n}\} | \{\Psi_2 < \min(T_1, 0) + \eta b_{m+n} \sqrt{T_2}\}) > 0\), then the estimator \(d_{\Psi}\) is improved by \(d_{\Psi_0}\), when \(\eta = 0\).

(ii) if \(P(\{\Psi_1 < \min(T_1, 0) + \eta b_{m+n}\} | \{\Psi_2 < \min(T_1, 0) + \eta b_{m+n} \sqrt{T_2}\}) > 0\), then the estimator \(d_{\Psi_1}\) will improve upon \(d_{\Psi}\), when \(\eta > 0\),
(iii) if \( P(\Psi_1 > \max(T_1,0) + \eta b_{m+n}) \cup \{\Psi_2 > \max(T_1,0) + \eta b_{m+n} \sqrt{T_1}\} > 0 \), then the estimator \( d^{\Psi_2} \) will improve upon \( d^{\Psi_2} \) when \( \eta < 0 \).

Here \([a,b]\) stands for complement of the interval \([a,b]\) in \( \mathbb{R} \).

3.3. Remark. All the estimators discussed in Section 2 (except \( d^{ML} \) whose closed form does not exist), belong to the class (3.1). But it has been seen that for none of these estimators, the choices of \( \Psi_1 \) and \( \Psi_2 \) satisfy the above conditions in Remark 3.2. So the estimators considered can not be improved by using Theorem 3.1, but they form a complete class. The result we write as a theorem below.

3.4. Theorem. Let the loss function be (1.1).

(i) The class of estimators \( \{d_\Psi : \Psi_1 \in [\min(T_1,0), \max(T_1,0)] \text{ and } \Psi_2 \in [\min(T_1,0), \max(T_1,0)] \} \) is complete for \( \eta = 0 \).

(ii) The class of estimators \( \{d_\Psi : \Psi_1 > \min(T_1,0) + \eta b_{m+n} \text{ and } \Psi_2 > \min(T_1,0) + \eta b_{m+n} \sqrt{T_1} \} \) is complete for \( \eta > 0 \).

(iii) The class of estimators \( \{d_\Psi : \Psi_1 < \max(T_1,0) + \eta b_{m+n} \text{ and } \Psi_2 < \max(T_1,0) + \eta b_{m+n} \sqrt{T_1} \} \) is complete for \( \eta < 0 \).

Next, we consider a smaller group of transformations and hence a larger class of estimators for estimating the vector \( \theta \). Consider the group \( G_L = \{g_c : g_c(x) = c + x, c \in \mathbb{R} \} \) of location transformations. Under the transformation, \( X \to X + c, Y \to Y + c, S_1^2 \to S_1^2, S_2^2 \to S_2^2, \mu \to \mu + c, \sigma_i \to \sigma_i, \theta_i = \mu + \eta \sigma_i \to \theta_i + c \) where \( i = 1,2 \).

The estimation problem is invariant if we take the loss function as the sum of squared error losses (1.1), and the form of a location equivariant estimator for estimating the vector \( \theta \) based on the sufficient statistics \((X, Y, S_1^2, S_2^2)\), is obtained as

\[
d^{\Psi_2} = (\bar{X} + \psi_1(U), \bar{X} + \psi_2(U)),
\]

where \( U = (T, S_1^2, S_2^2) \) and \( T = \bar{X} \).

Let us denote \( N_1 = \min(t,0) \) and \( N_2 = \max(t,0) \). For a location equivariant estimator \( d^{\Psi_2} \), define the functions \( \bar{\psi}^0, \bar{\psi}^1 \) and \( \bar{\psi}^2 \) as,

\[
\bar{\psi}^0(u) = (\min(\max(\psi_1, N_1), N_2), \min(\max(\psi_2, N_1), N_2))
\]

(3.12)

\[
\bar{\psi}^1(u) = (\max\{N_1, \psi_1\}, \max\{N_1, \psi_2\}),
\]

(3.13)

\[
\bar{\psi}^2(u) = (\min\{N_2, \psi_1\}, \min\{N_2, \psi_2\}).
\]

(3.14)

Next, we prove a theorem regarding inadmissibility of location equivariant estimators.

3.5. Theorem. Let \( d^{\Psi_2} \) be a location equivariant estimator of the quantile \( \theta \) and the loss function be the sum of quadratic losses (1.1) or the sum of squared error. Let the functions \( \bar{\psi}^0, \bar{\psi}^1 \) and \( \bar{\psi}^2 \) be defined as in (3.12), (3.13) and (3.14) respectively.

(i) When \( \eta = 0 \), the estimator \( d^{\Psi_2} \) is improved by \( d^{\Psi_0} \) if \( P_\theta(\psi_0 \neq \psi) > 0 \) for some choices of \( \psi \).

(ii) When \( \eta > 0 \), the estimator \( d^{\Psi_2} \) is improved by \( d^{\Psi_1} \) if \( P_\theta(\psi_1 \neq \psi) > 0 \) for some choices of \( \psi \).

(iii) When \( \eta < 0 \), the estimator \( d^{\Psi_2} \) is improved by \( d^{\Psi_2} \) if \( P_\theta(\psi_2 \neq \psi) > 0 \) for some choices of \( \psi \).

Proof. The proof is similar to the arguments used in proving Theorem 3.1. The details of the proof is omitted. \( \square \)
3.6. **Remark.** Similar to Theorem 3.1 above Theorem 3.5 is also a complete class result. It tells that for an estimator of the form (3.11),

(i) if \( P(\{\psi_1 \in [\min(T,0), \max(T,0)]\}) \cup \{\psi_2 \in [\min(T,0), \max(T,0)]\} > 0 \) then the estimator \( d_{\psi} \) is improved by \( d_{\psi}' \), when \( \eta = 0 \),

(ii) if \( P(\{\psi_1 < \min(T,0)\} \cup \{\psi_2 < \min(T,0)\}) > 0 \) then the estimator \( d_{\psi_1} \) will improve upon \( d_{\psi} \), for \( \eta > 0 \), and

(iii) if \( P(\{\psi_1 > \max(T,0)\} \cup \{\psi_2 > \max(T,0)\}) > 0 \) then the estimator \( d_{\psi_2} \) will improve upon \( d_{\psi} \) when \( \eta < 0 \).

3.7. **Remark.** All the estimators discussed in Section 2 (except \( d^{ML} \) whose closed form does not exist) belong to the class (3.11). But it has also been seen that for none of these estimators the choices of \( \psi_1 \) and \( \psi_2 \) satisfy the above conditions in Remark 3.6. So the estimators considered can not be improved by using Theorem 3.5, but they form a complete class. This we write as a theorem.

3.8. **Theorem.** Let the loss function be (1.1).

(i) The class of estimators \( \{d_{\psi_1} : \psi_1 \in [\min(T,0), \max(T,0)] \text{ and } \psi_2 \in [\min(T,0), \max(T,0)]\} \) is complete for \( \eta = 0 \).

(ii) The class of estimators \( \{d_{\psi_1} : \psi_1 > \min(T,0) \text{ and } \psi_2 > \min(T,0)\} \) is complete for \( \eta > 0 \).

(iii) The class of estimators \( \{d_{\psi_1} : \psi_1 < \max(T,0) \text{ and } \psi_2 < \max(T,0)\} \) is complete for \( \eta < 0 \).

4. **Numerical Comparisons**

In the previous sections we have derived several estimators for the quantile vector \( \theta \) such as \( d^X, d^Y, d^{GD}, d^{GM}, d^{KS}, d^{BC_1}, d^{BC_2}, d^{CS}, d^{MK}, d^{TK}, \) and \( d^{ML} \). We have also shown that these well structured estimators, except \( d^{ML} \), belong to the class (3.1) and (3.11). It seems quite difficult to compare the risk values of all these estimators analytically. But for practical purposes, one needs the estimator to be used. Taking the advantages of computational resources, we in this section compare numerically the simulated risk values of all these estimators which may be handy for practical purposes. For evaluating the risk function, we use the loss function (1.1). For numerical comparison purpose, we have generated 20,000 random samples \( X \) of sizes \( m \) and 20,000 random samples \( Y \) of sizes \( n \) from normal populations with equal mean and different variances. It can be easily checked that all the risks values are functions of \( \tau = \frac{m}{m+n} > 0 \), for fixed values of \( m, n \) and \( |\eta| \). The approximate value of \( \tau \) is taken to be 0.3146. We have computed the risk values of all the estimators taking various choices of \( \tau \) and the sample sizes. However, for illustration purpose we present the risk values for some selected choices of \( \tau \) and \( m, n \). We also observe that when the values of \( \tau \) increase from 0 to \( \infty \) the risk values converge for all the estimators except \( d^{GM} \) and \( d^X \). As the sample sizes increases the risk values of all the estimators decrease for fixed \( |\eta| \). Further, the risk values increase as \( \eta \) increases for fixed values of \( \tau \) and sample sizes. If we choose the value of \( b_1 \) and \( b_2 \) near 0 the estimators \( d^{BC_1} \) and \( d^{BC_2} \) tends to \( d^X \). Also if we choose the value of \( b_2 \) near 1 the estimator \( d^{BC_2} \) tends to \( d^{GD} \). So for numerical comparison a convenient choice would be an intermediate value which we take as \( \frac{1}{2}b_{max} \). The value of \( b_{max}(m,n) \) have been taken from the tabulated values given in Brown and Cohen [4]. We also note that, when the sample sizes are equal the estimator \( d^{GD} \) becomes same as \( d^{KS} \) and \( d^{MK} \) becomes same as \( d^{TK} \). When the sample sizes are unequal the estimator \( d^{CS} \) is not defined, so for
unequal sample sizes we do not include it for numerical comparison purpose. A massive simulation study has been conducted separately for the cases \( m = n, m > n \) and \( m < n \). The simulated risk values have been plotted against \( \tau \) for all the estimators in Figure 1 and Figure 2. In Figure 1 the sample sizes have been taken as equal, whereas in Figure 2, the simulated risk values have been plotted for unequal sample sizes. In Figures 1, and 2 we label \( X, Y, GM, GD, KS, BC1, BC2, CS, MK, TK \) and \( ML \) for the estimators \( \hat{d}^X, \hat{d}^Y, \hat{d}^{GM}, \hat{d}^{GD}, \hat{d}^{KS}, \hat{d}^{BC1}, \hat{d}^{BC2}, \hat{d}^{CS}, \hat{d}^{MK}, \hat{d}^{TK} \) and \( \hat{d}^{ML} \) respectively. In Tables 1-3, we have presented the simulated values of the percentage of relative risk improvement of all the estimators with respect to \( \hat{d}^X \), which are defined as

\[
PR1 = \left(1 - \frac{Risk(\hat{d}^Y)}{Risk(\hat{d}^X)}\right) \times 100, \\
PR2 = \left(1 - \frac{Risk(\hat{d}^{GM})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR3 = \left(1 - \frac{Risk(\hat{d}^{GD})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR4 = \left(1 - \frac{Risk(\hat{d}^{KS})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR5 = \left(1 - \frac{Risk(\hat{d}^{BC1})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR6 = \left(1 - \frac{Risk(\hat{d}^{BC2})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR7 = \left(1 - \frac{Risk(\hat{d}^{CS})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR8 = \left(1 - \frac{Risk(\hat{d}^{MK})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR9 = \left(1 - \frac{Risk(\hat{d}^{TK})}{Risk(\hat{d}^X)}\right) \times 100, \\
PR10 = \left(1 - \frac{Risk(\hat{d}^{ML})}{Risk(\hat{d}^X)}\right) \times 100.
\]

The following observations can be made from the Tables 1-3 and the Figures 1-2 as well as from our simulation study. For illustration purpose, we have presented the risk functions only for the case \( \eta = 1.960 \).

Case 1: \( m = n \)

(i) Figure 1 represents the risk values of all the estimators for the equal sample sizes and \( \eta = 1.960 \). In Figure 1, (a)-(c) it represents the risk values for sample sizes small to moderate that is (6,6), (8,8) and (12,12) whereas (d)-(f) the sample sizes are taken as moderate to large (20,20), (30,30) and (40,40). It has been noticed that the risk values of the estimators \( \hat{d}^X, \hat{d}^{BC1}, \hat{d}^{BC2} \) and \( \hat{d}^{CS} \) decreasing as \( \tau \) increases from 0 to \( \infty \). The estimator \( \hat{d}^{GD} \) first increases and attains maximum value then decreases. The estimators \( \hat{d}^{GM} \), and \( \hat{d}^{MK} \) first decrease attains minimum (in the neighborhood of \( \tau = 1 \)) then increases. The estimator \( \hat{d}^Y \) increases as \( \tau \) varies from 0 to \( \infty \). It has also been noticed that all the estimators (except \( \hat{d}^{GM} \) and \( \hat{d}^Y \)) converge to the estimator \( \hat{d}^X \) which is true as these estimators are consistent.

(ii) The percentage of relative risk performances of all the estimators with respect to \( \hat{d}^X \) decrease as \( \tau \) varies from 0 to \( \infty \). Let us first consider the case of small sample sizes \( (m,n \leq 10) \). For small values of \( \tau \) (\( \tau < 0.25 \)) the estimators \( \hat{d}^Y \) and \( \hat{d}^{ML} \) has the maximum percentage of relative risk improvement and it is seen near to 98.88\%. For moderate values of \( \tau \) (\( 0.75 < \tau < 2.5 \)) the estimators \( \hat{d}^{GM} \) and \( \hat{d}^{MK} \) compete each other however when \( \tau = 1 \), the estimator \( \hat{d}^{GM} \) has the maximum percentage of relative risk improvement and it is seen near to 15.68\%. For large values of \( \tau \), the estimator \( \hat{d}^{BC1} \) has the maximum percentage of relative risk improvement.

Consider the case of moderate sample sizes \( (12 \leq m,n \leq 20) \). For small values of \( \tau \), the estimator \( \hat{d}^{ML} \) has the best performance and the percentage of relative risk improvement is seen near to 89.78\%. For moderate values of \( \tau \)
the estimators $d^{MK}$ and $d^{GD}$ perform equally well, however for $\tau = 1$, the estimator $d^{GM}$ has the maximum percentage of relative risk performances. For large values of $\tau$, $(\tau > 3.5)$ the estimators $d^{BC1}$ and $d^{ML}$ compete with each other.

Consider the case of large sample sizes ($m,n \geq 30$). For small values of $\tau$ the estimators $d^{ML}$ and $d^{GD}$ compete with each other and the percentage of relative risk performance has been noticed near to 90.40%. For moderate values of $\tau$ $(0.75 < \tau < 2.5)$ the estimators $d^{GD}$, $d^{ML}$ and $d^{MK}$ compete with each other, however for $\tau = 1$, the estimator $d^{GM}$ has the best performance. For large values of $\tau$, the estimators $d^{BC1}$ and $d^{BC2}$ compete with $d^{ML}$.

Case 2: $m < n$.

(i) Figure 2, ((a), (c) and (e)) represents the risk values of all the estimators for $\eta = 1.960$ and the sample sizes (4,10), (12,20) and (30,40). The risk values of the estimators $d^X$, is decreasing as $\tau$ increases. The risk values of $d^{GD}$, $d^{KS}$ increase and attains maximum then decrease as $\tau$ increases. The risk values of all the estimators converge to the risk of $d^X$ except $d^Y$ and $d^{GM}$.

(ii) Consider the small sample sizes ($m,n \leq 10$). For small values of $\tau < 0.25$, the estimator $d^Y$ and $d^{ML}$ compete with each other and the percentage of relative risk improvement is seen near to 98.88%. For moderate values of $\tau$ $(0.75 < \tau < 3)$ the estimators $d^{TK}$ and $d^{GM}$ compete each other, however for $\tau = 1$, the estimator $d^{GM}$ has the best performance. For large values of $\tau$ $(\tau > 3.0)$ the estimator $d^{BC1}$ performs the best and the percentage of relative risk performance.

Consider the case of moderate sample sizes $(12 \leq m,n \leq 20)$. For small values of $\tau$ the estimator $d^{ML}$ has the maximum percentage of relative risk performance and it is seen near to 98.88%. For moderate values of $\tau$ $(0.75 < \tau < 3)$ the estimators $d^{TK}$, $d^{MK}$ and $d^{KS}$ compete each other, however for $\tau = 1$, $d^{GM}$ has the best performance. For large values of $\tau$ $(\tau > 3)$ the estimator $d^{BC1}$ has the maximum percentage of relative risk improvement.

Consider the case of large sample sizes $(m,n \geq 30)$. For small values of $\tau$ $(\tau \leq 0.25)$, the estimators $d^{KS}$, $d^{GD}$ and $d^{ML}$ compete each other. For moderate values of $\tau$ $(0.25 < \tau < 3)$ the estimators $d^{GD}$, $d^{KS}$, $d^{TK}$, $d^{MK}$ and $d^{ML}$ compete each other. For large values of $\tau$ the estimators $d^{ML}$ and $d^{BC1}$ compete each other.

Case-3: $m > n$.

(i) Figure 2, ((b), (d) and (f)) represent the risk values of all the estimators for $\eta = 1.960$ and for the sample sizes (10,4), (20,12) and (40,30). The risk values of $d^X$ is decreasing as $\tau$ increases. The risk values of $d^{GD}$, $d^{KS}$, $d^{BC1}$ and $d^{BC2}$ decrease as $\tau$ increases. The risk values of estimators $d^{GM}$, and $d^Y$ first decrease attains minimum then increase with respect to $\tau$.

(ii) Consider the case of small sample sizes $(m,n \leq 10)$. For small values of $\tau$ $(\tau \leq 0.25)$ the estimator $d^{ML}$ has maximum percentage of relative risk performance and it is noticed near to 97.7%, for moderate values of $\tau$ $(0.75 < \tau < 2.0)$ the estimators $d^{TK}$ and $d^{GM}$ compete each other, however for $\tau = 1$, the estimator $d^{GM}$ has the best performance. For large values of $\tau$, $(\tau > 3)$ the estimator $d^{BC1}$ has the best performance.

Consider the case of moderate sample sizes $(12 \leq m,n \leq 20)$. For small values of $\tau$ $(\tau < 0.25)$ the estimator $d^{ML}$ has the best performance, for moderate values
of $\tau$ ($0.75 \leq \tau < 2.0$), the estimator $d^{KS}$ and $d^{GD}$ compete each other. For $\tau = 1$ the estimator $d^{GM}$ performs the best. For large values of $\tau$ the estimator $d^{BC1}$ and $d^{ML}$ compete each other.

Consider the case of large sample sizes ($m, n \geq 30$). For small values of $\tau$ the estimator $d^{ML}$ has the maximum percentage of risk improvement, for moderate values of $\tau$ the estimators $d^{ML}$, $d^{GD}$, $d^{KS}$, $d^{TK}$, and $d^{MK}$ compete each other. However for $\tau = 1$ the estimator $d^{GM}$ has the best performance. For large values of $\tau$ the estimators $d^{ML}$, $d^{GD}$, $d^{BC1}$, $d^{BC2}$ and $d^{KS}$ perform equally well.

On the basis of the above discussion and observations the following recommendations may be done for the use of the estimators.

(i) We conclude from the above discussion that, none of the estimators completely dominate others in terms of the risk function for the full range of the parameters.

(ii) When the sample sizes are small that is $m, n \leq 10$, the estimators $d^{ML}$ and $d^{Y}$ can be used if $\tau$ is near to 0. For values of $\tau$ in the neighborhood of 1, the estimators $d^{MK}$ and $d^{TK}$ may be used, however for $\tau = 1$, that is, when the variances are of the two populations are same, the estimator $d^{GM}$ should be used. For large values of $\tau$ we recommend to use $d^{BC1}$.

(iii) When the sample sizes are from moderate to large the estimators $d^{ML}$, $d^{GD}$, or $d^{KS}$ may be used if $\tau$ is near to 0, however for moderate values of $\tau$ we recommend to use either of the estimators $d^{GD}$, $d^{KS}$, $d^{MK}$, $d^{TK}$, or $d^{ML}$. For values of $\tau = 1$, the estimator $d^{GM}$ is strongly recommended to use. For large values of $\tau$, the estimators $d^{ML}$, $d^{BC1}$, or $d^{BC2}$ may be used.

(iv) A similar type of observations have been made for other combinations of sample sizes and $\eta$. 
Table 1: Percentage of Relative Risk Improvements of Various Estimators of Normal Quantiles with \( \eta = 1.960, (m, n) = (8, 8), (12, 12), (20, 20), (40, 40) \)

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( PR1 )</th>
<th>( PR2 )</th>
<th>( PR3 )</th>
<th>( PR15 )</th>
<th>( PR6 )</th>
<th>( PR7 )</th>
<th>( PR8 )</th>
<th>( PR10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>98.72</td>
<td>74.20</td>
<td>98.72</td>
<td>55.40</td>
<td>53.96</td>
<td>30.17</td>
<td>98.46</td>
<td>98.73</td>
</tr>
<tr>
<td>0.15</td>
<td>89.50</td>
<td>68.21</td>
<td>89.45</td>
<td>50.46</td>
<td>48.60</td>
<td>27.28</td>
<td>88.06</td>
<td>89.50</td>
</tr>
<tr>
<td>0.25</td>
<td>75.29</td>
<td>59.03</td>
<td>75.28</td>
<td>42.83</td>
<td>40.68</td>
<td>22.89</td>
<td>73.34</td>
<td>75.43</td>
</tr>
<tr>
<td>0.50</td>
<td>40.53</td>
<td>36.89</td>
<td>41.99</td>
<td>24.76</td>
<td>22.66</td>
<td>12.60</td>
<td>41.28</td>
<td>41.92</td>
</tr>
<tr>
<td>0.75</td>
<td>17.86</td>
<td>23.31</td>
<td>23.92</td>
<td>15.07</td>
<td>13.37</td>
<td>07.07</td>
<td>24.71</td>
<td>25.45</td>
</tr>
<tr>
<td>1.00</td>
<td>-0.88</td>
<td>13.68</td>
<td>13.55</td>
<td>09.61</td>
<td>08.38</td>
<td>04.16</td>
<td>15.01</td>
<td>12.70</td>
</tr>
<tr>
<td>1.25</td>
<td>-19.51</td>
<td>10.30</td>
<td>08.78</td>
<td>06.77</td>
<td>05.86</td>
<td>02.75</td>
<td>10.05</td>
<td>07.96</td>
</tr>
<tr>
<td>1.50</td>
<td>-31.46</td>
<td>01.87</td>
<td>05.88</td>
<td>05.07</td>
<td>04.33</td>
<td>01.97</td>
<td>06.51</td>
<td>05.19</td>
</tr>
<tr>
<td>2.00</td>
<td>-67.82</td>
<td>-5.60</td>
<td>02.45</td>
<td>02.94</td>
<td>02.54</td>
<td>01.18</td>
<td>01.45</td>
<td>02.20</td>
</tr>
<tr>
<td>2.50</td>
<td>-116.56</td>
<td>-18.14</td>
<td>01.11</td>
<td>01.89</td>
<td>01.68</td>
<td>00.77</td>
<td>-1.87</td>
<td>01.24</td>
</tr>
<tr>
<td>3.00</td>
<td>-169.15</td>
<td>-31.75</td>
<td>00.49</td>
<td>01.45</td>
<td>01.21</td>
<td>00.57</td>
<td>-4.27</td>
<td>01.09</td>
</tr>
<tr>
<td>4.00</td>
<td>-283.23</td>
<td>-61.96</td>
<td>00.38</td>
<td>00.88</td>
<td>00.78</td>
<td>00.30</td>
<td>-6.55</td>
<td>00.90</td>
</tr>
</tbody>
</table>

\( m, n \) are the sample sizes for the estimator and the quantile, respectively.
### Table 2: Percentage of Relative Risk Improvements of Various Estimators of Normal Quantiles with $\eta = 1.960$, $(m, n) = (4, 10), (12, 20), (30, 40)$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>PR1</th>
<th>PR2</th>
<th>PR3</th>
<th>PR4</th>
<th>PR5</th>
<th>PR6</th>
<th>PR8</th>
<th>PR9</th>
<th>PR10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>98.74</td>
<td>90.72</td>
<td>98.72</td>
<td>98.74</td>
<td>98.01</td>
<td>98.51</td>
<td>98.53</td>
<td>98.74</td>
<td>98.74</td>
</tr>
<tr>
<td>0.15</td>
<td>89.90</td>
<td>82.96</td>
<td>89.77</td>
<td>89.92</td>
<td>83.60</td>
<td>84.11</td>
<td>87.82</td>
<td>88.83</td>
<td>89.98</td>
</tr>
<tr>
<td>0.25</td>
<td>89.50</td>
<td>71.03</td>
<td>75.95</td>
<td>76.33</td>
<td>76.90</td>
<td>78.55</td>
<td>74.39</td>
<td>75.47</td>
<td>76.48</td>
</tr>
<tr>
<td>0.50</td>
<td>96.57</td>
<td>94.83</td>
<td>95.59</td>
<td>96.46</td>
<td>96.21</td>
<td>97.98</td>
<td>94.43</td>
<td>94.65</td>
<td>96.53</td>
</tr>
<tr>
<td>0.75</td>
<td>89.00</td>
<td>79.96</td>
<td>79.53</td>
<td>79.58</td>
<td>79.53</td>
<td>80.53</td>
<td>80.58</td>
<td>80.88</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>88.06</td>
<td>75.57</td>
<td>75.89</td>
<td>76.12</td>
<td>76.39</td>
<td>76.50</td>
<td>76.67</td>
<td>76.67</td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>02.77</td>
<td>13.30</td>
<td>12.91</td>
<td>12.93</td>
<td>13.06</td>
<td>13.12</td>
<td>13.51</td>
<td>12.74</td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>03.30</td>
<td>11.56</td>
<td>10.57</td>
<td>10.33</td>
<td>06.20</td>
<td>06.10</td>
<td>12.07</td>
<td>09.84</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>-13.23</td>
<td>01.65</td>
<td>05.59</td>
<td>03.91</td>
<td>04.05</td>
<td>04.03</td>
<td>03.82</td>
<td>08.90</td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>-29.19</td>
<td>-6.74</td>
<td>03.43</td>
<td>03.60</td>
<td>04.56</td>
<td>04.65</td>
<td>04.61</td>
<td>03.57</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>-54.49</td>
<td>-12.23</td>
<td>03.36</td>
<td>03.25</td>
<td>03.32</td>
<td>03.29</td>
<td>02.20</td>
<td>03.22</td>
<td></td>
</tr>
<tr>
<td>3.50</td>
<td>-73.59</td>
<td>-14.60</td>
<td>02.94</td>
<td>02.93</td>
<td>02.98</td>
<td>02.97</td>
<td>00.74</td>
<td>02.95</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>-91.24</td>
<td>-17.00</td>
<td>02.39</td>
<td>02.89</td>
<td>02.31</td>
<td>02.35</td>
<td>02.33</td>
<td>02.36</td>
<td></td>
</tr>
<tr>
<td>4.50</td>
<td>-110.99</td>
<td>-20.79</td>
<td>02.34</td>
<td>02.33</td>
<td>02.34</td>
<td>02.31</td>
<td>-0.94</td>
<td>02.36</td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td>-129.75</td>
<td>-24.59</td>
<td>03.89</td>
<td>-3.42</td>
<td>01.63</td>
<td>01.51</td>
<td>-0.37</td>
<td>-0.76</td>
<td></td>
</tr>
<tr>
<td>5.50</td>
<td>-159.48</td>
<td>-35.15</td>
<td>01.77</td>
<td>01.66</td>
<td>01.85</td>
<td>01.83</td>
<td>-1.67</td>
<td>-1.76</td>
<td></td>
</tr>
<tr>
<td>6.00</td>
<td>-189.15</td>
<td>-45.64</td>
<td>01.61</td>
<td>01.59</td>
<td>01.63</td>
<td>01.64</td>
<td>-3.08</td>
<td>-3.10</td>
<td></td>
</tr>
<tr>
<td>6.50</td>
<td>-218.71</td>
<td>-55.04</td>
<td>01.33</td>
<td>01.21</td>
<td>01.49</td>
<td>01.47</td>
<td>-2.67</td>
<td>-2.77</td>
<td></td>
</tr>
<tr>
<td>7.00</td>
<td>-248.27</td>
<td>-65.43</td>
<td>01.06</td>
<td>01.05</td>
<td>01.05</td>
<td>01.05</td>
<td>-2.22</td>
<td>-2.25</td>
<td></td>
</tr>
<tr>
<td>7.50</td>
<td>-277.73</td>
<td>-75.82</td>
<td>00.79</td>
<td>00.71</td>
<td>01.01</td>
<td>01.01</td>
<td>-1.97</td>
<td>-2.01</td>
<td></td>
</tr>
<tr>
<td>8.00</td>
<td>-307.18</td>
<td>-86.21</td>
<td>00.53</td>
<td>00.53</td>
<td>00.53</td>
<td>00.53</td>
<td>-1.76</td>
<td>-1.82</td>
<td></td>
</tr>
<tr>
<td>8.50</td>
<td>-336.63</td>
<td>-96.60</td>
<td>00.26</td>
<td>00.26</td>
<td>00.26</td>
<td>00.26</td>
<td>-1.57</td>
<td>-1.62</td>
<td></td>
</tr>
<tr>
<td>9.00</td>
<td>-366.08</td>
<td>-106.99</td>
<td>00.00</td>
<td>00.00</td>
<td>00.00</td>
<td>00.00</td>
<td>-1.38</td>
<td>-1.42</td>
<td></td>
</tr>
<tr>
<td>9.50</td>
<td>-395.53</td>
<td>-117.44</td>
<td>00.00</td>
<td>00.00</td>
<td>00.00</td>
<td>00.00</td>
<td>-1.20</td>
<td>-1.25</td>
<td></td>
</tr>
<tr>
<td>10.00</td>
<td>-425.00</td>
<td>-127.89</td>
<td>00.00</td>
<td>00.00</td>
<td>00.00</td>
<td>00.00</td>
<td>-1.04</td>
<td>-1.09</td>
<td></td>
</tr>
</tbody>
</table>
Table 3: Percentage of Relative Risk Improvements of Various Estimators of Normal Quantiles with \( \eta = 1.960, (m, n) = (10, 4), (20, 12), (40, 30) \)

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( PR1 )</th>
<th>( PR2 )</th>
<th>( PR3 )</th>
<th>( PR4 )</th>
<th>( PR5 )</th>
<th>( PR6 )</th>
<th>( PR7 )</th>
<th>( PR8 )</th>
<th>( PR9 )</th>
<th>( PR10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>96.66</td>
<td>76.10</td>
<td>96.61</td>
<td>31.74</td>
<td>06.15</td>
<td>96.10</td>
<td>96.04</td>
<td>96.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>74.93</td>
<td>58.57</td>
<td>74.89</td>
<td>73.82</td>
<td>75.03</td>
<td>04.75</td>
<td>73.28</td>
<td>75.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50.12</td>
<td>28.76</td>
<td>51.30</td>
<td>49.01</td>
<td>17.79</td>
<td>03.27</td>
<td>50.24</td>
<td>50.00</td>
<td>51.33</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>11.92</td>
<td>13.43</td>
<td>17.02</td>
<td>15.51</td>
<td>07.06</td>
<td>01.24</td>
<td>18.18</td>
<td>18.11</td>
<td>16.37</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>-7.17</td>
<td>07.28</td>
<td>05.65</td>
<td>05.53</td>
<td>03.32</td>
<td>00.57</td>
<td>07.09</td>
<td>07.16</td>
<td>04.80</td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>-22.64</td>
<td>01.35</td>
<td>01.39</td>
<td>02.30</td>
<td>01.87</td>
<td>00.34</td>
<td>02.29</td>
<td>02.41</td>
<td>01.16</td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>-13.11</td>
<td>07.75</td>
<td>06.84</td>
<td>06.88</td>
<td>06.14</td>
<td>05.98</td>
<td>07.26</td>
<td>07.27</td>
<td>06.68</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>-37.14</td>
<td>01.91</td>
<td>-0.45</td>
<td>00.84</td>
<td>01.11</td>
<td>00.21</td>
<td>-0.44</td>
<td>-0.48</td>
<td>-0.40</td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>-21.59</td>
<td>06.40</td>
<td>06.57</td>
<td>06.58</td>
<td>06.36</td>
<td>06.38</td>
<td>06.46</td>
<td>06.46</td>
<td>06.55</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>-50.31</td>
<td>00.63</td>
<td>-0.75</td>
<td>00.55</td>
<td>00.87</td>
<td>00.17</td>
<td>-1.31</td>
<td>-1.01</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>3.50</td>
<td>-128.75</td>
<td>02.20</td>
<td>02.30</td>
<td>02.41</td>
<td>02.41</td>
<td>02.32</td>
<td>01.18</td>
<td>01.42</td>
<td>02.27</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>-33.94</td>
<td>02.44</td>
<td>02.45</td>
<td>02.46</td>
<td>02.45</td>
<td>03.10</td>
<td>03.10</td>
<td>02.09</td>
<td>03.32</td>
<td></td>
</tr>
</tbody>
</table>

5. Concluding Remarks and Illustrative Examples

We note here that, in the literature most of the results on estimation of quantiles are for a single parameter \( \theta = \mu + \eta \sigma \) either using one or more populations. In this article, we consider the simultaneous estimation of the quantile vector \( \theta = (\theta_1, \theta_2) \) which is important from an application point of view. The loss function is taken as the sum of the quadratic loss functions. It should be noted that, Kumar and Tripathy [9] considered this model and estimated the first component \( \theta_1 \) with respect
Figure 1. Comparison of risk values of various estimators for quantile vector \((\theta_1, \theta_2)\) when \(\eta = 1.960\) and the sample sizes are equal.
Figure 2. Comparison of risk values of various estimators for quantile vector \((\theta_1, \theta_2)\) when \(\eta = 1.960\) and the sample sizes are unequal
to a quadratic loss function. We have implemented the Brewster and Zidek [3] technique to the case of estimating a vector parameter, which is interesting. Further we have proposed some new estimators such as the \( d^Y \), \( d^{GM} \), and \( d^{ML} \) which was not considered by them. First, we derived sufficient conditions for improving equivariant estimators and in the process some complete class results obtained. We have constructed some improved estimators using one of our result obtained in Section 2. However, the analytical comparison of these estimators is not possible. We have conducted a detailed simulation study to numerically compare these estimators which can be used in practice. Our conclusions regarding the use of the estimators are completely based on the simulation study as no analytical comparison is possible among all the estimators. It will be interesting to generalize the results to the case of \( k \geq 3 \) normal populations, where proving inadmissibility of these estimators will be challenging. Below we present some examples where our model fits well and also compute the estimates for practical purposes. In the examples below we have taken the value of \( \eta = 1.960 \) for convenient.

5.1. Example. We consider the example discussed in Hines et al. [6], (p. 290). Suppose a manufacturer of video display units produces two micro circuit designs design A and design B. He wants to test whether the two design produce same current flow. The summarized data for design A are given by \( m = 15 \), \( \bar{x} = 24.2 \), \( s_1^2 = 10 \) where as the data for design B are given by \( n = 10 \), \( \bar{y} = 23.9 \), \( s_2^2 = 20 \). It is also given that both the data follow normal distributions with a common mean. The experimental conditions ensures that the variances are unequal. This is a situation where our model will be very much useful. The several estimators for quantiles are calculated as \( d^X = (25.97, 26.71) \), \( d^Y = (25.67, 26.41) \), \( d^{GM} = (25.85, 25.69) \), \( d^{GD} = (25.92, 26.65) \), \( d^{KS} = (25.92, 26.66) \), \( d^{BC1} = (25.97, 26.71) \), \( d^{BC2} = (25.94, 26.68) \), \( d^{MK} = (25.88, 26.61) \), \( d^{TK} = (25.88, 26.61) \) and \( d^{ML} = (25.92, 26.65) \). If the variances of both the data set differ significantly we may use either the estimator \( d^{GD} \), \( d^{ML} \), or \( d^{BC1} \). If the variances differ marginally we may use either \( d^{KS} \), or \( d^{MK} \).

5.2. Example. Rohatgi and Saleh [13], (p.515) discussed one example regarding the mean life time (in hours) of light bulbs. Suppose a random sample of 9 bulbs has sample mean 1309 hours with standard deviation of 420 hours. A second sample of 16 bulbs chosen from a different batch has sample mean 1205 hours and standard deviation 390 hours. A two sample t-test fails to reject the hypothesis that the means are equal. This is a situation where our model will be useful. Suppose we want to know the life time of both the bulbs at any instant of time then we can use our estimators. The various estimators are calculated as \( d^X = (1543.45, 1526.70) \), \( d^Y = (1439.45, 1422.70) \), \( d^{GM} = (1476.89, 1460.14) \), \( d^{GD} = (1460.82, 1444.08) \), \( d^{KS} = (1458.47, 1441.73) \), \( d^{BC1} = (1501.44, 1484.69) \), \( d^{BC2} = (1498.38, 1481.64) \), \( d^{MK} = (1474.51, 1457.77) \), \( d^{TK} = (1474.18, 1457.43) \) and \( d^{ML} = (1457.08, 1440.33) \). Also a F-test fails to reject the hypothesis that the population variances are equal. In this situation we recommend to use either \( d^{TK} \), or \( d^{MK} \).
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Abstract

In this paper, consider a single server queue in a hospital environment whose service time is governed by a Markov process. It is possible that the server changes its service speed many times while serving a patient. Here we have studied the order statistics for waiting time distribution where the probability density function of single order statistics \( \phi_{i,n} \), cumulative density function of \( \Phi_{i,n} \), joint probability density function of \( \phi_{i,n} \) and \( \phi_{j,n} \), probability density function of extreme order statistics. Also have been considered the moments and recurrence relation of order statistics, the probability density function of sample range and sample median. We derive minimum and maximum order statistics of the service time of patients in the system using first step analysis to obtain an insight on the service process. Further, we use order statistics to compute performance measures such as average queue length and waiting time for severe diseases especially in the outpatient department. This result effectively establishes that as the number of server increases, then the utmost and the minimum waiting time of the patients decreases. Also illustrate the application of the simple Markovian model by using real hospital data.
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1. Introduction

The theory of queues has wide applications in the field of health-care management system. The study of queuing systems in hospitals has often been concerned with the busy period and waiting time, because they play a very significant role there. A queuing system is normally described by the patient’s entry into a queue, who are then served at a service point by the server (doctor), after which they leave the queue.

Dhar et al. [9] studied the comparison between single and multiple Markovian queuing model in an outpatient department. Also Mahanta et al. [13] proposed a single server queuing model for severe diseases especially in outpatient department. Further consider the infinite server queues with time-varying arrival and departure pattern when the parameters are varying with time derive by Dhar et al. [16].

Order statistics are widely used in applications of statistical models and inference. Both describes random variables which are arranged in order of magnitude. According to Aleem [1], usually the ordered values of independent and identically distributed samples arranged in ascending order of magnitude are known as order statistics. The simplest and most important function of order statistics is the sample cumulative distribution function $F_n(x)$. Suppose $X_1, X_2, \ldots, X_n$ are $n$ jointly distributed random variables. Arranging the X’s in increasing order of magnitude, $X_{1:n}, X_{2:n}, \ldots, X_{n:n}$ are said to be smallest, second smallest and largest order statistics. Thus $X_{1:n} < X_{2:n}, \ldots, < X_{n:n}$. Arnold et al. [2] and David and Nagaraja [7] studied order statistics and functions of these statistics as it plays an important role in wide range of theoretical and practical problems such as characterizations of probability distributions and goodness of fit test, entropy estimation, analysis of censored samples, reliability analysis, quality control and strength of materials. Order statistics arise naturally in many real-life applications involving data relating to life testing studies proved by Shawky [10]. Aleem [1] reported that methods of interpretation based on order statistics are most efficient and are used extensively because of robustness and parsimonious nature. The sample mean and standard deviation provide efficient estimators of the corresponding population parameter under the assumption of normality, but sample range is simpler to use than the sample standard deviation in statistical quality control and the sample median and its deviation furnish more robust estimators when the population have long tail. Extreme (largest and smallest) values statistics, which is an offspring of order statistics, has its importance in hydrology, aeronautics, oceanography, material strength, signal processing and meteorology. Moments of order statistics also plays an important role in the area of quality control testing and reliability. According to David and Nagaraja [8] moments of order statistics can be used to measure the failure rate of reliability and to predict the failure of future events.

A recursive procedure for computing the moments of the busy period for the single-server model can be found in Tarabia [12]. Limit theorems are proved by investigating the extreme values of the maximum queue length, the waiting time and virtual waiting time for different queue models in literature. Serfozo [14] discussed the asymptotic behavior of the maximum value of birth-death processes over large time intervals. Serfozo’s results concerned the transient and recurrent birth-death processes and related $M/M/c$ queues. Asmussen [4] introduced a survey of the present state of extreme value theory for queues and focused on the regenerative properties of queuing systems, which reduced the problem to study the tail of the maximum of the queuing process $X(t)$ during a regenerative cycle, where $X(t)$ is in discrete or continuous time. Artalejo et al. [3] presented an efficient algorithm for computing the distribution for the maximum number of
customers in orbit and in the system during a busy period for the $M/M/c$ retriial queue. The main idea of their algorithm is to reduce the computation of the distribution of the maximum customer number in orbit by computing certain absorption probabilities. For more details of extreme value in queues by Park [15].

In this paper, we studied the maximum and minimum service and waiting time respectively, of the patients who suffer from severe disease especially in public hospital. Here we considered one of the leading public hospitals of the region, viz. Pandu P.H.C/F.R.U, Guwahati where it was observed that there was a heavy flow of patients throughout the day. Data was collected from Hospital (viz. outpatien t department) and from other allied sources. The current chapter will have utility for various practical problems for which the distributions of order statistics play a role and the queuing theory implicit to the health related problems.

2. Formulation of the problem

Let $X_1, X_2, \ldots, X_n$ be a random sample from a continuous population with probability density function $\phi(x)$ and cumulative distribution function $\Phi(x)$ and $X_{1:n}, X_{2:n}, \ldots, X_{n:n}$ be the order statistics obtained by arranging the random sample in increasing order of magnitude. Then according to David and Nagaraja [7] the probability density function of the $i^{th}$ order statistics $X_{i:n}, \ 1 < i < n$ is given by

$$\phi_{i:n}(x) = \frac{n!}{(i-1)!(n-i)!}[\Phi(x)]^{i-1}[1 - \Phi(x)]^{n-i}f(x), -\infty < x < \infty$$  \hspace{1cm} (2.1)

The probability density functions of smallest and largest order statistics are given by Arnold et al. [2] as

$$\phi_{1:n} = n[1 - \Phi(x)]^{n-1}\phi(x), -\infty < x < \infty$$  \hspace{1cm} (2.2)

and

$$\phi_{n:n} = n[\Phi(x)]^{n-1}\phi(x), -\infty < x < \infty$$  \hspace{1cm} (2.3)

respectively. According to Arnold et al. [2] the cumulative density functions of smallest and largest order statistics are given as

$$\Phi_{1:n} = 1 - [1 - \Phi(x)]^n, -\infty < x < \infty$$  \hspace{1cm} (2.4)

and

$$\Phi_{n:n} = [\Phi(x)]^n, -\infty < x < \infty$$  \hspace{1cm} (2.5)

respectively.

The $p^{th}$ order moment for the $i^{th}$ and $j^{th}$ order statistics is also given by Arnold et al. [2] as

$$\mu'(r : n) = \int_{-\infty}^{\infty} x^p \phi_{i:n}(x)dx$$

$$= \frac{n!}{(i-1)!(n-i)!}\int_{-\infty}^{\infty} x^p[\Phi(x)]^{i-1}[1 - \Phi(x)]^{n-i}$$  \hspace{1cm} (2.6)

Assuming $u = X_{i:n}$ and $v = X_{j:n}$ as the $i^{th}$ and $j^{th}$ order statistics, $1 < i < j < n$ from $n$ independent random variable each with probability density function $\phi(x)$, the joint density function of $u = X_{i:n}$ and $v = X_{j:n}$ is given by Arnold at el. [2], as

$$\phi(u, v : n) = c'(i, j, n)[\Phi(u)]^{i-1}[\Phi(v) - \Phi(u)]^{j-1}[1 - \Phi(v)]^{n-j}$$  \hspace{1cm} (2.7)

$$\phi(v)\phi(u), -\infty < u < v < \infty$$
where \( \mu_{ij}(i,j;n) = \frac{n!}{(i-1)!(i-j-1)!(n-i)!} \)

David and Nagaraja [7], has given the probability density function of double moment as

\[
\phi_{ij}(w) = \frac{n!}{(i-1)!(i-j-1)!(n-i)!} \int_{0<u<v<\infty} u^p v^q du dv, \quad -\infty < x < \infty
\]

Arnold et al. [2] defined the sample range as

\[
W_n = X_{n:n} - X_{1:n}
\]

and

\[
\Phi_{w,n}(w) = n(n-1) \int_{-\infty}^{\infty} [\Phi(x_1 + w) - \Phi(x_1)]^{n-2} \phi(x_1) \phi(x_1 + w) dx_1, 0 < w < \infty
\]

Percentage points of distributions are the most fundamental tools used in test of hypothesis to take decision about various situations of the population based on sample observations and also used to express the difference of risks of probabilities. The percentile points are the point on the measurement scale below which a specified percentage of scores falls. In many applications involving these distributions percentage points are required. Bagui [5] defined the percentile points depends on the evaluation of the inverse probability function. In general, percentile points of the distributions have been obtained using approximation, interpolation formula, quadrature formula and by simulation. According to White [11] the \( p \)th percentile equation of distribution is given as

\[
\int_{0}^{X} \phi(x) dx = p
\]

where \( p \) denotes level of significance.

The \( p \)th percentile equation of smallest and largest order statistics are given as

\[
\Phi_{1} = \int_{0}^{X} \Phi_{1} dx = 1 - [1 - \Phi(x)]^n = p
\]

and

\[
\Phi_{n} = \int_{0}^{X} \Phi_{n} dx = [\Phi(x)]^n = p
\]

Let \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) be the order statistics of a random variables \( X_1, X_2, \ldots, X_n \).

Also let \( T_{i:n} = X_{i:n} - X_{i-1:n}, i = 1, 2, 3, \ldots, n \), where \( T_i \) represents the difference between each arrival into the system (inter-arrival) of the order statistics \( X_{i:n} \) and \( X_{i-1:n} \).

Then the random variables \( T_1, T_2, \ldots, T_n \) are called the inter-arrival time between the successive order statistics \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \).

Here we consider the sample range \( R \) which is denoted by

\[
R = \sum_{i=2}^{n} T_{i:n}
\]

Moreover, this can be used to construct the interval for the corresponding patients.

\[2.1\] Theorem. Let \( T_1, T_2, \ldots, T_n \) be the random sample of size \( n \) from a continuous distribution with cumulative density function \( \Phi \) and the probability density function \( \phi \). Then the joint distribution of order statistics is given by

\[
\Phi_{T_i}(t) = 1 - \int_{-\infty}^{\infty} (i-1) \left( \frac{n}{i-1} \right) \Phi_X^{(i-2)}(y) 1 - \Phi_X(x + t) \left( (n-i+1) \phi_X(x) \right) dx
\]
Proof. We know that,

\[ \Phi_{T_i}(t) = P(T_i \leq t) \]

\[ = P(X_{(i)} - X_{(i-1)} \leq t) \]

\[ = P(X_{(i)} \leq X_{(i-1)} + t) \]

(2.15)

Let \( w \) be the region bounded by \( X_{(i)} \leq X_{(i-1)} \) and \( X_{(i)} \leq X_{(i-1)} + t \).

From equation (2.15),

\[
\Phi_{T_i}(t) = \int_{w} \mathcal{L}_{i, i-1} (x, y) \, dx \, dy \\
= \int_{-\infty}^{\infty} \int_{x}^{x+t} \frac{n! \phi_X(x) \phi_X(y)}{(i-2)! (n-i)!} \left[ 1 - \Phi_X(y) \right]^{(n-i)} \Phi_X^{(i-2)}(y) \, dy \\
\quad \times \left[ \Phi_X(y) - \Phi_X(x) \right]^{(i-1)} \, dx dy \\
= \int_{-\infty}^{\infty} \frac{n! \phi_X(x)}{(i-2)! (n-i)!} \Phi_X^{(i-2)}(y) \left( \int_{x}^{x+t} \phi_X(y) \left[ 1 - \Phi_X(y) \right]^{(n-i)} \, dy \right) \, dx \\
= \int_{-\infty}^{\infty} \frac{n! \phi_X(x)}{(i-2)! (n-i)!} \Phi_X^{(i-2)}(y) \left[ \int_{x}^{x+t} \phi_X(y) \left[ 1 - \Phi_X(y) \right]^{(n-i)} \, dy \right] \Phi_X^{(i-2)}(y) \, dx \\
= \int_{-\infty}^{\infty} \frac{n! \phi_X(x)}{(i-2)! (n-i+1)!} \Phi_X^{(i-2)}(y) \left[ 1 - \Phi_X(x) \right]^{(n-i+1)} \, dx \\
= \int_{-\infty}^{\infty} \frac{n! \phi_X(x)}{(i-2)! (n-i+1)!} \Phi_X^{(i-2)}(y) \left[ 1 - \Phi_X(x) \right]^{(n-i+1)} \, dx \\
\] 

by using equation (2.15), since it is the integral of the \( (i-1) \)th order statistics over \((-\infty, \infty)\).

\[
\Phi_{T_i}(t) = 1 - \int_{-\infty}^{\infty} \frac{n! \phi_X(x)}{(i-2)! (n-i+1)!} \Phi_X^{(i-2)}(y) \left[ 1 - \Phi_X(x) \right]^{(n-i+1)} \, dx \\
= 1 - \int_{-\infty}^{\infty} (i-1) \left( \Phi_X^{(i-2)}(y) \left[ 1 - \Phi_X(x) \right]^{(n-i+1)} \phi_X(x) \right) \, dx \\
\]

\[ \square \]

2.2. Corollary. Let \( i = 1 \) and \( i = n \) in Theorem 2.1

\[ \Phi_{T_i}(t) = P(T_i \leq t) \]

\[ = P(X_{(i)} \leq t) \]

\[ = 1 - \left[ 1 - \Phi(t) \right]^n \]

2.3. Theorem. Let \( X_{(1)}, X_{(2)}, \ldots, X_{(n)} \) denote the order statistics of a random sample of size \( n \) from a continuous distribution with probability density function \( \phi_X(x) \) and a cumulative density function \( \Phi_X(x) \). Then the probability density function of the \( j \)th order statistics is given by

\[ \phi_{X_{(j)}}(x) = \frac{n! \phi_X(x)}{(j-1)! (n-j)!} \Phi_X^{(j-1)}(x) \left[ 1 - \Phi_X(x) \right]^{(n-j)} \]

(2.16)

\[ \]

Proof. Proof of the theorem 2.3 given in Artalejo et al.[3].  \[ \square \]
2.4. Corollary. Let $\Phi_{T_n}(t) = X_{(n)} - X_{(n-1)}$, $0 < t < \infty$. Then
$$P(T_n \leq t) = 1 - \int_{-\infty}^{\infty} n (n-1)\Phi_{X}^{(n-2)}(y) 1 - \Phi_X(x+t)\phi_X(x) \, dx$$

3. Order statistics for waiting time distribution

When a patient waits for service, the two most important characteristics that arise are (i) time spent in the queue and (ii) time spent in the system. Considering the system is in equilibrium, let $T_q$ and $T_b$ be the amount of time a customer spends in queue and in the system, respectively. However, the waiting time for service ($T_q$) of an arriving customer is the amount of time required to serve the customers already in the system. The total time in system $T$ is $T_q$ + service time. When there are $n$ customers in the system, since service times are exponential with parameter $\mu$, the total service time of $n$ customers is Erlang with probability density
\begin{equation}
\phi_n(x) = e^{-\mu x} \frac{\mu^n x^{n-1}}{(n-1)!}
\end{equation}

Let $F_q(t) = P(T_q \leq t)$ be the distribution function of the waiting time $T_q$. Here $\Phi_{q}(0) = P(T_q = 0) = P(Q = 0) = 1 - \rho$. It is noted that because of the memoryless property of the exponential distribution, the remaining service time of the customer in service is also exponential with the same parameter $\mu$.

Let $d\Phi_q(t) = P(t < T_q \leq t + dt)$, for $t > 0$, we have
$$d\Phi_q(t) = \sum_{n=1}^{\infty} p_n e^{-\mu t} \frac{\mu^n t^{n-1}}{(n-1)!} dt = (1 - \rho) \sum_{n=1}^{\infty} \rho^n e^{-\mu t} \frac{\mu^n t^{n-1}}{(n-1)!} dt$$

After simplification it is given by
\begin{equation}
= \mu \rho (1 - \rho)e^{-\mu(1-\rho)t} dt
\end{equation}

Because of the discontinuity at 0 in the distribution of $T_q$, we get
$$\Phi_q(t) = P(T_q = 0) + \int_{0}^{t} d\Phi_q(t)$$
$$= 1 - \rho e^{-\mu(1-\rho)t},$$

The probability density function of the waiting time in the queue is given by Medhi [17]
$$w_q(t) = \begin{cases} 
(1 - \rho), & t = 0 \\
\mu \rho (1 - \rho) e^{-\mu(1-\rho)t}, & t > 0
\end{cases}$$

The probability density function of the waiting time in the system is given by Bhat[6]
$$w(x) = \mu (1 - \rho) e^{-\mu(1-\rho)x}, \quad x \geq 0$$

which is a exponential distribution with parameter $\mu(1 - \rho)$

3.1. Derivation of $i^{th}$ order statistics for waiting time distribution. If $X_1, X_2, \ldots, X_n$ is a random sample from a continuous population with probability density function $\phi(x)$ and cumulative distribution function $\Phi(x)$ and $X_{(1:n)}, X_{(2:n)}, \ldots, X_{(n:n)}$ are the order statistics obtained by arranging the random sample in increasing order of magnitude, then the probability density function of the $i^{th}$ order statistics $X_{(i:n)}$ for waiting
time distribution using (2.3), \(1 < i < n\) is given by
\[
\phi_{i:n}(x) = \frac{n!}{(i-1)![(n-i)!]} [1 - \rho e^{-\mu(1-\rho)}x]^{i-1} \\
[1 - (1 - \rho e^{-\mu(1-\rho)}x)]^{n-i} e^{-\mu x} \frac{\mu^n x^{n-1}}{(n-1)!}
\]

Using binomial expression, the probability density function of \(i^{th}\) order statistics \(X_{i:n}, 1 < i < n\) for waiting time distribution reduces to
\[
\phi_{i:n}(x) = \frac{n!}{(i-1)![(n-i)!]} \sum_{r=0}^{i-1} \left(\begin{array}{c}
i-1 \\ r \end{array}\right) (-1)^r \rho^r e^{-\mu(1-\rho)x} \\
\rho^{n-i} e^{-\mu(1-\rho)x(n-i)+\mu x} \frac{\mu^n x^{n-1}}{(n-1)!} \\
= \frac{n!}{(i-1)![(n-i)!]} \rho^{r+n-i} \frac{\mu^n}{(n-1)!} \sum_{r=0}^{i-1} \left(\begin{array}{c}
i-1 \\ r \end{array}\right) (-1)^r e^{-\mu(1-\rho)x} e^{-i\rho x} x^{n-1} \\
(3.4)
= C(n, r, i) \sum_{r=0}^{i-1} \left(\begin{array}{c}
i-1 \\ r \end{array}\right) (-1)^r e^{-\mu(1-\rho)x} e^{-i\rho x} x^{n-1}, x > 0, \mu > 0
\]

where
\[
C(n, r, i) = \frac{n!}{(i-1)![(n-i)!]} \rho^{r+n-i} \frac{\mu^n}{(n-1)!}
\]

We observe that
\[
\sum_{r=0}^{i-1} \left(\begin{array}{c}
i-1 \\ r \end{array}\right) (-1)^r \rho^r e^{-\mu(1-\rho)x} = [1 - \rho e^{-\mu(1-\rho)x}]^{i-1}
\]

The cdf of \(i^{th}\) order statistics \(X_{i:n}, 1 < i < n\) for waiting time distribution is obtained as
\[
\Phi_{i:n}(x) = C(n, r, i) \sum_{r=0}^{i-1} \left(\begin{array}{c}
i-1 \\ r \end{array}\right) (-1)^r e^{-\mu(1-\rho)x} \int_0^x e^{-i\rho \mu x} x^{n-1} dx \\
= C(n, r, i) \sum_{r=0}^{i-1} \left(\begin{array}{c}
i-1 \\ r \end{array}\right) (-1)^r e^{-\mu(1-\rho)x} \sum_{j=0}^{\infty} \frac{(-i\rho \mu)^j}{j!} \frac{x^n}{n}, x > 0, \mu > 0
\]

### 3.2. Derivation of extreme order statistics.

The probability density functions of smallest and largest order statistics can be obtained from equation (3.4) by putting \(i - 1\) and \(i - n\) respectively. The probability density functions of smallest and largest order statistics for waiting time distribution are obtained as
\[
\phi_{1:n}(x) = ne^{-\mu(1-\rho)x} e^{-\rho x} x^{n-1}, x > 0, \mu > 0
(3.5)
\]
and
\[
\phi_{n:n}(x) = n \sum_{r=0}^{n-1} \left(\begin{array}{c}
n-1 \\ r \end{array}\right) (-1)^r e^{-\mu(1-\rho)x} e^{-\rho x} x^{n-1}, x > 0, \mu > 0
(3.6)
\]
respectively.

The cumulative density functions of smallest and largest order statistics for waiting time
distribution can be obtained using expression (2.4) and (2.5) as

\[
\phi_3(x) = \frac{1}{\Gamma(\lambda)} \int_0^\infty e^{-\lambda t} t^{\lambda-1} dt, \quad 0 < x < \infty
\]

3.3. Moments and recurrence relations of \(i^{th}\) order statistics for waiting time distribution. Let \(X_1, X_2, \ldots, X_n\) be independent and identically distributed random sample of size \(n\) from a continuous distribution with probability density function \(\phi_X(x)\) and a cumulative density function \(\Phi_X(x)\) from Waiting time distribution. From the probability density function of \(i^{th}\) order statistics for waiting time distribution the \(p^{th}\) order moment can be written as

\[
\mu_p(i:n) = C(n, i) \int_0^\infty x^{i+p-1} \left[1 - \phi_X(x)\right]^{i-1} dx
\]

where \(C(n, i)\) is the binomial coefficient.

Putting \(i = n\), we get the highest order moment which is given by

\[
\mu_n(n:n) = \sum_{r=0}^{n-1} \binom{n-1}{r} (-1)^r \phi_X(x)^{n-1-r} \frac{\gamma(n+p)}{(n\mu)^{n+p}}
\]

The recurrence relation for moments of \(i^{th}\) order statistics is given by

\[
\mu_{p+1}(i:n) = \sum_{r=0}^{n-1} \binom{n-1}{r} (-1)^r \phi_X(x)^{n-1-r} \frac{\gamma(n+p+1)}{(n\mu)^{n+p+1}}
\]

3.4. Mode for waiting time distribution. The modal value equation of the \(i^{th}\) order statistics is

\[
C(n, i) \int_0^\infty \frac{d}{dx} e^{-\lambda t} t^{\lambda-1} \frac{\gamma(n+p)}{(n\mu)^{n+p}} = 0
\]

\[
\implies C(n, i) \sum_{r=0}^{i-1} \binom{i-1}{r} (-1)^r e^{-\lambda t} t^{\lambda-2} (n-1-i\mu) = 0
\]

3.5. Joint distribution of two order statistics for waiting time distribution. Let \(X_{i:n}\) and \(X_{j:n}\) denote the order statistics of a random sample of size \(n\) from a continuous distribution with probability density function \(\phi_X(x)\) and a cumulative density function \(\Phi_X(x)\). Let us assume that \(u = X_{i:n}\) and \(v = X_{j:n}\) as \(i^{th}\) and \(j^{th}\) order statistics,
(1 < i < j < n) from a random sample of size n, each with probability density function \( \phi_X(x) \). The joint density function of \( u = X_{i:n} \) and \( v = X_{i:n} \) is as follows

\[
\phi_w(u, v; n) = \frac{n!}{(i-1)!(j-i-1)!(n-j)!} \left[ \Phi(x_r) \right]^{i-1} \left[ \Phi(x_s) - \Phi(x_r) \right]^{j-i-1} \frac{1}{1 - \Phi(x_s)} \frac{1}{\phi(x_r) \phi(x_s)}
\]

\[
= \frac{n!}{(i-1)!(j-i-1)!(n-j)!} \left[ 1 - \rho e^{-\mu(1-\rho)u} \right]^{j-i-1} \left[ \rho e^{-u(1-\rho)v} - \rho e^{u(1-\rho)v} \right]^{-j-i-1} \left[ \rho e^{-\mu(1-\rho)v} \right]^{n-j} \left[ e^{-\mu u} \mu^n u^{n-1} e^{-\mu v} \mu^n v^{n-1} \right] \frac{1}{(n-1)!} \frac{1}{(n-1)!}
\]

Using Binomial expansion on (3.11), we get

\[
= C'(i, j; n) \sum_{\alpha=0}^{j-i-1} \sum_{\beta=0}^{n-j} \binom{n-j}{\alpha} \binom{n-j}{\beta} (-1)^{\alpha+\beta} \left( \rho e^{-\mu(1-\rho)v} \right)^{j-i-1+\alpha+\beta} \frac{\rho e^{-u(1-\rho)v}^{\alpha+i+1} e^{-\mu(u+v)} u^{n-1} v^{n-1}}{u, v > 0, \mu > 0}
\]

where

\[
C'(i, j; n) = \frac{n!}{(i-1)!(j-i-1)!(n-j)!} \text{ and } \gamma = \frac{\mu^n}{(n-1)!}
\]

4. **Derivation of distribution of sample range for waiting time distribution**

Let the sample range of the waiting time distribution be defined as

\[
R = X_{(n)} - X_{(1)}
\]

Also, let

\[
X_{(n)} = x \text{ and } X_{(1)} = y \Rightarrow u = x \text{ and } v = y - u \Rightarrow y = u + v
\]

\[
J = \begin{bmatrix} \frac{\delta x}{\delta u} & \frac{\delta x}{\delta v} \\ \frac{\delta y}{\delta u} & \frac{\delta y}{\delta v} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} = 1
\]

Now using the joint distribution of order statistics

\[
g(u, v) = \frac{n!}{(n-2)!} \left[ \Phi(u + v) - \Phi(u) \right]^{n-2} \frac{\Phi^{n-1} \left[ \Phi(u + v) - \Phi(u) \right]^{n-2}}{[1 - \Phi(u + v)]^{n-2} \phi(u) \phi(u + v)}
\]

\[
= \frac{n!}{(n-2)!} \left[ \Phi(u + v) - \Phi(u) \right]^{n-2} \phi(u) \phi(u + v)
\]
5. Derivation of response time distribution

Percentiles are frequently used as indicators of performance in both the public and private hospitals. Percentiles provide information about how a patient or thing relates to a larger group. Relative measures of this type are often extremely valuable to researchers employing statistical techniques.

The formula of the mean response time is given by
Mean number in the system — Arrival rate $\times$ mean response time i.e.,

$$E(n) = \lambda E(r)$$  

(5.1)

$$\implies F(r) = \frac{E(n)}{\lambda} = \left(\frac{\rho}{1 - \rho}\right)^{1} = \frac{1}{\mu} = \frac{F(r)}{1 - \rho}$$

The cumulative distribution function of the response time is given as

$$F(r) = 1 - e^{-\mu(1-\rho)}$$  

(5.2)

The response time is exponentially distributed and $q^{th}$ percentile is

$$F(r) = \frac{q}{100} \implies 1 - e^{-\mu(1-\rho)} = \frac{q}{100}$$

(5.3)

The cumulative distribution function of the waiting time is

$$F(w) = 1 - \rho e^{-\mu(1-\rho)}$$

(5.4)

This is a truncated exponential distribution and its $q^{th}$ percentile is given by

$$w_{q} = \frac{1}{\mu(1-\rho)} \ln \left(\frac{100\rho}{100 - q}\right)$$

(5.5)

The above formula is applied only if $q$ is greater than $100(1-\rho)$ and all lower percentiles are zero.

$$w_{q} = \text{max} \left\{ 0, \frac{E(w)}{\rho} \ln \left(\frac{100\rho}{100 - q}\right) \right\}$$

(5.6)

6. Distribution of sample median

When the sample size is odd, then the probability density function of the sample median is given by

$$\phi(x) = \frac{(2n+1)}{m!} [\Phi(z)]^{n} [1 - \Phi(z)]^{n} \phi(z)$$

$$= \frac{(2n+1)}{n!} [1 - \rho e^{-\mu(1-\rho)x}]^{n} [\rho e^{-\mu(1-\rho)y}]^{n} e^{-\mu y} \frac{\mu x^{n-1}}{(n-1)!}$$

$$= C(n, \gamma) \sum_{s=0}^{r} (-1)^{s} e^{-\mu(x+r)} x^{s+r-1}$$

When the sample size is even, then the probability density function of the sample median is as follows

$$\phi(x, y) = \frac{(2n)}{(n-1)!} [\Phi(x)]^{n-1} [1 - \Phi(y)]^{n-1} \phi(x)\phi(y)$$

$$= \frac{(2n)}{(n-1)!} [1 - \rho e^{-\mu(1-\rho)x}]^{n-1} [\rho e^{-\mu(1-\rho)y}]^{n-1} e^{-\mu y} \frac{\mu x^{n-1}}{(n-1)!} e^{-\mu y} \frac{\mu y^{n-1}}{(n-1)!}$$

$$= \frac{(2n)}{(n-1)!} [1 - \rho e^{-\mu(1-\rho)x}]^{n-1} [\rho e^{-\mu(1-\rho)y}]^{n-1} e^{-\mu(x+y)} \frac{\mu x^{n-1}}{(n-1)!} e^{-\mu (x+y)} \frac{\mu y^{n-1}}{(n-1)!}$$

(6.1)

$$= C(n, \gamma) \sum_{s=0}^{r} (-1)^{s} e^{-\mu(x+y)} (xy)^{s+r}$$
7. Results

Here we evaluate the minimum and maximum waiting time of the patients who are in the queue. The table below gives the minimum number of patients in the system and queue for given number of servers during each interval and it is clear that for both the queue and the system, the waiting time drops measurably from 1st to 5th server, after which the drop is trivial. Hence it is concluded that the maximum and minimum number of patients decrease gradually with the increasing number of servers.

<table>
<thead>
<tr>
<th>Server</th>
<th>$X_n(W)$</th>
<th>$X_1(W_q)$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3333</td>
<td>0.1333</td>
<td>0.8333</td>
</tr>
<tr>
<td>2</td>
<td>1.8281</td>
<td>0.1828</td>
<td>0.8231</td>
</tr>
<tr>
<td>3</td>
<td>1.3712</td>
<td>0.1371</td>
<td>0.8231</td>
</tr>
<tr>
<td>4</td>
<td>1.0969</td>
<td>0.1097</td>
<td>0.8167</td>
</tr>
<tr>
<td>5</td>
<td>0.9144</td>
<td>0.0914</td>
<td>0.8064</td>
</tr>
<tr>
<td>6</td>
<td>0.7854</td>
<td>0.0785</td>
<td>0.7984</td>
</tr>
<tr>
<td>7</td>
<td>0.6856</td>
<td>0.0686</td>
<td>0.7878</td>
</tr>
<tr>
<td>8</td>
<td>0.6094</td>
<td>0.0609</td>
<td>0.7767</td>
</tr>
<tr>
<td>9</td>
<td>0.5484</td>
<td>0.0548</td>
<td>0.7668</td>
</tr>
<tr>
<td>10</td>
<td>0.5000</td>
<td>0.0500</td>
<td>0.7576</td>
</tr>
</tbody>
</table>

Table 1. The maximum and minimum number of patients served and waiting in the system

The percentage points of response and waiting times in the system have been presented in Table(2), Table(3), Table(4) and Table(5). From the tables of percentage points of response time in the system, it is clear that for fixed values of \( p = 0.25, 0.50, 0.75, 0.90, 0.95, 0.99 \) and \( \mu \). Percentage points remain same as \( \mu \) increases. On the other hand percentage points decreases as \( \mu \) increases. Further, the range of smallest and largest order statistics of waiting time distribution and has been presented in Table(1). For chosen values of the parameters and \( n \) different values of \( r_q \) have been obtained for different significant levels.
Table 2. This table contains percentage of response time in the system when $\mu = 1$

<table>
<thead>
<tr>
<th>q</th>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.00250</td>
<td>0.00501</td>
<td>0.00753</td>
<td>0.00904</td>
<td>0.00955</td>
<td>0.00995</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.00125</td>
<td>0.00251</td>
<td>0.00376</td>
<td>0.00452</td>
<td>0.00477</td>
<td>0.00497</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.00083</td>
<td>0.00167</td>
<td>0.00251</td>
<td>0.00301</td>
<td>0.00318</td>
<td>0.00339</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>0.00063</td>
<td>0.00125</td>
<td>0.00188</td>
<td>0.00226</td>
<td>0.00239</td>
<td>0.00249</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.00050</td>
<td>0.00100</td>
<td>0.00151</td>
<td>0.00181</td>
<td>0.00191</td>
<td>0.00199</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>0.00042</td>
<td>0.00084</td>
<td>0.00125</td>
<td>0.00151</td>
<td>0.00159</td>
<td>0.00166</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. This table contains percentage of response time in the system when $\mu = 2$

<table>
<thead>
<tr>
<th>q</th>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.00250</td>
<td>0.00501</td>
<td>0.00753</td>
<td>0.00904</td>
<td>0.00955</td>
<td>0.00995</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.00125</td>
<td>0.00251</td>
<td>0.00376</td>
<td>0.00452</td>
<td>0.00477</td>
<td>0.00497</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.00083</td>
<td>0.00167</td>
<td>0.00251</td>
<td>0.00301</td>
<td>0.00318</td>
<td>0.00339</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>0.00063</td>
<td>0.00125</td>
<td>0.00188</td>
<td>0.00226</td>
<td>0.00239</td>
<td>0.00249</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.00050</td>
<td>0.00100</td>
<td>0.00151</td>
<td>0.00181</td>
<td>0.00191</td>
<td>0.00199</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>0.00042</td>
<td>0.00084</td>
<td>0.00125</td>
<td>0.00151</td>
<td>0.00159</td>
<td>0.00166</td>
<td></td>
</tr>
</tbody>
</table>

| 0.25 | 0.00501   | 0.00753 | 0.00904 | 0.00955 | 0.00995 |
| 0.50 | 0.00251   | 0.00376 | 0.00452 | 0.00477 | 0.00497 |
| 0.75 | 0.00167   | 0.00251 | 0.00301 | 0.00318 | 0.00339 |
| 0.90 | 0.00125   | 0.00188 | 0.00226 | 0.00239 | 0.00249 |
| 0.95 | 0.00100   | 0.00151 | 0.00181 | 0.00191 | 0.00199 |
| 0.99 | 0.00084   | 0.00125 | 0.00151 | 0.00159 | 0.00166 |

| 0.25 | 0.00501   | 0.00753 | 0.00904 | 0.00955 | 0.00995 |
| 0.50 | 0.00251   | 0.00376 | 0.00452 | 0.00477 | 0.00497 |
| 0.75 | 0.00167   | 0.00251 | 0.00301 | 0.00318 | 0.00339 |
| 0.90 | 0.00125   | 0.00188 | 0.00226 | 0.00239 | 0.00249 |
| 0.95 | 0.00100   | 0.00151 | 0.00181 | 0.00191 | 0.00199 |
| 0.99 | 0.00084   | 0.00125 | 0.00151 | 0.00159 | 0.00166 |

| 0.25 | 0.00501   | 0.00753 | 0.00904 | 0.00955 | 0.00995 |
| 0.50 | 0.00251   | 0.00376 | 0.00452 | 0.00477 | 0.00497 |
| 0.75 | 0.00167   | 0.00251 | 0.00301 | 0.00318 | 0.00339 |
| 0.90 | 0.00125   | 0.00188 | 0.00226 | 0.00239 | 0.00249 |
| 0.95 | 0.00100   | 0.00151 | 0.00181 | 0.00191 | 0.00199 |
| 0.99 | 0.00084   | 0.00125 | 0.00151 | 0.00159 | 0.00166 |

| 0.25 | 0.00501   | 0.00753 | 0.00904 | 0.00955 | 0.00995 |
| 0.50 | 0.00251   | 0.00376 | 0.00452 | 0.00477 | 0.00497 |
| 0.75 | 0.00167   | 0.00251 | 0.00301 | 0.00318 | 0.00339 |
| 0.90 | 0.00125   | 0.00188 | 0.00226 | 0.00239 | 0.00249 |
| 0.95 | 0.00100   | 0.00151 | 0.00181 | 0.00191 | 0.00199 |
| 0.99 | 0.00084   | 0.00125 | 0.00151 | 0.00159 | 0.00166 |
Table 4. This table contains percentage of waiting time in the system when $\mu = 1$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.690644</td>
<td>0.688135</td>
<td>0.685619</td>
<td>0.684106</td>
<td>0.683602</td>
<td>0.683198</td>
</tr>
<tr>
<td>3</td>
<td>0.548555</td>
<td>0.5468</td>
<td>0.545412</td>
<td>0.544786</td>
<td>0.544533</td>
<td>0.544331</td>
</tr>
<tr>
<td>4</td>
<td>0.412621</td>
<td>0.400227</td>
<td>0.397089</td>
<td>0.395985</td>
<td>0.395916</td>
<td>0.395872</td>
</tr>
<tr>
<td>5</td>
<td>0.317341</td>
<td>0.301006</td>
<td>0.299177</td>
<td>0.299009</td>
<td>0.298972</td>
<td>0.298946</td>
</tr>
<tr>
<td>6</td>
<td>0.257581</td>
<td>0.253418</td>
<td>0.252084</td>
<td>0.251844</td>
<td>0.251803</td>
<td>0.251786</td>
</tr>
<tr>
<td>7</td>
<td>0.230901</td>
<td>0.225864</td>
<td>0.225006</td>
<td>0.224824</td>
<td>0.224782</td>
<td>0.224737</td>
</tr>
<tr>
<td>8</td>
<td>0.206705</td>
<td>0.201647</td>
<td>0.200772</td>
<td>0.200569</td>
<td>0.200562</td>
<td>0.200542</td>
</tr>
<tr>
<td>9</td>
<td>0.207341</td>
<td>0.202427</td>
<td>0.201589</td>
<td>0.201496</td>
<td>0.201437</td>
<td>0.201397</td>
</tr>
<tr>
<td>10</td>
<td>0.205565</td>
<td>0.201286</td>
<td>0.200379</td>
<td>0.20027</td>
<td>0.200239</td>
<td>0.200209</td>
</tr>
<tr>
<td>11</td>
<td>0.203509</td>
<td>0.200037</td>
<td>0.199085</td>
<td>0.198935</td>
<td>0.198895</td>
<td>0.198875</td>
</tr>
<tr>
<td>12</td>
<td>0.201267</td>
<td>0.197716</td>
<td>0.196665</td>
<td>0.196599</td>
<td>0.19657</td>
<td>0.196545</td>
</tr>
<tr>
<td>13</td>
<td>0.198927</td>
<td>0.195476</td>
<td>0.194512</td>
<td>0.194456</td>
<td>0.194417</td>
<td>0.19437</td>
</tr>
<tr>
<td>14</td>
<td>0.196479</td>
<td>0.193027</td>
<td>0.192073</td>
<td>0.192019</td>
<td>0.192001</td>
<td>0.191963</td>
</tr>
<tr>
<td>15</td>
<td>0.194031</td>
<td>0.190589</td>
<td>0.189636</td>
<td>0.189582</td>
<td>0.189558</td>
<td>0.189527</td>
</tr>
<tr>
<td>16</td>
<td>0.191531</td>
<td>0.188089</td>
<td>0.187136</td>
<td>0.187082</td>
<td>0.187049</td>
<td>0.18702</td>
</tr>
<tr>
<td>17</td>
<td>0.189031</td>
<td>0.185589</td>
<td>0.184636</td>
<td>0.184582</td>
<td>0.184549</td>
<td>0.184517</td>
</tr>
<tr>
<td>18</td>
<td>0.186531</td>
<td>0.183089</td>
<td>0.182136</td>
<td>0.182082</td>
<td>0.182049</td>
<td>0.182017</td>
</tr>
<tr>
<td>19</td>
<td>0.184031</td>
<td>0.180589</td>
<td>0.179636</td>
<td>0.179582</td>
<td>0.179549</td>
<td>0.179517</td>
</tr>
<tr>
<td>20</td>
<td>0.181531</td>
<td>0.178089</td>
<td>0.177136</td>
<td>0.177082</td>
<td>0.177049</td>
<td>0.177017</td>
</tr>
</tbody>
</table>

Table 5. This table contains percentage of waiting time in the system when $\mu = 2$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.40296198</td>
<td>0.40045257</td>
<td>0.39793684</td>
<td>0.39642436</td>
<td>0.3959197</td>
<td>0.39551578</td>
</tr>
<tr>
<td>4</td>
<td>0.34532203</td>
<td>0.34406733</td>
<td>0.34280946</td>
<td>0.34205322</td>
<td>0.34180088</td>
<td>0.34159892</td>
</tr>
<tr>
<td>5</td>
<td>0.30305087</td>
<td>0.30379493</td>
<td>0.30259282</td>
<td>0.30216666</td>
<td>0.30224841</td>
<td>0.30213838</td>
</tr>
<tr>
<td>6</td>
<td>0.27402729</td>
<td>0.27339954</td>
<td>0.27272101</td>
<td>0.27230899</td>
<td>0.27220672</td>
<td>0.27216574</td>
</tr>
<tr>
<td>7</td>
<td>0.25005197</td>
<td>0.24950909</td>
<td>0.24904994</td>
<td>0.24874444</td>
<td>0.24864351</td>
<td>0.24856273</td>
</tr>
<tr>
<td>8</td>
<td>0.23063178</td>
<td>0.23021364</td>
<td>0.22979435</td>
<td>0.22951227</td>
<td>0.22945816</td>
<td>0.22940984</td>
</tr>
<tr>
<td>9</td>
<td>0.21451061</td>
<td>0.21412212</td>
<td>0.21379273</td>
<td>0.21357606</td>
<td>0.21350457</td>
<td>0.21341687</td>
</tr>
<tr>
<td>10</td>
<td>0.20686635</td>
<td>0.20653317</td>
<td>0.20623871</td>
<td>0.20604965</td>
<td>0.20603656</td>
<td>0.20602079</td>
</tr>
<tr>
<td>11</td>
<td>0.19838333</td>
<td>0.19811051</td>
<td>0.19785908</td>
<td>0.19764193</td>
<td>0.19752585</td>
<td>0.19741097</td>
</tr>
<tr>
<td>12</td>
<td>0.18952563</td>
<td>0.18926769</td>
<td>0.18902312</td>
<td>0.18878757</td>
<td>0.18862441</td>
<td>0.18851803</td>
</tr>
<tr>
<td>13</td>
<td>0.18003628</td>
<td>0.17980185</td>
<td>0.17957845</td>
<td>0.17938755</td>
<td>0.17926607</td>
<td>0.17921395</td>
</tr>
<tr>
<td>14</td>
<td>0.16695086</td>
<td>0.16571417</td>
<td>0.16443382</td>
<td>0.16320578</td>
<td>0.16296737</td>
<td>0.16283007</td>
</tr>
<tr>
<td>15</td>
<td>0.15479999</td>
<td>0.15360966</td>
<td>0.15243441</td>
<td>0.1512971</td>
<td>0.15025828</td>
<td>0.14922721</td>
</tr>
<tr>
<td>16</td>
<td>0.14183274</td>
<td>0.14067135</td>
<td>0.13950981</td>
<td>0.13848577</td>
<td>0.13740782</td>
<td>0.13635078</td>
</tr>
<tr>
<td>17</td>
<td>0.12405421</td>
<td>0.12296891</td>
<td>0.12196368</td>
<td>0.12104342</td>
<td>0.12010179</td>
<td>0.11912341</td>
</tr>
<tr>
<td>18</td>
<td>0.11710009</td>
<td>0.11591235</td>
<td>0.11476562</td>
<td>0.11371419</td>
<td>0.11275725</td>
<td>0.11180349</td>
</tr>
<tr>
<td>19</td>
<td>0.11228169</td>
<td>0.11117307</td>
<td>0.11005611</td>
<td>0.10902279</td>
<td>0.10808777</td>
<td>0.10714887</td>
</tr>
<tr>
<td>20</td>
<td>0.10778233</td>
<td>0.10667429</td>
<td>0.10556316</td>
<td>0.10445919</td>
<td>0.10336342</td>
<td>0.10227123</td>
</tr>
<tr>
<td>21</td>
<td>0.10392485</td>
<td>0.10282787</td>
<td>0.10173037</td>
<td>0.10063327</td>
<td>0.09953657</td>
<td>0.09843987</td>
</tr>
</tbody>
</table>
Table 6. This table contains percentage of waiting time in the system when $\mu = 3$

<table>
<thead>
<tr>
<th>$q$</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.28517894</td>
<td>0.28206953</td>
<td>0.28015381</td>
<td>0.27864133</td>
<td>0.27813666</td>
<td>0.27773274</td>
</tr>
<tr>
<td>5</td>
<td>0.25416125</td>
<td>0.25290654</td>
<td>0.25164868</td>
<td>0.25089244</td>
<td>0.25064011</td>
<td>0.25043815</td>
</tr>
<tr>
<td>6</td>
<td>0.23021468</td>
<td>0.22937821</td>
<td>0.22853964</td>
<td>0.22803548</td>
<td>0.22786726</td>
<td>0.22773262</td>
</tr>
<tr>
<td>7</td>
<td>0.21139686</td>
<td>0.20994224</td>
<td>0.20956428</td>
<td>0.20943811</td>
<td>0.20933713</td>
<td>0.20933713</td>
</tr>
<tr>
<td>8</td>
<td>0.19566525</td>
<td>0.19460002</td>
<td>0.19435777</td>
<td>0.19425677</td>
<td>0.19417508</td>
<td>0.19417508</td>
</tr>
<tr>
<td>9</td>
<td>0.18264866</td>
<td>0.18206622</td>
<td>0.18187341</td>
<td>0.18170296</td>
<td>0.18151131</td>
<td>0.18144383</td>
</tr>
<tr>
<td>10</td>
<td>0.17638522</td>
<td>0.17520044</td>
<td>0.17470458</td>
<td>0.17433248</td>
<td>0.17057478</td>
<td>0.17057478</td>
</tr>
<tr>
<td>11</td>
<td>0.16299748</td>
<td>0.16178381</td>
<td>0.16169341</td>
<td>0.16128028</td>
<td>0.16121721</td>
<td>0.16116671</td>
</tr>
<tr>
<td>12</td>
<td>0.15375458</td>
<td>0.15347576</td>
<td>0.15328188</td>
<td>0.15302818</td>
<td>0.15297223</td>
<td>0.15297223</td>
</tr>
<tr>
<td>13</td>
<td>0.14638339</td>
<td>0.14592415</td>
<td>0.14568088</td>
<td>0.14572963</td>
<td>0.14563877</td>
<td>0.14563877</td>
</tr>
<tr>
<td>14</td>
<td>0.1398129</td>
<td>0.13958477</td>
<td>0.13935607</td>
<td>0.13921857</td>
<td>0.13917209</td>
<td>0.13913597</td>
</tr>
<tr>
<td>15</td>
<td>0.13391123</td>
<td>0.13370211</td>
<td>0.13349247</td>
<td>0.13336643</td>
<td>0.13332437</td>
<td>0.13329072</td>
</tr>
<tr>
<td>16</td>
<td>0.12857487</td>
<td>0.12838184</td>
<td>0.12818832</td>
<td>0.12807198</td>
<td>0.12803316</td>
<td>0.12800268</td>
</tr>
<tr>
<td>17</td>
<td>0.12372128</td>
<td>0.12351204</td>
<td>0.12330234</td>
<td>0.12325431</td>
<td>0.12321826</td>
<td>0.12318941</td>
</tr>
<tr>
<td>18</td>
<td>0.11928376</td>
<td>0.11911646</td>
<td>0.11894875</td>
<td>0.11881791</td>
<td>0.11881247</td>
<td>0.11878734</td>
</tr>
<tr>
<td>19</td>
<td>0.11520772</td>
<td>0.11505668</td>
<td>0.11490305</td>
<td>0.11479912</td>
<td>0.11476738</td>
<td>0.11472233</td>
</tr>
<tr>
<td>20</td>
<td>0.11144905</td>
<td>0.11130044</td>
<td>0.11115245</td>
<td>0.11106348</td>
<td>0.11103538</td>
<td>0.11100004</td>
</tr>
<tr>
<td>21</td>
<td>0.10796706</td>
<td>0.10782764</td>
<td>0.10768788</td>
<td>0.10766986</td>
<td>0.10760386</td>
<td>0.10755338</td>
</tr>
</tbody>
</table>

8. Conclusion

The obtained results show that the expected value of the maximum and minimum number of patients decreases gradually with the increasing number of servers. Besides, it is mentioned that the system will be almost empty after the 10th server. That is, the patient will get the service as soon as she or he arrive and will leave the system before the next arrival. This solution accords with the fact that the service rate is greater than the arrival rate. The range of the waiting time $R$ decreases gradually to zero as the number of servers increases.
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Strong uniform consistency of a kernel conditional quantile estimator for censored and associated data
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Abstract
In survival or reliability studies, it is common to deal with data which are not only incomplete but weakly dependent too. Random right-censoring and random left-truncation are two common forms of such data when they are neither independent nor strongly mixing but rather associated. In this paper, we focus on kernel estimation of the conditional quantile function of a strictly stationary associated random variable \( T \) given a \( d \)-dimensional vector of covariates \( X \), under random right-censoring. As main results, we establish a strong uniform consistency rate for the estimator. Then the finite sample performance of the estimator is illustrated on a simulation study.
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1. Introduction
Let \( \{ T_n, n \geq 1 \} \) be a strictly stationary sequence of associated random variables (rv’s) of interest having an unknown absolutely continuous distribution function (df) \( F_T \). This variable can be considered as a lifetime under biomedical studies. The major characteristic of survival time is the incompleteness.
In survival analysis especially in medical studies, we meet random censorship models which are one of the fundamental assumptions in the theory of survival analysis. Random right censoring is a well-known phenomenon which may be present when observing lifetime data. The lifetime variable may not be completely observable if the patient is...
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still alive at the end of study or is dead for another reason or because of some departures of patients from the testing experimentation. Hence, the available data provide partial information. In this case, the variable of interest $T$ is subject to right censoring by another non-negative rv $C$. In the sequel, we assume that the censoring lifetimes are independent and identically distributed (iid) and possess an unknown Lipschitz df $G$. We take in consideration the presence of a strictly stationary and associated covariate $X$ taking values in $\mathbb{R}^d$. Under this model, the observable sequence is $\{(Y_i, \delta_i, X_i), 1 \leq i \leq n\}$, with $Y_i = \min(T_i, C_i)$, $\delta_i = 1_{\{T_i \leq C_i\}}$ and where $1_A$ denotes the indicator function of the event $A$.

As usual with random censoring, we assume that the censoring times $\{C_i, 1 \leq i \leq n\}$ are independent of $\{(X_i, T_i), 1 \leq i \leq n\}$. This means that the censoring mechanism does not depend on the occurring event. Such a condition ensures the identifiability of the model.

It is well known that the conditional df $F(\cdot|x)$ of $(T|X = x)$ is defined by

$$F(t|x) = \frac{1}{l(x)} \int_{-\infty}^{t} f(x, z) dz = \frac{F_1(x, t)}{l(x)},$$

where $f(\cdot, \cdot)$ is the joint probability density function (pdf) of $(X, T)$, $l(\cdot)$ is the marginal pdf of $X$ and $F_1(x, \cdot)$ is the first derivative of the joint df $F(x, \cdot)$ with respect to $x$. The conditional pdf will be denoted by $f(\cdot|x)$. Then, for all fixed $p \in (0, 1)$, the $p$-th conditional quantile of $T$ given $X = x$ is defined by

$$\xi_p(x) := \inf\{t, F(t|x) \geq p\}.$$  

Hence, to get a nonparametric conditional quantile estimator, we clearly have to estimate $F_1(x, t)$ by the mean of an unbiased kernel estimator and $l(x)$ is estimated by the famous kernel type estimator.

There has been various researches relating to the quantile estimator in view of its interesting properties. The estimator under consideration is renowned for its good description of the data (see Chaudhuri et al. [6]) and attracted interest of several authors.


On the same subject matter and under censoring, Dabrowska [7] established a Bahadur type representation of the quantile regression estimator. Besides, Qin and Wu [24] stated the asymptotic normality of an estimator for a conditional quantile when some auxiliary information is available using the empirical likelihood method and a linear fitting.

The strong representation of the conditional quantile estimator under right censoring and strong mixing condition was stated by Ould Saïd and Saâdi [22] while Ould Saïd [20] established its strong uniform convergence rate in the iid case. Recently, Liang and de Uña-Álvarez [15] assessed its strong uniform consistency and asymptotic normality in the $\alpha$-mixing setting.

Two kinds of dependency are widely used in the literature: mixing (Doukhan [8]) and association (Essary et al. [8]). These two concepts are not completely dissociated (see Doukhan and Louhichi [9]). In fact, we can find sequences that are associated but not mixing, associated and mixing, and mixing but not associated. The main advantage of the concept of association compared to mixing is that the conditions of limit theorems are easier to verify: indeed, a covariance is much easier to compute than a mixing coefficient.
Recall that a set of finite family of rv's \((T_1, \ldots, T_n)\) are said to be associated if for all non-decreasing functions \(\Psi_1, \Psi_2\)

\[
\text{Cov}(\Psi_1(T_1, \ldots, T_n), \Psi_2(T_1, \ldots, T_n)) \geq 0,
\]

whenever the covariance exists. An infinite family of rv's is associated if any finite sub-family is a set of associated rv's and any independent sequence is associated. In classical statistical inference, the observed rv's of interest are generally assumed to be iid. However, it is more common to have dependent variables in some real life situations. Dependent variables are present in several backgrounds such as medicine, biology and social sciences. Associated rv's are of considerable interest when dealing with reliability problems, percolation theory and some models in statistical mechanics.

The notion of association was firstly introduced by Esary et al. [11] mainly for an application in reliability. For more details on the subject we refer the reader to the monographs by Bulinski and Shashkin [3], Oliveira [19] and Prakasa Rao [23].

As far as we know, the problem of drawing nonparametric inference about the conditional quantile function under associated-censored model is not available and this motivates the study we consider here. So, the present paper deals with the almost sure uniform convergence with a rate of the estimator defined in (2.4). The paper is structured as follows: the expression of the studied estimator is presented in Section 2. Section 3 gathers the needed assumptions with some comments. A Simulation study is given in Section 4 while the last section includes the proofs of the main and some auxiliary results.

2. Notations and estimators

Recall that in the complete data case (no censoring), the traditional kernel estimator of \(F(t|x)\) is given by

\[
F_n(t|x) = \frac{1}{n} \sum_{i=1}^{n} \omega_{in}(x) \mathbf{1}_{\{Y_i \leq t\}},
\]

where \(\omega_{in}(.)\) are measurable functions. These functions called weights were introduced by Nadaraya-Watson in the context of the kernel regression and defined by

\[
\omega_{in}(x) = \frac{K_d \left( \frac{x - X_i}{h_{n,1}} \right)}{\sum_{j=1}^{n} K_d \left( \frac{x - X_j}{h_{n,1}} \right)} = \frac{1}{nh_{n,1}} K_d \left( \frac{x - X_i}{h_{n,1}} \right) l_n(x),
\]

with the convention \(0/0 = 0\). Here \(K_d\) is a kernel function on \(\mathbb{R}^d\) whereas \(h_{n,1}\) is a positive sequence of bandwidths tending to 0 along with \(n\) and \(l_n(.)\) is the Parzen-Rosenblatt kernel estimator of \(l(.)\).

In the sequel, we will make use of the Inverse-Probability-of-Censoring Weighted (IPCW) idea of Koul et al. [14] to define the weights we will use after, that is

\[
\omega_{in}(x) = \frac{1}{nh_{n,1}^d} \frac{\delta_i}{G(Y_i)l_n(x)} K_d \left( \frac{x - X_i}{h_{n,1}} \right).
\]

It is well known that under right censoring model, the classical empirical distribution does not estimate consistently the df’s \(F_T\) and \(G\). Therefore, Kaplan and Meier [13] proposed consistent estimators \(F_{T,n}\) and \(G_n\) for \(F_T\) and \(G\), respectively, defined by

\[
F_{T,n}(t) = 1 - \prod_{i=1}^{n} \left[ 1 - \frac{\delta_i}{n - i + 1} \right] \mathbf{1}_{\{Y_i \leq t\}}
\]
and
\[ G_n(t) = 1 - \prod_{i=1}^{n} \left( 1 - \frac{1 - \delta(i)}{n - i + 1} \right)_{\{Y(i) \leq t\}} , \]
where \( Y(1), Y(2), \ldots, Y(n) \) are the order statistics of \( Y_1, Y_2, \ldots, Y_n \) and \( \delta(i) \) is the concomitant of \( Y(i) \).

The Kaplan-Meier estimator was studied in depth by many authors. For more details we refer to Stone and Wang [26] for the iid case, Cai [4] under \( \alpha \)-mixing condition and Cai and Roussas [5] in the association setting.

Recall that, using the weights defined in (2.2), Ould Saïd [20] established a strong uniform consistency rate for the estimator in (2.1) in the iid case and \( d=1 \). The smoothed version of \( F_n(\cdot) \), namely
\[
(2.3) \quad F_n(t|x) = \frac{1}{nh_n^d,1} \sum_{i=1}^{n} \frac{\delta_i}{g_n(Y_i)} K_d \left( \frac{x - X_i}{h_{n,1}} \right) H \left( \frac{t - Y_i}{h_{n,2}} \right),
\]
was also considered and studied (strong consistency and asymptotic normality) in the iid case by Ould Saïd and Saâdi [21]. Here, the bandwidth \( h_{n,2} \) is not necessarily equal to \( h_{n,1} \) and they will be denoted by \( h_1 := h_{n,1} \) and \( h_2 := h_{n,2} \).

Note that the estimator in (2.3) is an adapted version of that of Yu and Jones [28] to the censoring case. Originally, this smooth estimate for complete data (without the IPCW version of
\[
(2.4) \quad \xi_{p,n}(x) = \inf \{ t, F_n(t|x) \geq p \}.
\]
To argue our main results, the following auxiliary pseudo-estimator will be of a great benefit in proving our results
\[
(2.5) \quad \bar{F}_n(t|x) = \frac{1}{nh_1^d} \sum_{i=1}^{n} \frac{\delta_i}{g_n(Y_i)} K_d \left( \frac{x - X_i}{h_1} \right) H \left( \frac{t - Y_i}{h_2} \right),
\]
Note that (2.5) cannot be computed since \( g_n(\cdot) \) is assumed to be unknown.

3. Assumptions and main results

In the sequel, \( c \) stands for a positive constant taking different values and \( \tau \) will denote a positive real number satisfying \( \tau < \tau_P < \tau_0 \) where, for any df \( W, \tau_W := \sup \{ y; W(y) < 1 \} \). Define \( \Omega_0 = \{ x \in \mathbb{R}^d/l(x) \geq m_i := \inf_x l(x) > 0 \} \) and let \( \Omega \) and \( \Omega \) be compact sets included in \( \Omega_0 \) and \([0, \tau] \), respectively. The main results will be stated using the following assumptions:

A1. The bandwidths \( h_1 \) and \( h_2 \) satisfy
(i) \( h_1 \to 0, \quad nh_1^{(2+d)(1-\alpha)} \to +\infty \) and \( \frac{\log n}{mh_1^d} \to 0 \) as \( n \to +\infty \),
(ii) \( h_2 \to 0 \) and \( nh_1^dh_2 \to +\infty \) as \( n \to +\infty \).

A2. The kernel \( K_d \) is a bounded pdf, compactly supported and satisfies:
(i) \( K_d \) is Hölder continuous of order \( \alpha \in (0,1) \),
(ii) \( \int_{\mathbb{R}^d} u_j K_d(u) du = 0 \), for all \( j = 1, \ldots, d \), where \( u = (u_1, \ldots, u_d)^\top \).
A3. The function $H$ in (2.3) is of class $C^1$. Furthermore, its derivative $H^{(1)}$ is assumed to be compactly supported and satisfies the properties of a second order kernel;

A4. The marginal density $f(.)$ is bounded and twice differentiable with:

$$\sup_{x \in \Omega} \left| \frac{\partial^k f(x)}{\partial x_i \partial x_j} \right| < \infty \text{ for } i, j = 1, \ldots, d \text{ and } k = 1, 2;$$

A5. The joint pdf $f(\ldots)$ is bounded and twice continuously differentiable;

A6. The joint pdf $f_{i,j}(\ldots)$ of $(X_i, X_j)$ is bounded;

A7. The joint pdf $f(\ldots, \ldots)$ of $(X_i, Y_i, X_j, Y_j)$ is bounded;

A8. Let us define $\Lambda_{ij}$ as follows:

$$\Lambda_{ij} := \sum_{k=1}^{d} \sum_{l=1}^{d} \text{Cov}(X_i^k, X_j^l) + 2 \sum_{k=1}^{d} \text{Cov}(X_i^k, Y_j) + \text{Cov}(Y_i, Y_j),$$

with $X_i^k$ the $k$-th component of $X_i$, such that for all $j \geq 1$ and $r > 0$

$$\sup_{i, |j-i| \geq r} \Lambda_{ij} =: \rho(r) \leq \gamma_0 e^{-\gamma r}, \text{ for all } \gamma_0, \gamma > 0;$$

A9. The function $\phi(x) = \int_R \frac{1}{\gamma(x)} f(x,v)dv$ is bounded, continuously differentiable and $\sup_{x \in \Omega} \left| \frac{\partial \phi}{\partial x_i} \right| < \infty$ for $i = 1, \ldots, d$.

3.1. Remark. Assumption A1 gives a classical choice of the bandwidths in functional estimation. For the sake of simplicity, many authors consider that $h_1 = h_2$ which is not justified in general. Note that the condition A1 (ii) implies the first condition in A1 (i) if $d \geq 2$. For $d = 1$, the comparison is not straightforward and depends upon the order of magnitude of $h_2$ with respect to $h_2^*$. Assumption A2 is quite usual in kernel estimation. Assumptions A3-A7 are classical in nonparametric estimation under dependency while A8 is used for covariance calculation under association structure. Furthermore, this assumption gives a progressive trend to asymptotic independence of "past" and "future". Finally, Assumption A9 is mainly technical.

The first result establishes the rate of convergence of the fluctuation term, that is $\left| \hat{F}_{1,n}(x,t) - \mathbb{E} \left[ \hat{F}_{1,n}(x,t) \right] \right|$. This will be done by applying a Bernstein-type inequality stated by Doukhan and Neumann [10] for weakly dependent rv's. The next result in Theorem 3.3 states a uniform almost sure convergence rate of $F_n(t|x)$ toward $F(t|x)$, which will be stated with the help of Theorem 3.2. Then, as an immediate result, the asymptotic behaviour of the kernel conditional quantile estimator will be deduced as presented in Corollary 3.4.

3.2. Theorem. Suppose that assumptions A1-A5 and A7-A9 hold and for $n$ large enough, we have

$$\sup_{x \in \Omega} \sup_{t \in \mathcal{E}} \left| \hat{F}_{1,n}(x,t) - \mathbb{E} \left[ \hat{F}_{1,n}(x,t) \right] \right| = O \left( \sqrt{\frac{\log n}{n^2}} \right), \text{ a.s.}$$

3.3. Theorem. Under the assumptions of Theorem 3.2 and A6, for $n$ large enough we have

$$\sup_{x \in \Omega} \sup_{t \in \mathcal{E}} \left| F_n(t|x) - F(t|x) \right| = O \left\{ (h_1^2 + h_2^2) + n^{-\theta} + \sqrt{\frac{\log n}{nh_1^2}} \right\}, \text{ a.s.}$$

with $0 < \theta < \gamma/(2\gamma + 9 + 3/2\kappa)$ for any $\kappa > 0$. 
3.4. Corollary. Under the assumptions of Theorem 3.3, and for each fixed \( p \in (0, 1) \) and \( x \in \Omega \), if \( \inf_{x \in \Omega} f(\xi_p(x)|x) > 0 \), then for \( n \) large enough, we have

\[
\sup_{x \in \Omega} |\xi_{p,n}(x) - \xi_p(x)| = O\left( (h_1^2 + h_2^2) + n^{-\theta} + \sqrt{\frac{\log n}{nh_1^d}} \right), \text{ a.s.}
\]

3.5. Remark. The uniform positiveness condition on the conditional density in Corollary 3.4 ensures the uniform uniqueness of the conditional quantile. Hence, for \( \forall \varepsilon > 0, \exists \beta > 0, \forall \eta_p : \Omega \to \mathbb{R} \),

\[
\sup_{x \in \Omega} |\xi_p(x) - \eta_p(x)| \geq \varepsilon \Rightarrow \sup_{x \in \Omega} |F(\xi_p(x)|x) - F(\eta_p(x)|x)| \geq \beta.
\]

3.6. Remark. We point out that the rate in Corollary 3.4 depends upon the parameter \( \theta \) pertaining to the association dependence. In addition, remark that for \( \gamma \) large enough, the parameter \( \theta \) approaches its upper bound \( \theta - 1/2 \) and then, the covariances become negligible which in turn permits to compare our rate with those stated in the iid and strong mixing cases.

4. Simulation study

4.1. Description of the models. This part is established with the intention of giving the behaviour of the conditional quantile estimator. For this purpose, we only consider the cases of the conditional mean \( (p = 1/2) \) and the one dimensional covariate \( (d = 1) \). The simulation is conducted for different sample sizes and censoring rates \( (CR) \). The performance of our estimator is quantified via the Global Mean Square Error (GMSE). The simulated data are obtained as follows:

- Generate \( (n + 1) \) iid rv's \( Z_i \) from gamma distribution \( (Z_i \sim \Gamma(5, 0.5)) \);
- Generate \( n \) iid rv's \( \varepsilon_i \) from normal distribution \( (\varepsilon_i \sim N(0, 0.01)) \);
- Given \( Z_i \), generate an \( n \) associated sequence \( (X_i, T_i) \) as follows:
  - Linear case
    \[
    \begin{cases}
    X_i = \exp(Z_{i-1} + Z_{i-2})/2; \\
    T_i = 3X_i/2 + 0.45 \varepsilon_i.
    \end{cases}
    \]
  - Nonlinear case
    \[
    \begin{cases}
    X_i = \exp(Z_{i-1} + Z_{i-2})/2; \\
    T_i = \log(3X_i/2) + 0.45 \varepsilon_i.
    \end{cases}
    \]
- Generate \( n \) iid rv's \( C_i \) from exponential distribution \( (C_i \sim \exp(\lambda)) \). The parameter \( \lambda \) is adjusted according to the \( CR \)'s values;
- Keep the observed data \( \{(Y_i := \min(T_i, C_i)), X_i, (\delta_i := 1\{T_i \leq C_i\})\} \).

4.1. Remark. In computing the estimators, we use the standardized normal df and a Gaussian kernel for \( H \) and \( K \), respectively.

In order to attenuate the boundary effect, we will use optimal local bandwidths. To do so, we first assume that \( h_1 = h_2 =: h \), and this bandwidth sweeps the interval \([0.05, 0.8]\). For each model, the process above is repeated \( B = 300 \) times with fixed values of \( n \) and \( CR \). Thus, we compute the conditional quantile estimator along a grid of points in
At the end of the process, we keep the optimal local bandwidth which minimizes the estimating errors by means of the MSE (Mean Square Error) criterion, and then we quantify the GMSE. The formula calculating the GMSE is

$$GMSE = \frac{1}{uB} \sum_{\ell=1}^{u} \sum_{k=1}^{B} [\xi_{p,n,k}(x_{\ell}) - \xi_{p}(x_{\ell})]^2,$$

where $\xi_{p,n,k}(x_{\ell})$ is the value of $\xi_{p,n}(x_{\ell})$ at iteration $k$ and $u$ is the number of equidistant points $x_{\ell}$ belonging to $[1.5, 4]$.

To illustrate visually the quality of fit, we will plot the conditional quantile estimator $\xi_{p,n}(x_{\ell})$ versus $\xi_{p}(x_{\ell})$.

4.2. Simulation results.

4.2.1. Linear case: Note that under this model, the rv $X$ follows $\Gamma(10, 0.5)$ and the conditional rv $(T|X = x)$ follows $N(3x/2, 0.0045)$.

To show how is the influence of the censoring rate and the sample size on the quality of fit, we draw curves for different sample sizes $n = 50, 100$ and $300$ and $CR = 40\%, 25\%$ and $10\%$ as illustrated by Figures 1, 2 and 3. The corresponding errors with respect to the GMSE are summarized in Table 1.

<table>
<thead>
<tr>
<th>Linear case</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
<th>$n = 300$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CR = 10%$</td>
<td>0.0637</td>
<td>0.0245</td>
<td>0.0069</td>
</tr>
<tr>
<td>$CR = 25%$</td>
<td>0.1591</td>
<td>0.0586</td>
<td>0.0113</td>
</tr>
<tr>
<td>$CR = 40%$</td>
<td>0.2465</td>
<td>0.1059</td>
<td>0.0128</td>
</tr>
</tbody>
</table>

4.2. Remark. From Table 1 and the graphs plotted for the linear case, we remark that the quality of fit seems to increase when the $CR$ decreases. The curves reveal also that boundary effects on the right side tend to diminish for large values of $n$. Of course, the performance is quite acceptable when $n = 50$ and becomes more visible for $n = 300$. It means that the influence of the $CR$ on the quality of fit becomes more and more insignificant along with $n$. 
Figure 1. Linear case: $n = 50$ and $CR = 40$, 25 and 10, respectively

Figure 2. Linear case: $n = 100$ and $CR = 40$, 25 and 10, respectively
4.2.2. Non-linear case: Note that the rv \((T|X=x)\) follows \(N(\log(3x/2), 0.0045)\) and the choice of the log function permits to preserve the association property by monotonicity.

For the rest we proceed as for the linear case. The \(GMSE\)'s are summarized in Table 2 and the quality of fit is illustrated through Figures 4, 5 and 6.

<table>
<thead>
<tr>
<th>Non-linear case</th>
<th>(n = 50)</th>
<th>(n = 100)</th>
<th>(n = 300)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CR = 10%)</td>
<td>(24 \times 10^{-3})</td>
<td>(15 \times 10^{-3})</td>
<td>(5.54 \times 10^{-4})</td>
</tr>
<tr>
<td>(CR = 25%)</td>
<td>(69 \times 10^{-3})</td>
<td>(25 \times 10^{-3})</td>
<td>(8.23 \times 10^{-4})</td>
</tr>
<tr>
<td>(CR = 40%)</td>
<td>(11 \times 10^{-2})</td>
<td>(51 \times 10^{-3})</td>
<td>(16 \times 10^{-3})</td>
</tr>
</tbody>
</table>

4.3. Remark. From Table 2 and the graphs, we observe that the estimator behaves similarly as for the linear case. The quality of fit becomes better along with the sample size which means that the behavior of the estimator remains correct even for large values of \(CR\).
Figure 4. Non linear case: $n = 50$ and $CR = 40, 25$ and $10$, respectively

Figure 5. Non linear case: $n = 100$ and $CR = 40, 25$ and $10$, respectively
5. Auxiliary results and proofs

For notational convenience, let us define

\[
\Delta_i(x, t) = \frac{\delta_i}{G(Y_i)} K_d \left( \frac{x - X_i}{h_1} \right) H \left( \frac{t - Y_i}{h_2} \right) - \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)} K_d \left( \frac{x - X_1}{h_1} \right) H \left( \frac{t - Y_1}{h_2} \right) \right],
\]

for all \( i = 1, \ldots, n \). It is easily seen that

\[
(F_1, n)(x, t) = \mathbb{E} \left[ F_{1, n}(x, t) \right] = \frac{1}{nh_1^k} \sum_{i=1}^{n} \Delta_i(x, t).
\]

The items of the following proposition are similar to the conditions of Theorem 1 in Doukhan and Neumann [10]. Once the conditions are met, it becomes possible to use an exponential inequality to prove Theorem 3.2 related to the fluctuation term.

5.1. Proposition. Let \( \Delta_1(x, t), \Delta_2(x, t), \ldots, \Delta_n(x, t) \) be defined as above. Then, there exist constants \( M, L_1, L_2, \mu \geq 0, \lambda \geq 0 \) and a non-decreasing sequence of real coefficients \( (\bar{Y}(n))_{n \geq 0} \) so that for all \( p \)-tuples \( (s_1, \ldots, s_p) \) and all \( q \)-tuples \((v_1, \ldots, v_q)\) with \( 1 \leq s_1 \leq \ldots \leq s_p \leq v_1 \leq \ldots \leq v_q \leq n \), we have

a) \( \text{Cov} \left( \prod_{i=s_1}^{s_p} \Delta_i(x, t), \prod_{j=v_1}^{v_q} \Delta_j(x, t) \right) \leq \exp^{- \lambda} h_1^d h_2^{2q} pq \bar{Y}(v_1 - s_p), \)

b) \( \sum_{s=0}^{s} (s+1)^{k_0} \bar{Y}(s) \leq L_1 L_2^{k_0} (k_0)!^\mu, \forall k_0 \geq 0, \)
Note that the partial Lipschitz constants are obtained as follows.

Proof. Proof of Proposition 5.1 To prove the first item of Proposition 5.1, we need the following lemma:

5.2. Lemma. Under assumptions A2, A5, A7 and A8, we have

i) \( \text{Cov} \left( \prod_{i=1}^{s_p} \Delta_i(x,t), \prod_{j=1}^{s_q} \Delta_j(x,t) \right) =: C_1 \leq c^{p+q}h_1^{-2}h_2^{-2}pqp(v_1 - s_p), \)

ii) \( \text{Cov} \left( \prod_{i=1}^{s_p} \Delta_i(x,t), \prod_{j=1}^{s_q} \Delta_j(x,t) \right) =: C_2 \leq c^{p+q}h_1^{2q}h_2^2. \)

Proof. Exploiting the definition 5.1, p.88 in Bulinski & Shashkin [3], we recall that the partial Lipschitz constants are defined as follows

\[
Lip_i(\Phi_m) = \sup_{\|x\|,|y|} \frac{|\Phi_m(x) - \Phi_m(y)|}{\|x - y\|},
\]

where \( \Phi_m : \mathbb{R}^m \to \mathbb{R} \) and \( Lip(\Phi_m) \) denotes the Lipschitz continuity modulus of \( \Phi_m \), viz

\[
Lip(\Phi_m) = \sup_{x \neq y} \frac{|\Phi_m(x) - \Phi_m(y)|}{\|x - y\|_1},
\]

with \( \|(z_1, \ldots, z_m)\|_1 = |z_1| + \ldots + |z_m| \).

To prove part (i) in Lemma 5.2, we use Theorem 5.3, p.89 in [Bulinski and Shashkin [3]].

Firstly, we set

\[
\Phi_p = \prod_{i=1}^{s_p} \Delta_i \quad \text{and} \quad \Phi_q = \prod_{j=1}^{s_q} \Delta_j.
\]

Then, using the fact that \( K_0, H \) and \( G \) are Lipschitz functions, we have

\[
\text{Cov}(\Phi_p, \Phi_q) \leq \sum_{i=1}^{s_p} \sum_{j=1}^{s_q} Lip_i(\Phi_p)Lip_j(\Phi_q)A_{ij},
\]

The definition in (5.2) leads to

\[
Lip_i(\Phi_p) \leq \frac{M_0}{h_1h_2} \left( \frac{2}{G(\tau)} \right)^p \|K\|_{\infty}^{p-1}
\]

and

\[
Lip_j(\Phi_q) \leq \frac{M_0}{h_1h_2} \left( \frac{2}{G(\tau)} \right)^q \|K\|_{\infty}^{q-1},
\]

where \( M_0 = \max \left\{ h_2 Lip(K) \|K\|_{\infty}^{d-1}, h_1 \left( Lip(H) + h_2 Lip(G) \right) \right\} \).

Note that the partial Lipschitz constants are obtained as follows

\[
Lip_i(\Phi_p) \leq \frac{M_0}{h_1h_2} \left( \frac{2}{G(\tau)} \right)^{p-1} \|K\|_{\infty}^{p-1} \frac{1}{G(\tau)}
\]

\[
\leq \frac{M_0}{h_1h_2} \left( \frac{2}{G(\tau)} \right)^p \|K\|_{\infty}^{p-1}.
\]
If Assumption A8 holds, by stationarity we get
\[
\text{Cov}(\Phi_p, \Phi_q) \leq \frac{M^2}{h^2} \left( \frac{2}{G(\tau)} \right)^{p+q} \|K_d\|_{\infty}^{p+q-2} \sum_{i=1}^{s_1} \sum_{j=1}^{s_2} \Lambda_{ij} \leq \frac{C^{p+q}}{h^2} \left[ q(p)v_1 - s_p \right].
\]
This achieves the proof of (i). In order to prove the second part of Lemma 5.2, we need to calculate the covariance term as shown hereafter by using the fact that
\[
\mathbb{E}[\delta_i \delta_j | T_i, T_j] = \mathbb{E} \left[ \mathbf{1}(T_i \leq C_j) \mathbf{1}(T_j \leq C_j) | T_i, T_j \right] = G(T_i)G(T_j).
\]
We also use the following simplified notations
\[
K_{d,i} := K_d \left( \frac{x - X_i}{h_1} \right) \quad \text{and} \quad H_{t,i} := H \left( \frac{t - Y_i}{h_2} \right).
\]
Indeed, we have
\[
\text{Cov}(\Delta_i(x, t), \Delta_j(x, t)) = \mathbb{E} \left[ \frac{\delta_i \delta_j}{G(Y_i)G(Y_j)} K_{d,i} H_{t,i} K_{d,j} H_{t,j} \right] - \mathbb{E} \left[ \frac{\delta_i}{G(Y_i)} K_{d,i} H_{t,i} \right] \times \mathbb{E} \left[ \frac{\delta_j}{G(Y_j)} K_{d,j} H_{t,j} \right] = \mathbb{E} \left[ K_{d,i} K_{d,j} \mathbb{E} \left[ \frac{\delta_i}{G(Y_i)} H_{t,i} \right] \mathbb{E} \left[ \frac{\delta_j}{G(Y_j)} H_{t,j} \right] \mathbb{E} \left[ \frac{\delta_i \delta_j}{G(Y_i)G(Y_j)} | X_i, X_j \right] \right] - \mathbb{E} \left[ K_{d,i} \mathbb{E} \left[ \frac{\delta_i}{G(Y_i)} | X_i \right] \mathbb{E} \left[ H_{t,i} \mathbb{E} \left[ \frac{\delta_j}{G(Y_j)} | X_j \right] \right] \right] = \mathbb{E} \left[ K_{d,i} \mathbb{E} \left[ \frac{\delta_i}{G(Y_i)} \right] \mathbb{E} \left[ \frac{\delta_j}{G(Y_j)} \right] \mathbb{E} \left[ H_{t,i} \frac{\delta_i \delta_j}{G(Y_i)G(Y_j)} | X_i, X_j \right] \right].
\]
Then, we get
\[
|\text{Cov}(\Delta_i(x, t), \Delta_j(x, t))| \leq \left| \int_{\mathbb{R}^{2d+2}} K_d \left( \frac{x - u}{h_1} \right) H \left( \frac{t - s}{h_2} \right) K_d \left( \frac{x - r}{h_1} \right) H \left( \frac{t - v}{h_2} \right) f(u, s, r, v) du ds dr dv \right| + \left| \int_{\mathbb{R}^{2d+2}} K_d \left( \frac{x - u}{h_1} \right) H \left( \frac{t - s}{h_2} \right) f(u, s) du ds \right| \times \left| \int_{\mathbb{R}^{2d+2}} K_d \left( \frac{x - r}{h_1} \right) H \left( \frac{t - v}{h_2} \right) f(r, v) dr dv \right|.
\]
Moreover, under assumptions A2, A5 and A7, using a change of variables we get
\[
(5.3) \quad |\text{Cov}(\Delta_i(x, t), \Delta_j(x, t))| = O\left( h_1^{2d} h_2^2 \right).
\]
Finally, the second part of Lemma 5.2 follows by simple algebra. \[\square\]
We need some auxiliary notations to set up the proof of Proposition 5.1. Impose \( \Upsilon(\cdot) = \rho^{\frac{d}{2m}}(\cdot) \) and use the upper bounds of Lemma 5.2, namely

\[
\begin{align*}
C_1 &
\leq \frac{d}{2m} \ln h_1 \ln h_2 \ln \rho \frac{d}{2m} (pq)^{\frac{d}{2m}} (v_1 - s_p), \\
C_2 &
\leq \frac{d+2}{2m} \ln h_1 \ln h_2 \ln \rho \frac{d+2}{2m} (pq)^{\frac{d+2}{2m}} (v_1 - s_p).
\end{align*}
\]

Combining (5.4) and (5.5), we get

\[
C_1 + C_2 \leq \frac{d+q}{2m} \ln h_1 \ln h_2 \ln \rho \frac{d+q}{2m} (pq)^{\frac{d+q}{2m}} (v_1 - s_p).
\]

This inequality concludes the proof of part (a) of Proposition 5.1. Next, under Assumption A8 and choosing \( \lambda = 0, \mu = 1, L_1 = L_2 = \frac{1}{1-e^{2\gamma d}} \), the proofs of the results in (b) and (c) are similar to those used in proving Proposition 8 in (Doukhan and Neumann 10), then we omit them. The proof of Proposition 5.1 is complete. \( \Box \)

**Proof.** Proof of Theorem 3.2 In order to set up the uniform asymptotic expression of the fluctuation term \( \tilde{F}_{1,n}(x, t) - \mathbb{E} \left[ \tilde{F}_{1,n}(x, t) \right] \), we apply the triangular inequality and classical techniques to cover compacts. So, \( \Omega \) can be covered by a finite number \( d_{x,n} \) of balls \( B_t(x_k, a_n^d) \) centred at \( x_k = (x_{k,1}, \ldots, x_{k,d}) \) and \( \Omega \) is split into \( d_{t,n} \) subintervals \( J_1, \ldots, J_{d_{t,n}} \) of lengths \( b_n \), centred at \( t \). In other words, for all \( x \in \Omega, t \in \mathcal{C} \), there exist integers \( k \in \{1, \ldots, d_{x,n}\} \) and \( \ell \in \{1, \ldots, d_{t,n}\} \) such that \( |x - x_k| \leq a_n^d \) and \( |t - \ell t| \leq b_n \), with \( a_n^d = (n^{-1}h_2^{\alpha_d + 1})^{1/2\alpha_d} \) and \( b_n = (nh_2^{\alpha_d})^{-1/2} \). Then, as \( \Omega \) and \( \mathcal{C} \) are bounded, let \( m_1 \) and \( m_2 \) be positive constants satisfying \( d_{x,n} a_n^d \leq m_1 \) and \( d_{t,n} b_n \leq m_2 \).

**5.3. Remark.** In proving our results we will use Lemma 5.4 stated in Menni and Tat-achak [17] (see their Lemma 3) which governs a strong uniform consistency rate of the kernel estimator \( I_n(\cdot) \). We recall it hereinafter without proof.

**5.4. Lemma.** Under assumptions A1, A2, A4, A6 and A8, for \( n \) large enough we have

\[
\sup_{x \in \Omega} |I_n(x) - I(x)| = O \left( \max \left\{ \sqrt{\frac{\log n}{n}} h_1^2 \right\} \right) \text{ a.s.}
\]

Next, using basic arguments, the left hand side in (3.1) is upper bounded as follows

\[
\sup_{x \in \Omega} \sup_{t \in \mathcal{C}} \left| \tilde{F}_{1,n}(x, t) - \mathbb{E} \left[ \tilde{F}_{1,n}(x, t) \right] \right| \leq I_{1n} + I'_{1n} + I_{2n} + I'_2 + I_{3n},
\]

with

\[
\begin{align*}
I_{1n} &= \max_{1 \leq k \leq d_{x,n}} \sup_{x \in B_k} \sup_{t \in \mathcal{C}} \left| \tilde{F}_{1,n}(x, t) - \tilde{F}_{1,n}(x_k, t) \right|, \\
I'_{1n} &= \max_{1 \leq k \leq d_{x,n}} \sup_{x \in B_k} \left| \mathbb{E} \left[ \tilde{F}_{1,n}(x_k, t) \right] - \mathbb{E} \left[ \tilde{F}_{1,n}(x, t) \right] \right|, \\
I_{2n} &= \max_{1 \leq k \leq d_{x,n}} \max_{1 \leq \ell \leq d_{t,n}} \sup_{t \in \mathcal{C}} \left| \tilde{F}_{1,n}(x_k, t) - \tilde{F}_{1,n}(x, t_\ell) \right|, \\
I'_{2n} &= \max_{1 \leq k \leq d_{x,n}} \max_{1 \leq \ell \leq d_{t,n}} \left| \mathbb{E} \left[ \tilde{F}_{1,n}(x_k, t_\ell) \right] - \mathbb{E} \left[ \tilde{F}_{1,n}(x, t_\ell) \right] \right|, \\
I_{3n} &= \max_{1 \leq k \leq d_{x,n}} \max_{1 \leq \ell \leq d_{t,n}} \left| \hat{I}_{1,n}(x_k, t_\ell) - \tilde{F}_{1,n}(x, t_\ell) \right|.
\end{align*}
\]
Concerning \( I_{1n} \) and \( I'_{1n} \), we apply the SLLN for associated sequences (see Newman [18]) and Assumption A2(i). We obtain

\[
\left| \tilde{F}_{1,n}(x, t) - \tilde{F}_{1,n}(x_k, t) \right| \\
= \left| \frac{1}{nh_1^2} \sum_{i=1}^{n} \delta_i \frac{G(Y_i)}{h_1^2} \left[ H \left( \frac{t - Y_i}{h_2} \right) - H \left( \frac{t - Y_i}{h_2} \right) \right] \right| \\
\leq \frac{c}{h_1^2 G(\tau)} \left\| x - x_k \right\|^{\alpha} \frac{1}{h_1^2} \sum_{i=1}^{n} \delta_i \\
\leq \frac{c}{G(\tau)} \frac{\sigma_n^{\alpha}}{h_1^2} \frac{1}{n} \sum_{i=1}^{n} \delta_i \\
\leq \frac{c}{G(\tau)} \frac{b_n \sigma_n^{\alpha}}{h_1^2} \frac{1}{n} \sum_{i=1}^{n} \delta_i \\
= O \left( \frac{1}{\sqrt{n}h_1^2} \right).
\]

(5.6)

To treat the terms \( I_{2n} \) and \( I'_{2n} \), we use Assumption A3 and Lemma 5.4. We get

\[
\left| \tilde{F}_{1,n}(x_k, t) - \tilde{F}_{1,n}(x_k, t_\ell) \right| \\
= \left| \frac{1}{nh_1^2} \sum_{i=1}^{n} \delta_i \frac{G(Y_i)}{h_1^2} K_d \left( \frac{x_k - X_i}{h_1} \right) \right| \\
\leq \frac{c}{h_1^2 G(\tau)} \left\| x - x_k \right\|^{\alpha} \frac{1}{h_1^2} \sum_{i=1}^{n} \delta_i \\
\leq \frac{c}{G(\tau)} \frac{b_n \sigma_n^{\alpha}}{h_1^2} \frac{1}{n} \sum_{i=1}^{n} \delta_i \\
= O \left( \frac{1}{\sqrt{n}h_1^2} \right).
\]

(5.7)

We can focus now on upper bounding the term \( I_{3n} \). To do so, we apply an exponential inequality adapted to associated sequences (see, Theorem 1, p.19 in Doukhan and Neumann [10]). Indeed, for all \( \varepsilon > 0 \), we have

\[
P \left( \sum_{i=1}^{n} \Delta_i(x_k, t_\ell) \geq \varepsilon \right) \leq \exp \left( - \frac{\varepsilon^2}{2 A_n + B_n^{1/(\mu + \lambda + 2)} \varepsilon (2\mu + 2\lambda + 3)/(\mu + \lambda + 2)^2} \right),
\]

(5.8)

where \( A_n \) is any number greater than \( \sigma_n^2 \) and

\[
\sigma_n^2 := \left( \sum_{i=1}^{n} \Delta_i(x_k, t_\ell) \right)
\]

(5.9)

\[
B_n = 2cL_2 \max \left( \frac{2^{4+\mu+\lambda}cnh_1^4h_2^{\lambda+2} L_1}{A_n}, 1 \right).
\]
Firstly, we have to calculate \( \sigma_n^2 \). Indeed, \( \sigma_n^2 = (nh_1^d)^2 \text{Var} \left( \tilde{F}_{1,n}(x_k, t_i) \right) \).

On the other hand, we have

\[
(nh_1^d)^2 \text{Var} \left( \tilde{F}_{1,n}(x_k, t_i) \right) = n \text{Var} \left( \frac{\delta_1}{G(Y_1)} K_d x_k, t_i H_{t_1,1} \left( \frac{t_k - Y_1}{h_2} \right) \right) \\
+ \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \text{Cov} \left( \frac{\delta_1}{G(Y_i)} K_d x_k, t_i H_{t_1,1}, \frac{\delta_1}{G(Y_j)} K_d x_k, t_j H_{t_{1,j}} \right) \\
= V + S.
\]

Firstly, let us focus on \( V \).

\[
V = n \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)^2} K_d^2 \left( \frac{x_k - X_1}{h_1} \right) H^2 \left( \frac{t_k - Y_1}{h_2} \right) \right] \\
- n \mathbb{E}^2 \left[ \frac{\delta_1}{G(Y_1)} K_d \left( \frac{x_k - X_1}{h_1} \right) H \left( \frac{t_k - Y_1}{h_2} \right) \right] \\
= n(D_1 - D_2).
\]

Concerning \( D_1 \), we use classical conditional expectation techniques. So, under assumptions A1(i), A2 and A9, a change of variable and a Taylor expansion around \( x_k \), we get

\[
D_1 = \mathbb{E} \left[ K_d^2 \left( \frac{x_k - X_1}{h_1} \right) \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)^2} H^2 \left( \frac{t_k - Y_1}{h_2} \right) \left| T_1 \right| \right] \right] \\
= \int_{\mathbb{R}^d} K_d^2 \left( \frac{x_k - u}{h_1} \right) \mathbb{E} \left[ H^2 \left( \frac{t_k - T_1}{h_2} \right) \frac{1}{G(T_1)} \left| X_1 = u \right| \right] f(u)du \\
\leq \int_{\mathbb{R}^d} K_d^2 \left( \frac{x_k - u}{h_1} \right) \int_{\mathbb{R}} \frac{1}{G(v)} f(u,v)dvdu, \text{ because } H(.) \text{ is a df;}
\]

\[
= h_1^d \int_{\mathbb{R}^d} K_d^2(z) \mathcal{C}(x_k - zh_1)dz \\
= h_1^d \int_{\mathbb{R}^d} \mathcal{C}(x_k) K_d^2(z)dz - h_1^{d+1} \int_{\mathbb{R}^d} K_d^2(z) \left[ z_1 \frac{\partial \mathcal{C}(x_k)}{\partial x_{k,1}} + \cdots + z_d \frac{\partial \mathcal{C}(x_k)}{\partial x_{k,d}} \right] dz \\
= O(h_1^d).
\]

Here \( x_k^* \) is between \( x_k - zh_1 \) and \( x_k \). Again, to upper bound \( D_2 \) we work similarly as before. Indeed, using a change of variable, Taylor expansion and assumptions A1(i), A2 and A4, we get

\[
D_2 = \mathbb{E}^2 \left[ K_d \left( \frac{x_k - X_1}{h_1} \right) \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)} H \left( \frac{t_k - Y_1}{h_2} \right) \left| T_1 \right| \right] \right] \\
= O(h_1^{2d}).
\]

Consequently, we get

\[
V = O(nh_1^d).
\]

Secondly, to evaluate \( S \), we first define

\[
B_1 = \{(i, j); 1 \leq |i - j| \leq n \} \text{ and } B_2 = \{(i, j); \eta_n + 1 \leq |i - j| \leq n - 1 \},
\]
where \( \eta_n = o(n) \). Then, we have

\[
S = \sum_{i=1}^{n} \sum_{B_1} \text{Cov} \left\{ \frac{\delta_i}{G(Y_i)} K_{d,x_i,i} H_{t_1,i}, \frac{\delta_j}{G(Y_j)} K_{d,x_j,j} H_{t_1,j} \right\} + \sum_{i=1}^{n} \sum_{B_2} \text{Cov} \left\{ \frac{\delta_i}{G(Y_i)} K_{d,x_i,i} H_{t_1,i}, \frac{\delta_j}{G(Y_j)} K_{d,x_j,j} H_{t_1,j} \right\} =: S_1 + S_2.
\]

From (5.3), it is clear that

\[
(5.10) \quad S_1 = n \eta_n O(h_2^{d/2}) = O(n \eta_n h_2^{d/2}).
\]

Next, the term \( S_2 \) will be upper bounded by remaking that result \( a) \) in Proposition 5.1 and Assumption A8 permit to write

\[
S_2 \leq \sum_{i=1}^{n} \sum_{B_2} c^2 h_1^d h_2^{2\nu_1} \rho^{\nu_2} \left( |i - j| \right) \leq n c^2 h_1^d h_2^{2\nu_1} \sum_{B_2} \gamma_{2d} e^{\gamma_{2d}(|i-j|) / 2(\nu_1)} \leq n c^2 h_1^d h_2^{2\nu_1} \int_{\eta_n}^{n} e^{\gamma_{2d} u} du = O \left( n h_1^d h_2^{2\nu_1} \right).
\]

(5.11)

So, under Assumption A1 and taking \( \eta_n = O(h_1^{\nu_1 - d} h_2^{\nu_2 - 1}) \) with \( 0 < \nu_1 < d \) and \( 0 < \nu_2 < 1 \), the bounds in (5.10) and (5.11) become of order \( o(n h_1^d h_2) \) and \( o(n h_1^d h_2^{2\nu_1}) \), respectively. Consequently

\[
\sigma_n^2 = V + S = O(n h_1^d) + o(n h_1^d h_2^{2\nu_1}) = O(n h_1^d).
\]

Thereby, we get \( A_n = O(n h_1^d) \). Next, from (5.9) and choosing \( \mu, \lambda, L_1 \) and \( L_2 \) as those in the proof of Proposition 5.1, we get \( B_n = O(1) \).
Regarding $I_{3n}$, in view of (5.1), (5.8) and letting $\varepsilon = \varepsilon_0 \sqrt{\frac{\log n}{nh_1^2}}$, we have

$$
P \left( \max_{1 \leq k \leq d_{x,n}} \max_{1 \leq t \leq d_{t,n}} \left| \bar{F}_{1,n}(x_k, t) - E \left[ \bar{F}_{1,n}(x_k, t) \right] \right| \geq \varepsilon \right) \leq \sum_{k=1}^{d_{x,n}} \sum_{t=1}^{d_{t,n}} P \left( \sum_{i=1}^{n} \Delta_i(x_k, t) \geq nh_1^d \varepsilon \right) \leq 2d_{x,n}d_{t,n} \exp \left( \frac{-\left(\frac{\varepsilon_0^2}{2} \log n \right)}{5/3 \left( \frac{\log n}{nh_1^2} \right)^{1/6}} \right) \leq 2 \frac{m_1 m_2}{\alpha n} \exp \left( \frac{-\frac{\varepsilon_0^2}{2} \log n}{\alpha \left( \frac{\log n}{nh_1^2} \right)^{1/6}} \right) \leq c \left( n^{-1} h_1^{-2d+\alpha} \right)^{-1/2} \left( nh_1^d \right)^{1/2} \left( nh_2 \right)^{-1} n^{-\varepsilon_0^2/2} \left( n_{\alpha,\theta} \right)^{-1} n^{-\varepsilon_0^2/2} + \frac{\varepsilon_0}{2}.
$$

So, under Assumption A1 and taking $\varepsilon_0^2 > \frac{1}{2} \left( \frac{1}{\alpha} + \frac{3}{2} \right)$, the term in (5.12) is the general term of a convergent series. Then, we have

$$
\sum_{n \geq 1} P \left( \max_{1 \leq k \leq d_{x,n}} \max_{1 \leq t \leq d_{t,n}} \left| \bar{F}_{1,n}(x_k, t) - E \left[ \bar{F}_{1,n}(x_k, t) \right] \right| \geq \varepsilon_0 \sqrt{\frac{\log n}{nh_1^2}} \right) < \infty.
$$

Applying the lemma of Borel-Cantelli, we obtain that

$$
I_{3n} = O \left( \sqrt{\frac{\log n}{nh_1^2}} \right).
$$

Involving (5.6), (5.7) and (5.13), we deduce that

$$
\sup_{x \in \Omega} \sup_{t \in \mathcal{I}} \left| \bar{F}_{1,n}(x, t) - E \left[ \bar{F}_{1,n}(x, t) \right] \right| = O \left( \sqrt{\frac{\log n}{nh_1^2}} \right).
$$

The proof of Theorem 3.2 is achieved. \(\square\)

**Proof.** Proof of Theorem 3.3 First, observe that

$$
\sup_{x \in \Omega} \sup_{t \in \mathcal{I}} | F_n(t|x) - F(t|x) | \leq \inf_{x \in \Omega} (I_n(x)) \left\{ \sup_{x \in \Omega} \sup_{t \in \mathcal{I}} | E \left[ \bar{F}_{1,n}(x, t) \right] - F_1(x, t) | \right. \\
+ \sup_{x \in \Omega} \sup_{t \in \mathcal{I}} \left| F_1(x, t) - \bar{F}_{1,n}(x, t) \right| \\
+ \sup_{x \in \Omega} \left. \sup_{t \in \mathcal{I}} \left| \bar{F}_{1,n}(x, t) - E \left[ \bar{F}_{1,n}(x, t) \right] \right| \right| \\
+ m_{\alpha}^{-1} \sup_{x \in \Omega} \sup_{t \in \mathcal{I}} \left| F_1(x, t) \right| \sup_{x \in \Omega} \left( I_n(x) - I(x) \right) \right\}.
$$
As \( m_0 := \inf_{x} l(x) \), it is easily seen that
\[
\frac{1}{l_n(x)} \leq \frac{1}{l(x) - |l_n(x) - l(x)|} \leq \frac{1}{m_0 - \sup_{x \in \Omega} |l_n(x) - l(x)|}.
\]

This allows to write
\[
\sup_{x \in \Omega} \sup_{t \in \mathbb{C}} |F_n(t|x) - F(t|x)| \leq \frac{1}{m_0 - \sup_{x \in \Omega} |l_n(x) - l(x)|} \left\{ \vartheta_1 + \vartheta_2 + \vartheta_3 + \vartheta_4 m_0^{-1} \sup_{x \in \Omega} \sup_{t \in \mathbb{E}} F_1(x, t) \right\}.
\]

As for the term \( \vartheta_3 \), it has been bounded in Theorem 3.2. The following lemmas establish respectively the result of \( \vartheta_1, \vartheta_2 \). Then we apply Lemma 5.4 for \( \vartheta_4 \).

The following proof does not depend on the dependence structure.

**Proof.** The following proof does not depend on the dependence structure.

\[
\mathbb{E} \left[ F_{1,n}(x,t) \right] = \frac{1}{h_1^4} \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)} K_d \left( \frac{x - X_1}{h_1} \right) H \left( \frac{t - Y_1}{h_2} \right) \right] = \frac{1}{h_1^4} \mathbb{E} \left[ K_d \left( \frac{x - X_1}{h_1} \right) \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)} H \left( \frac{t - Y_1}{h_2} \right) |X_1| \right] \right].
\]

We use integration by parts, a change of variable and Assumption A3, then we have
\[
\mathbb{E} \left[ \frac{\delta_1}{G(Y_1)} H \left( \frac{t - Y_1}{h_2} \right) |X_1| \right] = \mathbb{E} \left[ \frac{\delta_1}{G(Y_1)} H \left( \frac{t - Y_1}{h_2} \right) |T_1| \right] |X_1| = \mathbb{E} \left[ H \left( \frac{t - T_1}{h_2} \right) |X_1| \right] = \int_{\mathbb{R}} H \left( \frac{t - y}{h_2} \right) f(y|X_1) dy = \int_{\mathbb{R}} H^{(1)}(z) F(t - z h_2 |X_1) dz.
\]

Again, by a change of variable we get
\[
\mathbb{E} \left[ F_{1,n}(x,t) \right] = \frac{1}{h_1^4} \mathbb{E} \left[ K_d \left( \frac{x - X_1}{h_1} \right) \int_{\mathbb{R}} H^{(1)}(z) F(t - z h_2 |X_1) dz \right]
\]
\[
= \int_{\mathbb{R}} \frac{1}{h_1^4} K_d \left( \frac{x - u}{h_1} \right) \int_{\mathbb{R}} H^{(1)}(z) F(t - u h_2 |X_1 = u) f(u) du dz
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{1}{h_1^4} K_d \left( \frac{x - u}{h_1} \right) H^{(1)}(z) F_1(u, t - z h_2) du dz
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} K_d(r) H^{(1)}(z) F_1(x - rh_1, t - z h_2) dr dz.
\]
Then, expanding $F_1(x - rh_1, t - zh_2)$ up to order 2 around $(x, t)$ gives

$$F_1(x - rh_1, t - zh_2) = F_1(x, t) - h_1 \left[ \sum_{i=1}^{r} \frac{\partial F_1(x, t)}{\partial x_i} \right] + \frac{h_1^2}{2} \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \frac{\partial^2 F_1(x, t)}{\partial x_i \partial x_j} \right] \left[ \sum_{i=1}^{r} \frac{\partial F_1(x, t)}{\partial x_i} \right] - h_2 \left[ \frac{\partial F_1(x, t)}{\partial t} \right] + \frac{h_2^2}{2} \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \frac{\partial^2 F_1(x, t)}{\partial x_i \partial x_j} \right] \left[ \sum_{i=1}^{r} \frac{\partial F_1(x, t)}{\partial x_i} \right].$$

Here, $(x^*, t^*)$ lies between $(x - rh_1, t - zh_2)$ and $(x, t)$. Finally, assumptions $A1$, $A2$, $A3$ and $A5$ entail

$$\sup_{x \in \Omega, t \in \mathcal{C}} \left| \mathbb{E} \left[ F_{1,n}(x, t) \right] - F_1(x, t) \right| \leq c(h_1^2 + h_2^2).$$

This provides the desired result.

\(\square\)

### 5.6. Lemma
Under assumptions $A2$, $A4$ and $A8$, for $n$ large enough, we have

$$\sup_{x \in \Omega, t \in \mathcal{C}} \left| F_{1,n}(x, t) - \tilde{F}_{1,n}(x, t) \right| = o \left( n^{-\theta} \right), \text{ a.s.}$$

**Proof.** Firstly, we have

$$|F_{1,n}(x, t) - \tilde{F}_{1,n}(x, t)| = \left| \frac{1}{nh_1^2} \sum_{i=1}^{n} \frac{\partial F_1(x, t)}{\partial x_i} \left( \frac{x_i - X_i}{h_1} \right) \left( t - Y_i \right) \left( \frac{1}{\mathbb{G}_{n}(Y_i)} - \frac{1}{\mathbb{G}(Y_i)} \right) \right| \leq \frac{1}{nh_1^2} \sum_{i=1}^{n} K_d \left( \frac{x_i - X_i}{h_1} \right) \left( t - Y_i \right) \left| \frac{1}{\mathbb{G}_{n}(Y_i)} - \frac{1}{\mathbb{G}(Y_i)} \right| \leq \frac{I_n(x)}{\mathbb{G}_{n}(\tau) \mathbb{G}(\tau)} \sup_{t \in \mathcal{C}} |\mathbb{G}_{n}(t) - \mathbb{G}(t)|.$$
So, the first part of Corollary 3.4 is straightforwardly deduced from Theorem 3.3. And, a Taylor expansion of $F(x_{p,n}(x))$ in the neighborhood of $x_p(x)$ permits to get
\[
F(x_{p,n}(x)) - F(x_p(x)) = \sum_{k=1}^{n} \frac{f^{(k)}(x_p(x))}{k!} (x_{p,n}(x) - x_p(x))
\]
where $\xi^*_p(\cdot)$ is between $x_p(\cdot)$ and $x_{p,n}(\cdot)$. Thus from (5.15), we obtain
\[
\sup_{x \in [0,1]} |F(x_{p,n}(x)) - F(x_p(x))| \leq 2 \sup_{x \in [0,1]} \sup_{t \in [0,1]} |f^{(k)}(x_p(x))|.
\]
Note that if the condition in Corollary 3.4 is not checked, one has to consider a higher order-Taylor expansion. Finally, the desired result follows immediately from Assumption A5 and Theorem 3.3.
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1. Introduction

Data envelopment analysis (DEA) is one of the popular and growing methods in evaluating the relative efficiency of a set of similar decision making units (DMUs). In practice, DEA performs in the presence of multi-inputs variables and multi-outputs to evaluate efficiency using a model originally proposed by Charnes et al. [1]. Later, extended DEA models were applied in different contexts (see Cook and Seiford[7]). Initial DEA methods measured the efficiency of systems without any attention to the internal structure of system operations. DEA has many applications for interpreting the productivity of complex economical and engineering systems (Ebrahimnejad et al. [8, 9], Ebrahimnejad and Bagherzadeh [10], Mottaghi et al. [15], Hatami-Marbini et al. [11], Tavana et al. [19])

Over time, researchers had more attention to system operation analysis in order to find the causes of system inefficiency. The first study with a two-stage network structure using DEA was reported by Charnes et al. [2], examining matters related to employment in the army. This two-stage network model was then used by many researchers, such as Lovell et al. [14], Seiford and Zhu [17] and Sexton and Lewis [18].

In recent years, several models have been proposed to improve efficiency measurement in two-stage network systems. Wang et al. [21] introduced a two-stage method with variable returns to scale (VRS), which in each stage considered variables independently and provided intermediate products. Rho and An [16] considered slack variables in a model that provided assessment of DMUs with weak efficiency. Kao and Hwang [12] examined the possibility of decomposition in the system’s overall efficiency by considering intermediate products’ weights. Tone and Tsutsui [20], using a production possibility set (PPS), introduced models based on the slack variable, and Chen et al. [5] provided a new method for determining efficient projections for inefficient DMUs. Although the main contributions of these models were improvement in measuring efficiency in a two-stage network structure, but they have many problems. For example, Chen et al. [6] reported some of the limitations in efficiency measurement related to the different behaviors occurring in the stages due to using intermediate products. Furthermore, Chen et al. [6] examined the determination of projection, efficient frontiers, and divisional efficiency become challenges in network DEA models. In all these methods, intermediate products were considered in the first stage as outputs and in the second stage as inputs with free disposability. Therefore, considering intermediate products with two different roles is caused problems within the system. In this study, we are going to have a uniform behavior with the intermediate products, when they are applied as inputs (consumer) of the second stage and outputs (products) of the first stage. For this purpose, we introduce a set of separated properties for every stage of the two-stage network, including consideration of the convex hull of the intermediate products. Models based upon this new production possibility set are presented to calculate the overall efficiency and projections. Finally, the new network DEA model is compared with similar methods in evaluating how well they addressed two-stage network limitations.

The rest of the paper is organized into several sections. In Section (2), a brief review of some systems with a two-stage network structure is presented. In Section (3), some properties regarding two-stage network DEA with convex intermediate products are explored, and $T_{CHI}$ is established by accepting these principals. Section (4) presents a new model to compute the overall efficiency score in the proposed PPS. Section (5) explored models determined by the divisional efficiency in $T_{CHI}$. In Section (6), we propose a method is proposed to improve inefficient DMUs and to calculate frontier projections in $T_{CHI}$. Some examples are illustrated in Section (7). Finally, Section (8), including the main conclusions as well as some interesting future research lines, ends the paper.
2. Two-stage network

Consider Figure 1 that represents a two-stage network structure for each of a set of n DMUs.

![Figure 1. Two-stage process.](image)

We apply Kao and Hwang’s model [12] to explain the main concepts. For each DMU $j (j = 1, 2, \cdots, n)$ in the first stage, inputs $x_{ij}, (i = 1, 2, \cdots, m)$ is used to produce a set of $D$, intermediate products, $z_{dj}, (d = 1, 2, \cdots, D)$, and in the second stage all outputs of the first stage, namely, $z_{dj}, (d = 1, 2, \cdots, D)$ is used to produce the final outputs $y_{rj}, (r = 1, 2, \cdots, s)$. In what follows $x = (x_1, \cdots, x_m) \in R^m_+$, $z = (z_1, \cdots, z_d) \in R^D_+$, $y = (y_1, \cdots, y_s) \in R^s_+$ represent the input vector, intermediate products vector, and output vector, respectively.

In conventional models of DEA, two different methods are commonly used to evaluate the efficiency of two-stage systems. The first method calculated efficiency of each division based upon the application of the definition of relative efficiency in a set of DMUs, and the multiplier-based network DEA models are derived according to this method. In the second method, the production possibility set is used for measuring efficiency of each division, and the envelopment models are derived with a two-stage network structure. Network DEA pitfalls were represented by applying different concepts of efficiency in these two different methods. A brief review of these two methods appears in the following subsections.

2.1. The multiplier models with two-stage network structure. The multiplier-based network models are generally applied to calculate overall and divisional efficiency. Of course, one of the limitations of the network DEA models is that the divisional efficiency envelopment models are infeasible in some cases. Kao and Hwang [12], under constant returns to scale (CRS) assumption, calculated stages’ efficiency scores separately, then considering a series relationship between stages, they obtained an overall efficiency score by the products of each stages’ efficiency. One notable point in their method is that the weights related to intermediate products are equal in both stages ($w_d; d = 1, \cdots, D$).

Kao and Hwang [12] proposed the following linear programming (LP) model to evaluate the overall efficiency measure for $DMU_o$:

$$E_o = \max \sum_{r=1}^{s} u_r y_{ro}$$

s.t.

$$\sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_d z_{dj} \leq 0 \quad j = 1, \cdots, n$$

$$\sum_{d=1}^{D} w_d z_{dj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, \cdots, n$$
\[ \sum_{i=1}^{m} v_i x_{io} = 1 \]  
(2.1)

\[ v_i \geq 0, u_r \geq 0, w_d \geq 0, i = 1, \ldots, m; r = 1, \ldots, s_d; d = 1, \ldots, D \]

In model (2.1), \( u \in R^s_+ \), \( v \in R^m_+ \) and \( w \in R^D_+ \) are the associated unknown weights of the output, input and intermediate products, respectively. Kao and Hwang [13] also provided a method for calculating the overall efficiency score of DMUo under VRS. They introduced following models for calculating the divisional efficiency scores.

\[ T^1_o = \max \sum_{d=1}^{D} \hat{w}_d z_{do} - \hat{w}_0 \]

s.t.
\[ \sum_{i=1}^{m} m \sum_{i=1}^{m} v_i x_{io} = 1 \]
\[ E_o \sum_{i=1}^{m} v_i x_{io} - \sum_{r=1}^{s} u_r y_{ro} = 0 \]
\[ \sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_d z_{dj} \leq 0 \quad j = 1, \ldots, n \]
\[ \sum_{d=1}^{D} w_d z_{dj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, \ldots, n \]
\[ \sum_{d=1}^{D} \hat{w}_d z_{dj} - \hat{w}_0 - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, \ldots, n \]
\[ u_r, v_i, w_p, \hat{w}_p \geq \varepsilon \]
\[ \hat{w}_0 \text{ free in sign} \]

(2.2)

\[ T^2_o = \max \sum_{r=1}^{s} u_r y_{ro} \]

s.t.
\[ \sum_{d=1}^{D} \hat{w}_d z_{do} + \hat{w}_0 = 1 \]
\[ E_o \sum_{i=1}^{m} v_i x_{io} - \sum_{r=1}^{s} u_r y_{ro} = 0 \]
\[ \sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_d z_{dj} \leq 0 \quad j = 1, \ldots, n \]
\[ \sum_{d=1}^{D} w_d z_{dj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, \ldots, n \]
\[ \sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} \hat{w}_d z_{dj} - \hat{w}_0 \leq 0 \quad j = 1, \ldots, n \]
\[ u_r, v_i, w_p, \hat{w}_p \geq \varepsilon \]
\[ \hat{w}_0 \text{ free in sign} \]

(2.3)

Hence, \( E_o \) is the overall efficiency score under CRS calculated from model (2.1). Model (2.2) computes the input-oriented technical efficiency score of the first step and model
(2.3) evaluates the output-oriented efficiency score of the second stage for \(DMU_o\). The overall efficiency score of \(DMU_o\), under VRS, is obtained via the products of the stages' efficiency scores.

Chen et al. [3] calculated the overall efficiency in a two-stage system by use of specific weights in the objective function. They proposed the following model to compute the VRS's overall efficiency in a two-stage system, when \(DMU_o\) is under evaluation:

\[
\begin{align*}
\max & \sum_{d=1}^{D} w_d z_{do} + u^1 + \sum_{r=1}^{s} u_r y_{ro} + u^2 \\
\text{s.t.} & \sum_{r=1}^{s} u_r y_{rj} = \sum_{d=1}^{D} w_d z_{dj} + u^2 \leq 0 & j = 1, \ldots, n \\
& \sum_{d=1}^{D} w_d z_{dj} = \sum_{i=1}^{m} v_i x_{ij} + u^1 \leq 0 & j = 1, \ldots, n \\
& \sum_{i=1}^{m} v_i x_{io} + \sum_{d=1}^{D} w_d z_{do} = 1 \\
& v_i \geq 0, u_r \geq 0, w_d \geq 0, i = 1, \ldots, m; r = 1, \ldots, s; d = 1, \ldots, D \\
& u^1, u^2 \text{ free in sign}
\end{align*}
\]

As can be seen from Model (2.4), intermediate products' weights are considered the same in both stages of the proposed model.

2.2. Envelopment models with two-stage network structure. DEA models with network structures are used for determining projections on the efficiency frontier. Chen et al. [4] introduced a radial version of the envelopment-based network model to compute the input-oriented CRS overall efficiency for \(DMU_o\) as follows:

\[
\begin{align*}
\min & \theta \\
\text{s.t.} & \sum_{j=1}^{n} \lambda_j x_{ij} \leq \theta x_{io}, & i = 1, 2, \ldots, m \\
& \sum_{j=1}^{n} \lambda_j z_{dj} \geq \tilde{z}_{do}, & d = 1, 2, \ldots, D \\
& \sum_{j=1}^{n} \mu_j z_{dj} \leq \tilde{z}_{do}, & d = 1, 2, \ldots, D \\
& \sum_{j=1}^{n} \mu_j y_{rj} \geq y_{ro}, & r = 1, 2, \ldots, s \\
& \lambda_j \geq 0, & j = 1, 2, \ldots, n \\
& \mu_j \geq 0, & j = 1, 2, \ldots, n \\
& \tilde{z}_{do} \geq 0 & d = 1, 2, \ldots, D
\end{align*}
\]

Model (2.5), is equivalent to the dual of Model (2.1). In Model (2.5), the intermediate products are treated as free links.

Chen et al. [5] applied redundant constraints of Model (2.5), such as \(\tilde{z}_{do} \geq 0(d = 1, 2, \ldots, D)\) in Model (2.5) as unrestricted variables, i.e. \(\tilde{z}_{do}(d = 1, 2, \ldots, D)\) are free in sign. Therefore, in the dual model, both constraints of intermediate products corresponding to these free variables considered as equal constraints. For reformulating Model (2.5) under the assumption of VRS, it is enough to add the convexity constraints \((\sum_{j=1}^{N} \mu_j = \sum_{j=1}^{N} \lambda_j = 1)\) to model (2.5).
Tone and Tsutsui [20] introduced slacks-based network DEA models by using production possibility set. They explored several models based upon the intermediate products as both fixed links and free links. A version of the input-oriented envelopment-based network model, where the intermediate products referred to as free link cases can be modeled as follows:

\[
\text{max } \sum_{i=1}^{m} \frac{s_i^+}{x_{io}} \\
\text{s.t. } \sum_{j=1}^{n} \lambda_j x_{ij} + s_i^- = x_{io}, \quad i = 1, \ldots, m \\
\sum_{j=1}^{n} \lambda_j z_{dj} \geq z_{do}, \quad d = 1, \ldots, D \\
\sum_{j=1}^{n} \mu_j x_{ij} \leq x_{io}, \quad i = 1, \ldots, m \\
\sum_{j=1}^{n} \mu_j z_{dj} \leq z_{do}, \quad d = 1, \ldots, D \\
\sum_{j=1}^{n} \mu_j y_{rj} - s_r^+ = y_{ro}, \quad r = 1, \ldots, s \\
\lambda_j \geq 0, \quad \mu_j \geq 0, \quad j = 1, \ldots, n \\
\tilde{z}_{do} \geq 0, \quad d = 1, \ldots, D
\]

(2.6)

In general, two different behaviors with intermediate products in most models of a two-stage network can be considered one of their most significant problems while minimum attention has been paid to them. These methods by assigning the same weight variables to the intermediate products in two stages of the multiplier-based network models (for example, \(w_d; d = 1, \ldots, D\)) impose uniform shadow prices to the system and so they have limitations or have less flexibility.

By changing the direction of inequality in the corresponding constraints of intermediate products in the envelopment network models, the model provides the possibility of disposability, which is consumed in the next stage. Therefore, models manage the problem from the outside. In the next section, we examine the impact of uniform behavior on these products for calculating overall efficiency and projections.

3. Two-stage network DEA with convex intermediate products

In this section, we propose separate axioms for each stage in a two-stage network structure. Using these axioms, we form a new production possibility set for a two-stage network DEA with convex intermediate products. In addition, some of the related properties are also presented.

We postulate the following axioms for the production possibility set of the first stage:

\begin{itemize}
  \item [A1] The observed activities \((x_j, z_j), (j = 1, 2, \cdots, n)\) belong to \(T_1\).
  \item [A2] Any convex combination of activities in \(T_1\) belongs to \(T_1\).
  \item [A3] For an activity \((x, z)\), in \(T_1\), any semi positive activity \((\overline{x}, z)\) with \(\overline{x} \geq x\) is included in \(T_1\).
\end{itemize}

Thus, we define the production possibility set \(T_1\) that satisfies A1-A3 as follows:

\[
T_1 = \{(x, z) : \sum_{j} \lambda_j x_j \leq x, \sum_{j} \lambda_j z_j = z, \sum_{j} \lambda_j = 1, \lambda_j \geq 0; j = 1, \cdots, n\}
\]

(3.1)

In PPS \(T_1\), the variable \(\lambda \in R^n\) is the vector of intensity variables of the first stage.
3.1. **Theorem.** Technology of the first stage, $T_1$, which is defined in set (3.1) is the minimal set that contains all observations and satisfies the axioms of strong disposability of inputs and convexity.

The proof of Theorem (3.1) is given in the Appendix.

For the PPS of the second stage, we postulate the following axioms:

- **B1.** The observed activities $(z_j, y_j), (j = 1, 2, \ldots, n)$ belong to $T_2$.
- **B2.** Any convex combination of activities in $T_2$ belongs to $T_2$.
- **B3.** For an activity $(z, y)$, in $T_2$, any semi positive activity $(z, \bar{y})$ with $y \geq \bar{y}$ is included in $T_2$.

Then, we define the production possibility set $T_2$ that satisfies B1-B3 as follows:

\[
T_2 = \{(z, y) : \sum_j \mu_j z_j = z, \sum_j \mu_j y_j \geq y, \sum_j \mu_j = 1, \mu_j \geq 0; j = 1, \ldots, n\}
\]

In PPS $T_2$, the variables $\mu \in R^n$ denote the intensity levels of the DMUs for the second stage.

3.2. **Theorem.** The second stage technology $T_2$ defined in (3.2) is the minimal set that contains all observations and satisfies the axioms of strong disposability of outputs and convexity.

The proof of Theorem (3.2) is similar to the proof of Theorem (3.1) and is omitted.

According to the proposed axioms for each stage, and under the assumption of VRS, we define the overall production possibility set for the two-stage network with convex intermediate products as follows:

\[
T_{CHI} = \{(x, z, y) : \sum_j \lambda_j x_j \leq x, \sum_j \lambda_j z_j = z, \sum_j \mu_j z_j = z, \sum_j \mu_j y_j \geq y, \sum_j \mu_j = 1, \sum_j \lambda_j = 1, \lambda_j \geq 0, \mu_j \geq 0, \ j = 1, \ldots, n\}
\]

In fact, notation $CHI$ represents the convex hull of intermediate products.

Note that the intermediate products in $T_{CHI}$ are examined by two separate sets of $\lambda \in R^n$ and $\mu \in R^n$, and thus $\lambda$ determines the relation between inputs and intermediate products and $\mu$ determines the relation between intermediate products and outputs.

The main difference of the technology expressed in (3.3) from the conventional technology of the two-stage network is that the former allows the free disposability for the intermediate products.

In the above technology, the produced output ratio in the first stage is equal to the consumed input ratio to the second stage. Therefore, access to resources became restricted, and the produced possibility set generated by technology set (3.3) becomes a subset of the traditional two-stage network production possibility set.

Here, we present an illustrative example to compare the overall efficiency frontier and each stage of the two-stage system, using efficiency frontier conventional technology under the condition of CRS and VRS.

3.3. **Example.** Consider a system that includes four DMUs. Each DMU has one input, one output, and one intermediate measure. The data set is given in Table 1.

Now, we can show the overall production technology, and PPS of each stage of the two-stage structure as seen in Figure 2, Figure 3, and Figure 4.
Table 1. Data set of example (3.3)

<table>
<thead>
<tr>
<th>DMU</th>
<th>x</th>
<th>z</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 2. Efficient frontier generated by $T_1$.

Figure 3. Efficient frontier generated by $T_2$.

In Figure 2, the red lines show the production frontier of stage 1 ($T_1$). Note that the efficiency frontier has been expanded by the convex hull of observations and the strong disposability in inputs.

In Figure 3, the red lines show the production frontier of stage 2 ($T_2$), in which the frontier points are obtained with the convex hull of observations and the strong disposability axiom in outputs. The blue lines and black dotted lines on both Figures 2 and 3 represent the efficiency frontier, under the assumptions of CRS and VRS, respectively. Clearly, the production possibility set with the convex hull in intermediate products is a subset of the production possibility set under the assumption of both CRS and VRS.

Figure 4 illustrate the tridimensional network technology showing the convex hull in intermediate products.

4. Introducing a model to determine overall efficiency in $T_{CH1}$

In this section, we present a new network DEA model to calculate the overall efficiency in $T_{CH1}$. To do this, we first consider an input-oriented model.
The new network model suggested to evaluate the overall efficiency of DMU\textsubscript{o} in T\textsubscript{CHI} is given as follows:

$$
\theta_o = \min \theta \\
\text{s.t.} \quad \sum_{j=1}^{n} \lambda_j x_{ij} \leq \theta x_{io} \quad i = 1, \ldots, m \\
\sum_{j=1}^{n} \lambda_j z_{dj} = z_{do} \quad d = 1, \ldots, D \\
\sum_{j=1}^{n} \mu_j z_{dj} = z_{do} \quad d = 1, \ldots, D \\
\sum_{j=1}^{n} \mu_j y_{rj} \geq y_{ro} \quad r = 1, \ldots, s \\
\sum_{j=1}^{n} \mu_j = \sum_{j=1}^{n} \lambda_j = 1 \\
\lambda_j \geq 0, \mu_j \geq 0 \quad j = 1, \ldots, n \quad (4.1)
$$

Model (4.1) is similar to the VRS two-stage network model of Chen et al. [4] given in model (2.5), with the difference that in the above model the constraints related to intermediate products are considered in a convex set of intermediate data. In fact, outputs of the first stage are exactly equal to the inputs of the second stage and the overall efficiency of DMU\textsubscript{o} is evaluated into a set of fixed intermediate products. It can be seen that model (4.1) is always feasible, and $0 < \theta^*_o \leq 1$.

4.1. Definition (Input-oriented overall efficiency). The under evaluation DMU\textsubscript{o} is said to be overall input-efficient with intermediate convex products, if the optimal value of model (4.1) is equal to one; namely $\theta^*_o = 1$. 

**Figure 4.** Efficient frontier generated by T\textsubscript{CHI}. 

The new network model suggested to evaluate the overall efficiency of DMU\textsubscript{o} in T\textsubscript{CHI} is given as follows:
In order to describe model (4.1), we can rewrite it to evaluate the overall efficiency score for \( DMU_B \) given in example 3.3 as follows:

\[
\theta^B_o = \min \theta \\
s.t. \begin{align*} 
\lambda_1 + 2\lambda_2 + 5\lambda_3 + 2\lambda_4 &\leq 2\theta \\
2\lambda_1 + \lambda_2 + 4\lambda_3 + 2\lambda_4 & = 1 \\
\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 & = 1 \\
2\mu_1 + \mu_2 + 4\mu_3 + 2\mu_4 & = 1 \\
4\mu_1 + \mu_2 + 2\mu_3 + 2\mu_4 & \geq 1 \\
\mu_1 + \mu_2 + \mu_3 + \mu_4 & = 1 \\
\lambda_j & \geq 0, \mu_j \geq 0 \quad j = 1, \ldots, 4 
\end{align*}
\]

By solving this model, the optimal overall efficiency score for \( DMU_B \) is achieved as \( \theta^B_o = 1 \).

Similarly, the new model can evaluate the overall efficiency scores for the input-oriented units in Example 3.3. The results of this calculation are reported in Table 2.

<table>
<thead>
<tr>
<th>DMU</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta^*_o )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Thus, DMUs A, B, and C are efficient. Note that the obtained scores for overall efficiency were in keeping with the level of intermediate products computed at the level \( z_0 \).

If we allow intermediate products in model (4.1) to change the convex hull, then further improvements in the optimal solution would be possible. We expressed this improvement in Section 6 as free intermediate products.

The dual of Model (4.1) (multiplier formation) can be presented as follows:

\[
\begin{align*}
\max & \quad \sum_{r=1}^{s} u_r y_{r0} + \sum_{d=1}^{D} w_1^d d z_{d0} - \sum_{d=1}^{D} w_2^d d z_{d0} + u_0 + v_0 \\
\text{s.t.} & \quad \sum_{d=1}^{D} w_1^d d z_{dj} - \sum_{i=1}^{m} v_i x_{ij} + v_0 \leq 0 \quad j = 1, \ldots, n \\
& \quad \sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_2^d d z_{dj} + u_0 \leq 0 \quad j = 1, \ldots, n \\
& \quad \sum_{i=1}^{m} v_i x_{io} = 1 \\
& \quad v_i \geq 0, \quad u_r \geq 0 \quad m; r = 1, \ldots, s \\
& \quad u_0, v_0, w_1^2, w_1^3 \text{ free in sign}
\end{align*}
\]

In Model (4.2) \( w_1^1 \) and \( w_2^2 \) denote the weights of the intermediate products in the first stage and second stage, respectively, and \( v_0, u_0, u, v \) denotes unknown weights. It is trivial that the objective function value of this model is less than or equal to 1.
Model (4.2) can be rewritten as following fractional model:

$$\begin{align*}
\text{max} & \quad \sum_{r=1}^{s} u_{r} y_{r} + \sum_{d=1}^{D} (w_{1}^d - w_{2}^d) z_{do} + u_{0} + v_{0} \\
\text{s.t.} & \quad \sum_{d=1}^{D} w_{1}^d z_{dj} + v_{0} \leq 1 \quad j = 1, \ldots, n \\
& \quad \sum_{r=1}^{s} u_{r} y_{r} + u_{0} \leq 1 \quad j = 1, \ldots, n \\
& \quad \sum_{d=1}^{D} w_{2}^d z_{dj} \leq 1 \quad j = 1, \ldots, n \\
& \quad v_{i} \geq 0, u_{r} \geq 0 \quad i = 1, \ldots, m; r = 1, \ldots, s \\
& \quad u_{0}, v_{0}, w_{1}, w_{2} \text{ free in sign}
\end{align*}$$

(4.3)

The first and second sets of constraints in Model (4.3) show the relative efficiency of input-oriented units for $DMU_{o}$ in the first stage and the second stage, respectively. It should be noted that in the objective function of Model (4.3), the value $(w_{1}^d - w_{2}^d)$ in the numerator gives two different roles for $z_{do}$. If this value is non-negative, the performance of $z_{do}$ as output is more effective; otherwise, it is used as input.

By considering equal sign in the constraints related to intermediate products of Model (4.1), the dual variables corresponding to these constraints, namely $w_{1}^d$ and $w_{2}^d$ have no restriction signs. This means that the intermediate values can be measured with positive, negative, or even zero amounts. Thus, the system is allowed to measure intermediate products with different patterns, without considering their input or output roles. Therefore, the new model does not restrict the pricing of intermediate products.

However, in model (2.1), proposed by Kao and Hwang [12], which is equivalent to the dual of model (2.5) (4), same non-negative weights are assigned to two intermediate products constraints. Therefore, the obtained values of the intermediate products in model (2.1) had less flexible and imposed targeted pricing methods on the system. In fact, model (4.2) is somewhat similar to model (2.4) (3), with the difference that in model (2.4) the same positive weights are assigned to the intermediate products and considering predetermined weights by the decision-maker in model (2.4) are caused differences in the constraints of the normalized equations of these two models.

It should be noted that model (4.1) can also be used to assess the overall efficiency in output-oriented units. The difference is that we should replace the minimum contraction in inputs with the maximum expansion in outputs.

5. Divisional metric converter

For calculating the divisional efficiency, we use the production possibility sets (3.1) and (3.2). The efficiency scores in input-oriented units for $DMU_{o}$ in the first stage, and its dual model can be computed by the following models:

$$\begin{align*}
\theta_{1} & = \min \theta \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_{j} x_{ij} \leq \theta x_{io} \quad i = 1, \ldots, m \\
& \quad \sum_{j=1}^{n} \lambda_{j} z_{dj} = z_{do} \quad d = 1, \ldots, D \\
& \quad \sum_{j=1}^{n} \lambda_{j} = 1 \quad \lambda_{j} \geq 0 \quad j = 1, \ldots, n
\end{align*}$$

(5.1)
In addition, the efficiency scores for input-oriented units in the second stage can be obtained by the following models which are dual of each other:

$$D_1 = \max \sum_{d=1}^{D} w_1^d z_{do} + v_0$$

s.t. $$\sum_{d=1}^{D} w_1^d z_{dj} = \sum_{i=1}^{m} v_i x_{ij} + v_0 \leq 0 \quad j = 1, \ldots, n$$

$$\sum_{i=1}^{m} v_i x_{i0} = 1$$

$$v_i \geq 0 \quad i = 1, \ldots, m$$

$$v_0, w_1 \quad free \ in \ sign$$

(5.2)

$$D_2 = \max \sum_{r=1}^{s} u_r y_{ro} + u_0$$

s.t. $$\sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_2^d z_{dj} + u_0 \leq 0 \quad j = 1, \ldots, n$$

$$\sum_{d=1}^{D} w_2^d z_{do} = 1$$

$$u_r \geq 0 \quad r = 1, \ldots, s$$

$$u_0, w_2 \quad free \ in \ sign$$

(5.4)

The interpretation of the models (5.3) and (5.4) are similar to standard models of DEA. The only difference is using the equality restriction in the output constraints of the first step of model (5.1) and in the input constraints of model (5.3). The dual variables corresponding to these constraints are free in sign, but the objective function values of models (5.1) and (5.3) are between zero and one, so based on the duality theorem, the problem is always bounded.

In general, input-based (output-based) models with a two-stage network structure given based on the concept of convex hull in intermediate products do not give information about divisional efficiency. This challenge may be due to using fixed intermediate products, or not using the optimal intermediate products in computation of the divisional efficiency. Indeed, the efficiency score of the first stage may represent the overall efficiency score.
6. Frontier projection in TCHI

In this section we introduce a new network DEA model that gives the efficient projection of inefficient DMUs.

Note that according to the multiplier-based network DEA models, it is not possible to determine the efficiency frontier or the frontier projection of units under assessment. Thus, it is not possible to determine the amount of saving in inputs while keeping the current outputs and also to determine the amount of maximum increased outputs with fixed input values.

Chen et al. [5] expressed that the resulting projections of the dual model (2.1) fail on the efficiency frontier. Therefore, they proposed model (2.5), which is equivalent to the dual of model (2.1). The key point of their model was to modify data of frontier projections with proper adjustments to the intermediate products. They replaced constraints related to intermediate measures in dual of model (2.1) with two sets of constraints, so that the right side of both constraints were replaced with a set of non-negative variables ($\tilde{z}_{do}$). This model not also provides the frontier projections for inefficient DMUs, but also gives an overall efficiency score.

In order to determine the frontier projections in TCHI, we replace the amounts on the right side in both intermediate products constraints in model (4.1) with a set of the same non-negative variables. In this case we propose the following linear programming model:

\[
\begin{align*}
\min \theta \\
\text{s.t. } & \sum_{j=1}^{n} \lambda_j x_{ij} \leq \theta x_{i0}, \quad i = 1, \cdots, m \\
& \sum_{j=1}^{n} \lambda_j z_{dj} = \tilde{z}_{do}, \quad d = 1, \cdots, D \\
& \sum_{j=1}^{n} \mu_j z_{dj} = \tilde{z}_{do}, \quad d = 1, \cdots, D \\
& \sum_{j=1}^{n} \mu_j y_{rj} \geq y_{ro}, \quad r = 1, \cdots, s \\
& \sum_{j=1}^{n} \mu_j = \sum_{j=1}^{n} \lambda_j = 1 \\
& \lambda_j, \mu_j \geq 0, \quad j = 1, \cdots, n \\
& \tilde{z}_{do} \geq 0, \quad d = 1, \cdots, D
\end{align*}
\]

(6.1)

Note that in the Model (6.1), $\tilde{z}_{do}$ denotes an unknown variable. It indicates an optimal amount of intermediate products, produced in the first stage and consumed in the second stage. The projection point for $DMU_o$ is given based upon optimal solution of Model (6.1) as $(\theta^* x_{i0}, \tilde{z}_{do}^*, y_{ro})$.

6.1. Theorem. The projection point for unit under assessment by model (6.1) is overall input-oriented efficient with convex intermediate products.

The proof of Theorem (6.1) appears in the Appendix.
The dual of model (6.1) can be expressed as follows:

\[
\begin{align*}
\max & \sum_{r=1}^{s} u_r y_{ro} + u_0 + v_0 \\
\text{s.t.} & \sum_{d=1}^{D} w_d^1 z_{dj} - \sum_{i=1}^{m} v_i x_{ij} + v_0 \leq 0 & j = 1, \ldots, n \\
& \sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_d^2 z_{dj} + u_0 \leq 0 & j = 1, \ldots, n \\
& \sum_{i=1}^{m} v_i x_{io} = 1 \\
& \sum_{d=1}^{D} w_d^1 - \sum_{d=1}^{D} w_d^2 \geq 0 \\
& v_i \geq 0, u_r \geq 0 & i = 1, \ldots, m; r = 1, \ldots, s \\
\end{align*}
\]

(6.2)

The fractional program of model (6.2) can be expressed as:

\[
\begin{align*}
\max & \frac{\sum_{r=1}^{s} u_r y_{ro} + u_0 + v_0}{\sum_{i=1}^{m} v_i x_{io}} \\
\text{s.t.} & \frac{\sum_{d=1}^{D} w_d^1 z_{dj} - \sum_{i=1}^{m} v_i x_{ij} + v_0}{\sum_{i=1}^{m} v_i x_{ij}} \leq 1 & j = 1, \ldots, n \\
& \frac{\sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_d^2 z_{dj} + u_0}{\sum_{d=1}^{D} w_d^2 z_{dj}} \leq 1 & j = 1, \ldots, n \\
& \sum_{d=1}^{D} w_d^1 - \sum_{d=1}^{D} w_d^2 \geq 0 \\
& v_i \geq 0, u_r \geq 0 & i = 1, \ldots, m; r = 1, \ldots, s \\
\end{align*}
\]

(6.3)

Here, \( \hat{z}_{do} \) imposes the third set of constraints (\( \sum_{d=1}^{D} w_d^1 z_{dj} - \sum_{d=1}^{D} w_d^2 \geq 0 \)) to model (6.3). Note that these constraints are not redundant. This means that the cost of intermediate products considered as inputs is smaller or equal than to the cost when the same products were considered as outputs.

In fact, the problem is optimized in such a way that the price of providing intermediate products in the second stage equals, at most, to the price of selling the same product in the first stage.

7. Illustrative examples

In this section, the suggested models are used to assess overall and divisional efficiency scores and to determine frontier projections. In addition, we compare the findings of this study with some other two-stage network models.

First, we consider the data given in Table 1 and solve the models (6.1) and (2.5), which were proposed by Chen et al. [5], under the assumption of VRS. Then, using the results, we calculate the frontier projection units. The results are reported in Table 3.

The results show that the frontier projections determined by model (6.1) are exactly the same those obtained by model (2.5). In addition, when calculating the overall
efficiency score of model (4.1) for $DMU_B$, due to applying the restriction on the intermediate products, this unit is efficient. However, with permission to change the convex hull of the intermediate products in model (6.1) the possibility of further abatement is created in inputs. Therefore, $DMU_B$ is inefficient under the model (6.1).

Table 3. Frontier projection results for four units in example 3.3

<table>
<thead>
<tr>
<th>DMU</th>
<th>MODEL (6.1)</th>
<th>MODEL (2.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta^*x$</td>
<td>$z^*$</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

To examine divisional efficiency scores in Example 3.3, we use Models (5.2) and (5.4). To compare results, we solve the proposed models by Kao and Hwang [13], under VRS assumption. The results are reported in Tables 4 and 5.

As can be seen in Tables 4 and 5, the efficiency scores of first stage given by the model proposed in this study are greater than or equal to those obtained based on the model proposed by Kao and Hwang [13].

Table 4. Efficiency scores of four units in first stage for example 3.3

<table>
<thead>
<tr>
<th>DMU</th>
<th>MODEL (5.2)</th>
<th>MODEL (2.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Table 5. Efficiency scores of four units in second stage for Example 3.3

<table>
<thead>
<tr>
<th>DMU</th>
<th>MODEL (5.4)</th>
<th>MODEL (2.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>0.33333</td>
<td>0.5</td>
</tr>
<tr>
<td>D</td>
<td>0.666667</td>
<td>0.5</td>
</tr>
</tbody>
</table>

7.1. Example. In this example, we evaluate the overall efficiency and divisional efficiency for a two-stage system using 12 DMUs. Two inputs, three intermediate products, and two outputs using hypothetical values are used in this evaluation. The data set is shown in Table 6.

Table 6. Data set of Example 7.1

<table>
<thead>
<tr>
<th>DMU</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$z_1$</th>
<th>$z_2$</th>
<th>$z_3$</th>
<th>$y_1$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>61</td>
<td>5</td>
<td>3</td>
<td>12</td>
<td>4</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>23</td>
<td>15</td>
<td>21</td>
<td>90</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>70</td>
<td>9</td>
<td>41</td>
<td>3</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>15</td>
<td>21</td>
<td>90</td>
<td>3</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>70</td>
<td>9</td>
<td>41</td>
<td>3</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td>55</td>
<td>40</td>
<td>15</td>
<td>30</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>33</td>
<td>82</td>
<td>91</td>
<td>16</td>
<td>8</td>
<td>25</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>45</td>
<td>6</td>
<td>10</td>
<td>78</td>
<td>7</td>
<td>38</td>
</tr>
<tr>
<td>9</td>
<td>66</td>
<td>19</td>
<td>16</td>
<td>1</td>
<td>10</td>
<td>66</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>21</td>
<td>64</td>
<td>9</td>
<td>8</td>
<td>15</td>
<td>22</td>
<td>42</td>
</tr>
<tr>
<td>11</td>
<td>30</td>
<td>75</td>
<td>70</td>
<td>12</td>
<td>9</td>
<td>36</td>
<td>18</td>
</tr>
</tbody>
</table>

The calculated overall and divisional efficiency scores of the units using models (4.1), (5.2), and (5.4) are reported in Table 7. The overall efficiency scores in most units are the same and are equal to one. Therefore, most units are efficient and lie on the VRS frontier, when they are evaluated by the new network model. These results are not surprising, as the production possibility set with the convex hull in intermediate products is limited. Significantly, the results shown in Table 7 revealed the equality of the overall efficiency scores with the efficiency scores for the first stage.
Table 7. Overall and divisional efficiency scores results in Example 7.1

<table>
<thead>
<tr>
<th>DMU</th>
<th>Overall</th>
<th>stage 1</th>
<th>stage 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0.7860</td>
<td>0.7860</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.9077</td>
<td>0.9077</td>
<td>0.6491</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0.4292</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0.9346</td>
</tr>
<tr>
<td>12</td>
<td>0.7816</td>
<td>0.7816</td>
<td>0.9346</td>
</tr>
</tbody>
</table>

By using the optimal solution for model (6.1) for DMU, the computed efficient projection of \((\theta^* x_{io}, \tilde{z}_{io}^*, y_{ro})\) revealed the improved activity shown in Table 8. Clearly, with the allowable change in the convex hull of intermediate products, the possibility of further improvement is created in the units.

Table 8. Frontier projection results in Example 7.1

<table>
<thead>
<tr>
<th>DMU</th>
<th>(\theta^* x_1)</th>
<th>(\theta^* x_2)</th>
<th>(\tilde{z}_1^*)</th>
<th>(\tilde{z}_2^*)</th>
<th>(\tilde{z}_3^*)</th>
<th>(y_1)</th>
<th>(y_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>61</td>
<td>5</td>
<td>3</td>
<td>12</td>
<td>4</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>10.48</td>
<td>17.22</td>
<td>35.87</td>
<td>9.88</td>
<td>6.87</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>4</td>
<td>41</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>4</td>
<td>41</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>41.65</td>
<td>15.72</td>
<td>18</td>
<td>14</td>
<td>55</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>7.98</td>
<td>25.41</td>
<td>41</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>8.48</td>
<td>27.44</td>
<td>39.73</td>
<td>4.22</td>
<td>7.67</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>8.38</td>
<td>20.82</td>
<td>40.01</td>
<td>3.95</td>
<td>7.31</td>
<td>25</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>10.07</td>
<td>18.13</td>
<td>36.72</td>
<td>8.73</td>
<td>6.73</td>
<td>7</td>
<td>38</td>
</tr>
<tr>
<td>10</td>
<td>30.03</td>
<td>8.645</td>
<td>23.70</td>
<td>7.75</td>
<td>24.70</td>
<td>66</td>
<td>20</td>
</tr>
<tr>
<td>11</td>
<td>10.62</td>
<td>32.38</td>
<td>35.56</td>
<td>10.30</td>
<td>6.93</td>
<td>22</td>
<td>42</td>
</tr>
<tr>
<td>12</td>
<td>8.61</td>
<td>21.52</td>
<td>39.40</td>
<td>4.54</td>
<td>8.11</td>
<td>36</td>
<td>18</td>
</tr>
</tbody>
</table>

8. Conclusion

Conventional DEA models with a two-stage network structure utilizing intermediate products, have different behaviors that this duality could impose limiting conditions on the pricing system. In this paper, we proposed uniform behavior using these intermediate products. For this purpose, we introduced a new overall production possibility set under the assumption of VRS, considering the convex hull of intermediate products. In addition, we proposed a network DEA model to assess the overall efficiency score and frontier projections. Then, we explained that the use of equality constraints in the intermediate product models decreased disposability, but due to considering separate and free variables in sign, or \(w^1\) and \(w^2\) within the dual models, the system allowed to price the intermediate products using different methods. Therefore, the proposed method is more flexible than
conventional DEA models in a two-stage network structure. On the other hand, \( \tilde{z}_{d0} \), in assessment of the model for frontier projections shows more compatibility with production assumptions. The main reason is that the model is optimized in such a way that the price of providing intermediate products in the second stage equals, at most, the price of selling the same product in the first stage. We examined the assessment methods for divisional efficiency in \( T_{CHI} \), and explored that an assessment of divisional efficiency was not possible, because the efficiency of the first stage may represent the overall efficiency. Some illustrative examples were then applied to explain and compare the results of the approach presented here with those obtained by other methods.

Appendix

8.1. Theorem. The first stage technology or \( T_1 \), which is defined in set (3.1) is the minimal set that contains all observations and satisfies the axioms of strong disposability of inputs and convexity.

Proof. Assume technology \( T \) satisfies the axioms (A1)-(A3). We show that \( T_1 \subseteq T \). Namely, if activity \((x_1, z_1) \in T_1 \) satisfies (A2) and (A3) with some vectors \( \lambda \in \mathbb{R}^N_+ \) then \((x_1, z_1) \in T \). Let,

\[
(x_1, z_1) \in T_1, \exists \lambda_1, \cdots, \lambda_n, \quad \sum_j \lambda_j = 1 : \begin{align*}
x_1 & \geq \sum_j \lambda_j x_j \\
z_1 & = \sum_j \lambda_j z_j
\end{align*}
\]

Since \( T \) satisfy (A1) then for any \((x_j, z_j) \in T, j = 1, \cdots, N \). Also, \( T \) satisfies (A2) then we have :

\[
\sum_j \lambda_j (x_j, z_j) \in T \Rightarrow \left( \sum_j \lambda_j x_j, \sum_j \lambda_j z_j \right) \in T, \sum_j \lambda_j = 1.
\]

Finally, \( T \) must satisfy the strong disposability in inputs then, \((x_1, z_1) \in T \). Then, the proof is completed.

8.2. Theorem. The projection point for units under assessment given model (6.1) is overall input-efficient with intermediate convex products.

Proof. The efficiency of projection point obtained for \( DMU_o \) based on model (6.1) namely \((\theta^* x_{io}, \tilde{z}_{d0}, y_{ro}) \), is evaluated by solving model (4.1). We have :

\[
\min \hat{\theta} \\
\text{s. t.} \quad (\hat{\theta} (\theta^* x_{io}), \tilde{z}_{d0}, y_{ro}) \in T_{CHI}
\]

We claim, \( \hat{\theta}^* = 1 \). Suppose not and let, \( \hat{\theta}^* < 1 \), (contrary hypothesis). Thus ,

\[
\exists \hat{\lambda} \geq 0, 1\hat{\lambda} = 1, \hat{\mu} \geq 0, 1\hat{\mu} = 1 \rightarrow \begin{cases} 
\sum_j \hat{\lambda}_j x_j \leq \hat{\theta} (\theta^* x_0) \\
\sum_j \hat{\lambda}_j z_j = \tilde{z}_0 = \sum_{j=1}^N \lambda^*_j z_j \\
\sum_j \hat{\mu}_j z_j = \tilde{z}_0 = \sum_{j=1}^N \mu^*_j z_j \\
\sum_j \hat{\mu}_j y_j \geq y_0
\end{cases}
\]

Then \( (\hat{\theta} \theta^*, \hat{\lambda}, \hat{\mu}) \), is a feasible solution of model (4.1).

On the other hand according to contrary hypothesis we have \( \hat{\theta}^* \theta^* < \theta^* \). However, \( \theta^* \) is part of an optimal solution and this is inconsistent with the optimality of \( \theta^* \). Thus, \( \hat{\theta}^* = 1 \) and the proof is completed.

\( \square \)
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Abstract

Based on progressive type-II censored samples, we first derive the recurrence relations for the single and product moments and then use these results to compute the means and variances of reduced Kies distribution (RKD), a new distribution, recently introduced by [21]. Next, we obtain the maximum likelihood estimators of the unknown parameter and the approximate confidence interval of the RKD. Finally, we consider Bayes estimation under the symmetric and asymmetric loss functions using gamma prior for the shape parameter. We have also derived two-sided Bayes probability interval (TBPI) and the highest posterior density (HPD) credible intervals of this distribution. Monte Carlo simulations are performed to compare the performances of the proposed methods, and a data set has been analyzed for illustrative purposes.
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1. Introduction

Kies distribution was introduced by [19], in connection with the study of breaking strength of glass. Since then, a little work has taken place related to this distribution in different field of science and technology. An important characteristic of the Kies function is that its hazard function is decreasing, increasing and bathtub shaped where Weibull models are inappropriate. [21] considered a special case of the Kies distribution, which they termed as "reduced Kies distribution" and its probability density function (pdf) and cumulative density function (CDF) are given by

\begin{equation}
    f(x; \beta) = \beta x^{\beta-1}(1-x)^{-\beta-1} e^{-(\frac{x}{1-x})^\beta}, \quad 0 < x < 1, \quad \beta > 0
\end{equation}

and

\begin{equation}
    F(x; \beta) = 1 - e^{-(\frac{x}{1-x})^\beta}, \quad 0 < x < 1, \quad \beta > 0.
\end{equation}

This distribution can be viewed as a functional form of the Weibull distribution with shape parameter $\beta$ and it can be useful for modeling data sets with increasing and bathtub shaped hazard rate functions. Simple probability distributions generally do not exhibit bathtub-shaped failure rate, including Weibull, gamma, and log-normal. In most cases, bathtub shaped hazard functions have at least two parameters, whereas reduced Kies distribution has only one parameter which exhibit both increasing and bathtub shaped hazard rate. [21] observed that RKD($\beta$) is a better model compared to the Weibull as well as its extended models such as beta Weibull distribution, beta generalised Weibull distribution etc. Interested readers may refer to [22] and [23] for an excellent exposure to the Kies distribution.

In case of complete data, it is necessary to continue the experiment until the last item/product failed. Very often, one may find that quite a number of items have very long lifetimes and the experiment continues for a very long period of time so much so that the results may no longer be of any interest or use. In such situations, it may be desirable to terminate the test prior to failure of all items under test. When test is discontinued prior to failure of all items, resulting observations will be called the censored sample. There exist various types of censored samples including Type-II, progressive Type-II, progressive first-failure censored samples and record values etc.

In this paper, we consider a more general censoring scheme called the progressive type-II right censoring scheme. Progressive type II right censoring is a useful scheme in which a specific fraction of individuals at risk may be removed from the experiment at each of several ordered failure times. There is a large body of literature dealing with progressive type II right censoring. For example, see [8], [10], [9] and [25] and the references therein. A Type-II progressively censored scheme can be expressed as: Suppose that $n$ units are put on life test at time 0 and the experimenter decides before hand the quantity $m$, the number of failures to be observed. Now at the time of first failure, $R_1$ units are randomly removed from the remaining $n - 1$ surviving units. At the second failure, $R_2$ units from the remaining $n - 2 - R_1$ units are randomly removed. The test continues until the $m$-th failure. At this time, all remaining $R_m = n - m - R_1 - R_2 - \ldots - R_{m-1}$ units are removed. In this censoring scheme, $R_i$ and $m$ are previously fixed. The resulting $m$ ordered values, that are obtained as a consequence of this type of censoring are appropriately referred to as progressive Type-II censored ordered statistics. Note that, if $R_1 = R_2 = \ldots = R_{m-1} = 0$, so that $R_m = n - m$, this scheme reduces to conventional type II right censoring scheme. Also note that if $R_1 = R_2 = \ldots = R_m = 0$, so that $m = n$, the progressively type II censoring scheme reduces to the case of no censoring (ordinary order statistics).
Now in the view of (1.1) and (1.2), we have
\[
(1.3) \quad f(x) = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p x^{\beta + p - 1}}{p!} [1 - F(x)],
\]
where \((e)_k = e(e+1) \cdots (e+k-1)\) denotes the ascending factorial. This equation will be
exploited in order to derive some recurrence relations for the single and product moments
of progressive Type-II right censored order statistics from the reduced Kies distribution.
If the lifetime of an item are based on an absolutely continuous distribution function
\(F(x)\) with probability density function \(f(x)\), the joint probability density function of the
progressively(censored failure times \(X_{1:m:n}, X_{2:m:n}, \ldots, X_{m:m:n}\), is given by (see [8]).
\[
\begin{align*}
& f_{X_{1:m:n}, X_{2:m:n}, \ldots, X_{m:m:n}}(x_1, x_2, \ldots, x_m) \\
& = A(n, m - 1) \prod_{i=0}^{m} f(x_i) [1 - F(x_i)]^{R_i} \\
& \quad -\infty < x_1 < x_2 < \cdots < x_m < \infty,
\end{align*}
\]
where
\[
(1.5) \quad A(n, m - 1) = n(n - R_1 - 1) \cdots (n - R_1 - R_2 - \cdots - R_{m-1} - m + 1).
\]
Let \(X_1, X_2, \ldots, X_n\) be a random sample from the reduced kies distribution with pdf and cdf given in (1.1) and (1.2) respectively. The corresponding progressive type-II right
censored order statistics with censoring scheme \((R_1, R_2, \ldots, R_m)\), \(m \leq n\) will be
\[
X^{(R_1, R_2, \ldots, R_m)}_{1:m:n}, X^{(R_1, R_2, \ldots, R_m)}_{2:m:n}, \ldots, X^{(R_1, R_2, \ldots, R_m)}_{m:m:n}.
\]
The single moments of the progressive type-II right censored order statistics can be
written as follows (see, [8]),
\[
(1.6) \quad \mu^{(R_1, R_2, \ldots, R_m)}_{1:m:n}^{(k)} = E \left[ x^{(R_1, R_2, \ldots, R_m)}_{1:m:n}^{(k)} \right] \\
= A(n, m - 1) \int \int \cdots \int_{0 < x_1 < x_2 < \cdots < x_m < \infty} x^k f(x_1) \\
\times [1 - F(x_1)]^{R_1} [1 - F(x_2)]^{R_2} \cdots [1 - F(x_m)]^{R_m} \, dx_1 \cdots dx_m,
\]
where \(f(.)\) and \(F(.)\) are given respectively in (1.1), (1.2), and \(A(n, m - 1)\) as defined in
(1.5). When \(k = 1\), the superscript in the notation of the mean of the progressive type-II
right censored order statistics may be omitted without any confusion.

Recurrence relations for single and product moments for any continuous distribution
can be used to compute all means and variances of a distribution. Many authors have
obtained the recurrence relation for progressively type-II right censored order statistics
for different distributions, see for example [15], [26], [29], [18], [3], [2], [30], [4], [1], [5],
[6], [7], [16], [17], [11], [28], [24], [12], [13], [14], [20] and the reference cited in

The motivation of the paper is three fold: first, we derive recurrence relations for the
single and product moments of the corresponding progressive Type-II right censored or-
der statistics. These recurrence relations will allow one for the recursive computation of
these moments for all sample sizes and all possible censoring schemes; second is to obtain
the maximum likelihood estimators and confidence intervals of the unknown parameter of
the model and third is to obtain the Bayes estimator under the symmetric and asym-
metric loss functions using gamma prior for the shape parameter and two-sided Bayes
probability interval (TBPI) and the highest posterior density (HPD) credible intervals. The uniqueness of this study comes from the fact that we provide explicit expressions for single and product moments using progressive type-II right censored order statistics along with parameter estimation using frequentist and Bayes.

The outline of this note is as follows: Recurrence relations for single moments of progressive type-II right censored order statistics from RKD are given in section 2. Further, section 3 describes the recurrence relations for product moments of progressive type-II right censored order statistics from RKD. The recurrence algorithm is carried out in section 4. In Section 5, we introduce the maximum likelihood estimation of the unknown parameter along with approximate confidence interval. In Section 6, we consider Bayesian estimation of the unknown parameter along with two-sided Bayes probability interval (TBPI) and the highest posterior density (HPD) credible intervals. A Monte Carlo simulation study is presented in Section 7 to evaluate the performances of the interval (TBPI) and the highest posterior density (HPD) credible intervals. In Section 8, we illustrate the methodology developed in this manuscript and the usefulness of the RKD based on progressive type-II right censored order statistics using a real data example. Finally, some concluding remarks are provided in Section 9.

2. Recurrence relation for single moments

In this section, we establish several new recurrence relations satisfied by the single moments of progressive type-II right censored order statistics from the reduced Kies distribution. These recurrence relations may be used to compute the means and variances of reduced Kies distribution based on progressive type-II right censored order statistics for all sample sizes n and all censoring schemes \((R_1, R_2, \cdots, R_m), \ m \leq n\).

2.1. Theorem. For \(2 \leq m \leq n\) and \(k \geq 0\),

\[
\mu_{1:m:n}^{(R_1, R_2, \cdots, R_m)(k)} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p!(k + \beta + p)} \left\{ (n - R_1 - 1)\mu_{1:m-1:n}^{(R_1+1, R_2, \cdots, R_m)(k+\beta+p)} + (1 + R_1)\mu_{1:m:n-1:m}^{(R_1, R_2, \cdots, R_m)(k+\beta+p)} \right\}.
\]  

(2.1)

Proof. From equations (1.5) and (1.6), we have

\[
\mu_{1:m:n}^{(R_1, R_2, \cdots, R_m)(k)} = A(n, m - 1) \int \cdots \int_{0 < x_1 < x_2 < \cdots < x_m < \infty} L(x_2)f(x_2)\left[1 - F(x_2)^R_2 f(x_3)\left[1 - F(x_3)^R_3 \cdots f(x_m)\right] \right] \\ \times [1 - F(x_m)]^{R_m}dx_2dx_3\cdots dx_m,
\]

(2.2)

where

\[
L(x_2) = \int_0^{x_2} x_1^k f(x_1)\left[1 - F(x_1)^{R_1}\right]dx_1
= \int_0^{x_2} x_1^k \left\{ \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p x_1^{\beta+p-1}}{p!} \right\} \left[1 - F(x_1)^{R_1}\right]dx_1
= \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p!} \int_0^{x_2} x_1^{k+\beta+p-1}\left[1 - F(x_1)^{R_1+1}\right]dx_1.
\]

(2.3)
Integrating (2.3) by parts, we get after simplification

\[
\beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p! (k + \beta + p)} \left\{ [1 - F(x_2)]^{R_1+1} x_2^{k+\beta+p} + (R_1 + 1) \int_0^{x_2} x_2^{k+\beta+p} \right\}.
\]

(2.4) \times \left[ 1 - F(x_1) \right]^{R_1} f(x_1) dx_1.

Substituting the value of \( L(x_2) \) from (2.4) in (2.2) and using (1.6), we have

\[
\mu_{1,m,n}^{(R_1,R_2,\cdots,R_m)(k)} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p! (k + \beta + p)} \left\{ \int_0 \int_0^{x_2} x_2^{k+\beta+p} (1 - F(x_2))^{R_1+1} f(x_2) \right\}
\]

\[
	imes \left( 1 - F(x_2) \right)^{R_2} \cdots f(x_m) (1 - F(x_m))^{R_m}
\]

\[
+ (1 + R_1) \mu_{1,m-1,n}^{(R_1,R_2,\cdots,R_m)(k+\beta+p)}.
\]

(2.5)

rearranging the above equation gives the required result in (2.1).

\[\square\]

2.2. Theorem. For \( m = 1, n = 1, 2, \cdots \) and \( k \geq 0 \),

\[
\mu_{1:1:n}^{(n-1)(k)} = n\beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p! (k + \beta + p)} \mu_{1:1:n}^{(n-1)(k+\beta+p)}.
\]

Proof. Similar to the proof of Theorem 2.1.

\[\square\]

2.3. Remark. We may use the fact that the first progressive Type-II right censored order statistics is the same as the first usual order statistic from a sample of size \( n \), regardless of the censoring scheme employed.

2.4. Theorem. For \( 2 \leq i \leq m - 1, m \leq n \) and \( k \geq 0 \),

\[
\mu_{1,m,n}^{(R_1,R_2,\cdots,R_m)(k)} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p! (k + \beta + p)} \left\{ (n - R_1 - R_2 - \cdots - R_i - i) \right\}
\]

\[
\times \mu_{1,m-1,n}^{(R_1,R_2,\cdots,R_{i-1},R_i+1+1,R_{i+2},\cdots,R_m)(k+\beta+p)}
\]

\[
+ (1 + R_i) \mu_{1,m-1,n}^{(R_1,R_2,\cdots,R_m)(k+\beta+p)}
\]

\[
- (n - R_1 - R_2 - \cdots - R_{i-1} - i + 1)
\]

\[
\times \mu_{1,m-1,n}^{(R_1,R_2,\cdots,R_{i-2},R_{i-1}+1+1,R_{i+1},\cdots,R_m)(k+\beta+p)}.
\]

(2.6)

Proof. Similar to the proof of Theorem 2.1.

\[\square\]

2.5. Theorem. For \( 2 \leq m \leq n, \) and \( k \geq 0 \),

\[
\mu_{m,m,n}^{(R_1,R_2,\cdots,R_m)(k)} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p! (k + \beta + p)} \left\{ \mu_{m,m,n}^{(R_1,R_2,\cdots,R_m)(k+\beta+p)}
\right\}
\]

\[
\times \mu_{m-1,m-1,n}^{(R_1,R_2,\cdots,R_{m-2},R_{m-1}+1+1,R_{m+1},\cdots,R_m)(k+\beta+p)}.
\]

(2.7)

Proof. Similar to the proof of Theorem 2.1.

\[\square\]
2.6. Remark. Using these recurrence relations, we can obtain all the single moments of all progressive Type-II right censored order statistics for all sample sizes and censoring schemes \((R_1, R_2, \ldots, R_m)\) in a sample recursive manner.

**Deductions:** For the special case \(R_1 = R_2 = \cdots = R_m = 0\) so that \(m = n\) in which the progressive censored order statistics become the usual order statistics \(X_{1:n}, X_{2:n}, \ldots, X_{n:n}\), then

(i) From Eq. (2.1): For \(k \geq 0\), we get

\[
\mu_{1,n}^{(k)} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p!} \left\{ \mu_{1,n}^{(1,0,\ldots,p)} \right\}.
\]

(ii) From Eq. (2.6): For \(k \geq 0\), we get

\[
\mu_{i:n}^{(k)} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_p}{p!} \left\{ \mu_{1,n}^{(k+\beta+p)} + (n-i)\mu_{i-1:n}^{(k+\beta+p)} \right\}.
\]

3. Recurrence relation for product moments

In this section, we establish some recurrence relations for product moments of the progressive type-II right censored order statistics from the reduced Kies distribution. The \((i, j)^{th}\) product moment of the progressive type-II right censored order statistics can be written as

\[
\begin{align*}
\mu_{i,j; m:n}(R_1, R_2, \ldots, R_m) &= E \left[ x_{(i:j;m:n)}^{(R_1, R_2, \ldots, R_m)} x_{(j:j;m:n)}^{(R_1, R_2, \ldots, R_m)} \right] \\
&= A(n, m - 1) \int \cdots \int_{0 < x_1 < x_2 < \cdots < x_m < \infty} x_i x_j f(x_1)[1 - F(x_1)]^{R_1} \\
&\quad \times f(x_2)[1 - F(x_2)] R_2 \cdots f(x_m)[1 - F(x_m)] R_m \, dx_1 dx_2 dx_3 \cdots dx_m,
\end{align*}
\]

where \(f(\cdot)\) and \(F(\cdot)\) are given respectively in (1.1) and (1.2) and \(A(n, m-1)\) is defined in (1.5).

3.1. Theorem. For \(1 \leq i < j \leq m-1\) and \(1 \leq m \leq n\),

\[
\begin{align*}
\mu_{i,j; m:n}(R_1, R_2, \ldots, R_m) &= \beta(R_j + 1) \sum_{p=0}^{\infty} \frac{(\beta+1)_p}{p!} \left\{ \mu_{ij; m:n}^{(R_1, R_2, \ldots, R_m)}(1, \beta+p) \right\} \\
&\quad + (n - R_j - 1 - \cdots - R_j - j) \times \mu_{i, j-1; m-1:n}^{(R_1, R_2, \ldots, R_{j-1}, R_{j+1}, \ldots, R_m)}(1, \beta+p) \\
&\quad - (n - R_j - 1 - \cdots - R_{j-1} - j + 1) \times \mu_{i, j+1; m-1:n}^{(R_1, R_2, \ldots, R_{j-1} + R_{j+1}, \ldots, R_m)}(1, \beta+p) \\
&\quad - \mu_{ij; m:n}^{(R_1, R_2, \ldots, R_{j-1}, R_{j+1}, \ldots, R_m)}(1, \beta+p) \}.
\end{align*}
\]

Proof. Using (1.3) and (1.6), we have

\[
\begin{align*}
\mu_{i,j, m:n}^{(R_1, R_2, \ldots, R_m)} &= A(n, m - 1) \int \cdots \int_{0 < x_1 < \cdots < x_j-1 < x_{j+1} < \cdots < x_m < \infty} \\
&\quad \times \left\{ \int_{x_{j-1}}^{x_{j+1}} \beta \sum_{p=0}^{\infty} \frac{(\beta+1)_p}{p!} x_j^{\beta+1} \left[ 1 - F(x_j) \right] R_j+1 \, dx_j \right\} x_i x_j f(x_1) \\
&\quad \times \left[ 1 - F(x_1) R_1 \cdots f(x_{j-1})[1 - F(x_{j-1}) R_{j-1}] f(x_{j+1})[1 - F(x_{j+1}) R_{j+1}] \right. \\
&\quad \left. \times \cdots f(x_m)[1 - F(x_m)] R_m \, dx_1 dx_2 \cdots dx_{j-1} dx_{j+1} \cdots dx_m \right.
\end{align*}
\]
3.2. Theorem. Up on rearrangement of this equation, we obtain the relation in (3.2).

\[ \begin{align*}
\beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_{p}}{p!} \int_{x_{j-1}}^{x_{j+1}} x^{\beta+p-1}[1 - F(x_{j})]R_{j}^{1+p}dx_{j} \\
= \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_{p}}{p! (\beta + p)} \left\{ x_{j}^{\beta+p}[1 - F(x_{j+1})]^{1+p}R_{j} \\
- x_{j-1}^{\beta+p}[1 - F(x_{j-1})]^{1+p}R_{j} + (1 + R_{j}) \right. \\
\times \int_{x_{j-1}}^{x_{j+1}} [1 - F(x_{j})]R_{j}f(x_{j})x^{\beta+p}dx_{j}\right\},
\end{align*} \]

which, when substituted into equation (3.3) and using (3.1), we have

\[ \mu_{i,m:n}^{(R_{1}, R_{2}, \ldots, R_{m})} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_{p}}{p! (\beta + p)} \left\{ (n - R_{1} - \cdots - R_{j} - j) \right. \\
\times \mu_{i,j,m-1:n}^{(R_{1}, R_{2}, \ldots, R_{j-1}, R_{j} + R_{j} + 1, \ldots, R_{m})}^{(1, \beta+p)} \\
- (n - R_{1} - \cdots - R_{j-1} - j + 1) \right. \\
\times \mu_{i,j-1,m-1:n}^{(R_{1}, R_{2}, \ldots, R_{j-1} + R_{j} + 1, \ldots, R_{m})}^{(1, \beta+p)} \\
+ (R_{j} + 1) \mu_{i,m:n}^{(R_{1}, R_{2}, \ldots, R_{m})}^{(1, \beta+p)} \left. \right\}. \]

Upon rearrangement of this equation, we obtain the relation in (3.2). □

3.2. Theorem. For \(1 \leq i \leq m - 1\) and \(m \leq n\),

\[ \begin{align*}
\mu_{i,m:n}^{(R_{1}, R_{2}, \ldots, R_{m})} = \beta \sum_{p=0}^{\infty} \frac{(\beta + 1)_{p}}{p! (\beta + p)} \left\{ (R_{m} + 1) \mu_{i,m:n}^{(R_{1}, R_{2}, \ldots, R_{m})}^{(1, \beta+p)} \\
- (n - R_{1} - \cdots - R_{m-1} - m + 1) \right. \\
\times \mu_{i,m-1:m-1:n}^{(R_{1}, R_{2}, \ldots, R_{m-1} + R_{m} + 1, \ldots, R_{m})}^{(1, k+p)} \left. \right\}. \]
\]

(3.4)

Proof. Similar to the proof of Theorem 3.1. □

3.3. Remark. Using these recurrence relations, we can obtain all the product moments of progressive type-II right censored order statistics for all sample sizes and censoring schemes \((R_{1}, R_{1}, \ldots, R_{m})\).

4. Recursive algorithm

Using the recurrence relations established in Sections 2 and 3, the means and variances of all progressive type-II right censored order statistics from the reduced Kies distribution can be readily computed as follows:

All the first and second order moments with \(m = 1\) for all sample sizes \(n\) can be obtained by setting \(k = 0\) in equation (2.5) and then again setting \(k = 1\) in the same equation. Next using equation (2.1), we can determine all the moments of the form \(\mu_{1,2:n}^{(R_{1}, R_{2})}\), \(n = 2, 3, \ldots\), which can in turn be used again with equation (2.1), to determine all moments of the form \(\mu_{1,2:n}^{(R_{1}, R_{2})^{2}}\), \(n = 2, 3, \ldots\). Equation (2.7) can then be used to obtain \(\mu_{2,2:n}^{(R_{1}, R_{2})}\) for all \(R_{1}, R_{2}\) and \(n \geq 2\) and these values can be used to obtain all moments of the form \(\mu_{1,3:n}^{(R_{1}, R_{2})^{2}}\) by using equation (2.7) again. Equation (2.1) can now be used again to obtain \(\mu_{1,3:n}^{(R_{1}, R_{2}, R_{3})}\), \(\mu_{1,3:n}^{(R_{1}, R_{2}, R_{3})^{2}}\) for all \(n, R_{1}, R_{2}\) and \(R_{3}\) and equation (2.7) can be used next to obtain all moments of the form \(\mu_{2,3:n}^{(R_{1}, R_{2}, R_{3})}, \mu_{2,3:n}^{(R_{1}, R_{2}, R_{3})^{2}}\). Finally, equation (2.7) can be
used to obtain all moments of the form $\mu^{(R_1,R_2,R_3)}_{1,3,n}$, $\mu^{(R_1,R_2,R_3)^2}_{1,3,n}$. This process can be continued until all desired first and second order moments and hence all variances are obtained.

| Table 1. Means of progressively Type-II right censored order statistics. |
|---|---|---|---|
| $\beta$ | $m$ | $n$ | Scheme | Mean |
| 5 | 2 | (0,3) | 0.041723 | 0.072175 |
| 5 | 2 | (3,0) | 0.041723 | 0.250621 |
| 8 | 2 | (6,0) | 0.021306 | 0.196329 |
| 8 | 2 | (0,6) | 0.021306 | 0.032634 |
| 10 | 2 | (8,0) | 0.018253 | 0.172537 |
| 10 | 2 | (0,8) | 0.018253 | 0.047385 |
| 12 | 2 | (10,0) | 0.013252 | 0.177062 |
| 12 | 2 | (0,10) | 0.013252 | 0.039572 |
| 15 | 2 | (15,0) | 0.021425 | 0.172439 |
| 15 | 2 | (0,15) | 0.021425 | 0.036125 |
| 18 | 2 | (16,0) | 0.016234 | 0.169932 |
| 18 | 2 | (0,16) | 0.016234 | 0.026260 |
| 20 | 2 | (18,0) | 0.017722 | 0.175931 |
| 20 | 2 | (0,18) | 0.017722 | 0.022972 |
| 5 | 3 | (2,0,0) | 0.041720 | 0.113935 |
| 5 | 3 | (0,0,2) | 0.041720 | 0.075434 |
| 8 | 3 | (5,0,0) | 0.029243 | 0.096352 |
| 8 | 3 | (0,0,5) | 0.029243 | 0.040270 |
| 10 | 3 | (7,0,0) | 0.016306 | 0.099054 |
| 10 | 3 | (0,0,7) | 0.016306 | 0.041004 |
| 12 | 3 | (9,0,0) | 0.023762 | 0.091843 |
| 12 | 3 | (0,0,9) | 0.023762 | 0.034956 |
| 15 | 3 | (12,0,0) | 0.01934 | 0.088032 |
| 15 | 3 | (0,0,12) | 0.01934 | 0.031835 |
| 18 | 3 | (15,0,0) | 0.012201 | 0.091148 |
| 18 | 3 | (0,0,15) | 0.012201 | 0.028103 |
| 20 | 3 | (17,0,0) | 0.009083 | 0.090581 |
| 20 | 3 | (0,0,17) | 0.009083 | 0.024065 |
| 5 | 4 | (1,0,0,0) | 0.041042 | 0.090662 |
| 5 | 4 | (0,0,0,1) | 0.041042 | 0.071167 |
| 8 | 4 | (4,0,0,0) | 0.023810 | 0.073911 |
| 8 | 4 | (0,0,0,4) | 0.023810 | 0.052061 |
| 10 | 4 | (6,0,0,0) | 0.016113 | 0.071512 |
| 10 | 4 | (0,0,0,6) | 0.016113 | 0.045860 |
| 12 | 4 | (8,0,0,0) | 0.013762 | 0.073054 |
| 12 | 4 | (0,0,0,8) | 0.013762 | 0.039928 |
| 15 | 4 | (11,0,0,0) | 0.008309 | 0.073963 |
| 15 | 4 | (0,0,0,11) | 0.008309 | 0.031846 |
| 18 | 4 | (14,0,0,0) | 0.005221 | 0.062283 |
| 18 | 4 | (0,0,0,14) | 0.005221 | 0.024201 |
| 20 | 4 | (16,0,0,0) | 0.001177 | 0.057631 |
| 20 | 4 | (0,0,0,16) | 0.001177 | 0.024240 |
| 5 | 5 | (0,0,0,0,0) | 0.051683 | 0.070176 |
| 8 | 5 | (3,0,0,0,0) | 0.027094 | 0.063837 |
| 8 | 5 | (0,0,0,3,0) | 0.027094 | 0.051054 |
| 10 | 5 | (5,0,0,0,0) | 0.017884 | 0.061539 |
| 10 | 5 | (0,0,0,5,0) | 0.017884 | 0.043860 |
| 12 | 5 | (7,0,0,0,0) | 0.020523 | 0.063056 |
| 12 | 5 | (0,0,0,7,0) | 0.020523 | 0.028402 |
| 15 | 5 | (10,0,0,0,0) | 0.02011 | 0.063724 |
| 15 | 5 | (0,0,0,10,0) | 0.02011 | 0.028425 |
| 18 | 5 | (13,0,0,0,0) | 0.009104 | 0.056431 |
| 18 | 5 | (0,0,0,13,0) | 0.009104 | 0.021085 |
| 20 | 5 | (15,0,0,0,0) | 0.009630 | 0.056418 |
| 20 | 5 | (0,0,0,15,0) | 0.009630 | 0.039843 |
### Table 2. Means of progressively Type-II right censored order statistics.

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>Scheme</th>
<th>Mean</th>
<th>β = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>(0,3)</td>
<td>0.052113</td>
<td>0.213631</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>(3,0)</td>
<td>0.052113</td>
<td>0.310047</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>(6,0)</td>
<td>0.030174</td>
<td>0.301174</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>(0,6)</td>
<td>0.030174</td>
<td>0.069876</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>(8,0)</td>
<td>0.031010</td>
<td>0.301632</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>(0,8)</td>
<td>0.031010</td>
<td>0.051042</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>(10,0)</td>
<td>0.021273</td>
<td>0.314250</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>(0,10)</td>
<td>0.021273</td>
<td>0.051634</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>(13,0)</td>
<td>0.022225</td>
<td>0.302284</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>(0,13)</td>
<td>0.022225</td>
<td>0.041229</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>(16,0)</td>
<td>0.020318</td>
<td>0.280847</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>(0,16)</td>
<td>0.020318</td>
<td>0.031054</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>(18,0)</td>
<td>0.019134</td>
<td>0.311196</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>(0,18)</td>
<td>0.019134</td>
<td>0.032832</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(2,0,0)</td>
<td>0.049102</td>
<td>0.210431</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(0,0,2)</td>
<td>0.049102</td>
<td>0.201043</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>(5,0,0)</td>
<td>0.031028</td>
<td>0.191050</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>(0,0,5)</td>
<td>0.031028</td>
<td>0.069032</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>(7,0,0)</td>
<td>0.029875</td>
<td>0.178320</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>(0,0,7)</td>
<td>0.029875</td>
<td>0.051023</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>(9,0,0)</td>
<td>0.021225</td>
<td>0.149025</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>(0,0,9)</td>
<td>0.021225</td>
<td>0.054193</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>(12,0,0)</td>
<td>0.017843</td>
<td>0.139852</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>(0,0,12)</td>
<td>0.017843</td>
<td>0.039985</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>(15,0,0)</td>
<td>0.014325</td>
<td>0.129984</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>(0,0,15)</td>
<td>0.014325</td>
<td>0.029959</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>(17,0,0)</td>
<td>0.013062</td>
<td>0.125080</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>(0,0,17)</td>
<td>0.013062</td>
<td>0.024643</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>(1,0,0,0)</td>
<td>0.048104</td>
<td>0.132273</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>(0,0,0,1)</td>
<td>0.048104</td>
<td>0.119984</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>(4,0,0,0)</td>
<td>0.030218</td>
<td>0.112260</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>(0,0,0,4)</td>
<td>0.030218</td>
<td>0.069852</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>(6,0,0,0)</td>
<td>0.029844</td>
<td>0.108873</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>(0,0,0,6)</td>
<td>0.029844</td>
<td>0.058426</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>(8,0,0,0)</td>
<td>0.020115</td>
<td>0.097431</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>(0,0,0,8)</td>
<td>0.020115</td>
<td>0.041854</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>(11,0,0,0)</td>
<td>0.016420</td>
<td>0.093852</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>(0,0,0,11)</td>
<td>0.016420</td>
<td>0.032052</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>(14,0,0,0)</td>
<td>0.013054</td>
<td>0.090114</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>(0,0,0,14)</td>
<td>0.013054</td>
<td>0.041032</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>(16,0,0,0)</td>
<td>0.012056</td>
<td>0.089215</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>(0,0,0,16)</td>
<td>0.012056</td>
<td>0.024543</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>(0,0,0,0,0)</td>
<td>0.047134</td>
<td>0.110895</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>(3,0,0,0,0)</td>
<td>0.029042</td>
<td>0.087552</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>(0,0,0,0,3)</td>
<td>0.029042</td>
<td>0.062845</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>(5,0,0,0,0)</td>
<td>0.020400</td>
<td>0.081095</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>(0,0,0,0,5)</td>
<td>0.020400</td>
<td>0.049720</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>(7,0,0,0,0)</td>
<td>0.020132</td>
<td>0.078010</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>(0,0,0,0,7)</td>
<td>0.020132</td>
<td>0.041201</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>(10,0,0,0,0)</td>
<td>0.016310</td>
<td>0.074135</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>(0,0,0,0,10)</td>
<td>0.016310</td>
<td>0.032830</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>(13,0,0,0,0)</td>
<td>0.013741</td>
<td>0.071565</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>(0,0,0,0,13)</td>
<td>0.013741</td>
<td>0.027345</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>(15,0,0,0,0)</td>
<td>0.012454</td>
<td>0.070280</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>(0,0,0,0,15)</td>
<td>0.012454</td>
<td>0.024628</td>
</tr>
</tbody>
</table>
Table 3. Variances of progressively Type-II right censored order statistics.

<table>
<thead>
<tr>
<th>$m$ ↓ $n$ ↓</th>
<th>Scheme</th>
<th>Variance</th>
<th>$\beta = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 2</td>
<td>(0,3)</td>
<td>0.011080</td>
<td>0.006372</td>
</tr>
<tr>
<td>5 2</td>
<td>(3,0)</td>
<td>0.011080</td>
<td>0.054530</td>
</tr>
<tr>
<td>8 2</td>
<td>(6,0)</td>
<td>0.000724</td>
<td>0.063226</td>
</tr>
<tr>
<td>8 2</td>
<td>(0,6)</td>
<td>0.000724</td>
<td>0.002816</td>
</tr>
<tr>
<td>10 2</td>
<td>(8,0)</td>
<td>0.000624</td>
<td>0.055025</td>
</tr>
<tr>
<td>10 2</td>
<td>(0,8)</td>
<td>0.000624</td>
<td>0.001284</td>
</tr>
<tr>
<td>12 2</td>
<td>(10,0)</td>
<td>0.000660</td>
<td>0.054761</td>
</tr>
<tr>
<td>12 2</td>
<td>(0,10)</td>
<td>0.000060</td>
<td>0.008921</td>
</tr>
<tr>
<td>15 2</td>
<td>(15,0)</td>
<td>0.000326</td>
<td>0.054628</td>
</tr>
<tr>
<td>15 2</td>
<td>(0,15)</td>
<td>0.000326</td>
<td>0.000521</td>
</tr>
<tr>
<td>18 2</td>
<td>(18,0)</td>
<td>0.000254</td>
<td>0.054554</td>
</tr>
<tr>
<td>18 2</td>
<td>(0,18)</td>
<td>0.000254</td>
<td>0.000361</td>
</tr>
<tr>
<td>20 2</td>
<td>(20,0)</td>
<td>0.000232</td>
<td>0.054524</td>
</tr>
<tr>
<td>20 2</td>
<td>(0,20)</td>
<td>0.000232</td>
<td>0.000292</td>
</tr>
<tr>
<td>5 3</td>
<td>(2,0)</td>
<td>0.003040</td>
<td>0.016404</td>
</tr>
<tr>
<td>5 3</td>
<td>(0,2)</td>
<td>0.003040</td>
<td>0.012217</td>
</tr>
<tr>
<td>8 3</td>
<td>(5,0)</td>
<td>0.000845</td>
<td>0.015101</td>
</tr>
<tr>
<td>8 3</td>
<td>(0,5)</td>
<td>0.000845</td>
<td>0.003502</td>
</tr>
<tr>
<td>10 3</td>
<td>(7,0)</td>
<td>0.000624</td>
<td>0.014801</td>
</tr>
<tr>
<td>10 3</td>
<td>(0,7)</td>
<td>0.000624</td>
<td>0.002120</td>
</tr>
<tr>
<td>12 3</td>
<td>(9,0)</td>
<td>0.000660</td>
<td>0.014635</td>
</tr>
<tr>
<td>12 3</td>
<td>(0,9)</td>
<td>0.000660</td>
<td>0.001143</td>
</tr>
<tr>
<td>15 3</td>
<td>(12,0)</td>
<td>0.000326</td>
<td>0.014502</td>
</tr>
<tr>
<td>15 3</td>
<td>(0,12)</td>
<td>0.000326</td>
<td>0.000836</td>
</tr>
<tr>
<td>18 3</td>
<td>(15,0)</td>
<td>0.000254</td>
<td>0.014531</td>
</tr>
<tr>
<td>18 3</td>
<td>(0,15)</td>
<td>0.000254</td>
<td>0.000562</td>
</tr>
<tr>
<td>20 3</td>
<td>(18,0)</td>
<td>0.000212</td>
<td>0.014118</td>
</tr>
<tr>
<td>20 3</td>
<td>(0,18)</td>
<td>0.000212</td>
<td>0.000436</td>
</tr>
<tr>
<td>5 4</td>
<td>(1,0)</td>
<td>0.003012</td>
<td>0.008173</td>
</tr>
<tr>
<td>5 4</td>
<td>(0,1)</td>
<td>0.003031</td>
<td>0.005572</td>
</tr>
<tr>
<td>8 4</td>
<td>(4,0)</td>
<td>0.000924</td>
<td>0.006960</td>
</tr>
<tr>
<td>8 4</td>
<td>(0,4)</td>
<td>0.000924</td>
<td>0.002016</td>
</tr>
<tr>
<td>10 4</td>
<td>(6,0)</td>
<td>0.000624</td>
<td>0.006368</td>
</tr>
<tr>
<td>10 4</td>
<td>(0,6)</td>
<td>0.000624</td>
<td>0.020743</td>
</tr>
<tr>
<td>12 4</td>
<td>(8,0)</td>
<td>0.000660</td>
<td>0.014635</td>
</tr>
<tr>
<td>12 4</td>
<td>(0,8)</td>
<td>0.000660</td>
<td>0.001143</td>
</tr>
<tr>
<td>15 4</td>
<td>(12,0)</td>
<td>0.000326</td>
<td>0.006368</td>
</tr>
<tr>
<td>15 4</td>
<td>(0,12)</td>
<td>0.000326</td>
<td>0.001204</td>
</tr>
<tr>
<td>18 4</td>
<td>(15,0)</td>
<td>0.000254</td>
<td>0.006218</td>
</tr>
<tr>
<td>18 4</td>
<td>(0,15)</td>
<td>0.000254</td>
<td>0.000361</td>
</tr>
<tr>
<td>20 4</td>
<td>(18,0)</td>
<td>0.000232</td>
<td>0.006167</td>
</tr>
<tr>
<td>20 4</td>
<td>(0,18)</td>
<td>0.000232</td>
<td>0.000456</td>
</tr>
<tr>
<td>5 5</td>
<td>(0,0)</td>
<td>0.003130</td>
<td>0.008173</td>
</tr>
<tr>
<td>8 5</td>
<td>(3,0)</td>
<td>0.000924</td>
<td>0.006960</td>
</tr>
<tr>
<td>8 5</td>
<td>(0,3)</td>
<td>0.000924</td>
<td>0.022133</td>
</tr>
<tr>
<td>10 5</td>
<td>(5,0)</td>
<td>0.000624</td>
<td>0.006368</td>
</tr>
<tr>
<td>10 5</td>
<td>(0,5)</td>
<td>0.000624</td>
<td>0.020743</td>
</tr>
<tr>
<td>12 5</td>
<td>(7,0)</td>
<td>0.000660</td>
<td>0.014635</td>
</tr>
<tr>
<td>12 5</td>
<td>(0,7)</td>
<td>0.000660</td>
<td>0.001143</td>
</tr>
<tr>
<td>15 5</td>
<td>(10,0)</td>
<td>0.000326</td>
<td>0.006218</td>
</tr>
<tr>
<td>15 5</td>
<td>(0,10)</td>
<td>0.000326</td>
<td>0.000361</td>
</tr>
<tr>
<td>18 5</td>
<td>(13,0)</td>
<td>0.000254</td>
<td>0.006218</td>
</tr>
<tr>
<td>18 5</td>
<td>(0,13)</td>
<td>0.000254</td>
<td>0.000361</td>
</tr>
<tr>
<td>20 5</td>
<td>(15,0)</td>
<td>0.000232</td>
<td>0.006167</td>
</tr>
<tr>
<td>20 5</td>
<td>(0,15)</td>
<td>0.000232</td>
<td>0.000456</td>
</tr>
</tbody>
</table>
Table 4. Variances of progressively Type-II right censored order statistics.

<table>
<thead>
<tr>
<th>( m ) ↓</th>
<th>( n ) ↓</th>
<th>Scheme</th>
<th>( \beta = 4 )</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>(0,3)</td>
<td>0.005102</td>
<td>0.01251</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>(3,0)</td>
<td>0.005102</td>
<td>0.113001</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>(6,0)</td>
<td>0.002453</td>
<td>0.110560</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>(0,6)</td>
<td>0.002453</td>
<td>0.003716</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>(8,0)</td>
<td>0.002101</td>
<td>0.110162</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>(0,8)</td>
<td>0.002101</td>
<td>0.002325</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>(10,0)</td>
<td>0.000784</td>
<td>0.110702</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>(0,10)</td>
<td>0.000784</td>
<td>0.003712</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>(13,0)</td>
<td>0.000533</td>
<td>0.110411</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>(0,13)</td>
<td>0.000533</td>
<td>0.001144</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>(16,0)</td>
<td>0.000407</td>
<td>0.110303</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>(0,16)</td>
<td>0.000407</td>
<td>0.000664</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>(18,0)</td>
<td>0.000341</td>
<td>0.110245</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>(0,18)</td>
<td>0.000341</td>
<td>0.000536</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(2,0,0)</td>
<td>0.005103</td>
<td>0.130125</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(0,0,2)</td>
<td>0.005103</td>
<td>0.030213</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>(5,0,0)</td>
<td>0.001652</td>
<td>0.135586</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>(0,0,5)</td>
<td>0.001652</td>
<td>0.006474</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>(7,0,0)</td>
<td>0.002103</td>
<td>0.135022</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>(0,0,7)</td>
<td>0.002103</td>
<td>0.003901</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>(9,0,0)</td>
<td>0.000784</td>
<td>0.134616</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>(0,0,9)</td>
<td>0.000784</td>
<td>0.002325</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>(12,0,0)</td>
<td>0.000533</td>
<td>0.134466</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>(0,0,12)</td>
<td>0.000533</td>
<td>0.001144</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>(15,0,0)</td>
<td>0.000407</td>
<td>0.134330</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>(0,0,15)</td>
<td>0.000407</td>
<td>0.000664</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>(17,0,0)</td>
<td>0.000341</td>
<td>0.134271</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>(0,0,17)</td>
<td>0.000341</td>
<td>0.000536</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>(1,0,0,0)</td>
<td>0.005113</td>
<td>0.151148</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>(0,0,0,1)</td>
<td>0.005113</td>
<td>0.047320</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>(4,0,0,0)</td>
<td>0.002453</td>
<td>0.146708</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>(0,0,4)</td>
<td>0.002453</td>
<td>0.011285</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>(6,0,0,0)</td>
<td>0.001652</td>
<td>0.146165</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>(0,0,6)</td>
<td>0.001652</td>
<td>0.000647</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>(8,0,0,0)</td>
<td>0.000784</td>
<td>0.146840</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>(0,0,8)</td>
<td>0.000784</td>
<td>0.003901</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>(11,0,0,0)</td>
<td>0.000533</td>
<td>0.145611</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>(0,0,11)</td>
<td>0.000533</td>
<td>0.002324</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>(14,0,0,0)</td>
<td>0.000407</td>
<td>0.145453</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>(0,0,14)</td>
<td>0.000407</td>
<td>0.000664</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>(16,0,0,0)</td>
<td>0.000341</td>
<td>0.145414</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>(0,0,16)</td>
<td>0.000341</td>
<td>0.000536</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>(0,0,0,0)</td>
<td>0.005113</td>
<td>0.155405</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>(3,0,0,0)</td>
<td>0.002453</td>
<td>0.153065</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>(6,0,0,0)</td>
<td>0.002453</td>
<td>0.153065</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>(0,0,6)</td>
<td>0.002453</td>
<td>0.003716</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>(5,0,0,0)</td>
<td>0.002101</td>
<td>0.151301</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>(0,0,5)</td>
<td>0.002101</td>
<td>0.001144</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>(7,0,0,0)</td>
<td>0.000784</td>
<td>0.152126</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>(0,0,7)</td>
<td>0.000784</td>
<td>0.000647</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>(10,0,0,0)</td>
<td>0.000533</td>
<td>0.151845</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>(0,0,10)</td>
<td>0.000533</td>
<td>0.003716</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>(13,0,0,0)</td>
<td>0.000407</td>
<td>0.151710</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>(0,0,13)</td>
<td>0.000407</td>
<td>0.000664</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>(15,0,0,0)</td>
<td>0.000341</td>
<td>0.151651</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>(0,0,15)</td>
<td>0.000341</td>
<td>0.000536</td>
</tr>
</tbody>
</table>
5. Parameter Estimation under Progressive Type - II Censored Order Statistics

5.1. Maximum Likelihood Method. Let $X_{1:n}, X_{2:n}, \ldots, X_{m:n}$ be a progressively Type-II censored sample from $\text{RKD}(\beta)$ with $(R_1, R_2, \ldots, R_m)$ being the progressive censoring scheme. The likelihood function based on the progressive censored sample is given by

\[
L(x | \beta) = A(n, m - 1) \prod_{i=1}^{m} f(x_i) [1 - F(x_i)]^{R_i},
\]

where $f(x)$ and $F(x)$ are given respectively by eqns. (1.1) and (1.2). Substituting eqns. (1.1) and (1.2) into eqn. (5.1), the likelihood function is

\[
L(x | \beta) = A(n, m - 1) \prod_{i=1}^{m} \left\{ \beta x_i^{\beta - 1} (1 - x_i)^{-\beta - 1} e^{-\left( \frac{x_i}{1-x_i} \right)^\beta} \right\} \quad \text{e}^{-\left( \frac{x_i}{1-x_i} \right)^\beta}^{R_i}.
\]

The log of likelihood function is

\[
\ln L(x | \beta) = C + m \ln \beta + (\beta - 1) \sum_{i=1}^{m} \ln (x_i) - (\beta + 1) \sum_{i=1}^{m} \ln (1 - x_i)
\]

where $C = \ln \{A(n, m - 1)\}$. Upon differentiating (5.3) with respect to $\beta$ and equating to zero, the resulting equation must be satisfied to obtain MLE of $\beta$. The equation is given by

\[
\frac{\partial \ln L(x | \beta)}{\partial \beta} = \frac{m}{\beta} + \sum_{i=1}^{m} \ln (x_i) \quad - \sum_{i=1}^{m} \ln (1 - x_i) - \sum_{i=1}^{m} (1 + R_i) \left( \frac{x_i}{1-x_i} \right)^\beta \ln \left( \frac{x_i}{1-x_i} \right) = 0.
\]

Using large sample approximation, the asymptotic distribution of the MLE is $[\sqrt{n}(\hat{\beta} - \beta)] \rightarrow N(0, \Gamma^{-1}(\beta))$, where $\Gamma^{-1}(\beta)$, is the inverse of the observed information matrix of the unknown parameter. The element of the observed information matrix is

\[
\frac{\partial^2 \ln L(x | \beta)}{\partial \beta^2} = -\frac{m}{\beta^2} - \sum_{i=1}^{m} (1 + R_i) \left( \frac{x_i}{1-x_i} \right)^\beta \ln^2 \left( \frac{x_i}{1-x_i} \right).
\]

The approximate 100(1 - $\tau$)% confidence intervals of the parameters $\beta$ is

\[
\hat{\beta} \pm z_{\tau/2} \sqrt{\text{var}(\hat{\beta})},
\]

where var($\hat{\beta}$) is obtained from $\Gamma^{-1}(\beta)$ and $z_{\tau/2}$ is the upper ($\tau/2$)th percentile of the standard normal distribution.

5.2. Bayesian Estimation. This section discusses the Bayes procedure to derive the point and interval estimates of the parameter $\beta$ based on progressively Type-II censored data. In our Bayesian analysis, we have assumed three types of loss functions. In this article, the proposed prior for the parameters $\beta$ is considered as

\[
g(\beta) \propto \beta^{a-1} e^{-b\beta}; \quad \beta, a, b > 0.
\]
The posterior distribution of $\beta$ is obtained after simplification as

\[
\pi(\beta|x) = \frac{1}{J_1} \beta^{m+a-1} e^{-\left[b+\sum_{i=1}^{m} (1+R_i) \left(\frac{x_i}{R_i}\right)^\beta\right]} \prod_{i=1}^{m} x_i^{\beta-1} (1-x_i)^{-\beta-1},
\]

where

\[
J_1 = \int_0^\infty \beta^{m+a-1} e^{-\left[b+\sum_{i=1}^{m} (1+R_i) \left(\frac{x_i}{R_i}\right)^\beta\right]} \prod_{i=1}^{m} x_i^{\beta-1} (1-x_i)^{-\beta-1} d\beta.
\]

We use three different loss functions to obtain the Bayes estimate of the unknown parameter $\beta$.

1. The first loss function is the symmetric squared error (SE) loss function. Using SE loss function, the Bayes estimate of the parameter $\beta$, denoted by $\hat{\beta}_{SE}$, is the posterior mean.

2. The second loss function is the asymmetric LINEX loss function proposed by Varian (1975). Under LINEX loss function, the Bayes estimate of the parameter $\beta$, denoted by $\hat{\beta}_{LINEX}$ is given by

\[
\hat{\beta}_{LINEX} = -\frac{1}{v} \ln E(e^{-v\beta}),
\]

where $v \neq 0$ is constant.

3. The third loss function is the asymmetric general entropy (GE) loss function. The Bayes estimate of the parameter $\beta$, denoted by $\hat{\beta}_{GE}$, is given by

\[
\hat{\beta}_{GE} = [E(\beta^{-c})]^{-1/c},
\]

where $c$ is the shape parameter of the loss function, provided that $E(\beta^{-c})$ exists.

From (5.8) and using the squared error loss function, the Bayes estimator of $\beta$ is given by

\[
\hat{\beta}_{SE} = \frac{1}{J_1} \int_0^\infty \beta^{m+a-1} e^{-\left[b+\sum_{i=1}^{m} (1+R_i) \left(\frac{x_i}{R_i}\right)^\beta\right]} \prod_{i=1}^{m} x_i^{\beta-1} (1-x_i)^{-\beta-1} d\beta.
\]

Similarly, from (5.8) and (5.10), the Bayes estimator of $\beta$ under LINEX loss function is given by

\[
\hat{\beta}_{LINEX} = -\frac{1}{v} \ln \left[ \frac{1}{J_1} \int_0^\infty \beta^{m+a-1} e^{-\left[b+\sum_{i=1}^{m} (1+R_i) \left(\frac{x_i}{R_i}\right)^\beta\right]} \prod_{i=1}^{m} x_i^{\beta-1} (1-x_i)^{-\beta-1} d\beta \right].
\]

Using (5.8) and (5.11), the Bayes estimator of $\beta$ under GE loss function is given by

\[
\hat{\beta}_{GE} = \left[ \frac{1}{J_1} \int_0^\infty \beta^{m+a-1} e^{-\left[b+\sum_{i=1}^{m} (1+R_i) \left(\frac{x_i}{R_i}\right)^\beta\right]} \prod_{i=1}^{m} x_i^{\beta-1} (1-x_i)^{-\beta-1} d\beta \right]^{-1/c}.
\]

The Bayesian method of interval estimation is more straightforward than the classical method of confidence intervals. Once the posterior distribution of $\beta$ has been obtained, a symmetric $100(1-\tau)\%$ two-sided Bayes probability interval (TBPI) of $\beta$, denoted by $[\hat{\beta}_L, \hat{\beta}_U]$, can be obtained by solving the following two equations (see [27], page 208-209).

\[
\int_0^{\hat{\beta}_L} \pi(\theta|x)d\beta = \frac{\tau}{2}, \quad \int_{\hat{\beta}_U}^\infty \pi(\theta|x)d\beta = \frac{\tau}{2}.
\]
for the limits $\beta_L$ and $\beta_U$. Now we compute the highest posterior density (HPD) credible intervals for $\beta$. Since $\pi(\beta|x)$ is unimodal, the corresponding $100(1-\gamma)$% HPD credible interval $[H^L_\beta, H^U_\beta]$ can be obtained from the simultaneous solution of the following equations

\[
P(H^L_\beta < \beta < H^U_\beta) = \int_{H^L_\beta}^{H^U_\beta} \pi(\beta|x)d\beta = 1 - \gamma,
\]

and

\[
\pi(H^L_\beta |x) = \pi(H^U_\beta |x).
\]

6. Simulation Study

In this section, a simulation study is conducted to study the behaviour of the ML and Bayes estimates under the different loss function by considering $(n, m) = (30, 5), (30, 10), (45, 5), (45, 15), (60, 10)$ and $(60, 20)$ and different values of the parameter $\beta$, where $\beta = 1.5, 3$ in all the cases. We have obtained the ML and Bayes estimates by using the following progressive censoring schemes

- Scheme 1: $R_1 = \cdots = R_m = \frac{n-m}{m}$.
- Scheme 2: $R_1 = \cdots = R_{m-1} = 1$ and $R_m = n - 2m + 1$.
- Scheme 3: $R_1 = \cdots = R_{m-1} = 0$ and $R_m = n - m$.

We use the algorithm introduced by [4] to generate progressively censored reduced Kies samples. We consider three types of priors to obtain the Bayes estimates, Prior 0: $a = b = c = d = 0$, which describes the case of non-informative prior. We use Prior 0 to obtain the Bayes estimates for the two values of the parameter $\beta$. Prior 1: $a = 3, b = 2$ to obtain the Bayes estimates for $\beta = 1.5$ and Prior 2: $a = 1.5, b = 0.5$ to obtain the Bayes estimates when $\beta = 3$. It is to be noted that, prior 1 and prior 2 describe the case of informative prior. In each setting, we obtain the MLEs and Bayes estimates under SE, LINEX ($\nu = 0.5$) and GE ($c = 0.5$) loss functions. The process is replicated 1000 times. The average values of the estimates, mean squared errors (MSEs), confidence/credible interval lengths and coverage probabilities are obtained and tabulated.

The average values of the estimates and the corresponding MSEs are displayed in Table 5 for $\beta = 1.5$ and in Table 7 for $\beta = 3$. The average confidence/credible interval lengths and the corresponding coverage probabilities are presented in Table 6 for $\beta = 1.5$ and in Table 8 for $\beta = 3$. From Tables 5-8, it is to be noted that the Bayes estimates under SE loss function under Prior 0 is quite close to the MLEs. In terms of MSEs and confidence/credible interval lengths, the Bayes estimates using the informative priors (i.e. Prior 1 and Prior 2) perform better than those based on the non-informative prior (Prior 0) and the MLEs for two parameter values of $\beta$. The Bayes estimates under LINEX loss function have the smallest MSEs for all cases when $\beta = 3$, and in some cases when $\beta = 1.5$. For fixed $n$, when the number of observed failure $m$ increases, the MSEs and the confidence/credible interval lengths decreases in all cases. Comparing the three censoring schemes, it is clear that the MSEs, confidence/credible interval lengths are smaller for Scheme 1 than Schemes 2 and 3.

7. Real Data Analysis

In this section we analyze a real data set given by [31] and also studied by [23]. The original data consists of 40 observations and it describes the strength of a kind of glass, which were measured by three-point flexural method. From the complete data set, we generate three progressively censored samples from $n = 40$ and $m = 10$ according to the
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Average values of dierent estimators and the corresponding
MSEs (in parentheses) for β = 1.5.
Table 5.

ML Estimate

(n, m) Scheme
(30,5)

1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3

(30,10)
(45,5)
(45,15)
(60,10)
(60,20)

1.565(0.134)
1.565(0.136)
1.559(0.147)
1.591(0.139)
1.586(0.137)
1.579(0.132)
1.539(0.091)
1.539(0.093)
1.539(0.106)
1.561(0.099)
1.557(0.100)
1.549(0.092)
1.555(0.071)
1.556(0.073)
1.557(0.081)
1.541(0.059)
1.539(0.061)
1.539(0.062)

Bayes Estimates (Prior 0)

Bayes Estimates (Prior 1)

SE

LINEX

GE

SE

LINEX

GE

1.561(0.132)
1.562(0.135)
1.567(0.149)
1.579(0.135)
1.579(0.135)
1.576(0.131)
1.545(0.093)
1.546(0.094)
1.552(0.108)
1.553(0.098)
1.553(0.099)
1.547(0.092)
1.552(0.071)
1.554(0.073)
1.560(0.082)
1.534(0.059)
1.536(0.061)
1.538(0.061)

1.529(0.119)
1.529(0.121)
1.531(0.133)
1.548(0.120)
1.548(0.121)
1.546(0.117)
1.524(0.086)
1.524(0.087)
1.526(0.099)
1.533(0.091)
1.532(0.092)
1.528(0.085)
1.539(0.068)
1.539(0.068)
1.543(0.076)
1.521(0.055)
1.522(0.059)
1.521(0.059)

1.502(0.119)
1.501(0.121)
1.500(0.133)
1.521(0.119)
1.520(0.119)
1.519(0.117)
1.503(0.086)
1.503(0.087)
1.504(0.099)
1.515(0.091)
1.514(0.092)
1.511(0.085)
1.528(0.068)
1.524(0.067)
1.527(0.075)
1.507(0.055)
1.509(0.059)
1.510(0.061)

1.543(0.093)
1.544(0.094)
1.545(0.099)
1.560(0.095)
1.559(0.095)
1.558(0.093)
1.535(0.072)
1.536(0.073)
1.538(0.081)
1.543(0.077)
1.544(0.078)
1.538(0.073)
1.546(0.059)
1.547(0.062)
1.552(0.067)
1.529(0.050)
1.531(0.053)
1.533(0.053)

1.517(0.085)
1.517(0.086)
1.515(0.091)
1.534(0.086)
1.534(0.086)
1.532(0.084)
1.515(0.068)
1.515(0.069)
1.516(0.075)
1.526(0.072)
1.525(0.073)
1.520(0.069)
1.532(0.057)
1.533(0.059)
1.535(0.063)
1.515(0.048)
1.517(0.049)
1.519(0.051)

1.507(0.085)
1.508(0.086)
1.512(0.091)
1.511(0.085)
1.509(0.086)
1.509(0.084)
1.503(0.068)
1.504(0.069)
1.504(0.075)
1.511(0.072)
1.508(0.072)
1.505(0.070)
1.521(0.058)
1.521(0.061)
1.522(0.067)
1.504(0.047)
1.505(0.051)
1.508(0.053)

Average condence interval/credible interval lengths and the
coverage percentages (in parentheses) for β = 1.5.
Table 6.

(n, m)

Scheme

(30,5)
(30,10)
(45,5)
(45,15)
(60,10)
(60,20)

1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3

Approximate

1.3212(93.70)
1.3362(93.60)
1.4082(93.30)
1.2860(93.00)
1.3016(93.00)
1.2846(93.40)
1.1211(94.40)
1.1291(94.40)
1.2092(94.50)
1.0509(92.70)
1.0660(92.50)
1.0496(92.90)
0.9263(93.50)
0.9377(93.30)
0.9912(93.20)
0.9069(94.20)
0.9211(93.90)
0.9083(93.20)

Symmetric Credible Interval

HPD Interval

Prior 0

Prior 1

Prior 0

Prior 1

1.3468(95.30)
1.3586(95.10)
1.4359(94.90)
1.3187(94.40)
1.3321(95.00)
1.3092(94.70)
1.0581(95.00)
1.0694(94.90)
1.1273(94.70)
0.8137(94.00)
1.0433(94.40)
1.0269(94.50)
0.8173(94.80)
0.9261(94.80)
1.0175(94.90)
0.8713(95.60)
0.8881(95.10)
0.8473(95.00)

1.2455(97.20)
1.2586(97.10)
1.3167(97.10)
1.2089(97.00)
1.2277(96.60)
1.2154(96.10)
1.0208(95.90)
1.0245(95.90)
1.0667(96.00)
0.9453(95.20)
0.9671(94.80)
0.9640(95.30)
0.8526(95.10)
0.8967(95.40)
0.9486(95.80)
0.8707(96.60)
0.8705(96.10)
0.8108(95.80)

1.3803(94.90)
1.3929(95.00)
1.4653(95.30)
1.3231(94.90)
1.3391(94.70)
1.3431(94.80)
1.0857(92.70)
1.1609(94.30)
1.2417(94.20)
1.0652(96.40)
1.0799(96.20)
1.0881(95.90)
0.9388(94.00)
0.9507(94.20)
1.0083(93.90)
0.9287(94.00)
0.9451(94.50)
0.9590(93.50)

1.2653(96.80)
1.2772(96.60)
1.3296(96.50)
1.1930(95.70)
1.2270(96.20)
1.2312(96.10)
1.0848(95.40)
1.0920(95.40)
1.1566(95.70)
1.0129(97.00)
1.0266(96.80)
1.0351(96.90)
0.9022(94.30)
0.9132(94.30)
0.9630(94.40)
0.8974(95.30)
0.9096(95.30)
0.9151(95.30)

three censoring schemes discussed in section (6). The generated progressively censored
samples are given in the following table
Scheme
1
2
3

Censored data
0.477, 0.502, 0.524, 0.525, 0.529, 0.538, 0.546, 0.555, 0.611, 0.624
0.477, 0.502, 0.524, 0.525, 0.529, 0.538, 0.539, 0.546, 0.575, 0.600
0.477, 0.502, 0.524, 0.525, 0.529, 0.538, 0.539, 0.546, 0.547, 0.549

The MLE and Bayes estimates and the corresponding condence/ credible intervals
are reported in Tables 9 and 10, respectively. The Bayes estimates under SE, LINEX
and GE loss functions are obtained based on a non-informative prior, because we have no
information about the unknown parameter β . Figure 1 display the posterior distribution


Table 7. Average values of different estimators and the corresponding MSEs (in parentheses) for $\beta = 3$.

<table>
<thead>
<tr>
<th>($n, m$)</th>
<th>Scheme</th>
<th>Approximate</th>
<th>Symmetric Credible Interval</th>
<th>HPD Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prior 0</td>
<td>Prior 2</td>
<td>Prior 0</td>
</tr>
<tr>
<td>(30, 1)</td>
<td>1</td>
<td>2.6396 (93.00)</td>
<td>3.1169 (95.50)</td>
<td>2.4761 (97.00)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.2731 (1.347)</td>
<td>1.3336 (1.3283)</td>
<td>1.3236 (1.3283)</td>
</tr>
<tr>
<td>(45, 1)</td>
<td>1</td>
<td>2.0910 (93.00)</td>
<td>2.5707 (95.50)</td>
<td>2.0044 (96.20)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.3477 (1.347)</td>
<td>1.7387 (1.7387)</td>
<td>1.6122 (1.6122)</td>
</tr>
<tr>
<td>(60, 1)</td>
<td>1</td>
<td>1.8626 (93.00)</td>
<td>2.2887 (95.50)</td>
<td>1.5707 (96.00)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.0843 (93.00)</td>
<td>1.2553 (94.50)</td>
<td>1.3480 (95.70)</td>
</tr>
<tr>
<td>(30, 3)</td>
<td>1</td>
<td>2.1106 (93.00)</td>
<td>2.4147 (95.30)</td>
<td>2.0071 (96.40)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.3477 (1.347)</td>
<td>1.7387 (1.7387)</td>
<td>1.6122 (1.6122)</td>
</tr>
<tr>
<td>(45, 3)</td>
<td>1</td>
<td>1.8626 (93.00)</td>
<td>2.2887 (95.50)</td>
<td>1.5707 (96.00)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.0843 (93.00)</td>
<td>1.2553 (94.50)</td>
<td>1.3480 (95.70)</td>
</tr>
<tr>
<td>(60, 3)</td>
<td>1</td>
<td>1.8626 (93.00)</td>
<td>2.2887 (95.50)</td>
<td>1.5707 (96.00)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.0843 (93.00)</td>
<td>1.2553 (94.50)</td>
<td>1.3480 (95.70)</td>
</tr>
</tbody>
</table>

Table 8. Average confidence interval / credible interval lengths and the coverage percentages (in parentheses) for $\beta = 3$.

<table>
<thead>
<tr>
<th>($n, m$)</th>
<th>Scheme</th>
<th>Approximate</th>
<th>Symmetric Credible Interval</th>
<th>HPD Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prior 0</td>
<td>Prior 2</td>
<td>Prior 0</td>
</tr>
<tr>
<td>(30, 5)</td>
<td>1</td>
<td>1.1403 (1.347)</td>
<td>1.2731 (1.2936)</td>
<td>1.3283 (1.3283)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.7621 (1.347)</td>
<td>0.9368 (1.2936)</td>
<td>0.8123 (1.3283)</td>
</tr>
<tr>
<td>(45, 5)</td>
<td>1</td>
<td>0.7621 (1.347)</td>
<td>0.9368 (1.2936)</td>
<td>0.8123 (1.3283)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.7621 (1.347)</td>
<td>0.9368 (1.2936)</td>
<td>0.8123 (1.3283)</td>
</tr>
<tr>
<td>(60, 5)</td>
<td>1</td>
<td>1.1403 (1.347)</td>
<td>1.2731 (1.2936)</td>
<td>1.3283 (1.3283)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.7621 (1.347)</td>
<td>0.9368 (1.2936)</td>
<td>0.8123 (1.3283)</td>
</tr>
</tbody>
</table>

of $\beta$ for different censoring schemes. From Table 10 and Figure 1, it is observed that the symmetric and HPD intervals are coincide because the posterior distribution of $\beta$ is approximately symmetric.

Table 9. MLE and Bayes Estimates and the corresponding interval / credible intervals (in parentheses) of $\beta$.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>MLE</th>
<th>Bayes (SE)</th>
<th>Bayes (LINEX)</th>
<th>Bayes (GE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete</td>
<td>1.3447</td>
<td>1.3336</td>
<td>1.3283</td>
<td>1.3227</td>
</tr>
<tr>
<td>1</td>
<td>1.1403</td>
<td>1.1117</td>
<td>1.0904</td>
<td>1.0613</td>
</tr>
<tr>
<td>2</td>
<td>0.7621</td>
<td>0.7617</td>
<td>0.7519</td>
<td>0.7514</td>
</tr>
<tr>
<td>3</td>
<td>1.2731</td>
<td>1.2501</td>
<td>1.2205</td>
<td>1.1748</td>
</tr>
</tbody>
</table>
Table 10. The approximate confidence/symmetric and HPD intervals of $\beta$.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>MLE</th>
<th>Symmetric Credible Interval</th>
<th>HPD Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete</td>
<td>(1.1055, 1.5839)</td>
<td>(1.0763, 1.5909)</td>
<td>(1.0756, 1.5901)</td>
</tr>
<tr>
<td>1</td>
<td>(0.5137, 1.7669)</td>
<td>(0.5968, 1.7097)</td>
<td>(0.5600, 1.6898)</td>
</tr>
<tr>
<td>2</td>
<td>(0.2714, 1.2528)</td>
<td>(0.3875, 1.1860)</td>
<td>(0.4073, 1.0785)</td>
</tr>
<tr>
<td>3</td>
<td>(0.6987, 1.8475)</td>
<td>(0.6439, 1.9976)</td>
<td>(0.6022, 1.9383)</td>
</tr>
</tbody>
</table>

Figure 1. Posterior distribution of $\beta$ for different censoring schemes of [31] data.

Figure 1 shows the effect of censoring schemes on the shape of the posterior distribution of $\beta$. It can be seen that the shape of posterior distribution of $\beta$ based on scheme 2 shows a shift towards the right more than that of complete sample and other censoring schemes. Also, it can be observed from Table 9 that the estimate of $\beta$ using scheme 2 is the lowest when compared with the complete sample and the other censoring schemes.


In this paper, we have provided explicit expressions and recurrence relations for single and product moments of progressively type-II censored samples of the reduced Kies distribution. We also characterized the distribution by means of recurrence relation. In addition, estimation of unknown parameter of the Reduced Kies distribution has been considered. We have compared the MLEs and different Bayes estimators with respect to the mean squared errors. We have also compared the asymptotic confidence intervals with the two-sided Bayes probability intervals and HPDI obtained from the posterior distribution functions. The simulation study shows that Bayes estimates perform better than the MLEs with regard to mean squared errors. The two-sided Bayes probability
intervals are also of shorter length with competitive coverage percentages of the true parameter than the confidence intervals. Using a real data set, we demonstrated that proposed Bayes estimators perform better than MLE.
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