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Abstract
Hyperspectral imaging is a new technology that aims to use the spectral information of each pixel in different
spectral bands to find, identify and classify objects in an image. The hyperspectral imaging system, which is
frequently used in the field of remote sensing, is becoming a new imaging model for medical applications and
non-invasive disease diagnosis. In this study, a hyperspectral microscope system capable of capturing images of
biological samples at different range of spectral wavelengths was developed. With this system, red blood cells in
the blood sample were analyzed at various wavelengths and image classification was performed to determine
the locations of red blood cells (erythrocytes). Subsequently, the detection of cytoplasm, cell edge, extracellular
fluid, and pale area in the cell center of each erythrocyte was successfully performed.
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1. INTRODUCTION
Blood analysis is one of the most commonly used diagnostic techniques in healthcare. Most microscope-based high-tech
systems frequently require blood smearing and evaluation by a pathologist for definitive designation of blood diseases [1].
Anemia, the blood hemoglobin value below the level determined by the World Health Organization [2], causes tissue hypoxia
by reducing the oxygen-carrying capacity of blood. The diagnosis of anemia made with the naked eye under a microscope
depends on the experience of the individual. For this reason, it is important to develop systems that will eliminate the human
factor in such diagnoses.

Three different types of cells are usually imaged in microscopic analyzes leukocytes, erythrocytes, and platelets. The
hemoglobin (Hb) concentrations of the blood smear as well as the leukocyte, platelet and erythrocyte counts are also examined
when anemia is diagnosed. Erythrocytes are cells that take oxygen from the lungs and transport them to tissues and organs
through the Hb protein for the body and organs. They do not contain mitochondria or nuclei when they mature. The cells are
about 7.5 µ m in diameter and have a thickness at the thickest point of 2.0 µ m and a minimum thickness of 1 µ m in the center.
Due to their bi-concave structures, the central part of the erythrocyte cell appears paler in the microscopic examination than in
the other areas. The ratio of the diameter of this region to the cell diameter is one of the methods used to determine the amount
of hemoglobin. Normally, this ratio is 1/3. As it decreases, the amount of tissue hypoxia increases. When the ratio is 1/2, it is
termed + hypochromia. If the ratios are 2/3 and 3/4, they are then called ++ hypochromia and +++ hypochromia, respectively.
As the diameter of the pale area is very close to the erythrocyte cell diameter, it is named ++++ hypochromia. The correct
determination of this ratio is critical for accurate diagnosis [3].

Several methods have previously been applied for blood cell segmentation, including the separation of blood cells into
leukocytes and erythrocytes. Sharif et al. [4] provided a method for automatic erythrocyte count. This method included Ycbcr
color transformation, masking, and morphological operations with a watershed algorithm. Chourasiya and Rani [5] proposed
an efficient and cost-effective computer-based imaging system that performs analysis to automate erythrocyte counting. This
technique employed a masking method to identify individual leukocytes and distinguish overlapping ones in the blood sample.
Wang et al. [6] visualized blood cells by a scanning electron microscope. Individual cells were extracted using a contour
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guiding method, and the variation of each pixel on a cell image was used to obtain the three-dimensional shape information.
Guan et al. [7] used a new method based on hyperspectral imaging for pathological leukocyte segmentation. This technique
was used to capture one-dimensional spectral and two-dimensional spatial information of leukocytes. The imaging system
consisted of a CCD camera to capture images in a light microscope, an acousto-optic tunable filter for wavelength selection, a
computer for analyzing images and spectral curves. By applying a spectral sorting algorithm, leukocytes were divided into four
groups at a wavelength range of 550 to 950 nm. Wu et al. [8] offered a gray level-based method that can only detect nuclei
to segment leukocytes. Another method proposed by Liao and Deng [9] was limited to multicolored leukocyte cells and, in
practice, gave good results in circular leukocyte cells. On the other hand, the two neural network-based methods presented by
Yi et al. [10] did not distinguish between the nucleus and the cytoplasm, as they performed well in detecting leukocytes [10].
Until now, there has been no study on the segmentation of erythrocyte cells via hyperspectral imaging.

In this study, to the best of the authors’ knowledge, a hyperspectral microscopic imaging system capable of capturing
images of blood smear at different spectral wavelengths was used for the first time to determine the location, cytoplasm, cell
edge, extracellular fluid and the pale area of erythrocytes. This study suggests that hyperspectral imaging can be used as a
useful tool to diagnose blood diseases such as anemia.

2. MATERIALS & METHOD

2.1 Hyperspectral imaging system

Hyperspectral imaging measures the intensity of light reflected or transmitted from illuminated materials in a wide range of
wavelengths from visible to infrared. The spectral signature of each pixel is obtained for finding, recognizing, and rating objects
in an image. Since each material has its own signature, it is possible to separate objects from each other [11, 12]. Hyperspectral
imaging is becoming a technology used in a wide range of geology, chemistry, medicine, agriculture, forestry, biomedical,
space-planet research, and military applications for defense and security purposes [13, 14].

In this study, blood smear samples were examined with an upright Olympus microscope at 100X magnification. A liquid
crystal tunable filter (LCTF) attached to a CMOS camera was integrated into the microscope to obtain hyperspectral images.
A halogen light source was used for illumination. The block diagram of the system components as well as the microscope
system are shown in Figure 1. The LCTF was used to set the wavelength between 420 and 730 nm, and the camera was used to
capture gray scale images at the desired wavelength. The camera’s exposure (the amount of light reaching the sensor) and gain
values (the amplification of the sensor signal) were adjusted to optimize the intensity level of the images for different ranges of
wavelength. Increasing the exposure time allows the sensor to collect more light.
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Figure 1. Block diagram of the components for hyperspectral microscope system.

2.2 Acquisition

In the range of 500-690 nm with 10 nm increments, 20 different images of the sample were captured (Figure 2). During the
acquisition, gain was kept constant (1/10 dB) and four exposure values were determined between 500 and 690 nm. As listed in
Table 1, the exposure value was set to 0.325 s for the wavelength range of 500-530 nm, 0.167 s for 540-570 nm, 0.125 s for
580-600 nm, and 0.100 s for 610-690 nm. Since the halogen source produces a more intense light in the infrared portion of the
spectrum, the exposure value decreases with increasing wavelength.

Figure 2. Hyperspectral images of the blood sample captured between 500 and 690 nm with an increment of 10 nm.
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Table 1. Exposure values of the camera for different wavelength ranges.
Wavelength (nm) Exposure (s)
500 – 530 0,325
540 – 570 0,167
580 – 600 0,125
610 – 690 0,100

2.3 Preprocessing

Background subtraction was applied to the raw images to compensate for uneven illumination and image artifacts due to optical
components in the system. A gray-scale image of the cover-glass blood smear captured at 600 nm is shown in Figure 3(a).
A background image taken on an empty cover-glass at the same wavelength is delineated in Figure 3(b). The images were
passed through a Gaussian filter with a 7x7 scan window to reduce noise. The image was normalized by the background after
being extracted from the background image. The background-removed blood image is represented in Figure 3(c). A similar
procedure was applied to all images captured between 500 and 690 nm.

Figure 3. (a) Raw image of the cover-glass blood smear at 600 nm, (b) background image of an empty cover-glass, (c)
background subtracted image of the blood smear

2.4 Classification

23 different regions of interest in the vicinity of individual erythrocyte cells were selected in blood smear images for classification
(Figure 4(a)). Four regions, the central region of erythrocytes (Region-1), cytoplasm (Region-2), cell margins (Region-3), and
extracellular fluid (Region-4) were identified for each cell (Figure 4(b)). Figure 5 delineates how the spectral intensity changes
between 500 and 660 nm for these four regions of a single cell. The extracellular region transmits more light than the other
regions below 610 nm while the pale region absorbs less light than the extracellular area above this wavelength. The cell edge
has a similar absorbance throughout the wavelength range and the cytoplasm has a transmittance peak at about 570 nm. Images
captured above 660 nm were not used in the classification due to defocusing caused by chromatic aberration and insufficient
light. 23 individual erythrocyte cells in blood smear images were selected for classification in these wavelengths.
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Figure 4. (a) An individual erythrocyte cell selected for analysis (b) identification of the regions- 1) pale area 2) cytoplasm, 3)
cell edge, and 4) extracellular fluid.

Figure 5. For the regions (Region 1, 2, 3 and 4) shown in Figure 4(b), spectral intensity as a function of wavelength.

Support Vector Machines (SVM), a set of supervised machine learning methods, was employed to determine the optimal level
of separation between the regions [15, 16]. 10 of the 23 erythrocyte cells were used as training data and the remaining 13 were
utilized as test data. For a total of 17 wavelengths separated by 10 nm, the intensity ranges were determined by considering the
pixel values and standard deviations of the four regions within each cell. These ranges were trained in the SVM classifier. The
classification was performed pixel by pixel for the region of interest. After the training, the classifier in the selected wavelength
predicts which class (region 1, 2, 3, 4) each pixel in the region belongs to. Increasing the number of training and test samples is
expected to increase the performance of classification models.

3. RESULTS

Figure 6 shows the result of classifying one of the 13 cells selected for testing. The colors assigned to Region-1 (pale area),
Region-2 (cytoplasm), Region-3 (cell edge), and Region-4 (extracellular fluid) are black, dark blue, pink, and white, respectively.
Not a single wavelength was sufficient to detect all regions at the same time, so the classification of multiple wavelengths was
necessary. While the wavelength between 520 and 540 nm is more suitable for detecting the pale area, the range of 550 to 630
nm is better for identifying the extracellular fluid region.
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Figure 6. Classification of a cell in a region of interest based on the values Region-1) pale area 2) cytoplasm, 3) cell edge, and
4) extracellular fluid.

The performance of the test with 13 cells was measured by sensitivity and specificity. Test sensitivity is the ability of a
test to identify the regions accurately with the assigned region number (true positive rate), whereas the test specificity is the
ability of the test to correctly identify those without the appointed number (true negative rate) At the range from 520 to 540
nm, the central region 1 and the region 2 with cytoplasm were detected with 49.7 % and 33.4 % sensitivity, and 56.8 % and
36.3 % specificity, respectively. The region of cell margin had a sensitivity of 90.3 % and specificity of 98.1 % in the range of
550-590 nm. The fourth segment, extracellular fluid fraction, was predicted between wavelengths of 550 and 630 nm with 96.3
% sensitivity and 96.6 % specificity. The accuracies of classification were 53.8 %, 38.4 %, 92.3 %, and 92.3 % for Region-1, 2,
3, and 4, respectively.

4. DISCUSSION AND CONCLUSION
In this study, we proposed a hyperspectral microscopic imaging system capable of capturing images of blood smear over wide
range of spectral wavelengths. A classifier method trained with intensity images of different wavelengths was used to identify
the cytoplasm, the border and the pale area of erythrocyte cells as well as the region of extracellular fluid.

The analysis of erythrocyte cells is important in the diagnosis of anemia, where the level of hypochromia is generally
determined by the diameter of the pale area and that of the cells. This method is usually performed by a pathologist, so it is
prone to human error. Accurate determination of the level affects the treatment to follow [17]. In this study, we proposed a
hyperspectral analysis method that could be used to automate this diagnostic process. In this technique, the border defining
the cell pixels was detected with high accuracy. We showed that imaging at wavelengths between 520 and 540 nm is best for
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distinguishing the number of pixels in the pale area and the pixels belonging to the erythrocyte cell. Training the classifier with
more cells will increase the accuracy of the detection of the pale region. Accuracy can also be increased by using a fixed, high
transmission band-pass filter in this wavelength range, rather than a tunable filter with a relatively low transmittance.

In clinical applications, the hyperspectral microscopic imaging method can be used to determine the level of hypochrome
after the peripheral smear of blood samples from patients. In this way, errors due to the human factor could be eliminated in
diameter measurement.

Extracellular fluid contains ions such as sodium, chlorine, and potassium. These ions provide acid-base balance by
intracellular osmotic pressure. Hypernatremia and hyponatremia are related to the amount of sodium ion. Sodium has an
emission at about 589 nm [18]. The hyperspectral system, which can detect the extracellular fluid region with accuracy above
90 % at 550-630 nm, could also be used to obtain the spectral intensity as a function of the amount of sodium present in this
fraction of the cell.
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Abstract
The valve pressure settings of the programmable shunt valves may be changed undesirably in the high magnetic
field environments, and in many cases, these changes are not noticeable. Recent studies have shown that
this effect increases in parallel with the increasing diversity of permanent magnet containing devices used in
daily life. In this study, the effects of the non-ionizing magnetic field produced by devices such as smartphones
and headphones on the programmable cerebral shunts were investigated. One of the programmable valves,
frequently preferred in the treatment of hydrocephalus, was used in this study. First, the minimum magnetic
flux densities that could affect these valves when exposed to an external magnetic field have been determined.
Then, the effect of the magnetic flux densities produced by two different earphones and a mobile phone on this
valve was investigated. It has been observed that such external magnetic fields can cause undesirable pressure
changes on the valves at close distances, and these results suggest that patients should be aware of this effect.
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1. INTRODUCTION

Hydrocephalus develops as a result of cerebrospinal fluid (CSF) accumulation in ventricles due to the imbalance between the
production and absorption of CSF [1]. Since it is not possible to restore the circulation of CSF in the most of the patients, the
transfer of fluid from the brain to another body cavity is provided by the systems called shunts. Various shunt types are used
in neurosurgical applications. The most preferred of these are the conventional constant pressure shunts and programmable
shunts. The pressure settings of the programmable shunt valves can be performed without any surgical or interventional
procedure considering the clinical and radiological findings of the patient. The pressure settings of these valves, which are
regulated by the magnetic field principle, may vary undesirably and are not mostly noticeable in the high magnetic field
environments [2–6, 6–11].

Many studies in the literature show that unwanted opening pressure changes in the programmable valves occur most
frequently during MR imaging [12, 13]. However, in parallel with the increase in the diversity of devices used in our daily lives,
it has been reported that different devices, besides MR imaging, performed this effect in the studies especially in the recent
years.

In this study, the effects of the non-ionizing constant magnetic field, produced by devices such as smartphones and
headphones, on the programmable cerebral shunts were investigated. According to the measurements of the magnetic flux
density, it is seen that the magnetic fields of the shunt valves of these devices are at the levels that can change the pressure
settings. For that reason, patients and their relatives should bear in mind that the devices that produce high magnetic fields on
the shunt surface may cause undesirable pressure changes in the shunts.
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2. MATERIALS & METHOD

One of the frequently used programmable valves in neurosurgery was selected for the study. The valve can be adjusted to 8
different performance levels, and it is possible to optically measure the performance properties of the valve opening press
without requiring a radiological evaluation by means of the transparent layer on the magnets and revolving structure in the
shunt. The valve was adjusted to 8 different performance levels to obtain shunt mechanism images by using the zoom-lens
camera system (Figure 1). As delineated in the Figure-1, the angles between the tantalum ball-bearing magnet and the fixed
reference point are measured according to 8 different performance levels.

Figure 1. (a) Images taken using the zoom lens at different performance levels of the valve (b) Zoom-lens camera device

After calculating the angles in the images without the effect of any magnetic field, the valve was exposed to 30 Gauss (G) and
90 G magnetic fields using permanent magnets and the change in the angles at different performance levels were determined.
In this study, magnetic field measurements were carried out with a Hall Effect sensor (Honeywell SS49E) to observe the effect
of magnetic field created by devices with permanent magnets such as headphones and mobile phones. A scanning system
consisting of three-dimensional micro-sensitive translation stages (Psaron HTI) were employed for these measurements. The
sensor was mounted on the scanning system and the motion and the sensor are synchronized to measure the magnetic field
around the object to be scanned.
The three-dimensional scanning, with the sensor layer mounted on the micro-sensitive stages as indicated in Figure-2, was first
performed for the headphone from 1 mm to 7 mm from the surface with 1 mm steps. Similarly, the phone surface is scanned by
a movement from 1 mm to 8 mm with 0.5 mm steps. The magnetic flux density measurements were performed by scanning
laterally (x-y plane) the selected regions of iPhone 6 Plus, placed under the sensor at different heights (z-axis). A smartphone
(iPhone 6 Plus) and 2 different headphones (Apple EarPods and Philips SHE1350) have been tested for this study.
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Figure 2. The three-dimensional measurement system with micro-sensitive translational stages

3. FINDINGS
Figure-3 shows the angles calculated with respect to the valve reference point at 8 different performance levels.

Figure 3. The angles calculated from the camera images according to the valve pressure level

The linear relationship between the angle and the pressure obtained by analyzing the camera images was found as,

θ = 1,3314P+106,22 (1)

, where θ is the angle between the magnet and the reference point; and P is the valve opening pressure. Later, the valve
was exposed to 30G and 90G magnetic fields at the 4th performance level (110 mmH2O) and the 5th performance level (145
mmH2O) to examine the effect of the permanent magnet on the valve. Immediately after the valve was exposed to the magnetic
field, the images were captured by the camera and the change of the magnet angle with respect to the reference point was
recorded. The angles measured at the fourth performance level of the valve and at 0 G, 30 G and 90 G magnetic fields are shown
in Figure-4. Figure-5 describes how the angle for the fifth performance level changes over 30 G and 90 G magnetic fields.
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Figure 4. (110mmH2O) a) 0G b) 30G c) 90 G the magnetic field effects at the fourth performance level

Figure 5. (145mmH2O) a) 0G b) 30G c) 90 G the magnetic field effects at the fifth performance level

Comparisons were made with a low level of the tested performance level to determine whether the angle changes would
change the valve performance level. ’3rd Level Opening Pressure’ and ’4th Level Opening Pressure’ are shown together in
Figure-6. The graph contains ∓ tolerances according to the tolerance percentages obtained from the valve datasheet. The angle
alterations that occurred when the valve exposed to the 30G and 90G magnetic field are converted to pressure information
according to the linear curve function (equation (1)) and added on the same graph. Although the opening pressure value has
decreased, it has not reached the performance level of the previous level as it is seen in Figure-6.

Figure 6. Comparison of the opening pressures of the third and fourth performance levels

’4th Level Opening Pressure’ and ’5th Level Opening Pressure’ are shown together in Figure-7. The graph contains ∓
tolerances according to the tolerance percentages obtained from the valve datasheet. The angle variations that occurred when
the valve exposed to the 30G and 90G magnetic field are converted to pressure information according to the linear curve
function (equation (1)) and added on the same graph. Although the angle level has decreased, it has not reached the distance of
4th performance level when the 30G magnetic field is applied at the 5th performance level as it is seen in Figure-7. However,
when the 90G magnetic field is applied, the 4th performance level appears within the ∓ tolerance distance.
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Figure 7. Comparison of the opening pressures of the fourth and fifth performance levels

*The 5th level -deviation is not seen because of the -deviation of the 5th level and 4th level pressure overlap at the 110
mmH2O level

3.1 Magnetic flux density measurement of the headphones

The magnetic flux densities on the surface of the Apple EarPods headphone are depicted in Figure-8. As represented, the
magnetic flux density reaches to a maximum of 169 G in the center of the headphone.

Figure 8. The magnetic flux density on the inner surface of the Apple headphone

The magnetic flux densities on the Philips SHE1350 headphone surface are delineated in Figure-9. As shown, the magnetic
flux density reaches up to 231,4 G in the center of the headphone.
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Table 1. Maximum magnetic flux densities (M.F.D.) as a function of distance from the headphone surfaces
Max

M.F.D.
(G)

(0mm) (1mm) (2mm) (3mm) (4mm) (5mm) (6mm) (7mm)
Apple Headphone 169,30 120,33 68,06 45,20 35,40 28,80 19,06 15,80
Philips Headphone 231,40 166,06 94,20 58,26 45,20 35,40 22,30 19,66

Figure 9. Magnetic flux density on the inner surface of the Philips headphone

In order to observe how the magnetic flux density changes when moving away from the headphones, the measurements
were carried out by moving the sensor from the surface with 1 mm steps. The maximum flux densities measured for the two
headphones as a function of the distance from the surface are listed in Table-1.

3.2 iPhone 6 Plus smartphone magnetic flux density measurement

The colormaps generated by magnetic flux densities measured laterally in increments of 0.5 mm from the surface on the reverse
side of the loudspeaker part of the mobile phone are shown in Figure-10. The maximum flux density reaches up to 140 G at the
nearest distance (1 mm) to the phone surface. Measured at 8 mm distance, this value decreases to 17 G. The maximum flux
density is due to the phone’s built-in speaker with a permanent magnet. In addition, a zoom lens containing another permanent
magnet on the camera side of the mobile phone also causes high magnetic flux density.
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Table 2. Maximum magnetic flux densities as a function of distance away from four different regions of the mobile phone
Distance

from the surfaces of the regions (mm)
1 2 3 4 5 6 7 8

Maximum
Magnetic Flux Densities (G)

Loudspeaker
Part
Front
Side

218,33 162,80 126,86 90,93 68,06 55,00 45,20 41,93

Loudspeaker
Part Reverse Side 141,00 108,33 78,93 59,33 49,53 39,73 36,46 33,20

Camera Part
Reverse
Side

114,86 82,20 59,33 65,86 39,73 39,73 39,73 36,46

Camera
Part Front Side 58,26 41,93 35,40 25,60 22,33 15,80 15,80 12,53

Figure 10. The magnetic maps of iPhone 6 Plus loudspeaker part at different distances on the reverse side

Scanning measurements have also been performed at the front side of the loudspeaker part, the reverse side of the camera
part and the front side of the camera part. After generating the magnetic colormaps for all regions, it has also been investigated
how the maximum magnetic flux density changes as a function of the distance from the surfaces of the regions. Table-2 shows
the maximum magnetic flux densities obtained at different distances (from 1 mm to 8 mm) for four regions of the phone. The
magnetic field is more than 90 G at 4 mm from the loudspeaker at the front of the mobile phone and over 40 G at 8 mm distance.

4. DISCUSSION
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Table 3. Reported magnetic flux densities affecting different types of shunt valves [14]
Valve Magnetic Flux Density (G)
Hakim 175
Sophy 400
Strata 60

4.1 The effect of magnetic field on the programmable shunt valves
The positional changes to the performance level of the magnets in the shunt valves were investigated in order to examine the
effects of environmental magnetic fields on the programmable shunt valves. The angles corresponding to the performance levels
were determined by calculating the angles of the magnet positions with respect to a reference point, and a linear relationship
between the angle and the valve opening pressure was obtained. Thus, the position change caused by the effect of the magnetic
flux density was expressed in terms of opening pressure change. The valve was exposed to 30 G and 90 G magnetic field at
the 4th and 5th performance levels for the determination of these pressure changes. It was observed that as the magnetic field
increases at the fourth performance level, the position of the valve magnet approaches to the third performance level. For this
reason, the changes in the valve opening pressure were shown on a graph with the effect of the magnetic field applied to the 4th
performance levels. As delineated in Figure-5, the opening pressures on the influence of the magnetic fields applied at the 4th
performance level did not exceed the upper and lower limits of the 4th performance level and approached to the upper limit of
the 3rd performance level but did not reach the tolerance range of this level. As the magnetic field was increased at the 5th
performance level, it appeared that the valve magnet position approaches to the 4th performance level. For this reason, the
valve opening pressure changes with the magnetic field effect applied at the 5th performance level were shown in Figure-6.
Although the angle of the magnet under the 90 G magnetic field at 5th performance level did not exceed the lower limit of
5th performance level, it exceeded the upper limit of 4th performance level. In this case, it may be considered that the field
of magnitude 90 G and above can lower the valve setting at the 5th performance level into the 4th performance level. This
may cause that the valve set its opening pressure is set at 110mmH2O instead of 145 mmH2O, resulting in less BOS drainage.
However, it is not possible to say that the performance level setting of this valve has been completely modified since the 5th
performance level did not exceed the tolerance range.

4.2 The effect of headphones on the shunt valves
The headphones are closer to the shunt valve than the mobile phone because they are inserted into the inner ear. The maximum
magnetic flux density measured for Apple and Philips headphones were 169.3 G and 231.4 G, respectively. Such magnetic flux
densities produced by headphones are too high, and cannot be underestimated. Considering the effect of the relatively low
magnetic field (90 G) on the opening pressure, the magnetic field, which is almost twice the magnitude, may cause serious
changes in the opening pressure levels of the valves. For this reason, programmable shunt patients should be aware of the use
of high-field-producing headphones.

4.3 The effect of iPhone smartphone on the shunt valves
Smartphones have four specific regions that create the high magnetic flux density: the camera, headphone, microphone, and
the powerful speaker of the phone. The maximum magnetic flux density of 218 G was observed in the speaker region. The
magnetic field generated by the mobile phone does not make a difference in the pressure setting as long as the phone is not in
the close proximity of the shunt valve. However, the magnetic flux density at very close distances (2 mm and less) from the
phone surface may still be above 90 G and may change the pressure setting.

Nomura et al. [14] analyzed the effect of mobile phones on 3 different valves which are not protected by 3T magnetic field.
They have reported that the density at which the Strata valve was affected was 60 G, the Hakim valve was 175 G, and the Sophy
valve was 400 G (Table-3). Strata is the most preferred valve brand in the world by physicians. The distance between the
valve and the mobile phones should be particularly important for these valves, since the magnetic flux density of 60 G can be
observed at a distance of 4-5 mm from the iPhone surface. In addition, as technology improves, parts such as zoom lenses and
stronger permanent magnet speakers are used to get better sound and better quality images on smartphones. For this reason, it
is expected that future devices will produce higher magnetic flux densities.

5. CONCLUSION
In this study, the effects of magnetic fields generated by devices such as headphones and mobile phones, which became part of
everyday life, on programmable shunt valves were investigated. The experiments were performed on transparent shunts which
allow optical inspection of valve settings in visible spectrum. However, comparable effects are also expected in opaque shunts
as the pressure adjustment mechanism of almost all shunt types on the market is similar. As the results suggested, magnetic
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fields produced by mobile phones and headphones may cause changes in pressure levels although some valve manufacturers
claim that the valve opening pressure will not change even at 3 Tesla MR imaging.

Due to the cost of a new generation of 3T MR compatible shunt valves, earlier types of shunt valves (more susceptible to
magnetic fields) are used in many countries, including Turkey. Therefore, it should be kept in mind that some devices have
reversible effects without creating any radiological evidence on the programmable shunts, and any surgeon implanting these
valves and any patient carrying them should be aware of the possible effects. Patients with severe hydrocephalus can replace
devices that produce critical magnetic fields with devices that emit fewer magnetic fields to reduce such potential hazards. Also,
if patients use non-implanted side of their heads to respond to phone calls, the magnetic field in the shunt valve will fall to an
ineffective level as the distance between the shunt valve and the phone increases.
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Abstract
The present study evaluates the bioremediation potential of indigenous bacterial species isolated from dye-
contaminated soil samples from small dyeing outlet located in Ilorin. The water pollution index was estimated
based on the physicochemical characteristics and heavy metal concentrations of the raw (Day 0) and treated
textile wastewater such as pH, biochemical oxygen demand-5, chemical oxygen demand, total suspended solids
and total dissolved solid with mean values of 8.85±0.45 mg/L, 1200±21.3 mg/L, 2440±31.3 mg/L, 1660±17.2
mg/L and 2650±28.1 mg/L respectively, similarly, Lead was the most abundant heavy metal detected in the
sample while Cadmium concentration was the lowest with the mean values of 3.52±0.00 mg/L and 2.18±0.00
mg/L respectively. The bacterial strain with highest dye decolorization capacity was screened and identified as
Bacillus licheniformis ZUL012.The isolate was consequently used for the bioremediation of the wastewater over
a period of 10 days. The results showed an incredible reduction in the physiochemical characteristics and heavy
metal concentrations of the textile wastewater in the following ranges (8.85-6.55), (1200-300) mg/L, (2440-518)
mg/L, (1660-666) mg/L and (2650-920) mg/L with the highest removal efficiency of 75 %, 78 %, 60 %, 65 %,
recorded for biochemical oxygen demand, chemical oxygen demand, total suspended solid, total dissolved solid,
respectively while that of heavy metals such as lead, cadmium, chromium and nickel were 80 %, 60 %, 67 %, 72
% reduction, respectively. Laccase and Azoreductase activities tend to decrease as the pH gradually moved
towards acidic condition during the bioremediation process. Toxicity of the treated effluent was assessed using
Maize and Bean seed germination test. Conclusively, these research findings can serve as a framework for the
outlet design of wastewater treatment plant for local textile outlets.
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1. INTRODUCTION
Textile industries consume several million tons of synthetic dyes (around 56%) of world total annual production (Adegoke
and Bello, 2015; Markandeya et al., 2017). A large volume of water is needed during the operations in the textile industry
thereby, generating a tremendous amount of wastewater containing a significant amount of unfixed dyes (Markadeya et al.,
2017). Apparently, the indiscriminate discharge of such toxic wastewaters in and around the residential and industrial areas
constitute major environmental and health hazard. Several illnesses, tumors, cancers, and various allergies have been linked
to the Azo dyes content in textile wastewaters that are found to be toxic, mutagenic and recalcitrance in nature (Shah, 2018;
Yaseen and Scholz, 2018) The complex aromatic structure of these dyes makes it recalcitrant to degradation and conventional
treatment methods are found to be ineffective (Adegoke and Bello, 2015). The available strategies for the dyes containing
wastewater treatment have been the physicochemical methods (Das et al., 2016; Shah, 2018). However, application of each of
these strategies has been characterized with numerous shortcomings including large usage of chemical or sludge deposition
with apparent disposal issues; expensive operating and plant requirement, ineffective in color reduction especially Azo dyes
(Fayidh et al., 2011). Bioremediation is the application of microorganisms in the waste management system, which exploits
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microorganisms for the removal and recycling of pollutants in the environment (Endeshaw et al., 2017). Microorganisms with
diverse catabolic versatility utilize organic pollutants as their energy source and break down those pollutants into non-toxic
intermediate compounds. Bioremediation strategy is receiving more attention due to its cost- effectiveness, and diverse
metabolic versatility of microorganisms involved (Pandey et al., 2007). The survival and adaptability of organisms in dye
contaminated sites make them incredibly tolerant to the toxic effect of high dye concentrations; therefore can be used effectively
for the bioremediation of colored effluent released from various fabric processing units (Ogugbue et al., 2012). Application
of this approach on an industrial scale becomes difficult due to the complexity of dye constituents of textile wastewater.
However, a continued search for the new organisms and technologies are required to make this process of bioremediation more
industrially viable, cheap and ecofriendly remediation technology. Consequently, the present study was carried to investigate
the bioremediation potential of indigenous bacteria towards bioremediation of local textile wastewater obtained from the local
outlet. This study was undertaken in the Department of Microbiology, Kwara State University, Malete, Nigeria in 2017-2018.

2. Materials & Methods
Sample collection
The Local textile wastewater and soil contaminated with dye effluents were collected from small dyeing outlet situated
within Ilorin metropolis, Kwara State, Nigeria in sterile screw-capped plastic containers, then transported to the Microbiology
Laboratory, Malete for the experiment.

Characterization of local textile wastewaters
The Pollution load assessment of the local textile wastewater was investigated using physicochemical parameters and heavy
metal concentrations namely Chemical Oxygen Demand (COD) Biological Oxygen Demand, Total Suspended Solid, Total
Dissolved Solid and pH. Also, heavy metal concentrations such as Lead, Cadmium, Chromium, and Nickel were determined
following standard methods (APHA, 1999). These parameters served as a measure of the pollution index, performance
criteria and efficiency of the bioremediation process. The heavy metal pollution levels were analyzed using atomic adsorption
spectrophotometer (AAS -model-GBC-932 plus Chem Tech–USA)

Enrichment techniques and isolation of potential dye degrading bacteria
Textile wastewater sample was enriched using a modified method of Olukanni et al, (2013). Aliquot of 5 mL soil suspension
obtained from 10 g of dye polluted soil samples suspended in 100 ml of sterile distilled water was added to the nutrient broth
containing 10% of the sterilized textile effluents in 250 ml Erlemeyer flasks, then kept at 30 0C for 48 hours in an orbital
shaker at 150 rpm. One milliliter of the enriched bacterial culture was picked and serially diluted and inoculated on the nutrient
agar plates. After 48 hr of incubation, the morphologically distinct bacterial colonies further purified by repeated streaking on
nutrient agar plates. The bacterial colony with high growth rate and decolorization potential was selected and identified based
on the Gram reaction and biochemical test, then stored below 10◦C on nutrient agar slopes for molecular Identification

16SrDNA sequences processing
Genomic DNA of the isolate was extracted following standard method. PCR amplification was carried out as follows: A
pair of universal primer of 27F (5-AGAGTTTGATCCTGGCTCAG-3) and 1492R (5- GGTTACCTTGTTACGACTT-3) was
added to 2.5µl PCR buffer containing 2µl dNTP mix, 0.2µl Taq DNA polymerase,5µl3 of DNA template and 12.8µl sterile
distilled water made up 25µL reaction volumes. The thermo-cycler PCR conditions were as follows: denaturation (92◦C/1
min), annealing (54◦C/ 1 min) and extension (72◦C / 1 min) in 30 cycles (Miller et al., 2013). PCR product was loaded into
well and electrophoresed on agarose gel at 120V for 45 minutes using a maxi gel system. The band on the gels was visualized
by ultraviolet trans-illumination (Uvitec, Cambridge, UK), then sequenced. The 16S rRNA sequences of the isolate and similar
sequences downloaded from NCBI database using the BLAST search program were aligned using the multiple sequence
alignment and dendrogram was generated using MEGA 6.0.

Bioremediation process
The dye degrading cell was grown in nutrient broth and incubated for 8 hours to attain exponential growth phase at the optical
density (OD600 nm=1.0 which correspond to 109 cfu/ml were used as inoculums. Fifty milliliters of the textile wastewater was
added to the 150 ml of nutrient broth in a 250 ml Elmeyer flask and sterilized in an autoclave at 121◦C for 15 minutes. It was
allowed to cool, then inoculated with 20 ml of the inoculums, incubated at 30◦C on a rotary shaker at 120 rpm for 10 days.
Six different setups were made. Physicochemical parameters, enzymatic activities, Extracellular proteins, and Total viable
counts were determined at 48-hour intervals from the experimental flasks over a period of 10 days to monitor the progress of
the treatment. Fourier transformed infrared spectroscopy (FTIR); Gas chromatography-mass spectrometry (GC-MS) was used
for the confirmation of the biodegradation process
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Fourier transformed infrared spectroscopy (FTIR) analysis
The experimental setup of both the control and treated samples were investigated to assess the functional groups in both samples.
The samples were centrifuged at 4000rpm for 20 min. The residual dyes in the wastewater were extracted with Ethyl acetate,
One µl of sample was run in FTIR using KBr pellets, JASCO FT/IR 4100 generated an infrared spectral at 400-4000/cm
scanning range.

Gas chromatography-mass spectroscopy
The number and the chemical constituents of both treated and control local textile wastewater were determined using the Gas
chromatography-mass spectroscopy (GC-MS). A 10-day treated wastewater and control samples were centrifuged at 8,944 × g
for 10 min and then extracted with ethyl acetate in a separating funnel, dried in a rotary evaporator and re-dissolved in high
analytical grade methanol for GC-MS analyses.

Enzymatic assay and growth patterns
Enzyme Assay was carried out to determine the expression of Laccase and Azoreductase activities in the experimental flasks
during the bioremediation process. The spectrophotometric method of Collins and Dobson (1997) was adopted for the
determination of laccase activities while; Azoreductase activity was determined using the method of Leelakriangsak and Borisut,
(2012). Bradford’s method was used for the estimation of protein Content as described by Singh and Abraham (2013). Total
Viable counts were estimated carrying out serial dilution method and pour plate method (Fawole and Oso, 2001).

Seed germination assay
The toxicity of both treated and control samples was investigated using seed germination test, this test measured the impact
of the textile wastewater on the crops as well as to assert the possible reuse of the treated wastewater for the irrigation of
agricultural fields after bioremediation. The experiment was carried out in Petri dishes whose top and bottom was padded with
a layer of tissue paper as follows; Each of the padded Petri dishes contained 20 seeds each of maize and beans separately which
were soaked with 25 ml of treated and distilled water used as the control. The set-up was incubated for 7 days for germination
to occur. The percentage of seed germination was calculated using Eq. 1.

Germination(%) =
Numbero f seedsgerminated ×100

Totalnumbero f seeds
(1)

Data entry and analysis
The means values of the physicochemical parameters and heavy metal concentration of the textile wastewater samples were
shown in Tables. The mean values of the data obtained during growth patterns and enzymatic activities were analyzed using
One-way ANOVA, where there were differences between the means, post hoc test was carried out using Duncan multiple range
tests to rank the mean values. Level of significance was set at p ≤ 0.05.

Table 1. Bioremediation of textile wastewater by Bacillus licheniformis ZUL012

Parameter Period of degradation (Days) Efficiency
0? 2 4 6 8 10 (%)

pH 8.85±0.45 7.80±0.10 8.00±0.00 7.20±0.45 6.85±0.00 6.55±0.34 NA
BOD5 (mg/L) 1200.0±21.3 950.0±6.7 820.0±8.8 768.0±5.3 552.0±5.9 300.00±15.6 75
COD (mg/L) 2440.0±31.3 1450.0±11.0 1260.0±16.1 983.0±12.4 718.0±9.0 518.0±7.6 78
TSS (mg/L) 1660.0±17.2 1550.0±18.2 1360.0±12.7 1120.0±10.2 892.0±8.2 666.0±12.9 60
TDS (mg/L) 2650.0±28.1 2160.0±30.7 1786.0±21.9 1442.0±14.1 1176.0±12.5 920.0±13.1 65
Pb (mg/L) 3.12±0.55 3.00±0.00 2.87±0.00 2.02±0.00 1.92±0.00 1.88±0.00 80
Cd (mg/L) 2.18±0.00 2.04±0.03 1.96±0.00 1.58±0.00 1.20±0.02 0.86±0.03 60
Cr (mg/L) 3.20±0.23 3.06±0.00 2.64±0.04 2.10±0.05 1.67±0.00 1.06±0.00 67
Ni (mg/L) 3.52±0.00 3.11±0.08 2.74±0.07 2.03±0.00 1.76±0.06 1.00±0.00 72
pH= Potential of Hydrogen; BOD = Biological Oxygen Demand; TSS = Total Suspended Solids; NA=Not Applicable
TDS = Total Dissolved Solids; COD = Chemical Oxygen Demand. (Mean±SEM); N=3; Day 0 = Non-Treated sample
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Figure 1. Constructed Phylogenetic tree of the partial 16S rDNA sequences using Neighbor-Joining method. The scale bar
corresponds to 0.2 changes per nucleotide. Numbers in parenthesis and asteriks represent GenBank accession numbers.

Table 2. Growth Patterns and Enzymatic Activities during Bioremediation of Local Textile wastewater by Bacillus
licheniformis ZUL012

Parameter Period of degradation (Days)
2 4 6 8 10

pH 8.65±1.15a 8.00±0.81a 7.12±0.05a 7.65±1.15b 6.55±0.31c
Extracellular
protein
(mg)

12.60.0±1.42b 17.86±2.49a 14.26±1.33ab 11.55±1.62b 7.425±0.00c

Laccase
activities
(U/mg)

1.821±0.10a 1.726±0.22a 0.735±0.00b 0.551±0.11c 0.346±0.00d

Azo-reductase
activities (U/mg) 2.00±0.12a 2.107±0.21a 1.980±0.00ab 1.426±0.32b 1.130±0.00bc

TVC
(Log cfu/ml) 3.65 4.75 6.41 5.54 5.94
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Figure 2. FTIR spectra of local textile wastewater (Control)

Figure 3. FTIR spectra of local textile wastewater Treated with Bacillus licheniformis Zul 012
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Figure 4. Chromatogram analysis of local textile wastewater (control)

Figure 5. Chromatogram analysis of Local Textile wastewater Treated with Bacillus licheniformis ZUL012

3. Results
The wastewater from the local textile outlets was characterized by its following parameters; pH, BOD5, COD, TDS and TSS
Likewise heavy metal concentrations. The mean values of the parameters of both untreated (raw) and the treated wastewater
are shown in Table 1.The values of the parameters obtained are designated as Day 0. While the values recorded at 2- day
interval for a 10-day treatment are presented as period of degradation (2-10 days). High values recorded for all the parameters
underscored its degree of contamination and pollution load index. (Table 1) The initial pH of the sample at day 0 was found to
be slightly alkaline with pH of 8.85. Similarly, the total dissolved solids and total suspended solids recorded were 2650 mg/L
and 1660 mg/L respectively, above the discharge limit of 787 mg/L and 574 mg/L (APHA, 2005), which can be attributed to
the presence of synthetic dyes and other chemical constituents of the wastewater samples (Mohabansi et al., 2011). Similar
results of high TDS in textile effluents had been reported by Paul et al. (2012). The COD and BOD levels were higher than the
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permissible limit; this underlined the oxygen-depletion properties of the wastewater. The heavy metal concentrations were
recorded in the following ranges: Cadmium (2.18 mg/L), Lead (3.12 mg/L), Chromium (3.20 mg/L) and Nickel (3.52 mg/L).
This was in the same order of magnitude as reported by Naeem et al. (2009). The major sources of heavy metals in textile
wastewater include types of dyestuff, chemicals and even the water used during different stages of textile production as such
heavy metal toxicity may affect soil fertility, microbial population size, diversity and activity (Ayansina and Olubukola, 2017).
Especially when released into the environment without proper treatment.

The overall findings of the physicochemical characteristics and heavy metal ion concentrations of the textile wastewater
demonstrated the high pollution index of the wastewater which in line with what was obtained in the similar study both in
Nigeria and India (Awomeso et al., 2010; Vigneshpriya and Shanthi, 2015). Bacillus licheniformis strain Zul012 isolated in this
study was explored for the bioremediation process. The isolate showed significant reduction in all the selected physicochemical
characteristics and metal ion concentrations (Table 1). The initial pH of the sample before treatment was 8.85 which were
changed to slightly acidic with the mean pH values of 6.55. B. licheniformis strain Zul012 showed remarkable reduction in
BOD5 (1200-300) mg/L, COD (2440-518) mg/L, TSS (1660-666) mg/L and TDS (2650-920) mg/L with the highest removal
efficiency of 75 %, 78 %, 60 % and 65 % respectively after 10 days of treatment. Many studies have validated the successful
applications of different Bacillus spp for the bioremediation of textile effluents (Kayode-Isola et al. 2008; Prasad et al. 2010;
Usman et al. 2012; Ogunjobi et al. 2012). Apparently, Bacillus spp have proven to poses metabolic and enzymatic capacity to
degrade textile wastes. The removal of TSS, TDS, COD and BOD observed in this study agreed with the findings of Prasad and
Bhaskara (2010); Ajao et al. (2011) and Samuel et al. (2011). This remarkable reduction of all the contaminants observed
after bioremediation agreed with the findings of Ranjamohan and Karthikayam (2004); Salisu and Mustapha (2010); Ajao et
al. (2011) who reported high degree of reduction in BOD having 97%, TSS (85%), TDS and (96%) by Bacillus megaterium,
Pseudomonas aeruginosa and Alcaligenes faecalis to the regulatory acceptable limit. The current findings showed that Bacillus
licheniformis ZUL012 demonstrated high biosorption capacity for some selected heavy metals in this order (Pb from 3.12 to
1.88 mg/L representing 80%, Cd from 2.18 to 0.86 mg/L representing 60%, Cr from 3.20 to 1.06 mg/L representing 67% and
Ni from 3.52 to 1.00 mg/L representing 72%) similar to the work of Wang et al. (2010); Ajao et al., 2011; Mathiyazhagan et al.
(2011) Though, there was a variance in the metal-adsorption capacity to specific metals observed in this current study. The
phylogenetic tree of Bacillus licheniformis 16S rDNA sequences and related bacterial sequences was represented is shown
in Fig. 1. Biodegradation efficiency of the isolate can be attributed to the adaptability and acclimatization of the Bacillus
licheniformis to the dye contaminated soil. This isolate might have probably acquired natural adaptation or through horizontal
gene transfer to surviving and acquired the genes involved in the degradation of dyes. Bacillus spp posses high decolorization
potential and ability to recondition the physicochemical properties of the textile wastewater (Srinivasan et al., 2014). Nutrient
broth supplemented with the textile wastewater used as biodegradation broth in this study contained beef extract, yeast extract
and peptone that might have served as primary substrate in the co-metabolism of textile effluent, which might have accounted
for the remarkable degradation efficiency of the B. licheniformis (Mahmood et al., 2015) achieved in this study. Some Authors
had also reported that yeast extract, sucrose, maltose, and sodium carbonate are commonly added as co-substrate for efficient
textile effluents decolorisation by bacterial species which may, therefore, be regarded as cometabolism (Moosvi et al., 2007;
Saratale et al., 2009; Elisangela et al., 2009; Mahmood et al., 2015). The pH, extracellular protein content, laccase activities,
azoreductase activities, and total viable counts were used as surrogate indicators for monitoring the performance and evidence
of bioremediation process (Table 3). The laccase activities, extracellular protein and azoreductase activities were found to be pH
dependent, as they tend to decrease as pH gradually moved towards acidic. This finding suggests that alkaline pH tends to favor
the growth and enzyme production (Rajeswari and Bhuvaneswari, 2016).However, since decolorization is not synonymous to
detoxification, similarly, GC-MS and FTIR cannot be used to measure the toxicity of the end products, therefore, Assessment of
the toxicity of the degradation products was evaluated (Bilal et al., 2016). Since the treated effluent will eventually be released
into the river or soil, toxicity impact of those degradation products on the crops as a measure of treatment efficiency of the
bioremediation process was determined (Saratale et al., 2009; Jadhav et al., 2010). Several infrared spectral detected both
in the control and treated samples represent fingerprints with absorption peaks presented in Figs. 2 and 3 respectively. Six
peaks were conspicuously observed from the spectra at the frequency region between 500-4000/cm with stretching type of
vibrations at low and high peaks of the spectrum. Similarly, some functional groups were not detected in the treated textile
wastewater. Peaks of the fingerprint region (500 to 1500/cm) indicate the mono-substituted and para-disubstituted benzene
rings representing aromatic metabolites in the samples. The spectrum at a peak of 643.80 and 650/cm represent strong C-Br
stretching, halo compound. A peak of 1106.07 and 1000/cm represent strong C-O stretching, secondary alcohol. A peak of
1359.37 and 1400/cm indicates strong S=O stretching, sulfonamide. While a peak of 1634.83 and 1600/cm connote strong
C=C stretching monosubstituted alkene. A peak of 2078.10 at 2050/cm for strong N=C=S stretching isothiocyanate. A peak of
3452.24 and 3450/cm indicate strong O-H stretching intermolecular bonded alcohol was detected. However, some functional
groups were not detected in the treated dye which can be attributed to the degradation of some metabolites present in the control
samples. The chromatogram of both the control and treated textile effluent is shown in Fig. 4 and 5. The fragmentation patterns
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and mass per charges (m/z) values obtained from GC chromatogram and mass spectra were used to assign the structures and
nomenclature of the compounds detected both in the treated and control wastewater samples represented by peaks. Each peak
represents a compound. A number of peaks in the control samples found to be higher than in the treated samples this validates
the degradation of the compounds in the treated samples during bioremediation. However, degradation is not synonymous
with detoxification; therefore, phytotoxicity assessment of both treated and control local wastewater samples indicated that the
seed watered with non-treated textile samples showed a tremendous toxic effect on both maize and beans seed germination. In
contrast, treated dyes reduced the toxic effect of the effluents on the seed germination rate.

4. Conclusion
The main outcome of this work is the isolation of novel bacterial strain from the soil contaminated with textile wastewater that
can effectively degrade local textile wastewater. Isolated bacterial species showed high dye degradation potential. Therefore this
study demonstrates the successful utilization of pure culture of Bacillus licheniformis ZUL012 for the decolorization of local
textile wastewater. Interestingly, the evidence for bacterial bioremediation of effluent from textile wastewaters was established.
The reduction in BOD, COD, TSS, TDS, and biosorption of metal ions in a varying magnitude are appreciable. The removal
efficiency in the level of pollutants and heavy metal biosorption paved way for the adoption of this bacterial sp for the treatment
of textile wastewater in large scale.
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Abstract
This study purpose; to compare the athletic performance of the physical and physiological characteristics of the
children who are in the age of 10-15 years and who have regular skiing, with the same characteristics of the
children of the same age group and who have played volleyball for one year. Work group; ages 10-15 between
changing and over a year volleyball playing 24 girls with same age group the and regular ski sport who 15 girl
child volunteer participation with created. Methods; volunteers participating in research lengths naked standing
with height measuring instrument and body weights were measured with the weighbridge (Premier). Body
oil the percentage determination for; measurements were taken from 6 regions with skinfold caliper (Holtain
LTD. Crymych U.K.) and body fat percentages were calculated according to Lange formula. Right-left hand
gripping forces hand dynamometer (Takei Hand Grip) and FVC, VC, MW values were measured using spirometer
(Cosmed, Pony Spirometer Graphic). Measurements of arterial systolic and diastolic blood pressures from the
left arm of all volunteers were taken with the blood pressure monitor (Microfile BP-3AS1-2) and recorded in
mmHg. Oxymeter saturation of the volunteers was measured using the Oximeter (NBP-40 Handheld). Resting
and post-exercise heart rate, flexibility, speed, agility, long jump, endurance were evaluated by appropriate
measurement methods. All data obtained from the measurements were evaluated using the Mann-Whitney
U test. Significance levels of the difference between the groups were taken as 0.05. Findings; the body fat
percentage (%) and exercise pulse of the athletes who played volleyball were higher than the skiers (p = 0.002).
Long jump (anaerobic power), endurance (aerobic power) were found skiers kids higher than volleyball players
(p = 0.002, p = 0.029) and flexibility was higher in children playing volleyball (p = 0, 012). No difference was
found between the two groups in terms of speed, agility, right/left hand claw strength (p> 0. 05). There was
no difference between lung function of the athletes who played volleyball and skiing (p> 0. 05). As a result of
the special training methods and programs of skiing and volleyball branches while the strength and flexibility
characteristics of the volleyball players were improved, it was observed that the strength and durability properties
of the skiers were better.
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1. INTRODUCTION
Besides to body compositions of athletes both in individual and team sports, sports sciences evaluate physical and physiological
profiles among intensive research areas. Every healthy person has the ability to move. However, the ability to develop this
ability is different. In addition to the structural quality, which determines the extent of development, the support of this feature
from a very early age through training, the quality of the training and the nature of the sport branch constitute the basis of the
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increasing sporting success. Physical health acquired during childhood and adolescence is essential for the body to function
optimally (1). Physical activity during childhood is an important factor to consider in terms of maintaining normal growth
and development (2). Regular physical activity has extremely positive effects on children’s bodies and minds. At the same
time,is stated that the child gains the habit of using their free time in a positive and beneficial way and contributes to the child’s
learning capacity, social, emotional and perceptual motor development and physical fitness (3). Skiing is a sport that requires
complex and special skills. If the ski is defined simply, after the appropriate costume, equipment and training; flat planks with
curved ends attached to the feet and guided bars for guiding and balancing; The hill has a layout which aims to reach frompoint
downwards on the abdomen without falling down. One of the most important sports that increases awareness in children is
skiing. When skiing, each part of the body should be managed separately and kept under control. The physical awareness of the
beginners at an early age is higher than the other children. In addition to physical awareness, their awareness about themselves
increases. They self-discover their strengths and weaknesses and learn how to manage them. In contrast to other sports, there
is little research on the physical and physiological characteristics of skiers both in the world and in our country (4). Many
individual and team sports require a combination of physical, technical, tactical and metal skills. The players have to have
many features such as aerobic and anaerobic capacities in order to perform fast, strong and continuous movements. Volleyball
players should also have such characteristics. Team sports requires a detailed skill, including physical, technical, mental and
tactical aspects. Among them, the physical skills of the players significantly affect the game intelligence and team tactics
because ball games require repeated maximum effort. Therefore, players must have physical skills to strengthen their aerobic
and anaerobic capacities and to ensure long-term attack and defense efficiency in order to perform fast and hard movements.
Such physical skills are very important when playing volleyball (5). Volleyball is an interval sport consisting of short-term
load and rest stages. Volleyball also includes sequential, aerobic and anaerobic loading. Therefore, it can be thought that it
requires high muscle strength and skill (6). In order for players to perform fast and powerful movements, they must have
many physical and physiological features such as aerobic and anaerobic capacities. Volleyball players must also have such
characteristicsVolleyball is one of the most popular branches in the world and it is stated that there are more than 800 million
people who play volleyball at least once a week. Volleyball sport; short-term exercise periods and "interval", which can be
changed with rest, can be defined as a sport (7). The physical and physiological features required by this sport have a very
important placesuccess. Sports science, therefore as well as the physiological profile of athletes, body composition, physical
and physiological profiles are evaluated among the intensive research areas.

The purpose of this study is; the physical and physiological characteristics of children skiing between 10-15 years of age,
the athletic performance of the same age group and the same characteristics of children playing volleyball for a year is to
compare.

MATERIALS & METHODS
The research between the ages of 10-15 and volleyball for a year 15 skiers who have been skiing in alpine discipline foryear with
24 volleyball children who have been playing participated voluntarily. The physical and physiological capacitiesthe volunteers
were evaluated using the following measurement methods. Volunteers participating in research lengths naked standing with
height measuring instrument and body weights were measured with the weighbridge (Premier). For determination of body fat
percentage; The skinfold caliper (Holtain LTD. Crymych U.K.), which measures the thickness of the subcutaneous fat with
thickness between 1-39 mm, it was measured in 6 regions and body fat percentages were calculated according to the Lange
formula (8). Right-left hand gripping forces hand dynamometer (Takei Hand Grip) and FVC, VC, MW values were measured
using spirometer (Cosmed, Pony Spirometer Graphic). Measurements of arterial systolic and diastolic blood pressures from
the left arm of all volunteers were taken with the blood pressure monitor (Microfile BP-3AS1-2) and recorded in mmHg.
Oxymeter saturation of the volunteers was measured using the Oximeter (NBP-40 Handheld). Resting and post-exercise heart
rate, flexibility, speed, agility, long jump, endurance were evaluated by appropriate measurement methods. (9,10,11).

Statistical Evaluation: All data obtained from the measurements were evaluated statistically using nonparametric test,
Mann-Whitney U test. Significance levels of the difference between the groups were taken as 0.05.

FINDINGS
Table 1 shows the physical and physiological characteristics of skiers and volleyball players. Physical properties of body fat
ratio, volleyball players were significantly higher than skiers (p=0. 002). Physiological characteristics of the heart rate after
exercise was found more volleyball players than skiers. No statistically significant difference was found between skiers and
volleyball players in terms of resting heart rate, systolic and diastolic blood pressure and oxygen saturation (p>0. 05).

Table 2 shows the athletic performance values of skiers and volleyball players. Long jump (anaerobic power), endurance
(aerobic power) were found skiers kids higher than volleyball players (p.50. 05) and flexibility was higher in children playing
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volleyball (p5.0. 05). No difference was found between the two groups in terms of speed, agility, right/left hand claw strength
(p>0.05).

Table 1. Comparison of physical and physiological characteristics of athletes playing volleyball and skiing.

Parameters

Parameters
Volleyball
Players
(n=24)

Skiers

(n=15)

P and Z

Values
Age (year)
(avg ± SS) 12.37 ± 1. 13 12.37 ±1. 13

p = 0. 109
Z = 1.601

Length (cm)
(avg ± SS) 155.00 ± 8.93 150.73 ± 9.75

p = 0.241
Z = 1.172

Weight (kg)
(avg ± SS) 42.58 ± 6.68 41.40± 6.92

p=0.514
Z =0.653

Body Fat Ratio (%)
(avg ± SS) 15.60 ±8.83 11.04 ± 4.28

*p = 0.002
Z = 3.046

Resting Pulse (stroke/min)
(avg ± SS) 77.00 ±9.72 75.40 ± 11.59

p = 0.874
Z = 0.159

Exercise Pulse (stroke/min)
(avg ± SS) 111.04 ± 13.33 92.87 ± 11.83

p = 0.000
Z = 0.029

Systolic Blood Pressure (mmhg)
(avg ± SS) 110.46 ± 16.28 110.33 ± 17.06

p = 0.977
Z = 0.029

Diastolic Blood Pressure (mmhg)
(avg ± SS) 74.79 ±12.01 68.47 ±17.06

p = 0.080
Z = 1.750

Oxygen Saturated (%)
(avg ± SS) 97.75 ±1.26 97.93 ±0.80

p = 0.603
Z = 0.520

Mann Whitney U test /*p<0.05
*Body fat percentage and exercise rate of volleyball players were found higher than skiers (p=0.002).

Table 2. Comparison of athletic performance values of volleyball players and skiers.
Parameters Volleyball Players (n=24) Skiers (n=15) P and Z Values
Flexibility (CM)
(avg. Tss) 22.58 ± 5.27 18.13 ± 4. 21

*p = 0. 012
Z = 0.517

Speed 50 m
(avg. Tss) 10.14 ± 0. 64 10.18±0.62

p = 0. 618
Z = 0. 505

Agility
(avg. Tss) 3.86 ± 1.45 3.81± 0.83

p = 0.977
Z = 0. 029

Long Jump (cm) (On.Tss) 134.04 ±9.97 143.73 ± 42.27
p = 0. 002
Z = 3.092

Right Grip (KgW) (avg. ±SS) 8.85 ± 3.80 8.53 ± 3.36
*p = 0. 165
Z = 1390

Left Grip (KgW) (avg. ± SS) 7.26 ±4.07 8.53± 3.36
p = 0. 200
Z = 1.282

Durability
(avg. Tss) 1566.67 ± 502.75 1973. 33 ± 481.76

*p = 0. 029
Z = 2.181

Mann Whitney U test /*p<0.05 <0.05
*It was found that volleyball players were more flexible than skiers
and skiers had better aerobic and anaerobic capacity than volleyball players.
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Table 3. Comparison of lung function of athletes playing volleyball and skiing.

Parameters

Parameters
Volleyball
Players
(n=24)

Skiers

(n=15)

P and Z

Values
FVC
(avg ± SS) 2.74 ±0.61 2.60±0.52

p = 0.279
Z = 1.083

VC
(avg ± SS) 2.45 ± 0.55 2.48 ±11.83

p = 0.809
Z = 0.462

MW(avg ± SS) 79.94 ± 21.74 79.11 ± 16.75
p=0.658
Z =0.462

Anaerobic Power
(avg ± SS) 23.58 ±5.71 27.67 ±5.12

p = 0.066
Z = 1.839

2. Results
Regular physical activity from childhood, making exercise an indispensable part of daily life, increasing the amount of daily
physical activity over time is very important in protecting individual health and reducing the health risks to be encounteredold
age (12). Motor development is parallel to the development of physical growth and central nervous system. It is a process that
starts before birth and continues throughout life and is fundamental to physical activity. Physical activity is the most important
issue to be considered in the growth process of children. However, it is well known that today’s children do less physical
activity than recommended (13). In our study, there was no difference in body weight between the two groups, while body fat
ratio was higher in volleyball players than in skiers. Body weight and body fat percentages of basketball players and volleyball
players were compared, there was no difference in body weight between the two groups, while body fat percentage was found
to be higher in volleyball players (14). While all information is in parallel with each other, body fat content in volleyball players
is high in the restricted movement area, rest periods are longer according to the branches, and the body fat rate is thought to be
high because the used energy sources do not allow the use of fat.

It is stated that the heart rate is higher in volleyball players after exercise and it is stated that the pulse, which is an important
indicator of physical adaptation, is not better in volleyball players than in skiers.

In the literature comparing volleyball and handball players, volleyball players are reported to have higher flexibility levels
(15). Flexibility of volleyball players; volleyball game, rust, service throw, the ball to the opponent area, the need for flexibility,
such as the ability to place the defense is due to the need. It is believed that the speed provided by a static balance on skiing
affects the flexible capability. In our studies, volleyball players were found to be more flexible than skiers.

In our study, the strength test showing the anaerobic power with long jump and aerobic strength was found higher in skiers
than in volleyball players. The success of some skiers in the alpine discipline and their aerobic capacities have shown a strong
relationship between the training and the necessary energy during the race is met with a great deal of aerobic capacity (15).
Although aerobic power is important in alpine discipline, it is stated that it does not distinguish between skiers at various levels
and it is important in skiing in anaerobic power (16,17). In our findings, the high level of aerobic and anaerobic capacityskiers
according to volleyball players is in parallel with the literature findings.

As a result of the special training methods and programs of the skiing and volleyball branches, the quick strength and
flexibility characteristics of the volleyball players were improved and the strength and durability of the skiers were better.
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Synthesis and Characterization of Metal Carbonyls
[M(CO)6(M =Cr,Mo,W )] with Indole
-3-carboxyaldehydemethanesulfonylhydrazone
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Abstract
Four new complexes, [M(CO)5(msh4)](Cr(1),Mo(2),W (3)),and Re(CO)4Br(inmsh)(4),were synthesized by the
photochemical reaction of metal carbonyls with indole-3-carboxyaldehydemethanesulfonyl hydrazone(inmsh) and
characterized by using elemental analysis, 1H NMR, EI-MS and IR spectra. The spectroscopic studies show that
inmsh behaves as a monodantate ligand coordinating via imine N donor atom in [M(CO)5(inmsh)](M =Cr,Mo,W )
and Re(CO)4Br(inmsh).
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1. INTRODUCTION
The sulfonamides (−SO2NH−) are used widely as antibacterial agents because of their lower cost, lower activity and most
activity against bacterial diseases[1]. Sulfo drugs are used as chemotherapeutic agents with large spectrum of activity and
they are used today for various bacterial, protozoal and fungal infections[2a,b]. Methane sulfonamide derivatives possess
DNA-binding ability and show cytostatic effects which have usage in cancer chemotherapy. Sulfonylhydrazones derived from
sulfonamides have pharmacological properties as antibacterial, antitumor, divretic, antiviral, antinociceptive activity and enzym
inhibition especially to carbonic anhydrase species[3,4]. Many of the physiologically active hydrazones have applications in the
treatment of illness like tuberculosis, leprosy and mental damage.

The Schiff base metal carbonyl complexes have continued to attract attention in part because of the different possible
coordination geometries which the ligand may adopt[5-7]. Their low energy metal-to-ligand charge transfer transitions make
these molecules attractive for luminescence and electron transfer reactions[8]. Several of these complexes have been shown
to be effective catalysts in allylic alkylation reactions[9,10]. Chiral metal complexes have been employed for stereoselective
organic transformations.

Figure 1. inmsh (indole-3-carboxaldehydemethanesulfonylhydrazone)

In this article, four new complexes [M(CO)5(inmsh)] (1-3) and [Re(CO)4Br(inmsh)] (4) have been synthesized by the photo-
chemical reaction of metal carbonyls M(CO)6(M =Cr,Mo,W ) with indole-3-carboxaldehydemethanesulfonylhydrazone(inmsh).
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2. EXPERIMENTAL SECTION
All preparation were carried out under dry nitrogen using Schlenk techniques. All solvents used in the synthesis were
deoxygenated. Microanalyses of C, H, N and S were performed with a Leco-CHNS-0-9320 elemental analyzer by the Technical
and Scientific Research Council of Turkey, TUBITAK. FTIR spectra were recorded on samples in hexane at Ege University
on a Mattson 1000 FT spectrophotometer. 1H NMR spectra were recorded in DMSO on a 400 MHz FT-NMR at TUBITAK.
Electron impact mass spectrocopy were recorded on a Micromass VG Platform-II LC-MS at TUBITAK. UV irradiations were
performed with a medium-pressure 400W mercury lamp through a quartz-walled immersion well reactor.

Hexane, pentane, benzene, dichloromethane, acetone, ethyl alcohol, diethyl ether, silica gel and hydrazine hydrate were
purchased from Merck. M(CO)6(M =Cr,Mo,W ) and Re(CO)5Br were purchased from Aldrich. These reagents were used as
supplied. Inmsh was prepared the literature method[11].

The complexes (1-4) were prepared by the photochemical reactions of metal carbonyls M(CO)6(M = Cr,Mo,W ) and
Re(CO)5Br with inmsh were obtained in 70-80% yields by similar methods of which the following is typical.

Cr(CO)6 (0.44 g, 2 mmol) and inmsh (0.48 g, 2 mmol) were dissolved in tetrahydrofuran (80-100 mL). The solution was
irradiated for 2 hr at room temperature. During the irradiation, the color of the reaction mixture changed from colorless to dark
yellow. After the irradiation, the reaction mixture was evaporated under vacuum, yielding a dark yellow solid. After dissolving
in dichloromethane ( 10 mL), 50 mL of petroleum ether was added, resulting in the precipitation of a dark yellow solid, which
was washed with petroleum ether and dried under vacuum. Yield of Cr(CO)5(inmsh): 80%

3. RESULTS AND DISCUSSION
Complexes 1-4 were prepared by a photochemical reaction as shown in Scheme 1. The photogeneration of M(CO)5 from
M(CO)6(M =Cr,Mo,W ) has been studied extensively. The 16-electron M(CO)5 fragments react quickly with any available
donor atom to form a M(CO)5L species [12,13].In this study, photochemical reactions of M(CO)6(M = Cr,Mo,W ) and
Re(CO)5Br with inmsh gave a series of complexes 1-4 via CO displacement.

Figure 2. Photochemical reaction of metal carbonyls with the inmsh ligand.

The rather strong C=N stretching vibration, found at 1628 cm-1 in free inmsh shift to lower wave numbers in 1-4, showing
that inmsh coordinates to the metal via the imine donor atom [14]. This shift has been explained as aweakening of the CN bond
resulting from loss of electron density from thenitrogen to the metal atom. No shift was observed for the υas(SO)2, υsym(SO)2,
and υ(NH) stretching vibrations on complex formation, showing that SO2 and NH were not coordinated to metal atom in 1-4.

The number of carbonyl bands in the complexes provides important clues to the environment around the metal centers[15].
Five carbonyl strtching bands in 1-3 are attributed to local Cs symmetry of M(CO)5. Similarly, four CO stretching absorptions
in 4 indicates local C2v symmetry(shown in Scheme 1).

In the 1H NMR spectra of 1-4, NH proton of the free ligand at 10.01 ppm remains approximatelly unchanged in the
complexes and shows that the NH group does not participate in coordination. Small shift to upfield fort he imine peak may be
related to a decrease in π-electron density in the C=N bond with complex formation in 1-4. According to these data, inmsh
behaves as monodentate ligand with imine nitrogen atom in 1-4.

The mass spectral data of 1-4 show fragmentation via successive loss of CO groups and organic ligands.
In summary, indole-3-carboxaldehydemethanesulfonylhydrazone behaves as monodentate ligand via the N imine donor

atom in 1-4. IR and NMR spectra of the compounds show that the inmsh ligand coordinates to the metal atom for compounds
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1-4 only via an imine N donor atom behaving as a monodentate neutral ligand. Also CN stretching vibrations in the IR spectra
of the compounds shift to lower wave numbers, showing that the imine N donor atom coordinates to the central metal atom in
compounds 1-4.

Cr(CO)5(inmsh) (1): Yield: 80%. IR(KBr): 3190(s, υNH), 1610(m, υC=N), 1318(s, υas(SO)2), 1157(s, υsym(SO)2),
2070(m, υ(CO)), 1970(m, υ(CO)), 1947(s, υ(CO)), 1935(s,υ(CO)), 1872(m,υ(CO)); 1H NMR (400 MHz, DMSO-d6):
δ=12.96(s, 1H, NHring), 9.92(s, 1H, NH), 8.06(s, 1H, HC=N), 3.06(s, 3H, CH3); EIMS m/z 444(10)[M+], 416(20)[M+-CO],
388(25)[M+-2CO], 360(30)[M+-3CO], 332(15)[M+-4CO], 304(20)[M+-5CO]; Anal.Calcd. for C16H14CrO7N3S (444.14 g/mol):
calcd. C, 43.26; H, 3.15; N, 9.45; S, 7.21; found C, 43.52; H, 3.22; N, 9.56; S, 7.12.

Mo(CO)5(inmsh) (2): Yield: 77%. IR(KBr): 3190(s,υNH), 1610(m, υC=N), 1317(s, υas(SO)2), 1158(s, υsym(SO)2),
2068(m, υ(CO)), 1971(m, υ(CO)), 1946(s, υ(CO)), 1926(s,υ(CO)), 1873(m,υ(CO)); 1H NMR(400 MHz, DMSO-d6):
δ=12.98(s, 1H, NHring), 9.92(s, 1H, NH), 8.06(s, 1H, HC=N), 3.00(s, 3H, CH3); EIMS m/z 460(10)[M+-CO], 432(15)[M+-
2CO], 404(20)[M+-3CO], 361(30)[M+-4CO-Me], 252(25)[inmsh]; Anal.Calcd.for C16H14MoO7N3S (489.09 g/mol): calcd. C,
39.37; H, 2.87; N, 8.60; S, 6.56; found C, 39.20; H, 2.98; N, 8.48; S, 6.46.

W(CO)5(inmsh) (3): Yield: 74%. IR(KBr): 3190(s,υNH), 1609(m, υC=N), 1318(s, υas(SO)2), 1156(s, υsym(SO)2),
2069(m, υ(CO)), 1970(m, υ(CO)), 1930(s, υ(CO)), 1920(s, υ(CO)), 1878(m,υ(CO)); 1H NMR(400 MHz, DMSO-d6):
δ=12.96(s, 1H, NHring), 9.96(s, 1H, NH), 8.04(s, 1H, HC=N), 3.01(s, 3H, CH3); EIMS m/z 561(25) [M+-Me], 533(20)[M+-
Me-CO], 505(20)[M+-Me-2CO], 477(20)[M+-Me-3CO], 449(20)[M+-Me-4CO]; Anal.Calcd.for C16H14WO7N3S (576 g/mol):
calcd. C, 33.33; H, 2.43; N, 7.29; S, 5.55; found C, 33.86; H, 2.48; N, 7.76; S, 5.40.

Re(CO)4Br(inmsh) (4): Yield:76%. IR(KBr): 3190(s, υNH), 1608(m, υC=N),1318(s, υas(SO)2), 1159(s, υsym(SO)2),
2110(w, υ(CO)), 2022(m, υ(CO)), 1950(m, υ(CO)), 1942(m, υ(CO)); 1H NMR(400 MHz, DMSO- d6): δ=12.94(s, 1H,
NHring), 9.94(s, 1H, NH), 8.04(s, 1H, HC=N),3.07(s, 3H, CH3); EIMS m/z 602(15)[ M+-CO], 574(30)[M+-2CO], 546(35
)[M+-3CO], 518(10) [M+-4CO]; Anal.Calcd.for C15H14O6N3ReSBr (630.25 g/mol): calcd. C, 28.58; H, 2.22; N, 6.66; S, 5.08;
found C, 28.38; H, 2.18; N, 6.80; S, 5.28.

Spectroscopic data of free ligand “inmsh”(take from lit.[11]): IR(KBr): 3190(s,υNH), 1628(m, υC=N), 1317(s,
υas(SO)2), 1157(s, υsym(SO)2) ; 1H NMR(400 MHz, DMSO): δ=12.99(s, 1H, NHring), 10.01(s, 1H, NH), 8.36(s, 1H, HC=N),
3.08(s, 3H, CH3).

Acknowledgement
We thank BP for the provision of photochemical apparatus and the Research Foundation of Ege and Gazi University. We thank
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