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THE EFFECT OF THE ENVIRONMENT ON BRAIN ACTIVITY DURING 
PROBLEM SOLVING 

S.G. Eraldemir, M.  Arslan, E. Yıldırım, and A.F. Koc

Abstract—In all functions of the brain, electrical signals called volumetric 
conduction occur in nerve cells in the brain. The process of measuring and 

recording these electrical signals by means of sensors placed in certain 
areas on the scalp is called electroencephalography (EEG). EEG signals 
occur in body movements, sleep and wakefulness, and in all kinds of 
processes in the brain, including cognitive processes. In this study, we 
investigate the effect of city noise and popular music environments while 
solving questions with different levels of difficulty (simple and hard) 
employing the EEG signals in Cognitive Tasks Database in Different 
Environments. Features are extracted from the EEG data, collected from 

17 undergraduate and postgraduate students while solving simple and hard 
questions, by means of Continuous Wavelet Transform. EEG signals 
recorded while solving simple and hard questions, in city noise and 
popular music environments are classified with average accuracies of 
90.10% and 93.92%, respectively using Bayesian Networks. Results show 
that, EEG data collected in two different environments, noise and favorite 
music, while solving problems can be classified with high accuracy and 
distinction can be made with higher success for difficult questions. 

Keywords—EEG, Cognitive Tasks, Classification, City noise and 
Popular music environments 

1 .  I N T R O D U C T I O N  

HE process of recording electrical signals produced in the 

brain is called EEG. The frequency range of the EEG 

signals varies between 0.5-100 Hz, and the amplitude is about 

1-100µV. EEG signals are used in the diagnosis and treatment 
of various diseases in addition to providing information about 

all kinds of processes that occur in the brain by means of EEG 

signals [1,2,3,4,5]. 

Music is an educational activity. The lifestyle and view of life 

of individuals can change with the help of music [6]. Using 

music in education enables the creation of a positive emotional 

environment in learning due to the relationship between music 

and emotions. It is also known that listening to some music 

contributes to the individual's concentration skills [7]. The level 

of electrical energy in the brain nerve cells affects the 

individual's concentration and fatigue impact scale. It has been 
stated that, concentration decreases and fatigue occurs as the 

energy of the individual decreases. Therefore, high frequency 

music between 5000 and 8000 Hz should be given as stimulus 

to the individual in order to increase the energy in brain cells 

[8]. 

It is accepted that noise has psychological and physiological 
negative effects on people. There are many sources of noise in 

cities. One of the most important of these sources is the traffic 

noise in the city centers. Many studies have shown that traffic 

sound can be accepted as noise pollution [9, 10, 11]. There are 

three main factors affecting road traffic noise. These are the 

noise caused by vehicles, the noise caused by the interaction of 

vehicles with the road and the environment, and the noise 

caused by the driver. Traffic noise on the road is composed of 

components such as motor noise, brake sounds and the sounds 

of the wheels on the road. Noise originated by the driver is 

mostly caused by improper use of vehicles. The most important 

factors in driver-induced noise are the sounds generated by the 
use of horns and removal of parts that provide sound insulation 

in vehicles [12]. 

In this study, we conducted a study on whether individuals were 

affected by their environment during a cognitive task. EEG 

signals recorded while subjects are solving the questions 

consisting of numerical and visual logic questions were 

compared each other on traffic noise and favorite music 

environments. 

2 .  M A T E R I A L  A N D  M E T H O D  

The main steps used in the study is summarized in Figure 1. 

 

 
Fig.1. The basic steps of the experimental study 

 
2.1. EEG Recordings 

EEG signals in Cognitive Tasks Database in Different 

Environments are used in this study. EEG data in this dataset 
are collected from a total of 17 healthy and all-male participants 

who are studying undergraduate and postgraduate on a 

voluntary basis in this study. The participants are asked a total 

of 10 questions consisting of numerical, visual and verbal 

questions with different degrees of difficulty in their favorite 

music and traffic noise environments. These questions are 

approved by the International Cognitive Ability Resource 

(ICAR) project [13], jointly conducted by Germany, the United 

States and the United Kingdom. ICAR is a project that 

researchers are allowed to access on the internet. This project 

provides a wider assessment of cognitive abilities in 
psychology and other social sciences and aims to facilitate 

neuropsychological assessment in medical research. In this 

study, problems were translated to Turkish, by permission, 
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since all the subjects are native Turkish speakers. Samples for 

each problem type used in the experimental setup during EEG 

recording are shown in Figure 2-4. 

 

 
Fig. 2. A visual question 

 

 
Fig. 3. A numerical question 

 

 

Fig. 4. A verbal question 

 

EEG data is collected with 14-channel, wireless, high quality 

Emotive EPOC+ which can automatically remove network 

noise. EEG device are demonstrated in Figure 5. 
 

 

Fig. 5. Emotiv EPOC+ device 

The EEG device has 14 electrodes consisting of AF3, F7, F3, 

FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4. The 

sampling frequency is 128 Hz.The electrodes are placed on the 

scalp in accordance with the internationally recognized 10-20 

system. An example image collected from volunteers during 

EEG recording is shown in Figure 6. Details of the database can 

be found in [14]. 
 

 
Fig. 6. The position of the device on the scalp and test environment 

 

TABLE I 

EXPERIMENTAL SETUP 

Rest  

(10 sec) 

Stimulus 

(Duration 

changes with 

the difficulty 

of the 

question) 

Marking 

(20 sec) 

Rest 

Duration 

(10 sec) 

 

……

… 

Stimulus 

(Duration 

changes with 

the difficulty 

of the 

question) 

Marking 

(20 sec) 

Rest  

(10 sec) 

 

2.2. Pre-Processing 

50 Hz network noise is automatically cleaned by the device 
during recording EEG signal. After the recordings, signals are 
bandpass-filtered between 0.2 and 45 Hz. 

2.3.  Feature Extraction 

Continuous Wavelet Transform (CWT) is calculated as the 
convolution of the signal by an analysis function, similar to 
Fourier Transform (FT).However, the trigonometric basic sine 
analysis functions in FD have been replaced by the wavelet 
function, called mother wavelet, in CWT. The mother wavelet 
is a function with different frequency contents as opposed to the 
sine (or complex exponential) function with constant frequency 
content. Time information is obtained by shifting the mother 
wavelet along the signal. Frequency information is captured by 
means of opening and contraction of wavelet. The CWT is 
defined as follows [15]. 

 𝐶𝑊𝑇𝑋
𝜓

= 𝑊𝑋(𝜏, 𝑠) =
1

√|𝑠|
 ∫ 𝑋(𝑡). 𝜓 ∗ (

𝑡−𝜏

𝑠
)

+∞

−∞
            (1)  

𝐶𝑊𝑇𝑋
𝜓

 depends on τ and scale parameter s.
( )t

is a 
transformation function and it is called fundamental wavelet. 
Other window functions used for transformation are derived 
from this wavelet. The energy of the signal is normalized at 

each scale by dividing the wavelet coefficients by1 √𝑠⁄ . Thus, 
the same energy is obtained at each scale.CWT is used for 
feature extraction in this experimental study. By this method, 
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energy values are obtained for each channel in the time-
frequency domain. The total energies in the theta (3-7 Hz), 
alpha (8-12 Hz), beta (13-29 Hz) and gamma (30-45 Hz) bands 
and the ratio of these energies to total energy are used as 
features. Features are extracted from 1 second segments with 
50% overlapping. 

2.4. Classification 

Bayesian Network serves to classify EEG data in this study. 
This method works based on Bayesian Theorem. Bayesian 
network is an algorithm which is used for analysis of high-
dimensional data. The algorithm is efficiently and reliably 
formed by the development of existing methods to solve hard 
questions [13]. 

3 .  R E S U L T S  

Table 1 shows the effect of the environments (city noise and 
popular music) on EEG signals recorded while solving simple 
questions for each participant. 

 

TABLE II 

THE CLASSIFICATION RESULTS OF EEG SIGNALS RECORDED 

WHILE SOLVING SIMPLE QUESTIONS IN CITY NOISE AND 

POPULAR MUSIC ENVIRONMENTS FOR ALL PARTICIPANTS 

No of Participant Accuracy Precision 

1 90.17 90.24 

2 88.03 88.59 

3 77.35 78.26 

4 81.62 81.63 

5 88.89 89.18 

6 99.15 99.15 

7 81.62 82.68 

8 88.89 88.93 

9 96.15 96.16 

10 92.74 93.12 

11 85.47 85.56 

12 86.75 86.82 

13 97.44 97.45 

14 79.49 79.63 

15 99.57 99.58 

16 98.29 98.35 

17 100 100 

Average 90.10 90.31 

 

Examining Table 1,17th participant has the highest 
classification success, with accuracy rate of 100%. On the other 
side, 3rd participant has the poorest accuracy, 77%. During the 
solution of simple questions, it is seen that city noise and 
popular music sounds make differences on the recorded EEG 
signals of the participants. Table 2 shows the results on EEG 
signals acquired when solving hard questions in above-
mentioned environments. 

As is seen from Table 2, environments can be distinguished 
from each other by an average accuracy of 93.92% when 
Bayesian Network algorithm is performed to EEG features 
extracted by continuous wavelet transform. Moreover, 

participant 7 has the worst classification result, with accuracy 
rate of 81.99% although participant 6 and participant 16 have 
the highest classification result with accuracy rate of 100%.  

 

TABLE III 

THE CLASSIFICATION RESULTS OF EEG SIGNALS RECORDED 

WHILE SOLVING HARD QUESTIONS IN CITY NOISE AND POPULAR 

MUSIC ENVIRONMENTS FOR ALL PARTICIPANTS 

No of Participant Accuracy Precision 

1 94.95 94.95 

2 95.96 95.96 

3 95.12 95.27 

4 93.60 93.89 

5 95.62 95.63 

6 100 100 

7 81.99 82.02 

8 89.23 89.34 

9 98.15 98.15 

10 82.83 82.98 

11 91.08 91.16 

12 98.99 99.00 

13 97.98 98.06 

14 89.73 89.97 

15 99.83 99.83 

16 100 100 

17 91.58 91.86 

Average 93.92 94.00 

 

The city noise and popular music environments are classified 
with success rate of 90% and above for 8 participants while 
performing simple cognitive tasks in spite of fact that the 
environments are classified with success rate of 90% and above 
for 13 participants while carrying out hard cognitive tasks. 

4 .  C O N C L U S I O N S  

In this study, we investigate the effects of city noise and popular 
music environments on EEG signals recorded during the 
solution of simple and hard questions. Results show that, the 
noise and favorite music environments during problem solving 
can be distinguished from each other, using the corresponding 
EEG signals, with high accuracy rates. Results also show that, 
accuracy rate is higher in classifying environments while 
solving hard problems. Considering this result, we may 
conclude that, people are more affected by the environment 
while solving hard problems than solving simple ones. This 
might be due to the engagement level the subject needs, which 
is expected to rise as the difficulty level of the problem 
increases. This specific topic will be investigated as a feature 
work. 
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THE SYNCHRONIZATION BEHAVIOR OF BASAL GANGLIA 

 
Y. Cakir 

 

 
Abstract-A network model of basal ganglia (BG) that comprises 
striatum, internal and external segments of globus pallidus, 
subthalamic nucleus, substantia nigra pars reticulate neuronal sub 
populations and thalamus is constructed. The dynamic behavior of 
network is investigated using Izhikevich neuron model. The 
influences of dopamine, the synaptic strength and the neuronal 
interconnection density on the synchronization behavior of the 

subpopulations are investigated. In the case of dopamine depletion, 
the increased striatal synchronization is observed. Considerable 
effect on the synchronization of other basal ganglia sub populations 
is not observed in the case of dopamine depletion. The highest 
synchronization values are observed for the lowest synaptic strength 
and the neuronal interconnection density. The decreased neuronal 
interconnection density causes a decrease in the fluctuation in 
synchronization in thalamic neurons depending on dopamine value. 

 
Keywords—basal ganglia, synchronization, Izhikevich neuron 
model 

1 .  I N T R O D U C T I O N  

  

HE basal Ganglia (BG), together with thalamus and 

cortex comprise a complex network that is responsible 

for variety of functions and dysfunctions. Basal ganglia has a 

key role in the abnormal neural oscillations, observed in 

Parkinson’s disease or dystonia. Parkinson’s disease is a 

neurodegenerative disorder whose patients experience motor 

deficits such as slowness of movement, rigidity, a low 
frequency rest tremor, and difficulty with balance and also 

non-motor deficits such as depression, constipation, pain, 

genitourinary problems, and sleep disorders. The motor 

deficits are due to the degeneration of dopamine containing 

neurons in the Substantia Nigra pars compacta (SNc) and 

consequent loss of dopamine in the striatum [1].  

Neural activity in the brain of parkinsonian patients is 

characterized by the intermittently synchronized oscillatory 

dynamics [2].  In the patients with Parkinson’s disease and in 

animal models of this disorder, the neurons in the basal 

ganglia and the related regions in thalamus and cortex show 
changes including altered firing rates and patterns, pathologic 

oscillatory activity and increased inter-neuronal 

synchronization [3]. Subthalamic Nucleus (STN), Globus 

Pallidus Internal (GPi), and Globus Pallidus External (GPe) 

neurons in the basal ganglia show high levels of synchrony 

in Parkinsonian conditions [4].  
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 More recent studies suggest the key role of the BG in 

“nonmotor” diseases such as absence epilepsy which is a 
generalized non-convulsive epilepsy. In these diseases, the 

symptoms accompany various oscillatory patterns of neural 

activity often synchronized across the BG, cortex and other 

brain areas [1]. Recent studies in animals and humans have 

revealed the existence of several types of oscillatory activity 

in the various nuclei of the basal ganglia and, although still 

poorly understood, are believed to play an important function 

in both the normal physiology and pathophysiology of this 

system [5].   

On the other hand, Alzheimer’s disease (AD) is the most 

prominent aging dependent neurodegenerative disorder. 
Brain atrophy caused by neuronal loss is a prominent 

pathological feature of Alzheimer’s disease. Cholinergic 

neurons are most damaged in AD brain [6]. Reduction in 

potential healthy synapses and the strength of connections 

among the neurons is observed in case of AD [7]. 

Since in the case of brain  diseases pathologies such as  

neuronal lost, dopamine depletion and reduction of synaptic 

strength is observed,  in this work, the synchronization level 

of neuronal activity  of Basal ganglia regions such as 

Striatum, GPi/SNr, GPe, STN and Thalamic relay neurons is 

investigated according to these pathologies. For different 

dopamine levels, different synaptic strength values and 
neuronal interconnection densities, the synchronization level 

is obtained and analyzed. The simulation results reveal that 

the striatal synchronization is increased in the case of 

dopamine depletion. For the lowest synaptic strength and the 

neuronal interconnection density, the highest 

synchronization values are observed. 

 

2 .  B A S A L  G A N G L I A  A N D  T H A L A M U S  

N E T W O R K  S T R U C T U R E  

 

The Basal ganglia region of network given in Fig. 1 consists 

of Striatum, Globus Pallidus External (GPe), Globus Pallidus 
Internal (GPi), Substantia Nigra pars reticulate (SNr) and 

Subthalamic Nucleus (STN) sub networks. GPi and SNr are 

different neuronal populations but in this work they are 

considered as a single GPi/SNr structure due to their closely 

related inputs and outputs and similarities in cytology and 

function [8]. 

  The striatum sub network structure is as that defined in [9] 

but include the latest findings about the network structure 

given in [10]. The rate of Fast Spiking Interneurons (FSI) in 

the striatum is roughly 10 %. The half of the left 90 % 

consists of D1 dopamine receptor type Medium Spiny 
Neurons (MSN) and the other half of D2 dopamine receptor 

type MSN’s. FSI neurons in the striatum has inhibitory 

T 
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GABAergic connections with the other FSI neurons and D1 

and D2 MSN neuronal population. Also, there is gap junction 

type connection between FSI neurons. The D2 MSN neurons 

has inhibitory GABAergic connection with other D2 MSN 

neurons, D1 MSN neurons population and GPe neurons. The 

D1 MSN neurons has inhibitory connections with the other 

D1 MSN neurons and GPi and SNr neuronal populations.   

The GPe receives excitatory input from STN neurons and 

other GPe neurons over local axon collaterals which have an 

inhibitory influence. The GPe sends an inhibitory projection 
to GPi and to STN. The subthalamic nucleus is the only 

portion of the basal ganglia that produces an excitatory 

neurotransmitter glutamate which excites both the GPe and 

GPi/ SNr output nuclei.  

The external inputs of Basal ganglia are Thalamocortical 

signal originating from cortex region and dopamine signal 

originating from SNc region that modulate the striatal 

neurons. Thalamus region in the network consists of 

Thalamocortical relay cells that receive excitatory 

sensorimotor inputs from cortex region. This neurons 

function is affected by inhibitory synaptic connections from 

GPi/SNr basal ganglia neuronal population. The striatal 
activity has excitatory effect on the thalamus via the D1 MSN 

neurons connection from the striatum to the output nuclei 

called direct pathway, and an inhibitory effect via the D2 

MSN neurons connection to the output nuclei over GPe and 

the STN called indirect pathway [8, 11, 12]. 

 

 
Fig. 1. Structure of Basal ganglia thalamocortical network 

 

3 .  I Z H I K E V I C H  N E U R A  M O D E L  

The neuronal populations of Basal ganglia and Thalamus are 

modeled by using phenomenological Izhikevich model given 

in Eq. 1  [9,13,14]. 

Here C is the membrane capacitance. The dimensionless 

variables 𝜈 and u represent the membrane potential of the 

neuron and the membrane recovery, respectively. 𝜈𝑟 , 𝜈𝑡  are 
the resting and threshold potentials.   

( )( )

( ) 
duucvvv

uvvbau

IuvvvvkvC

peak

r

tr

+→→

−−=

+−−−=

 ,  





                                   (1)

     

a, b, c, and d are dimensionless parameters. 𝜈 and u  account 
for the activation and inactivation of ionic currents, 

respectively. When the membrane potential reaches vpeak,  

the values of 𝜈 and u are assigned with c and u+d as given in 

the last expression of Eq. 1.  [9, 13, 14].  I denotes the currents 

consisting of the externally applied and the synaptic current, 

(𝐼 = 𝐼𝑜𝑢𝑡 + 𝐼𝑠𝑦𝑛). The externally applied current represents 

the effects of inputs coming from outside of the network.  All 

populations in network consist of 100 neurons connected 

randomly by predefined connection probability. 

The striatum region neurons are affected by dopamine 
neuromodulator. Dopamine inhibits the D2 dopamine 

receptor type MSNs in the indirect pathway and excites D1 

dopamine receptor type MSNs in the direct pathway [15]. 

The FSI and D1 and D2 MSN neuron models of Striatum 

region are as: 

 

( ) ( ) IuvvvvkvC fstfsrfsfs +−−−−= 11                 (2) 

                                                                       

𝑢𝑓𝑠̇ = {
−𝑎𝑢𝑓𝑠 ,                                          𝑖𝑓  𝑣𝑓𝑠 < 𝑣𝑏

𝑎 [𝑏(𝑣𝑓𝑠 − 𝑣𝑏)
3

− 𝑢𝑓𝑠] , 𝑖𝑓 𝑣𝑓𝑠 > 𝑣𝑏

           (3)      

                     

( )( ) ( )DADDAtDrDD EvgIuvvvvkvC −++−−−= 11111                       (4) 

                                                                                                                        

( )( )( ) IuvvvvkvC tDrDD +−−−−= 2222 1                   (5)                                            

 

where the reset condition of D1 and D2 MSN neurons is as 

that given in Eq. 1.  

Dopamine has a dual action on MSNs; it inhibits the (D2-

type) MSNs and excites (D1-type) [15]. 𝜙1𝑔𝐷𝐴(𝜈𝐷1 − 𝐸𝐷𝐴) 

in D1 MSN neuron model is for simulating the 

hyperpolarizing effect of D1 activation and  𝑘(1 − 𝛼𝜙2) in 
D2 MSN neurons is for reflecting increased sensitivity to the 

injected current where 1 and 2 are the parameters for 

specifying the level of dopamine, taking value between 0 and 

1.  The external current is modeled as 

 

𝐼𝑜𝑢𝑡 = 𝐼𝑜 + 𝜌𝛼𝑖(𝑡) + 𝜎𝐼𝑐𝑜𝑟𝑡𝑖𝑐𝑎𝑙                                     (6) 

  

where Io , 𝜌 and 𝜎 are the constants, (t) is white noise with 

zero mean value and 𝐼𝑐𝑜𝑟𝑡𝑖𝑐𝑎𝑙  is a pulse shaped signal with 

unit amplitude and frequency of 2 spike/s, simulating cortical 

input  [15]. The synaptic input to all MSNs is 𝐼𝑠𝑦𝑛 =
𝐼𝑔𝑎𝑏𝑎−𝑓𝑠 + 𝐼𝑔𝑎𝑏𝑎−𝑚𝑠 .  

The internal synaptic current of any neuron is the sum of 

exponentially decaying presynaptic currents of connected 

neurons, which reach to considered neuron with a delay. The 

synaptic current of any i’th MSN neuron of type Ii=Igaba_fs 

+ Igaba-ms is given in Eq. 7.  
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𝐼𝑖(𝑡) = 𝑔𝑔𝑎𝑏𝑎_𝑓𝑠 ∑ 𝑟𝑖𝑙(𝑡 − 𝜏𝑖𝑙)[𝐸𝑔𝑎𝑏𝑎_𝑓𝑠 − 𝑉𝑖]𝑙 -        

 𝑔𝑔𝑎𝑏𝑎_𝑚𝑠 ∑ 𝑟𝑖𝑗(𝑡 − 𝜏𝑖𝑗)[𝐸𝑔𝑎𝑏𝑎_𝑚𝑠 − 𝑉𝑖]𝑗                              (7) 

 

where ggaba_fs and ggaba_ms are the chemical conductivity 

strengths, and τil and τij represents time delays from l’th and 

j’th presynaptic neurons to i’th postsynaptic neuron. Time 

delay between striatal neurons was assumed zero during 

analysis in this work. Egaba_fs and Egaba_ms are the 

reversal potentials for the inhibitory synapses and was taken 

as Egaba_fs  = Egaba_ms  =- 60 mV. For each spiked 
connected neuron, (jth connected to ith neuron), the 

connection strength between these neurons is updated as 

𝑟𝑖𝑗 ← 𝑟𝑖𝑗 + 𝜔𝑖𝑗 , here ij is the inhibitory synaptic strength 

from neuron j to neuron i. It is taken as constant, ij =  [9, 

14, 16].  

 rij is the dynamic variable that decreases exponentially 

depending on decay time (synaptic time constant) 

s=gaba_fs=gaba_ms as given in Eq. 8.   

  

𝜏𝑠�̇�𝑖𝑗 = −𝑟𝑖𝑗                                        (8) 

 

 

The gap junction type connection between FSI neurons 

provide an extra current of electrical type and is included in 

the model as  𝐼𝑔𝑎𝑝. The synaptic input for FSI neurons is as: 

 

 𝐼𝑠𝑦𝑛 = 𝐼𝑔𝑎𝑏𝑎−𝑓𝑠(1 − 𝜀𝜙2) + 𝐼𝑔𝑎𝑝                                   (9)

                   

 

where (1 − 𝜀𝜙2) represents dopamine effect and junction 

current for any i’th FSI neuron is defined as is in Eq. 10.  

                                

 ikkgapi VVgtI −=)(
                    (10) 

 

Here ggap is the constant electrical synaptic strength from 

neuron k to i. Vk and Vi are pre and postsynaptic neuron’s 

membrane potential.   
By using the simplified form of Izikhevich neuron model 

given in Eq. 11, the rest of basal ganglia network is 

constructed [8].  

 

�̇� = 0.04𝑣2 + 5𝑣 + 140 − 𝑢 + 𝐼  

�̇� = 𝑎(𝑏𝑣 − 𝑢)                                                          (11) 

𝑖𝑓 𝑣 ≥ 30 𝑚𝑉, 𝑡ℎ𝑒𝑛 𝑣 → 𝑐, 𝑢 → 𝑢 + 𝑐 

 

As in the striatal neurons, the input current 𝐼𝑖 = 𝐼𝑖
𝑎𝑝𝑝

+ 𝐼𝑖
𝑠𝑦𝑛

 

of any i’th neuron in the rest of basal ganglia consists of the 

external applied current 𝐼𝑎𝑝𝑝 and the summation of synaptic 

currents coming from other neurons having synaptic 

connections with it expressed as 𝐼𝑖
𝑠𝑦𝑛

 .  The external currents 

for GPi/SNr, GPe and STN populations are constant valued, 

whereas the externally applied current to Thalamus region is 

puls shaped signal with frequency of 14Hz comprising 
sensorimotor input (ISM) to this region.  The synaptic current 

is in the form of  

𝐼𝑖
𝑠𝑦𝑛

= ∑ 𝐼𝑖𝑗
𝑠𝑦𝑛

𝑗 = ∑ 𝑔𝑖𝑗𝑗 𝑟𝑖𝑗(𝑡 − 𝜏𝑖𝑗)[𝐸𝑆 − 𝑉𝑖]                     (12) 

 

where the synaptic current from j’th neuron to i’th neuron has 

coupling strength denoted as 𝑔𝑖𝑗 and 𝜏𝑖𝑗  denotes  synaptic 

delay time between pre and postsynaptic neurons and 𝐸𝑆 is 

reversal potential that is 𝐸𝑆 = 0 𝑚𝑉 for excitatory and 𝐸𝑆 =
−80𝑚𝑉 for inhibitory connection. The update mechanism of 

connection strength  𝑟𝑖𝑗   between pre and postsynaptic 

neurons is the same as update process in striatum neurons. 

Beside striatal neurons, the synaptic delay time between pre 

and postsynaptic neurons in the basal ganglia are taken as 

described in [8]. The striatum region neuron parameters used 

in analysis are chosen as that described in [9] and are given 

in Table 1.  

 
TABLE 1 

PARAMETERS FOR FSIS AND MSNs 

Parameters for FSI 

neurons 

Parameters for MSN 

neurons 
a 0.2 C 50 pF 

b 0.025 b -20 

d 0 c -55 mV 

k 1 vr -80 mV 

vpeak 25 mV vpeak 40 mV 

vb -55 mV k 1.14 

C 80 pF vt -33.8 mV 

c -60 mV a 0.05 

vr -70 mV d 377 

vt -50 mV α 0.03 

η 0.1 gDA 22.7 nS 

ε 0.625 EDA -68.4 mV 

Egaba_fs, 
Egaba_ms 

-60 mV Egaba_fs, 
Egaba_ms 

-60 mV 

τ gaba_fs 4 mS τ gaba_fs, τ 

gaba_ms 
4 mS 

ggaba_fs 20 nS g gaba_ms 4.36 nS 

 

The network parameters of the Thalamus and other sub 

population of Basal ganglia, including GPi/SNr, GPe and 

STN neuronal populations was given in Table 2 and 3. 

 
TABLE 2 

GPi/SNr, GPe STN AND THALAMUS NEURONAL POPULATION’S 

NEURON PARAMETER VALUES 

Population a b c d τs 

ms 
Es 

mV 
Iapp 

GPe 0.01 0.58 -65 4 5 -80 10 

GPi/SNr 0.01 0.58 -65 4 100 -80 15 

STN 0.01 0.26 -65 2 10 0 1 

Thalamus 0.01 0.23 -65 0.45 10 0 ISM 

 

The parameters values are determined by considering the 

recent studies on the basal ganglia neurons dynamics and [8, 

9, 12] to simulate the neuronal firing rates and patterns. 

Different from [8], the present network includes the detailed 

striatum sub network whereas in [8], the striatum is depicted 

as an external input only. The basal ganglia thalamic network 

in [12] is mass modeled whereas the present network 
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structure includes Izhikevich neuron-based network model of 

basal ganglia region. 

 
TABLE 3  

THE CONNECTIVITY RELATIONS BETWEEN SUB NETWORKS 

Connectivity, α→β Synaptic conductance, g 
MSN D1 → GPi/SNr 0.75 

MSN D2 → GPe 0.75 

STN → GPi/SNr 0.075 

STN → GPe 0.075 

GPe  → STN 0.025 

GPe → GPe 0.025 

GPe → GPi 0.015 

GPi →Thl 0.01 

 

4 .  S I M U L A T I O N  R E S U L T S  

 

Since in the case of diseases such as Alzheimer’s and 

Parkinson’s disease, the neuron death, the synaptic 

connectivity degenerations and decrease in dopamine level is 

observed, the synchronization in the neuronal populations is 

analyzed by changing the synaptic connectivity number and 

the synaptic strength and by reducing the amount of 

dopamine. The degree of synchrony in the network is 

calculated according to the method developed by Hansel and 

Sompolinsky [17]. The synchronization measure is computed 

as: 

 

𝑆 =

1

𝑇
∑ [(

1

𝑁
∑ 𝑉𝑖(𝑡)𝑁

𝑖=1 )
2

]−[
1

𝑇
∑ (

1

𝑁
∑ 𝑉𝑖(𝑡)𝑁

𝑖=1 )𝑇
𝑡=1 ]

2
𝑇
𝑡=1

1

𝑁
∑ [

1

𝑇
∑ 𝑉𝑖(𝑡)2𝑇

𝑡=1 −(
1

𝑇
∑ 𝑉𝑖(𝑡)𝑇

𝑡=1 )
2

]𝑁
𝑖=1

            (13)                

 

The neuronal activity of some neurons obtained for 1 = 

2=1 comprising normal level of dopamine are given in Fig. 

2a as an example of neuronal activity of network.  

The network populations connectivity is obtained for the 

probability value of 0.1, i.e. any neuron has a connection 

probability of 0.1 to other and synaptic strength as wij=0.01. 

The firing pattern of all neurons in the network is given in 

Fig. 2b. The first 10 neurons are striatal FSI neurons, the 

following 45 neurons are D1 MSN (neurons number 11-55) 

and the next 45 neurons are D2 MSN neurons (neurons 

number 56-100). The neurons from 101 to 200 are GPi/SNr, 
neurons from 201 to 300 are GPe, neurons from 301 to 400 

are STN and the last 100 neurons are Thalamic relay neuronal 

populations. It is seen that dopamine has different effect on 

D1 and D2 MSN neurons firing, and because of the applied 

14 Hz external sensorimotor signal, the thalamic relay 

neurons fires approximately at this frequency. 

 

 

 

 
a) 

 

 

 
b) 

 
Fig. 2    

a) The neuronal activity of randomly selected neurons,   

b) the raster plot of network obtained for connection probability of 0.1, 
dopamine level  

 

1 =2=1 and wij=0.01 

By decreasing the connection probability from 0.5 to 0.1 for 
2000 ms, the network activity was obtained for striatal 
neurons synaptic strength wij values of 1.0, 0.1, 0.05 and 0.01 

and dopamine values between 1 =2=0 (comprising total 

dopamine depletion) and   1 =2=1 (comprising no lack of 
dopamine).  The synchronization measure, S for these 
parameter values are calculated.  
The obtained synchronization measure is the mean value of 
the synchronization values of 5 different networks randomly 
generated with above mentioned connection probabilities. 
The obtained results are given in Fig. 3, 4 and 5. 
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a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

 
Fig. 3. Synchronization measure (S) versus dopamine value obtained for 
connection probability of  0.5.  
a) Synchronization of  striatal neurons population, 
b) Synchronization of GPi/SNr neurons population  
c) Synchronization of  GPe neurons population  
d) Synchronization of  STN neurons population  
e) Synchronization of  Thalamic neurons population  
f) Rasterplot of network. 

 

 
a) 
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b) 

 
c) 

 
d) 

 
e) 

 
f) 

 
Fig. 4. Synchronization measure (S) obtained for connection probability 
0.25.  
a) Synchronization of striatal neurons population,  
b) Synchronization of GPi/SNr neurons population,  
c) Synchronization of GPe neurons population,  
d) Synchronization of STN neurons population,  
e) Synchronization of Thalamic neurons population,  
f) Rasterplot of network. 

 
a) 

 
b) 
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c) 

 
d) 

 
e) 

 
f) 

Fig. 5. Synchronization measure (S) obtained for connection probability 0.1.  
a) Synchronization of Striatal neurons population,  
b) Synchronization of GPi/SNr neurons population,  
c) Synchronization of GPe neurons population,  
d) Synchronization of STN neurons population,  
e) Synchronization of Thalamic neurons population,  
f) Rasterplot of network. 

 

As seen from synchronization values obtained for different 
connectivity values, different synaptic strength and dopamine 
values, 

 

a) Decreasing the value of dopamine from its normal value 

of 1 =2=1 to 1 =2=0 increases the synchronization in 

striatal population which is the phenomena observed in 

the disease such as Parkinson in which 

neurophysiological hallmark is excessive synchronous 

activity in the basal ganglia (BG) network [8]. 
 

b)  Decreasing the connection probability causes a decrease 

in the fluctuation in synchronization measure in thalamic 

neurons depending on the dopamine value. For higher 

synaptic strength as wij=1, depending on the dopamine 

value, the synchronization is high for connection 

probability of 0.5 (Fig. 3e). Decreasing connection 

probability to 0.1 causes a decreased fluctuation in the 

synchronization measure of thalamic neuron population 

depending on the dopamine value (Fig. 5e). 

 
c) The synchronization measure in GPi/SNr, GPe and STN 

populations do not change so much depending on the 

dopamine decrease. For low connection probability value 

such as 0.1, the higher synchronization measure values are 

obtained for lower synaptic strength values. 

 

d) From the rasterplots obtained from the activation for 

different connection probability values, it is seen that the 

firing in thalamic neurons decreases for higher 

connectivity values that means the increased inhibition is 

the result of higher connectivity value.  

 

5 .  C O N C L U S I O N  

 
The synchronization behavior of basal ganglia is investigated 
by using Izhikevich neuron model. Basal ganglia comprises 
striatum, internal and external segments of globus pallidus, 
subthalamic nucleus, substantia nigra pars reticulate neuronal 
sub populations and thalamus. The influences of dopamine, 
synaptic strength and neuronal interconnection density on the 
synchronization behavior of the subpopulations are 
investigated. It is known that the neurophysiological 
hallmark of PD is excessive synchronous activity in the basal 
ganglia network. The simulation results reveal that the striatal 
synchronization is increased in the case of dopamine 
depletion which is consistent with experimental observations 
[8]. The decrease in the dopamine level has not shown 
considerable influence on the synchronization of other basal 
ganglia sub populations. The highest synchronization values 
are observed for the lowest synaptic strength and neuronal 
interconnection density. Decreased neuronal interconnection 
density causes a decrease in the fluctuation in 
synchronization in thalamic neurons depending on dopamine 
value. 
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A USABILITY RESEARCH ON TASK PREDICTION FOR EXPERIENCED 
USERS WITH COGTOOL  

K. Arık 

 

Abstract— Rapidly developing technology has offered different 

alternatives to human beings and the main target of those alternatives has 
been to respond to human needs. In this process, use of technology has 
become widespread, but it has brought some problems due to individual 
differences, digital competencies and generational differences. 
Conducting an effective process in solving those problems has also 

increased importance of "Human - Computer Interaction" workspace. It’s 
not possible to evaluate users as uniform in technology human scope. 
Undoubtedly, in human computer interaction, user is often assumed to be 
"human." Cognitive modeling practices have started to be associated with 
many fields, from fields of psychology, engineering sciences and 
economics. Over 80% of articles in major theoretical journals of Cognitive 
Science include cognitive modeling. This research provided by 10 
participants, 4 male and 6 female users who actively use Garanti BBVA 

Bank mobile application. Accordingly, problem of research is to 
prediction on whether CogTool tool makes a true accurate prediction by 
participants performing tasks in line with some tasks. KLM, GOMS and 
other cognitive models are similar to an efficient mean to exclude the 
application of this process was investigated. According to research results; 
average time of participants to perform Task 1- 5.54 sec the lowest 4.14 
sec and the highest 6.69 sec, average time for Task 2- 8.67 sec the lowest 
7.59 sec and the highest 9.45 sec and Task 3- 11.60 sec was in the lowest 
10.62 sec and the highest in 13.21 sec. Respectively, CogTool estimates 

for tasks performed were 6.1 secs for Task 1, 9.9 secs for Task 2 and 12.1 
secs for Task 3. Accordingly, difference between real-time experience and 
CogTool predictions was measured as 0.56 sec in Task 1, 1.23 sec in Task 
2 and 0.50 sec in Task 3. In the light of those findings, it’s seen CogTool 
tool predicts real-time results with a minor rate of error compared to 
average time in assigned tasks. 

Keywords— CogTool, Usability, Cognitive Modeling, Experienced User 

1 .  I N T R O D U C T I O N  

t’s not possible to evaluate users as uniform in technology 

human interaction. Individual differences emerge as an 

important factor as is known. Users needed to meet their needs 

more easily over time, and they have been using technology 

more effectively in most of their daily life. For example, while 
users must wait at the bank to perform their financial 

transactions in before, due to active use of technology, this 

process can now be carried out more easily in mobile 

application. With another example, whenever a person wants to 

buy any product, it can be ordered from the Internet and get it, 

or even return it if doesn’t like it.  

 

The term of “Human Computer Interaction” in literature aims 

to provide “transparent” information to users also, shape 

information and communication technologies according to 

human needs in practice and theory [1,2] 

Çağıltay [3] has defined interaction of users as a structure that 

aims to make technology aimed at people, not technology. The 

basis of structure is making basic elements more usable and 

accessible in terms of technology's service. Turkey's 

acquaintance with technological devices started in 1993 when  

UN (United Nations) provided computer and internet access to 

many countries [4,5].  
In this period, technological tools such as computer, mobile 

phone and internet were used for testing in certain regions of 

Turkey. Turkey in the 2000s to correct Panasonic, Motorola and 

people began to become acquainted through phone companies 

such as Nokia and may use more. However, users have been 

unfamiliar with using technology and had difficulty in this 

adaptation process.  

Tendency of individuals from every audience to use technology 

has made studies in this field important. Surely, in field of 

Human Computer Interaction, user is often assumed to be 

“human”. This element also constitutes vast majority of concept 
that defines HCI (Human Computer Interaction). In terms of 

software or hardware component of some technological 

products, situations where you cannot select target audience or 

have different individual characteristics of target audience may 

arise. For example; Scratch application, which aims to develop 

software and algorithm skills for primary and secondary school 

students, while taking orders in banks, loading credit / money 

on your public transport card, or withdrawing money from 

ATM devices, while using kiosk devices developed to load card 

in a university refectory.  

It can be grouped as a special audience. The change of intended 

group also differentiates interfaces to be designed. In addition, 
developing an interface to general or specific audience also 

reveals need to consider different areas that can be associated 

with HCI. At this point, research fields related with HCI are 

cognitive science, sociology, anthropology, artificial 

intelligence, information systems, graphic design, software and 

engineering. 
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Fig.1. HCI and interactive workspaces [6] 

 

2 .  L I T E R A T U R E  R E V I E W  

2.1. HCI and Cognitive Science 

 

Human Computer Interaction (HCI) is the science of designing 
an interface that is usable, understandable and responsive to 

requests [7]. Besides being usable and accessible, it’s also a 

necessary structure for establishment of reliable systems. 

Dreyer [8] cognitive science in psychology dictionary; defined 

as interdisciplinary field of science that integrates knowledge 

and techniques of cognitive psychology, philosophy of logic, 

epistemology, anthropology, psycholinguistics, neuroscience 

and computer science in understanding mind and mental 

processes. Since research problems and techniques cover many 

sub-disciplines, it has been difficult to define cognitive science 

[9]. 

It’s known that is a field performs interdisciplinary studies with 
different disciplines in field of Human Computer Interaction. 

As seen in Figure 1, HCI is used in cognitive science and 

psychology problem solving skills, developing designs that are 

suitable for ergonomics, physical skills, anthropology and 

sociology interaction in terms of wider contexts, computer 

science and technology to establish necessary technological 

connection and graphic design to provide an effective interface 

design. [6]. 

Among fields mentioned above, ones that stand out in terms of 

social sciences can be listed as psychology and cognitive 

science. Cognitive science stands out as a field that deals with 
only cognitive processes of individuals, among structures 

divided into 3 groups as cognitive, affective and psychomotor. 

Cognitive science, in which studies began to be introduced into 

the literature in the 1960s, has become one of study areas that 

can be associated with the field of Human Computer 

Interaction. The evaluation of cognitive science as a sub-branch 

of psychology since 1980s has limited its practices in this field 

in a sense [10]. It was emphasized that literature in HCI and 

cognitive science is limited, and cognitive science is important 

for studies of HCI. 

 

 

 2.1. HCI-Cognitive Science History and Relation 
 

When looking at history of humanity, important inventions 

have feature of being developed due to human needs. An 

example of that is invention of computer, development of a 

waterless car engine and development of different weapon 

technologies. However, it's worth noting that computer was 

originally developed to perform calculations in the military 

field and serves different purposes for the future. During WWII, 

Britain and United States appointed a team of academicians 

who worked in psychology to develop more effective and faster 

methods of training more soldiers and fighter pilots. 

Researchers who provided some trainings, realized that the 
machines individuals are trained to use can be developed using 

a different way [11]. 

Advocating that sub-disciplines of cognitive science should be 

brought together, like other researchers [9] emphasized there is 

a common area in interface design in HCI. It also suggests this 

content can prove a way to combine cognitive sub-disciplines 

in ways never seen before. At this point, main target was to 

investigate productive component of the unifying theme of HCI 

and content proposed for cognitive science. Practical research 

also removes artificiality of scientific research in the 

perspective of Human Computer Interaction and Cognitive 
Science [12]. 

Scientists Fredick Bartlett, Donald Broadbent, Alphanse 

Chapenis and Paul Fitts at the University of Cambridge 

conducted cognitive studies to practice in this field. Next 

period, Broadbent and Miller continued their studies in 

academic world and establish foundation of cognitive science. 

Studies have led to increased interest in the cognitive 

dimensions of the underlying causes of human behavior in 

development of applied sciences. In this regard, foundations of 

cognitive science have been started to be laid. In terms of HCI, 

computer innovations such as text editing, graphic processing, 

interfaces, and pointing devices have paved the way for gradual 
identification [13]. 

When first examples of human computer interaction and 

Cognitive Science studies were examined, HCI focused on 

more applications, cognitive science focused more on 

theoretical parts. In ongoing process, they brought together 

Human Computer Interaction and Cognitive Science disciplines 

and introduced a new idea for application [14]. Cognitive 

Science focuses more on examining cognitive process that HCI 

is going through. In other words, it took into account processes 

of perception, use and decision making. In this understanding 

phase, interaction between computer and user is estimated and 
explained. In two areas, computer scientists and experts in 

cognitive science collaborate jointly. Cognitive science and 

HCI are getting help from most of each other and are improving 

day by day. At the point of solution, it is not a solution to 

cognitive science theories to HCI, but to allow new theories 

arising from the applied HCI research is offered as a solution to 

this problem. 

Advocating that sub-disciplines of cognitive science should be 

brought together, like other researchers [9] emphasized there is 

a common area in interface design in HCI. It also suggests this 

content can prove a way to combine cognitive sub-disciplines 

in ways never seen before. At this point, main target was to 
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investigate productive component of the unifying theme of HCI 
and content proposed for cognitive science. Practical research 

also removes artificiality of scientific research in the 

perspective of Human Computer Interaction and Cognitive 

Science [12]. 

Scientists Fredick Bartlett, Donald Broadbent, Alphanse 

Chapenis and Paul Fitts at the University of Cambridge 

conducted cognitive studies to practice in this field. Next 

period, Broadbent and Miller continued their studies in 

academic world and establish foundation of cognitive science. 

Studies have led to increased interest in the cognitive 

dimensions of the underlying causes of human behavior in 

development of applied sciences. In this regard, foundations of 
cognitive science have been started to be laid. In terms of HCI, 

computer innovations such as text editing, graphic processing, 

interfaces, and pointing devices have paved the way for gradual 

identification [13]. 

When first examples of human computer interaction and 

Cognitive Science studies were examined, HCI focused on 

more applications, cognitive science focused more on 

theoretical parts. In ongoing process, they brought together 

Human Computer Interaction and Cognitive Science disciplines 

and introduced a new idea for application [14]. Cognitive 

Science focuses more on examining cognitive process that HCI 
is going through. In other words, it took into account processes 

of perception, use and decision making. In this understanding 

phase, interaction between computer and user is estimated and 

explained. In two areas, computer scientists and experts in 

cognitive science collaborate jointly. Cognitive science and 

HCI are getting help from most of each other and are improving 

day by day. At the point of solution, it is not a solution to 

cognitive science theories to HCI, but to allow new theories 

arising from the applied HCI research is offered as a solution to 

this problem. 

 

2.3. Cognitive Modeling  
 

Cognitive models are increasingly emerging in all areas of 

cognition, from perception to memory, to problem solving and 

decision making. Cognitive science is about understanding 

processes that the human brain uses to perform complex tasks 

such as perception, learning, remembering, thinking, guessing, 

inference, problem solving, decision making, planning and 

moving around the environment. Over 80% of articles in major 

theoretical journals of Cognitive Science include cognitive 

modeling [15].  

Cognitive modeling practices have started to be associated with 
many fields, from psychology, engineering and economics. 

Thus, cognitive modeling becomes a basic tool for Cognitive 

Science and Social Sciences. Main purpose of a cognitive 

model is to scientifically explain one or more of those basic 

cognitive processes, or to better understand how those 

processes interact. In other words, cognitive modeling is one of 

the ways to evaluate usability of a product and those cognitive 

theories can solve problems by applying them. [16]. Cognitive 

modeling are models developed to design the interface more 

active and effectively. 

Cognitive modeling appears as a structure that examines how 

individuals categorize perceptual objects in mind. For example, 

an individual who is an art enthusiast wants to know about the 
period of a painting, a scientist working in the field of social 

sciences, academic period of the subjects he worked on. In other 

words, cognitive modeling can be called the prototype of a 

categorization process [15]. Different models have been 

developed for cognitive modeling according to their usage in 

various fields. 

For example, when we think that user should perform a task, 

process of understanding how an individual learns and how 

categorizes it in process of performing this task should be well 

known. This process can only be understood by scientific 

studies. In this respect, HCI and cognitive science need each 

other. Cognitive modeling is psychology-based, and also 
appears as a study tool in engineering for both theoretical 

research and practice. If the theory is well-structured, it helps to 

evaluate the designs of cognitive modeling interface 

alternatives [17]. Cognitive model is a structure used to predict 

how users perform before applying it through a system and even 

before prototyping. It's seen that cognitive modeling plays a 

more satisfying and supportive role in HCI than people. It can 

also perceptual, cognitive and motor processes to perform a 

task. In this process, main goal is to perform the task given with 

minimum effort or to act like a human and respond to as desired. 

Another function of cognitive science in HCI is to develop 
better interfaces for users. While achieving this goal, it can be 

listed as developing a better interface with the feedback from 

the predictions, learning time, predicting errors and predicting 

what should be corrected in the interface according to those 

predictions. 

 

It can be said that Cognitive Science is used for 3 purposes in 

HCI. Those; 

• Predict human behavior, 

• Guiding users in an adaptable model, 

• Getting efficiency from other users in group 

interaction. 
 

2.4. Cognitive Modeling – Advantages and Disadvantages 

 

It's not possible to evaluate individuals as a single group 

because some differences come to the fore. Likewise, besides 

the advantages of the systems used in a single group evaluation, 

some disadvantages may arise. In terms of advantages, 

cognitive modeling helps interface designers to shape many 

steps by instructing from early stage of design [18]. It comes to 

the fore with its applicability easily without spending too much 

time. Low costing dimension is among factors that make 
cognitive modeling practical. In addition, this factor also 

increases effectiveness in the practical use of cognitive 

modeling. Another advantage of cognitive modeling is to try to 

answer questions such as how many steps, how long it will take 

and how much effort it will perform in a human-computer 

interaction process [14,3] 

 

Cognitive modeling is aimed at finding solutions to problems 

encountered in different interface designs in cognitive process. 

Besides producing different advantages, it also has a number of 

disadvantages. Those disadvantages; 
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• Focusing on only experienced (constantly performing 

task) user, 

• Insufficient on individual differences, 

• Failure to consider user errors, 

• Being able to make an estimate about the ideal process. 

 

2.5. Cognitive Modeling Models 

 

Finally, it’s also worth noting that cognitive modeling 

should be shaped according to study to be used in terms of 

usage. Cognitive modeling put into perspective us a functional 

feature in making an prediction of task to perform between user 

and device in a specific time. Different cognitive models have 
been introduced in HCI and cognitive science. Some of those 

models listed in below; 

• GOMS 

• SOAR 

• ACT-R 

• EPIC 

• KLM (Key Stroke Model)  

•MHP (Model Human Processor) 

 

2.6. GOMS Model and NYNEX 

 
GOMS model is a feasible model in situations where users are 

expected to perform the task they have already mastered 

(performed without errors). Information collected through the 

GOMS model is used to predict what individual will do in 

unpredictable situations [19, 20]. In a study conducted 

according to GOMS model, designer should inform any user 

whom person wants to test about the goal, method, when/how 

method should be used. User commands the system, system 

does so. It tells user what person is doing in single user 

transactions. In this process, GOMS is user-oriented and 

performs well in this type. Text graphic editors work well in 

functions such as page layout creation, spreadsheet creation, 
User Interface design, WWW, and CAD systems. 

It's a comprehensive model and contains mixed items. 

Indicating choices outlined about objectives in cognitive 

processes may not always guide HCI researchers. GOMS model 

has remained very academic and is considered a pioneer in other 

models, except that it’s basic model on HCI. 

 

 
 

 Fig.2. GOMS model and sub-dimensions 

 

1. Goals: Those are tasks given to the user. It can also be 

described as actions that the design developer asks individual to 

take. 

2. Operations: Actions that software allows the user. 

Person can perform a task with the mouse or can do it using 

shortcuts. Here transactions can be defined in this way. 

3. Methods: It's way the user chooses while performing 
given task. Also, user can use different ways according to 

digital competencies. 

4. Selections: If there are different methods of performing 

a task, user can choose between them. The factor affects here is 

the situation affecting the selection. 

 

There are some various software are available to facilitate use 

of model-based evaluation approach. GOMS model is the best 

known of model-based evaluation methods. One of the best 

examples of GOMS model is Project Ernestine. Considering 

that time is equal to money in terms of call center companies, 

where aim is to conduct interviews, increase in 1-second call 
time that may occur due to one person in the interviews returns 

to company as an additional cost. In 1980, a 

telecommunications company called NYNEX shortened 1-

second calling time from each operator and planned to reduce 

company's annual expenses by $ 3 million. In this respect, an 

application for shortening calling time will provide the 

company with a cost advantage. Different opinions have been 

put forward in this regard and the most effective among the 

opinions has been to reduce this time by establishing an 

additional station with new technological devices. 

In this process, context of Project Ernestine, structures such as 
different keyboard layouts, screen layouts and switching 

procedures were compared to NYNEX company that wanted to 

establish a new station, and a system was proposed for the 

system and information about the GOMS model was provided. 

In the NYNEX project, analysis was performed using a 

cognitive model according to the GOMS model. As a result of 

a proposal prepared according to the GOMS model at the end 

of this process, he also predicted that the new devices planned 

to be installed will not decrease calling time and will increase 

those times by 0.69 seconds. If stations that are supposed to be 

established are not installed, company will not be able to 

decrease calling times and at the same time, it has been reached 
that this projected increase will return approximately $ 2 

million per year for company. 

On this subject, in task analysis prepared according to model 

applied, company didn't establish a new station, returned from 

loss and implemented suggestions to be made after making an 

predict according to it. As mentioned above in this process, 

cognitive models can be used effectively and actively in every 

step of design process with little effort and cost. 

 

3 .  M E T H O D  

 

3.1. Research Design and Procedure 

 

Participants performed given tasks via smart phones. They were 

selected according to convenience sampling among 
participants. Participants were instructed to perform tasks 

exactly as described to ensure the best comparison between 

performance and model estimates. In order to make given tasks 

completely correct and errorless, participants were tested as a 

result of some instructions. As a result of this experiment, 

individuals performed their basic tasks. When performing those 

GOMS

Goals Operations Methods Selections
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tasks, it was decided to perform task again from beginning in 
case of any mistake, and a path was followed accordingly. 

 

3.2. Problem 

 

Problem of research is whether CogTool tool makes a real-like 

accurate prediction as a result of participants performing tasks 

in line with some tasks and whether KLM, GOMS and similar 

cognitive models have an effective effect in practice. 

 

3.3. Participants 

 

The research group consists of 10 people, 4 male and 6 female 
users, who actively use the Garanti BBVA Bank mobile 

application. Target audience of the application includes people 

who have been actively using Garanti BBVA mobile 

application for a while and made financial transactions using 

their smart phones.  The participants' ages are between 26 and 

46 and the average as 31.2  ages. In addition, participants were 

selected from those who have completed their postgraduate 

studies and actively work in academy. 

 

 

3.4. Research Tools 
 

Tests applied during research were made concrete by 

processing with Excel software in Windows PC. As well, 

CogTool which is a cognitive modeling tool in order to perform 

user tests and make predictions, has been the most frequently 

used software within framework of its study. The usage and 

general information of the CogTool tool is as follows. 

 

3.5. CogTool and Applications 

 

It's a free software developed by Carnegie Mellon University to 

measure usability of interfaces based on cognitive modeling and 
use ACT-R architectures. CogTool is a general-purpose user 

interface prototyping tool. It automatically evaluates designs 

with a predictable human performance model. CogTool can be 

used to base existing interface, compare competitors' interfaces, 

and predict how good your new designs will be. Psychomotor 

and cognitive processes help us make an average estimate for 

experienced users and provide an example of a prediction to 

those who have developed design interface so that user can take 

action. It's used to carry out procedures on how long was spent 

on a required task or what an experienced user is on a task. 

 
Advantages of CogTool; 

• Provides feedback in order to develop reusable designs, 

• Measure the performance for different designs, 

• Gives a chance to make an evaluation against competitors, 

• It can be used very beginning to the end of the product 

development process. 

 

In addition to theory, it enables implementation of cognitive 

models in practice. Assuming that you are a company owner 

and need to develop an interface, an experienced user will 

provide an predict of how long it takes to perform a task on a 

desired platform, and as a result of this estimate, you might have 

information about how useful the interface you want to develop. 
In this way, the CogTool tool has demonstrated its effectiveness 

in practice and has been actively used to provide users with 

realistic results. Also, CogTool is a software provides fast and 

practical results, guessing quantitative data, based on acting as 

if there is a user without an existing user. 

 

3.6. Tasks 

 

 
Fig.3. Task, difficulty and steps 

 

Tasks and steps that participants are asked to perform within the 

scope of our study. While determining tasks, most used features 

and critical operations that can be performed by using 

application are taken into consideration in Garanti BBVA 

mobile application. It has been assigned some tasks related to 

mobile application of Garanti BBVA. In this process, it's 

expected to perform tasks with the users logged on. Those tasks 

and difficulty levels given to participants are listed below and 

quantitative data of research are detailed below in the Findings 

section. 
 

4 .  F I N D I N G S  

 
Fig.4. Participants' time to perform assigned tasks and CogTool predictions. 

 

As seen in Table 1, duration of participants assigned tasks and 
average time to perform Task 1 is 5.54 sec - the lowest 4.14 sec 

and the highest is 6.69 sec, Task 2 is 8.67 sec - the lowest 7.5 

sec and the highest time was 9.45 sec and average time was 

11.60 sec, the lowest was 10.62 sec and the highest was 13.21 

sec. Respectively, CogTool prediction for tasks performed were 

6.1 sec for Task 1, 9.9 sec for Task 2 and 12.1 sec for Task 3. 

Accordingly, between real-time experience and CogTool 

estimates, 0.56 seconds in Task 1, 1.23 seconds in Task 2 and 

0.50 in Task 3 were measured. In the light of those data, it's seen 

CogTool tool predicts life-like results with a small rate of error 

compared to the average time in assigned tasks. List of tasks 
assigned to participants is given in Table 2, Table 3 and Table 

4 with details. 

 

 
 

No Instruction Difficulty Steps 

1 Finding the IBAN number of personal account Easy 2 

2 Finding current debt of any registered bill Normal 6 

3 
Finding current account activity of the personal card for last 1 

month 
Hard 7 

 

 

Mean Time 

(sec) 

User Test Results 
CogTool 

Prediction 

(sec) 

Difference 

(sec) 
Minimum 

(sec) 

Ma ximum 

(sec) 

Ta sk 1 5,54 4,14 6,69 6,1 0,56 

Ta sk 2 8,67 7,59 9,45 9,9 1,23 

Ta sk 3 11,60 10,62 13,21 12,1 0,50 

 

Ta sk 1: Finding the IBAN number of persona l a ccount 

1. Finding “Account” tab on Garanti BBVA mobile application. 

2. Tap Account number button. 

3. Finding IBAN number of personal account. 
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Fig.5. Participants' time to perform assigned Task 1 and steps. 

 

 
Fig .6. Participants' time to perform assigned Task 2 and steps. 

 

 
 

Fig.7. Participants' time to perform assigned Task 3 and steps. 

 

 

As seen in Figure 1, users were asked to access and review their 
account information under Task 1. A button was added to the 
Accounts section via CogTool, and a review plugin was 
included in other sections. Steps of cognitive processes were 
shown in Figure 2. 

  

 

Fig.8. Participants' follow steps while performing Task 1 

 

 
Fig.9. Steps of prediction for Task 1 with CogTool 

 

 
Fig.10. Participants' follow steps while performing Task 2 

 

As seen in Figure 3, users were asked to find the invoice debt 
registered under Task 2. On the existing screen, initially, 
"Transactions"→"Payments"→"Invoice"→"Invoice Payment" 
and "Inquiry" button of the desired invoice was examined to 
examine the incoming query. Steps of the cognitive processes 
were shown in Figure 4. 

 

 
Fig.11. Steps of prediction for Task 2 with CogTool 

 

Ta sk 2: Finding current debt of any registered bill 

1. Finding “Transaction” tab on Garanti mobile application. 

2. Tap “Payments” button. 

3. Tap “Invoice” tab. 

4. Selecting “Bill Payment” process. 

5. Tap “Registered Bill Payment” button 

6. Tap the "Get Bill" button 

 

Ta sk 3: Finding current a ccount a ctivity of the persona l ca rd for la st 1 month 

1. Tap “Account and Card” section. 

2. Touching “Accounts” button. 

3. Tap on the deposit account. 

4. Moving page down and touching "Account Transactions" button. 

5. Touching "Last 7 Days" button on the Account Transactions page. 

6. Selecting "Last 1 Month" from the pop-up menü. 

7. A cursory glance on detailed account. 
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Fig.12. Participants' follow steps while performing Task 3 

 

As seen in Figure 5, users were asked to check and examine the 
last 1-month account activity within Task 3. In the existing 
screen, initially, "Accounts" → "Accounts" tab → "Entering the 
Current Account" → "Opening Account Details" and the "Last 
1 Month" button of the desired account, the process of 
examining the account details was performed. Steps of 
cognitive processes were shown in Figure 6. 

 

 
Fig.13. Steps of prediction for Task 3 with CogTool 

 

As seen in Figure 7, 8, and 9, it's seen that estimated duration 
of expenditure is visualized for the dimensions created by 
taking into account made by CogTool. In this section, vision, 
eye movement realization and preparation, cognitive process 
and hand movement dimensions are presented in prediction. 
Amount of time allocated to which size is given below. 

 

 
Fig.14. Visualization of CogTool's prediction for Task 1 

 

 

Fig.15. Visualization of CogTool's prediction for Task 2 

 

 

Fig.16. Visualization of CogTool's prediction for Task 3 
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5 .  C O N C L U S I O N S  

CogTool-like tools run a system prediction based on cognitive 
modeling theories. Aim is to make an inference about how long 
experienced users can perform a task by conducting a 
prediction. Academicians concluded experienced users in the 
field of CogTool and cognitive modeling are a tool that makes 
close predictions about testing the interface design for usability. 
[17, 21, 22, 23, 24, 25, 26]. In CogTool predictions, error rate 
is limited as 20%. Very small rate of error gained more 
importance as CogTool made lifelike predictions in terms of 
developing the interface. Likewise, as mentioned above, 
NYNEX project has been essential for company to take a 
precaution without applying certain activities, which can be 
applied to individuals and give efficient results. 

On the other hand, while studies conducted with the CogTool 
tool are available, it's argued that number of scientists working 
in the same field are not reliable and that the predictions in use 
for CogTool-like usability are not reliable and do not yield 
predictive results in use. 

In the study of CogTool tool with experienced users by giving 
certain tasks about certain models, they also concluded that the 
difference between interface alternatives regarding human 
performance is not predicted sufficiently and does not give 
results close to normal and it is not a reliable tool in decision 
making on KLM, GOMS and CogTool based interface design 
[27, 28, 29]. 

In last studies performed in HCI, CogTool has been argued that 
it makes a close prediction in real-time tasks, and in other 
studies it has moved away from real-time tasks. However, the 
number of these articles was found to be low. It has generally 
been shown to produce realistic results. 
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THE SIGNAL SYSTEM IN BRAIN  

D. Dogan 

 

Abstract— The brain is a command centre that controls and regulates the 
body and mental functions. The brain consists of an average of 100 billion 
nerve cell networks. These neurons in the brain regulate information 

communication with the muscles, other nerves and gland cells in the 
organism. Neurons in the brain provide this information transfer both 
electrically and chemically. Neurons perform signal communication just 
like electronic networks in computers. While neurons are similar to other 
cells in highly structured organisms, they are distinguished from other cells 
by their unique electrochemical ability to transfer information within 
milliseconds. Communication network established by neurons provides 
people to learn, speak, run, eat, drink. This study aims to get to know the 

brain in general and to give information about the signal system in the 
brain. 

Keywords— Brain, Nervous System, Neuron, Glia. 

 

1 .  I N T R O D U C T I O N  

HE human body is a whole of different systems in a 

balanced communication from top to bottom. The central 

nervous system ensures coordination with each of the different 
systems in the body. The Central Nervous System (CNS) 

evaluates impulses from other parts of the body and develops 

appropriate responses to these impulses. The nervous system 

consists of two parts, the central and peripheral nervous systems 

[1]. 

 

 
Fig.1 Central and Peripheral Systems [2]. 

 

 

 

The Central Nervous System consists of two parts, the brain and 

the spinal cord. The brain is the part of the central nervous 

system inside the skull. The spinal cord is the structure in the 

spine that connects the brain and the peripheral nervous system 

and controls the reflexes. Internal and external events are 

perceived by the sense organs. Sense organs transmit 

information to the central nervous system with the help of a 
large number of neural networks in the spinal cord at the back 

of the brain [1,3]. 

In addition to being the most important organ in our body, the 

brain is the organ where we have the least information about its 

functions. The functions of the regions in the brain are only 

understood as a result of some arousal and injury in the brain 

cortex. 

 

2 .  B R A I N ,  S T R U C T U R E  A N D  

F U N C T I O N I N G  

The brain is the most important and complex part of the central 

nervous system. It is located in the anterior and upper part of 
the skull cavity and is present in all vertebrates. Inside the brain, 

the skull is located in a transparent fluid called spinal fluid, 

which maintains it both physically and immunologically [1,4]. 

The function of the brain as part of the CNS is to regulate the 

majority of body and mind functions. Respiration, heart rate 

regulation, thinking, talking, etc. all life functions are the task 

of the CNS.  

Although the brain is classified into three parts by scientists: 

forebrain, midbrain and posterior brain, it is an organ that is 

more complex and difficult to categorize [3,5]. This complex 

structure consists of various regions. These regions undertake 
different tasks. Seeing, hearing, tasting, motion controls, 

perception and speech are controlled from different parts of the 

brain.  

 

 
Fig.2 Internal parts of the brain [5]. 
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The cerebellum is located at the back of our heads. The 
cerebellum helps keep our body in balance. Also, the muscles 

are compatible with each other. The most basic task of the 

cerebellum is to provide balance and to evaluate the warnings 

from the eye [1,6].  

The spinal cord is the posterior brain portion located between 

the spinal cord and the pons. The spinal cord on dandruff, just 

like in the cerebellum and spinal cord substances are available. 

The motor nerves in the brain are also distributed diagonally 

across the spinal cord. The most important tasks of spinal cord 

bulb; Digestive, respiratory, circulatory and excretory systems 

to ensure the operation. Also, controlling and regulating the 

blood sugar of the liver controls vital reflexes such as 
swallowing, sneezing, coughing and vomiting [3,5]. 

Brain in humans is one of the most advanced and complex 

among all animal species. It is not only bigger but also twisted 

and folded, creating grooves and layers in itself, which gives it 

a wrinkled appearance. The human brain weighs about 1.5 

kilos. The weight of the brain constitutes 2% of the weight of 

human weight. It has excellent cell management. The human 

brain is approximately 1.4-1.5 kilos (3.3 lbs), and its volume is 

approximately 1130 cc in women and 1260 cc in men. The 

majority is composed of glial cells and neurons [4]. 

 

3 .  C E L L S  O F  T H E  B R A I N  

The brain consists of two types of cells: neurons and glia cells. 

 

3.1. Neurons 

Although neurons generally have different shapes, basically all 
of them have a cell body, dendrites and axon. Neurons exchange 

information through electrical and chemical signals in living 

organisms, just like circuits in computers. Our brain evaluates 

millions of signals from our body through neurons and 

compares them with previous information in our memory, 

selects them, and consequently establishes new connections 

between neurons [3,7]. 

There are spaces between the neurons where signal 

communication and energy transfer are provided, and these 

spaces are called synapses. Synapses are the main actors of 

intercellular communication [8,9].  

In the structure of a neuron, there are multiple structures called 
dendrite that first detect the signals from other nerve cells. This 

multi-armed structure is similar to an antenna that receives 

radio signals. Signals received through the dendrites are 

transferred to what is called the cell body. The structure of this 

part, also called soma cell, contains basic cellular organelles 

such as cell nucleus, endoplasmic reticulum, ribosome and 

mitochondria. The main function of Soma cells is the centre 

where these transmitted signals are controlled, the cell DNA is 

stored and also the energy required for cell activity is produced 

and stored. The signals that are decided to be evaluated and 

transmitted in Soma cells are transferred to the nerve extension 
called an axon, which resembles an electrical cable. Some 

axons perform signal transmission within milliseconds, as they 

are covered with an oily structure called myelin, which 

increases the speed of information transfer, just like fibre cables 

used in today's technology [1,3,10].  

 
Fig.3. The structure of the nerve cell [11]. 

 

As we have already mentioned, signal transmission in nerve 

cells occurs not only through electrical elements but also 
through chemical elements. These chemicals are called 

neurotransmitter substances [10]. Neurotransmitter substances 

are stored near the synapse region of axons, when this part is 

stimulated with an action potential, it is released into the 

synapse cavity and signal communication from one cell to 

another by binding by receptors in the dendrites of the other 

recipient cell. Examples of neurotransmitters are dopamine, 

serotonin, oxytocin, etc. for example [3,9,10]. 

 

3.2. Glia cells 

Glia cells, which means glue in Greek, are the most abundant 
cell types in the brain. Glia cells do not play a role in direct 

electrical signal transmission like neurons, but they act 

indirectly. By means of these cells, another cell of the brain is 

protected, fed, and the axons are coated with myelin, which 

accelerates the signal transmission of neurons [12,13]. 

Basically, as a result of the numerous scientific studies 

conducted with the above-mentioned tasks in the brain, it has 

been understood that it is more active in brain functional 

function. There are many types of glia cells in the nervous 

system. Microglia, for example, protect the brain against 

invading invaders and remove any debris that has formed. 

Oligodendrogilia synthesizes the myelin, which provides the 
rapid transmission of electrical messages. Astrocytes allow the 

connection of molecules and nutrients to neurons in the 

functioning of the blood-brain barrier. They control the 

protection of the damaged area, neuronal defence, and repair of 

damage against effects caused by external influences in the 

brain [1,3,12,14].  

 

4 .  C O N C L U S I O N  

The working system of the brain is based on neurons and 

communication between them. As the number of information 

(stimulants) from the external environment increases, the 

number of connections between neurons continues to increase 

rapidly. Thus, with this communication network between 

neurons, it enables people to walk, run, hear, see and use their 

memory effectively. 
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ARTIFICIAL INTELLIGENCE AND DEEP LEARNING METHODOLOGIES  

B. Alafi 

Abstract— In this paper, a brief definition and history of 

Artificial Intelligence and deep learning are mentioned. The 

procedure from Artificial intelligence to deep learning is 

described. Due to human loss and disabilities in complicated 

problems and huge data amount, Artificial Intelligence and 

learning methods were introduced. Their main aim is to make 

machines perform like humans. These two – Artificial 

Intelligence and Deep Learning – are not separated from each 

other, but their application is different. As a sequence, the main 
concept of the algorithm for each one is announced and 

compared. In the end, all remarks on Artificial Intelligence and 

Deep learning are discussed. 

Keywords— Artificial Intelligence, Deep learning, AI, Learning system. 

1 .  I N T R O D U C T I O N  

HE words Artificial Intelligence was first used in 1956, 

and has become very popular due to advanced algorithms 

such as increased data volumes, advances in computing power 

and storage AI. due to human disability in facing with some 

computing and storage issues. This topic was welcomed by 

defense agencies for some topics like problem-solving, 

symbolic methods, mapping projects. As a result, the first 

individual assistant was introduced during the first street 

mapping project in 1970. While in Hollywood films including, 
Transformers AI is depicted as human-like robots that take over 

the world [1,2]. The latest evolution of AI technology, however, 

is neither that frightening nor that wise. Alternatively, AI has 

benefited from various sectors, including modern examples 

such as healthcare, banking, fashion, education, and more. AI's 

main goal is to give machines human intelligence. This focuses 

specifically on making the machines smarter and thinking as 

well as behaving like humans. These machines are being trained 

for problem-solving and thinking better than humans do. The 

best examples of AI are self-driving cars and robots [5,6]. 

Regarding the mentioned topics, Machine Learning is an AI 

sub-set which focuses exclusively on making predictions based 
on experiences. It allows the machine to make a decision based 

on knowledge and data rather than an explicit program to 

perform a specific task. The algorithms are specifically 

designed to learn and improve over time and help the user make 

a better choice [5]. Machine Learning is divided to three types: 

supervised, unsupervised, and reinforcement or semi-

supervised learning [7]. Different issues especially on data 

subject – analyze data, Collect data, Filter data, Train 

algorithms, Test algorithms, Use algorithms for future 

predictions – are dealt with Machine Learning; image 

recognition can be mentioned as an example for applying these 

methodologies. At last, Deep Learning is one of Machine 

Learning techniques that is recognized via neural networks and 

inspired by brain neurons performance. Deep neural networks 

which are inspired by the human brain’s function are used by a 
collection of the task-specific algorithm as a neural network. 

The main inspiration of deep learning is by neuroscience which 

is affected by ongoing knowledge, observing, experience, 

tentative discovering. The classification of deep learning can be 

identified by patterns that provide expected output and result 

for a received input. Deep learning as an approach of machine 

learning is associated by machine learning but not 

interchangeable with limitations of it. At a far glance of these 

subjects, it is observed that deep learning is located inside the 

machine learning, and machine learning is located inside the 

Artificial intelligence, on the other word artificial intelligence 

is overarching all learning algorithms.  

Fig.1. AI, Machine Learning, and Deep Learning interconnection 

2 .  2 .  G E N E R A L  C O N C E P T  O F  A R T I F I C I A L  

I N T E L L I G E N C E ( A I )  

Artificial Intelligence is a branch of computer science that tries 

to copy or simulate human intelligence on a machine, so 

machines can often perform tasks that require human brain and 

abilities and totally intelligence. planning, learning, reasoning, 

problem-solving and decision making are considered as some 

programmable functions of AI systems. Algorithms via 

techniques like machine learning, deep learning, and relevant 

rules support Artificial intelligence systems. Learning and 

especially machine learning algorithms feed data to Artificial 

Intelligence systems and train them through statistical 

techniques. Machine learning helps AI systems to act better 
without the need for special planning.  

2 . 1 .  K N O W L E D G E - B A S E D  S Y S T E M  

A knowledge-based system is a kind of Artificial Intelligence 
system with the aim of capturing knowledge and experiences 
from human for problem-solving and decision making. Human 
learning, thinking, decision-making, and action are supported 
by knowledge-based techniques for a knowledge-based system. 
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Knowledge-based system is one type of Artificial Intelligent 
systems that its aim is taking human knowledge and expert to 
be trained. The quality of this kind of cooperating with human 
is related to aforesaid training process. So, utilized learning 
techniques and algorithms are important factor in knowledge-
based systems.  

2 . 2 .  M A C H I N E  L E A R N I N G  

Machine learning is a technique which can support an Artificial 
Intelligent system to be trained without being programmed 
directly and clearly. Before the invention of learning 
algorithms, it was necessary to program the system clearly. It 
was very hard for complicated duties and systems and did not 
apply to all type of functions. By the way, learning techniques 
have been used for supporting systems by capturing knowledge 
and experiences and use them for training themselves. Machine 
learning uses computer programming to take data as its feed and 
use them for learning itself without human intervention. A 
machine learning algorithm is divided into two main categories: 
supervised, and unsupervised [6]. 

2 . 3 .  F U Z Z Y  L O G I C  

Creation of Intelligent machines, and the effect of computer 
logic on creating these machines, influence their logic and make 
difficult to imitate the human behavior. To achieve the purpose 
of learning human behavior and imitate the way of human 
thinking the fuzzy theories and logic were created. In 1965, the 
first research paper about fuzzy sets was published by Lotfi 
A.Zadeh. fuzzy logic deals with real information which is 
uncertain, unclear, implicit, and without plain boundaries. On 
the other words, fuzzy logic is located in contrast to Boolean 
logic, it is considered as many-valued logic and involving any 
real number between 0 and 1 both inclusive. This kind of 
theories and logic provides a reasonable means for better 
analyze of objects. All fuzzy logic-based computational 
algorithms have been used in the construction of the intelligent 
system, and development of decision-making, control process, 
optimization, and pattern and image recognition [2].  

3 .  D E E P  L E A R N I N G  A L G O R I T H M ( D L A )  

Deep learning is a sub-part of the machine learning technique 
[5]. Since it can learn from an enormous amount of unstructured 
and unlabeled data – known as big data – under the 
unsupervised category, is known as a deep neural network or 
deep neural learning. Today, because of the data explosion from 
each area in the world that is called big data, deep learning has 
completed gradually in response to this data explosion. 
Gathering and processing of big data that is related to 
alternative sources in the world would take the human being a 
lot of times maybe decades. This vast amount of unstructured 
and unlabeled data is learned by deep learning. A brilliant 
example of deep learning implementation is on detection of 
fraud or money laundry. Deep learning consists of multiple 
simple technologies. Improvement of these technologies 
eventually developed deep learning. The most known 
algorithms of deep learning are the convolutional neural 
network (CNN), recurrent neural network (RNN), denoising 
autoencoder (DAE), deep belief networks (DBNs), long short-
term memory (LSTM) [6-9]. CNN is one of the most popular 

models of deep learning which is introduced by details in 
following sections as an instance. 

3 . 1 .  M A T H E M A T I C A L  D E S C R I P T I O N  

As aforesaid, deep learning is a subset of machine learning 
which executes machine learning process via utilizing 
organized artificial neural networks and inspired by the 
structure of the human brain. In terms of deep learning this 
structure called an artificial neural network (ANN). Since 
artificial neural networks are structured like a human brain 
consisting connected set of nodes similar to brain neurons, the 
human thinking way that can be learnt and mimicked by 
machines via a deep learning algorithm. Because of this 
hierarchical neural network structure of deep learning 
approach, the process of data can be carried out through a 
nonlinear approach. When some input data is fed to a neural 
network, process via layers of the perceptron to produce the 
desired output is done. The mathematical structure of the deep 
learning includes linear algebra, probability and information 
theory (stochastic models), and numerical computations. In 
mathematical structure of a neural network, data of one pattern 
set as the input set in entered to a set of nodes via some factors 
named weights which are selected randomly, then the output of 
these nodes which are called hidden layer is given to the 
activation function, and the output of these activation function 
box will be the network output. The architecture of a node in 
the neural network is represented as figure2 [8]. 

 

Fig. 2. Neural network Node Architecture 
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Fig.3. Convolution operation in CNN 

Fig.4. CNN architecture 

3 . 2 .  F L O W  C H A R T  

Deep neural network is an extension of neural network that 
contains two or more networks. The model of the deep neural 
network is represented as figure5. 

 

Fig.5. Deep neural network training model 
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Fig.6. BP process 

In CNN which consists three main layers, first of all, the input 

is convolved by the filters, then it crosses the pooling layer to 

be smaller than input in dimension, convolution and pooling 

layers are three-dimensional layers and one CNN may have 

multiple convolutions and pooling layers. Then the output of 

the last pooling layer is flattened. The output of pooling layer is 

3D feature map, but the input of fully connected layer is 1D 
feature vector. Flattening turns the 3D output of pooling layer 

into 1D input of fully connected layer. After this process, the 

learning process is completed and learned data is entered to a 

neural network and finally, the output is obtained as it is shown 

in figure4. The flowchart of CNN is represented as figure7. 

 
Fig.7. CNN flowchart 

4 .  C O M P A R I S O N S  O N  T H E  A I - A L G O R I T H M  

U S I N G  D L A  

 

5 .  C O N C L U D I N G  R E M A R K S  A N D  

D I S C U S S I O N S  
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ELECTRICAL PROPERTIES OF THE NEURON AND ELECTRICAL 
MODELLING OF PASSIVE NEURON CELL MEMBRAN 

M.F. Beyazyuz 

 

Abstract— Neurons are linked to each other and other cells through an 
electrochemical mechanism. Understanding the electrical properties of 
neurons is essential for understanding the functioning of the brain. We can 

model the single neuron by standard electric circuits, and these models 
could be used for modeling of neuron networks. And modeling of neural 
networks is important for understanding the whole brain. Although we can 
model a single neuron by electric circuits, there is a difference between 
them in terms of the nature of electric charge carriers. While the main 
charge carrier is electrons in standard electrical circuits, neurons have a 
different mechanism. The main charge carriers in neurons is ions. The cell 
membrane is an insulator and there are some specific channels on it with 

different permeability for different ions. This structure of the cell 
membrane is very important for signal transmission in neurons. Passive 
modeling of the cell membrane is the basis of signal transduction in 
neurons. 

Keywords—Neuron, Passive Cell Membrane, Electrical Modeling, 
Electrical Properties. 

1 .  I N T R O D U C T I O N  

EURONS interact with each other and other cells in the 

body with electrochemical pulses. They form neural 

networks that create the control and decision mechanism of the 

organism. Each neuron can create thousands of connections 

with other neurons. At a typical brain, there are about 100 

trillion synapses. Also, a typical neuron fires 5 - 50 times per 

second [1]. It is very difficult to understand the functioning of 

such a complex structure.  To model this large and complex 

structure, passive neurons must first be understood. In this 

article, the electrical membrane model will be examined in case 
the membrane potential is below the threshold value. This 

model provides a basis for modeling the action potential that 

plays an important role in cell communication and then 

modeling neuronal networks that interact with each other. For 

this, the physical properties of neurons will be examined first. 

Then the structures that enable signal transmission in neurons 

and their electrical properties will be examined. 

 

2 .  L I T E R A T U R E  R E V I E W  

To model neural networks, the physiology of a single 

neuron must be well understood. In this way, neuron networks 

will be better understood. Many models examine the electrical 

structure of neurons passively or actively. One of the most 

famous models that model the functioning of the neuron is The 

Hodgkin – Huxley model.  

 

 

This model examines the structure of the passive membrane and 

the propagation mechanism of the action potential. Morris-

Lecar Model is another successful model that can model the 
active properties of the neuron. The feature of these two models 

is that they are models containing single neurons. In this study, 

the physiology of the neuron will be examined and a simple 

electrical modeling of the membrane will be made for the 

passive neuron [1-4]. 

 

3 .  P H Y S I O L O G Y  O F  N E U R O N S  

A typical human neuron can be examined in three main 

sections as dendrite, axon, and soma. The cell body of the 

neuron, the soma, is about 20 μm in diameter and contains most 

of the organelles such as the nucleus, mitochondria, 

endoplasmic reticulum, ribosomes, and other organelles. At the 

cell body, the cell produces ATP, packs the neurotransmitters, 

contains genetic material and combines cell proteins [3]. 

Dendrites take impulses which are excitatory or inhibitory from 

other cells and transfer them to the cell body. Axon is a long 

nerve fiber that transmits a signal from the cell body to another 
nerve cell or muscle cell. Axons have various lengths and 

diameters. Mammal axons are usually around 1 to 20 µm in 

diameter, and some of them can reach 1 m in length. Some 

axons can be covered with an insulating layer called the myelin 

sheath. The myelin sheath is not continuous but is divided into 

sections separated by Ranvier nodes at regular intervals [1,3,4]. 

The place where the dendrite of one neuron interacts with 

the axon of another neuron is called the synapse. Each neuron 

has an average of 1,000 synapses, but this number can vary 

greatly [2].  The information goes unidirectionally from the 

axon side called as pre-synaptic terminal to the dendrite side 
called the post-synaptic terminal. There is a gap called the 

synaptic cleft between the terminals which is approximately 10 

- 50 nm [3]. Neurotransmitters are specialized molecules 

packed in vesicles in soma, carried by the legs kinesin to the 

end of the presynaptic axon and released into the synaptic cleft 

to reach the post-synapse and excite or inhibit an electrical 

impulse to the receiver neuron, that process is the reason of 

unidirectionally signal flow through the pre-synapse terminal to 

the post-synapse terminal [3]. 

The cell membrane is about 7.5 to 10.0 mm in diameter and 

covers the entire cell. The main content of the cell membrane is 

phosphoglycerates, consisting of glycerides and phosphoric 
acid. This molecule consists of two main parts, the head of the 

molecule consists of phosphoric acid, which is hydrophilic, the 

molecule's tail consists of hydrophobic hydrocarbon chains. 

These molecules are arranged so that their hydrophilic portions 

face out [3]. 
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4 .  I O N S  A S  C H A R G E  C A R R I E R S  

Although the electrical properties in the neuron are very 

similar to the standard electrical circuit properties, there is a 
difference between them. The current flowing through the axon 

is carried out by ions, not electrons, and voltages are potential 

differences created by gradients in ionic concentrations.  

There are two kinds of forces that affect the ions, one is the 

electrostatic force and the other is the diffusion force. Diffusion 

force is related to membrane permeability, the electrostatic 

force is related to interactions of charged particles. There is a 

kind of balance between the intracellular and extracellular ions 

in the passive neuron. This balance can be examined by the 

Nernst equation, which is using for single ions [1,2,5]. The 

Nernst equation is shown Eq.1. [2, 4]. 
 

𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡 =
𝑅𝑇

𝑧𝐹
𝑙𝑛

[𝑋]𝑖𝑛

[𝑋]𝑜𝑢𝑡
                              (1) 

 

Vin = Intracellular voltage 

Vout = Extracellular voltage 
R = The ideal gas constant 

T = The temperature in Kelvin 

z = The valence of the ion 

F = Faraday’s constant 

[X]in = Intracellular concentration of the ion 

[X]out = Extracellular concentration of the ion 

 

Goldman-Hodgkin-Katz equation is an expanded version 

of Nernst equation; this equation only gives the relationship 

between multiple ions. The Goldman-Hodgkin-Katz equation is 

shown below; [2, 4]. 
 

      𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡 =
𝑅𝑇

𝐹
𝑙𝑛

𝑃𝐾[𝐾+]𝑖𝑛+𝑃𝑁𝑎[𝑁𝑎+]𝑖𝑛+𝑃𝐶𝑙[𝐶𝑙−]𝑖𝑛

𝑃𝐾[𝐾+]𝑜𝑢𝑡+𝑃𝑁𝑎[𝑁𝑎+]𝑜𝑢𝑡+𝑃𝐶𝑙[𝐶𝑙−]𝑜𝑢𝑡
           (2) 

 

Vin = Intracellular voltage 

Vout = Extracellular voltage 

R = The ideal gas constant 

T = The temperature in Kelvin 

F = Faraday’s constant 

PX = Permeability of each of the three ionic species 

[X]in = Intracellular concentration of each ion 

[X]out = Extracellular concentration of each ion 

 

Intracellular fluid consists of an aqueous solution 
containing more dense potassium than extracellular fluid, but 

less dense chloride, sodium, calcium, and magnesium, also in 

the intercellular fluid, there are some organic anions which 

cannot leave the cell. Ions are the main factor that determines 

the electrical properties of neurons. There are some 

disadvantages to carrying electricity with ions, but they are vital 

for many activities of the brain. Ions transmit signals much 

slower compared to electrons because it is very difficult to 

move ions. However, the diversity in ions provides important 

capabilities for signal transmission [5,6].  

5 .  E L E C T R I C A L  P R O P E R T I E S  O F  

N E U R O N S   

The cell membrane is the main structure responsible for 

receiving information from the cell's environment as an 

interface between inside the cell and outside the cell. The 

movement of ions in and out of the cell forms the basis of the 

electrical transmission of a signal [7]. 

There is a current that flows across the membrane called 

transmembrane current. Transmembrane current is the sum of 

the capacitive current, the ionic current, the synaptic current, 
and the stimulus current. The capacitive current is a result of the 

natural capacitance of the cell membrane. The ionic flux, the 

primary membrane current, can be the sum of currents of 

different ion types. When a synapse is activated by 

neurotransmitter released from presynaptic terminals, synaptic 

currents are generated. And the stimulus current is an external 

current applied to the membrane. The transmembrane current 

equation 3 is shown below [3,8]. 

 

                    𝐼𝑚 =  𝐼𝑐𝑚 + 𝐼𝑖𝑜𝑛 + 𝐼𝑠𝑦𝑛 − 𝐼𝑠𝑡𝑖𝑚                   (3) 

 

Im = The transmembrane current 

Icm = The capacitive current 

Iion = The ionic current 

Isyn = The synaptic current 

Istim = The stimulus current 

 

The cell membrane consists of a double-layer lipid layer 

and, at rest, there is a potential difference between the two sides 

of the membrane, as a result of which the cell membrane has a 
capacity value. Membrane capacitance can be calculated with 

the following equation 4 [2].   

 

𝐶𝑚 =  
𝑘ɛ0

𝑑
                                            (4) 

 

Cm = The membrane capacitance 

k = The dielectric constant of the insulator 

ɛ0 = The permeability of free space 

d = The membrane thickness 

 

Structures that are hollow proteins with pores in their 

middle and that allow ions to flow into or out of the cell are 

called ion channels. Channel proteins work like holes in the cell 
membrane. Most of the electrical properties of cells and tissues 

are formed by the movement of ions through these channels. 

Because of that, there is a voltage difference between 

intracellular and extracellular, called transmembrane potential. 

When cells not in transmission, transmembrane potential is 

about -60 mV, that value known as resting membrane voltage 

[3,4,9]. 

 

𝑉𝑚 =  𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡                                   (5) 

 

Vm = Transmembrane potential 
Vin = Intracellular voltage 

Vout = Extracellular voltage 
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Any positive change in membrane potential is called 
depolarization, negative change is called repolarization If the 

membrane tension is below the resting membrane tension, it is 

called hyperpolarized. If the intracellular potential difference 

rises above a certain value which is called the threshold as a 

result of excitations from dendrites, this triggers the action 

potential flowing through axons [3,9]. 

6 .  T H E  A C T I O N  P O T E N T I A L  

The nerve axon acts as a very weak electrical conductor 

because the axoplasm, the cell fluid inside the axon, has a very 

high resistance. If we compare the resistances of a squid axon 

with copper wire of the same diameter, the resistance for the 

squid axon is 30 to 60 ohms-cm, while the copper wire is 1.8 x 

10-6 ohms-cm, which means 107 times more voltage drop in the 

axon than copper wire [2]. 

The signals are carried over axons and transported from the 

synapse of the sending cell to the dendrites of other cells. The 

electrical resistance of axons is extremely high. Therefore, the 
signal is transmitted by a different mechanism. Action potential 

plays an important role in this transmission mechanism. It has 

a characteristic structure based on an all-or-nothing basis [10]. 

The action potential occurs in five stages as rising phase, 

peak phase, falling phase, sub-phase and refractory period. 

With the stimuli collected from the dendrites, some stimulating 

or inhibiting changes occur in the intracellular voltage value. 

These stimuli can come from receptor cells or other neurons. If 

the threshold value is exceeded as a result of these voltage-gated 

changes, the permeability of the voltage-gated Na+ ion channels 

increases. The membrane potential becomes more positive as a 
result of the Na+ ions entering, which also increases the 

permeability of the voltage-gated Na+ channels so more Na+ 

ions entering into the cell. However, this increase in membrane 

potential is short-lived, because, after a while, the voltage-gated 

Na+ channels close and depolarization stops, this is called the 

peak phase. Following this, voltage-gated K+ ion channels are 

opened and K+ ions come out of the cell; thus, the membrane 

potential becomes more negative. After a while, the membrane 

potential temporary becomes under the resting membrane 

potential because the permeability of the voltage-transition K+ 

ion channels is high. After a while, the permeability of the 

voltage-gated K+ ion channels become a normal value, so the 
action potential ends [5,9,11]. 

The capacitance value of the cell membrane affects the 

time required to reach the threshold value because the amount 

of charge required to reach a certain potential is related to the 

capacitance. If the capacitance is high, the transmission speed 

decreases, if it is low, the speed increases. Resistance also 

affects the time it takes to reach the threshold value, so the speed 

also depends on the resistance of the environment inside and 

outside the membrane. In small resistances, the time required to 

reach the threshold value decreases [4,12] . 

Myelinated axons produce nerve impulses that spread from 
one node to another in Ranvier nodes, this type of propagation 

is called saltatory transmission. Membrane capacitance per 

length of myelinated axon is higher than the unmyelinated axon, 

which increases the transmission rate. The resistance of the 

axoplasm depends on the axon diameter since there is no change 

in the axon diameter, the transmission rate increases in the 
myelinated axons [4,11]. 

7 .  E Q U I V A L E N T  C I R C U I T  O F  

P A S S I V E  C E L L  M E M B R A N E  

The electrical behavior of the cell membrane can be 

modeled in terms of electrical circuits. The electrical circuit that 

models the cell membrane is called the equivalent circuit model. 

The circuit consists of three components, resistors, batteries, 

and capacitors. Resistors represent ion channels, batteries 

represent concentration gradients of ions, capacities represent 

the charge storage ability of the membrane. Stimulations that 

exceed the threshold create changes in the permeability of the 

ion channels. Since the permeability of the ion channels that 
could be modeled with a linear electrical resistance in the active 

membrane will change over time, they cannot be modeled with 

linear resistance elements. Modeling can be done using linear 

resistors for a passive cell membrane [5,10,12,13].  The 

modeling of passive neuron membrane is shown below. There 

is a voltage difference of approximately -60 V between the 

inside and the outside. 

 
Fig.1. Electrical Modeling of Passive Membrane 

 

 

Rm= Membrane resistance  

Ra= Axial resistance 

Cm= Membrane capacitance 

 

Also, different ion channels could be determined in terms 

of different resistance elements. In this situation, the electrical 

analogy of passive cell membrane gets better. This model is 

shown below [2, 4]. 

 
Fig.2. Electrical Modeling of Passive Membrane with Different Ion 

Channels 
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The following equations could be found by using electrical 

modeling of the passive membrane with different ion channels 

circuit. The capacitance current equal to the sum of the ionic 

currents and the current source [2,4]. 

 

𝑉𝑚 =  𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡  

 

𝐶𝑚
𝑑𝑉𝑚

𝑑𝑡
= − 

𝑉𝑚−𝐸𝐶𝑙

𝑅𝐶𝑙
− 

𝑉𝑚−𝐸𝐾

𝑅𝐾
− 

𝑉𝑚−𝐸𝑁𝑎

𝑅𝑁𝑎
                (6)  

 

Im = Total transmembrane current 

Vout = Intracellular voltage 

Vin = Extracellular voltage 
RCl = Reactance of single Cl- ion channel 

RK = Reactance of single K+ ion channel 

RNa = Reactance of single Na+ ion channel 

ECl = Cl- Nernst potential 

EK = K+ Nernst potential 

ENa = Na+ Nernst potential 

Cm= Membrane capacitance 

 

8 .  C O N C L U S I O N  

As a result, it is important to know the electrochemical 

properties of neurons to understand neuron networks and the 

whole brain because neurons interact with each other and other 

cells with electrochemical mechanisms. An electrical model 

can be used to simplify signal transmission between neurons, a 

complex process involving ions and organic machines. An 

electrical model can be used to simplify signal transmission 

between neurons, a complex process involving ions and organic 
machines. In this way, neuron networks can be modeled and the 

functioning of the brain can be understood more easily. The 

examination of the electrical model of the passive state neuron 

is required for modeling the active neuron. The passive neuron 

cell can be modeled with linear circuit elements. 
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