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Electrochemical Reduction of Lead Sulfide in NaCl-KCl and NaCl-KCl-%2Na2S 

Levent KARTAL*1 

Abstract 

In this study, the lead production from lead sulfide (PbS) by molten salt electrolysis was 

investigated under potentiostatic and galvanostatic conditions using NaCl-KCl and NaCl-KCl-

2%Na2S electrolytes. Stable cell voltage and current were aimed with the addition of Na2S to 

the NaCl-KCl electrolyte. Reduction experiments were carried out at constant 700 °C 

temperature and for 15 min. duration. The current density was set to 250 mA/cm2 for the 

galvanostatic reduction experiments. It was observed that there was an increase in cell voltage 

in both electrolytes due to the decrease in the amount of PbS in galvanostatic experiments. In 

these experiments, it was determined that the reduction occurred at higher cell voltages in the 

NaCl-KCl electrolyte compared to the NaCl-KCl-2%Na2S electrolyte. Although the cell 

voltage was aimed to remain constant with the Na2S addition, the cell voltage decreased slightly 

compared to the NaCl-KCl electrolyte, but increased with the experiment duration as in the 

NaCl-KCl electrolyte. Potentiostatic reduction experiments carried out at a constant cell voltage 

of 3.0 V under the electrolyte decomposition voltage. The morphology of the cathode products 

was examined by SEM-EDS analysis and, the phases were examined by X-ray diffractometry. 

Higher current values were obtained in the NaCl-KCl-%2Na2S electrolyte compared to the 

NaCl-KCl electrolyte. Current variation with electrolysis duration showed similar trends in both 

electrolytes. According to structural characterization, it was determined that the metallic lead 

mass did not contain any impurities.  

Keywords:  Molten salt electrolysis, electrochemical-reduction, lead extraction, lead sulfide 

 

1. INTRODUCTION 

Lead has been widely used by mankind for many 

years due to its features such as ease of 

production, low melting temperature, good 

formability, and high corrosion resistance. With 

the determination of its toxic effects thanks to the 

developing technology, the direct or indirect use 

of lead in many products have been banned or 

limited. However, it is still widely used in the 

battery manufacturing industry, insulation of 

 
* Corresponding author: leventkartal@hitit.edu.tr 
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underground communication cables, protection 

from X-rays due to its radiation-blocking 

properties, and ammunition production [1, 2].  

The most common lead sources are galena (PbS), 

serousite (PbCO3) ores, and waste batteries. 

Primary lead production is made from galena 

(PbS) concentrates by pyrometallurgical methods 

and is refined by 

pyrometallurgical/electrometallurgical processes 

and presented to the industry [3, 4]. 

Pyrometallurgical production is carried out in 

Sakarya University Journal of Science 26(2), 232-240, 2022



systems where direct melting processes (QSL, 

Ausmelt, Outokumpu, etc.), oxidation and 

reduction stages take place in the same furnace. 

These processes were developed to reduce the use 

of coke by utilizing the oxidation heat of the 

sulfur in the concentrate and to eliminate the costs 

of expensive gas cleaning, dust holding and 

ventilation equipment [5, 6].  

In addition to oxygen and sulfur, lead 

concentrates generally contain iron, copper, 

nickel, cobalt, zinc, arsenic, antimony, tin, 

bismuth, selenium, tellurium, silver, gold, and 

these metals are collected in lead after reduction. 

Purification of lead from these metals is done by 

multi-stage pyrometallurgical, and 

electrometallurgical refining steps. In 

pyrometallurgical lead refining, copper is 

removed by adding S to lead, forming copper 

sulfide (CuxSy) and withdrawing it from the 

surface, removal of As, Sb, and Sn by adding 

sodium nitrate (NaNO3) to molten lead, and 

separating it to form sodium arsenate, antimonite, 

and sodium stannate compounds. Removal of Zn 

is accomplished by oxidation, chlorination or 

evaporation under vacuum. Electrometallurgical 

lead refining is achieved by dissolving lead 

anodes in fluoboric, fluosilicic and sulfamic acid-

based electrolytes and depositing it at the cathode 

at an appropriate current density. In refining 

electrolysis, fluosilicic acid is generally preferred 

as the electrolyte due to its low price [6, 7].  

Existing metallurgical processes used in metal 

production from sulfide ores are processes with 

high initial investment and operating cost. In 

addition, SO2, CO, and CO2 released in the 

environment during production with the 

traditional methods cause serious environmental 

problems [8]. Increasing environmental 

restrictions and expensive SO2 capture systems 

urge researchers to develop both environmental 

and economic methods for sustainable metal 

production. The development of systems that 

provide stable sulfide recovery in elemental form 

along with metal production is of environmental 

and economic importance. In the production of 

metal from metal sulfide compounds, the most 

emphasized methods for the production of metal 

and elemental sulfur directly from metal sulfide 

are hydrometallurgical and electrochemical 

production methods. Since too much acid is 

consumed in the hydrometallurgical method, S 

forms H2S, and an oxidant is needed to obtain 

elemental sulfur, it has not yet reached the stage 

to replace pyrometallurgical production. 

Although direct metal production from oxide or 

sulfide compounds by electrometallurgical 

methods has been known for many years, it 

gained momentum in the late 90’s with the study 

of a group of researchers from Cambridge 

University on the electrochemical reduction of 

titanium dioxide [9]. In the process, the direct 

reduction of oxidized/sulfurous compounds by 

molten salt electrolysis, the compounds are 

cathodically polarized in suitable electrolytes and 

metal formation is provided, while the ionized O2-

/S2- reaches the anode (usually graphite) where it 

is oxidized to form S2, CO, CO2 gases [10]. In 

molten salt electrolysis; electrolyte, anode 

material, and applied temperature are the most 

important components. The electrolyte is of great 

importance as it affects the working temperature 

with ion transport, and the melting temperature. 

In literature, NaCl-KCl is used as an electrolyte 

due to high S2- diffusion in the reduction of sulfide 

compounds, while the use of CaCl2 is prominent 

in the reduction of oxide compounds due to high 

O2- diffusion [11, 12]. As the anode, carbon-based 

electrodes that are easy to mass-produce and 

supply are preferred. While these electrodes cause 

greenhouse gas (CO, CO2) emission in the 

reduction of oxide compounds, carbon-based 

anodes act inert in the reduction of sulfide ores. 

Thus, with the formation of metal at the cathode 

and sulfur at the anode, metal production is 

possible with the use of a cheap anode without 

greenhouse gas emissions [13].  

In studies on lead production by molten salt 

electrolysis, there are studies with chloride (LiCl-

KCl), fluoridated (HBF4), and hydroxide (NaOH) 

electrolytes. In chloride electrolytes, lead 

production was carried out at 450 °C using the 

LiCl-KCl-PbCl2 electrolyte with graphite 

electrodes [14]. Doe Run and Engitec companies 

have developed the Engitec Flubor molten salt 

electrolysis process using HBF4 electrolyte for 

lead generation. In the process, lead is based on 

ferric leaching and electrochemical reduction of 
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galena concentrate in a fluoroboric acid-based 

solution. Electro-winning is carried out in split 

cells using stainless steel cathodes and graphite 

anodes [15]. On the other hand, Buzatu et al., 

stated that they performed their studies in the 

production of Pb from wastes containing PbSO4, 

PbO, and Pb in a NaOH based electrolyte, using 

stainless steel anodes and cathodes, at a current 

density of 600 A/m2, at an electrolyte temperature 

of 35 °C [16]. Lead in powder form production at 

low temperature without leaching was studied by 

Qu et al. They stated that it is possible to produce 

powdered lead in 50% NaOH solutions at 120 °C, 

which they pelletized PbS powders [17]. 

In this study, lead production was carried out in 

one step under galvanostatic, and potentiostatic 

conditions at a constant temperature of 700 °C in 

NaCl-KCl and NaCl-KCl-2%Na2S electrolytes. 

Castable lead production, which does not require 

extra leaching of lead sulfide and production of 

intermediate chloride compounds from lead 

sulfide, was investigated. In addition, the effects 

of Na2S added to the electrolyte on cell voltage, 

anode, and cathode potentials under galvanostatic 

conditions and on current under potentiostatic 

conditions were examined.  

2. EXPERIMENTAL 

The materials used in this study are given in Table 

1 along with their technical specifications.  

 

Table 1 Materials used in electrochemical reduction experiments 

Materials Form Specification 

PbS  Powder technical grade purity 

NaCl Powder technical grade purity 

KCl Powder technical grade purity 

Na2S Powder technical grade purity 

Cathode Graphite crucible Ø 45 mm, h 100 mm 

Anode Graphite rod ϕ 16 mm 

NaCl-KCl constituting the electrolyte was 

prepared by mixing in 1:1 mole ratio considering 

the phase diagram. Salt mixtures, graphite 

crucible (65mmOD, 45mmID, 100mm height), 

and other graphite materials were kept in an oven 

at 110 °C for moisture removal. Argon gas (50 

ml/min) was used as a protective atmosphere in 

all experiments. Pre-electrolysis was performed 

for 1 hour by applying a 2.7 V constant cell 

potential to remove electrolyte-sourced 

impurities. Graphite rods with a diameter of 6 

mm were used as reference electrodes in the 

experiments. In the galvanostatic and 

potentiostatic reduction experiments, the heating 

was carried out using a medium frequency 

induction furnace (50 kHz, 30 kW, 40 A). In 

these experiments, 16 mm diameter graphite rods 

were used as the anode. The anode height was 

determined as 20 mm from the bottom of the 

crucible, taking into account the densities of the 

materials fed to the cell (electrolyte (2.05 g/cm3), 

lead sulfide (7.6 g/cm3), and lead (11.34 g/cm3). 

The anode was positioned on the lead sulfide in 

the electrolyte to prevent short circuit formation. 

Fixed 3 g of PbS was used in all reduction 

experiments. 

Characterization studies were carried out using 

optical emission spectrometry (OES, GNR-S7 

MLP), X-ray diffractometer (XRD, Siemens 

D5000), scanning electron microscope with 

energy dispersive X-ray spectrometry (Jeol-JSM 

5410). 

3. RESULTS AND DISCUSSION  

3.1. Electrochemical reduction of PbS  

The breakdown voltages of lead sulfide (PbS) and 

the salts forming the electrolyte were calculated 
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using theoretical data. Equation 1 was used to 

calculate the breakdown voltages (ΔE) and the 

values are given in Table 2. In Equation 1, n 

represents the number of electrons and F 

represents Faraday's constant. Since the 

decomposition potential of lead sulfide is much 

lower than the decomposition voltage of NaCl, 

KCl, and Na2S used in electrolyte preparation, 

lead sulfide reduction takes place without 

chlorine (Cl2) emission. 

ΔE =−ΔG/ (nF) [18]                                             (1)  

Table 2 The standard Gibbs free energy changes along 

with decomposition voltages of PbS and NaCl, KCl at 

700 °C 

Reaction 

Gibbs Free 

Energy 

Changes 

ΔG°/kJ 

mol−1 

Theoretical 

Decomposit

ion 

Voltage/V 

2NaCl = 2Na + Cl2(g) 642.405 -3.33 

2KCl = 2K + Cl2(g) 688.058 -3.56 

2Na2S=4Na+S2(g) 616.952 -1.6 

2PbS = 2Pb + S2(g) 154.416 -0.40 

The variation of the standard Gibbs free energy of 

formation of the materials used in experimental 

studies with temperature is shown in figure 1. 

Based on these data, the variation of the 

decomposition potentials with temperature is 

given in figure 2. 

 

Figure 1 Change in the standard Gibbs free energy of 

formation of PbS, NaCl, KCl, and Na2S as a function 

of temperature 

It is understood that the decomposition potentials 

of PbS, and Na2S, which are expected to be 

reduced under galvanostatic/potentiostatic 

experimental conditions, are much lower than the 

NaCl, and KCl constituting the electrolyte so that 

lead production can occur without harmful gas 

emissions (fig 2). 

 

Figure 2 The decomposition potentials (ΔE°) for PbS, 

NaCl, KCl, and Na2S as a function of temperature 

The expected anode and cathode reactions as a 

result of thermodynamic investigations and 

calculations are given below. 

Cathode : PbS+2e- =Pb+S2-                            (2)  

Anode   : S2--2e- =1/2S2(g)                                    (3) 

Net Reaction    : PbS = Pb+1/2S2(g)                   (4)     

The lead accumulated in the cathode will collect 

at the bottom of the graphite crucible as a liquid 

and ready for casting due to the experimental 

operating temperature being higher than the 

melting temperature of lead. It is estimated that 

the sulfur formed at the anode leaves the system 

as a gas due to the operating temperature being 

higher than the evaporation temperature of the 

sulfur and condenses in cold regions. 

3.2. Galvanostatic Electrolysis of PbS 

The galvanostatic reduction experiments of PbS 

were carried out at the constant temperature of 

700 °C using two different electrolytes, NaCl-KCl 

and NaCl-KCl-2% Na2S. By adding Na2S to the 

NaCl-KCl electrolyte, a saturation of the 

electrolyte with sulfur and stable cell potential 

was aimed. In both electrolytes, it was determined 

that the cell potential increased over time due to 

the decrease in the amount of PbS that decreased 

-900

-800

-700

-600

-500

-400

-300

-200

-100

0

0 200 400 600 800 1000

Δ
G

 [
k

j/
m

o
l]

Temperature [°C] 

-4.50

-4.00

-3.50

-3.00

-2.50

-2.00

-1.50

-1.00

-0.50

0.00

0 200 400 600 800 1000

Δ
E

 /
 V

Temperature / °C

Levent KARTAL

Electrochemical Reduction of Lead Sulfide in NaCl-KCl and NaCl-KCl-%2Na2S

Sakarya University Journal of Science 26(2), 232-240, 2022 235



with the electrolysis time. It was observed that the 

cell voltage increase was sharper in the NaCl-KCl 

electrolyte compared to the NaCl-KCl-2% Na2S 

electrolyte and almost reached the electrolyte 

breakdown potential in a short experiment time of 

15 minutes. Although the cell voltage in the 

electrolyte using NaCl-KCl-%2Na2S was lower 

than the NaCl-KCl electrolyte, it started to 

increase at the end of the experiment due to the 

decrease in the amount of PbS. Yin et al. studied 

Sb2S3 reduction in NaCl-KCl-Na2S electrolyte 

and observed that the cell voltage increased from 

about 0.5 V to 2.25 V for 45 minutes [21]. 

 

Figure 3 Variations of cell voltage at 250 mA/cm2 in 

NaCl−KCl−PbS, and NaCl−KCl−%2 Na2S-PbS melt 

at 700 °C 

The chemical content of the cathode products 

produced in both electrolytes was investigated by 

an OES. It was observed that the lead obtained as 

a result of both studies did not contain any 

metallic impurities and high amount of sulfur 

residues (Table 3). 

Table 3 OES results for cathode products 

Electrolytes 

The concentration of 

element i, Ci (wt.%) 

Pb S 

NaCl−KCl 99.04 0.6 

NaCl−KCl−%2 Na2S 99.07 0.5 

The products produced using NaCl−KCl, and 

NaCl−KCl−%2 Na2S electrolytes were examined 

by SEM-EDS analysis and no impurities were 

detected in the metallic mass. 

 

 

Figure 4 SEM images of the cathode products 

produced in (a) NaCl-KCl and (b)NaCl-KCl-Na2S for 

15 min. at 250 mA/cm2 at 700 °C 

In Figure 5, X-ray analysis results of lead 

produced in both electrolytes are given. It has 

been confirmed that the results of X-ray analysis 

support the results of OES and SEM-EDS 

analysis and that there are no oxidized/sulfurous 

phases in the structure. In accordance with the 

work of Yin et al., high purity metallic lead was 

obtained in the NaCl-KCl-Na2S based electrolyte 

[21]. 

 

Figure 5 XRD patterns of Pb synthesized at 250 

mA/cm2 in (a) NaCl-KCl, and (b)NaCl-KCl-Na2S 

melt at 700 °C 
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3.3. Potentiostastic Electrolysis of PbS 

Lead production from PbS was also investigated 

under potentiostatic conditions using the same 

electrolytes, due to the rapid increase in the cell 

potential in the experiments performed under 

galvanostatic conditions and approaching 

decomposition potential of the chloride salts 

forming the electrolyte. Taking into account the 

theoretical calculations (see Table 2 and figures 1, 

2), the experiments were carried out at a constant 

cell voltage of 3.0 V, under the breakdown 

voltage of the salts forming electrolyte and above 

the breakdown voltage of PbS. Figure 6 shows the 

current changes depending on the electrolysis 

time at a fixed cell potential of 3.0 V. The current 

changes obtained as a result of the experiments 

carried out at constant potential in two different 

electrolytes show a similar trend and the currents 

became stable after approximately 10 minutes. Qu 

et al. has investigated the electrochemical lead 

production from PbS in 50% NaOH water 

solution under constant voltage at 120 °C. The 

current behavior, similar to the study of Qu et al., 

the current decreased rapidly over time and 

continued as a flat plateau [17]. Li et al. studied 

the electrochemical reduction of Sb2S3-PbS in 

NaCl-KCl at 730 °C at different cell voltages [22]. 

Although the current values in Li and co-workers 

study were very different, the trend was similar to 

the results of Qu. The current was higher in the 

electrolyte containing Na2S compared to the 

electrolyte without Na2S.  

 

Figure 6 Current versus time at different voltages in 

NaCl−KCl−PbS and NaCl−KCl−%2Na2S-PbS melt 

at 3.0 V, and 700 °C 

The chemical content of the cathode products 

produced under potentiostatic conditions was 

examined by OES and was found that it did not 

contain high sulfur residues with a lead content 

of over 99 % (Table 4). 

Table 4 Chemical analysis of cathode products 

Electrolytes 

The concentration of 

element i, Ci (wt.%) 

Pb S 

NaCl−KCl 98.7 <0.1 

NaCl−KCl−%2 Na2S 99.2 <0.1 

The obtained metallic lead was examined by 

SEM-EDS, and it was seen that the black spots 

on the surface were not sulfide residues and 

impurities but voids. XRD and SEM-EDS 

analyses also support the OES results (fig. 8, 9). 

Li et al. studied the electrochemical reduction of 

Sb2S3-PbS in NaCl-KCl and it is understood from 

XRD studies that in high purity Pb is produced at 

2.2 V. The sulfide structures in metallic lead were 

removed with increasing time [22]. Qu et al. 

investigated the electrochemical lead production 

from PbS at different cell voltages[17]. Similar to 

the work of Li et al., Qu et al. also obtained high 

purity lead at 2.0 V and above. The highest 

possible voltage under the electrolyte breakdown 

voltage shortens the reduction time. Therefore, 

instead of trying different voltages, 3.0 V was 

applied in our study. This result is also supported 

by the studies of Qu and Li. 

 

 

Figure 7 SEM images of the cathode products 

produced in (a) NaCl-KCl, and (b)NaCl-KCl-%2 

Na2S for 15 min. at 3.0 V at 700 °C 
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Figure 8 XRD patterns of Pb synthesized at 3.0 V in 

NaCl−KCl−PbS and NaCl−KCl−%2 Na2S-PbS melt 

at 700 °C 

Graphite is an ideal inexhaustible anode material 

for sulfur production as a result of the anodic 

oxidation of S2-. This has been proven by 

numerous studies on the electrolysis of solid 

metal sulfides and dissolved metal sulfides [11, 

19, 20]. The oxidized sulfur on the anode leaves 

the system as a gas at an operating temperature of 

700 °C. While a significant part of the sulfur 

formed at the anode is kept in gas scrubbing 

bottles and it has been determined that some of it 

condense in cold regions. 

4. CONCLUSION 

In this study, lead production was investigated 

from lead sulfide (PbS) without SO2 emission in 

NaCl-KCl, and NaCl-KCl-%2 Na2S electrolyte at 

700 °C. The key conclusions can be summarized 

as follows; 

• In the experiments performed with NaCl-

KCl electrolyte at a current density of 250 

mA/cm2 under galvanostatic conditions, it 

was determined that the cell voltage 

increased due to the decrease in the 

amount of PbS and reached the electrolyte 

breakdown voltage. 

• In NaCl-KCl-%2Na2S electrolyte, the 

Na2S addition could not provide stable 

cell voltage, the cell potential increased 

over time, but the increase was slower 

than the NaCl-KCl electrolyte. 

• In the trials carried out by applying 

constant 3.0 V in NaCl-KCl and NaCl-

KCl-%2Na2S electrolytes, it was observed 

that the current change over time was 

similar, and the current values were higher 

in the electrolyte containing Na2S. 

• Stable cell voltage and current values 

could not be obtained under galvanostatic 

and potentiostatic conditions with the 

addition of Na2S to the electrolyte. 

• The sulfur formed at the anode during 

electrolysis was collected in gas scrubbing 

bottles and in the cold areas of the cell.  
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An Existing Problem for Symmetric Design: Bruck Ryser Chowla Theorem 

Emek DEMİRCİ AKARSU*1, Safiye ÖZTÜRK1 

Abstract 

Symetric designs are interesting objects of combinatorics, and have some relations with coding 

theory, difference sets, geometry and finite group theory. They have applications on statistics 

and design experiments. In the present paper we study an existing problem for symmetric design 

due to Bruck, Ryser and Chowla and write an algorithm by using their theorem called BRC 

Theorem. 

Keywords: Symmetric design, difference sets, Bruck Ryser Chowla Theorem 

 

1. INTRODUCTION 

Definition 1. Let  Ƥ be the set of points and ℬ 

be the set of blocks.  An incidence structure is 

a triple  (Ƥ, ℬ, ℐ)  such that Ƥ ∩ ℬ = ∅  and  ℐ ⊆
Ƥ × ℬ is an incidence relation between Ƥ and 

ℬ. For 𝑝 ∈ Ƥ and 𝐵 ∈ ℬ (𝑝, 𝐵) ∈ ℐ mean p and 

B are incidence [1]. For instance; Ƥ can be the 

point set and  ℬ can be the block set in the 

Euclidean plane.  

Let (Ƥ, ℬ, ℐ) be incidence structure, Ƥ =
(𝑝1, 𝑝2, … , 𝑝𝑣) point set and ℬ = (𝐵1, 𝐵2, … , 𝐵𝑘) 

be the block set. An incidence matrix 𝑀 is 

defined as finite incidence structure where  𝑝𝑖 

represents points, 𝐵𝑗 represents blocks and  

𝑚𝑖𝑗 ∈ 𝑀 such that 

𝑚𝑖𝑗 = {
1  if  𝑝𝑖 ∈ 𝐵𝑗, 

0  otherwise.
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A symmetric (𝑣, 𝑘, 𝜆) design is an incidence 

structure (𝒫, ℬ, ℐ)  for 0 < 𝑘 < 𝑣 the following 

statements hold [2]. 

(i) There are 𝑣 points (|Ƥ| = 𝑣 ) 

(ii) There are 𝑣  blocks (|ℬ| = 𝑣 ) 

(iii) Each point and each block are incident with 

𝑘 blocks and 𝑘 points respectively. 

(iv) Each pair of points and each pair of blocks 

are incident with 𝜆 blocks and  𝜆  points 

respectively. 

If 𝜆 = 0 and  𝜆 = 𝑘 − 1, they are called trivial 

symmetric designs. 

Example 2. The set ℤ7 = {0, 1, 2, 3, 4, 5, 6} has 

a subset 𝐷 = {1, 2, 3, 5} with four elements, if 

we take shifts of all the elements of 𝐷 then 

blocks are as follows. 
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The definiton of design theory is combinatorial 

however there are strong connections to algebra, 

geometry and has applications to statistics and 

coding theory. Symetric designs play a key role in 

construction of differences sets in finite groups.  

James Singer is the first person who studied 

difference sets by relating to topics with finite 

projective geometry [4]. Then the first 

construction of blok designs was given by [5]. 

In the beginning of 40’s, this study became 

more systematic with Halls’s work [6].  Levi 

stressed in his work that there is a close relation 

between finite projective geometry and affin 

geometry [5,7,8,9] they used equivalent 

matrices for these geometries in their work [8, 

10, 11] in their study the theory of Bruck Ryser 

Chowla for (𝑣, 𝑘, 𝜆)  parameters was given for 

the existence of symmetric design.  In their first 

paper for 𝜆 = 1 the theorem was proven and 

this result was extended to any positive 𝜆 in the 

second paper. [12] was explained more simple 

proof of the theorem. Later so many writers 

worked on the related subjects [1, 12, 13, 14, 

15], etc.  

Difference sets link design theory to group theory 

because a group acts regularly on the points and 

the blocks of a symmetric design with the 

condition the group includes a difference set. 

Most of the examples of difference sets obtain 

from theory of numbers for examples squares, 

twin prime numbers etc. A detailed work on the 

difference sets and cyclotomy is given in [18]. 

Definition 3. Let 𝐺 be a finite group with |𝐺|  =
 𝑣. Let ∅ ≠ 𝐷 =  {𝑑1, 𝑑2, … , 𝑑𝑘, } ⊆ 𝐺 be 

composed of 𝑘 elements of the remaining 

classes in the 𝑚𝑜𝑑𝑢𝑙𝑜 𝑣. For 𝑑𝑖 , 𝑑𝑗 ∈ 𝐷, 𝑑𝑖 ≠ 𝑑𝑗 

and 𝛼 ∈ 𝐺, 𝛼 ≢ 1𝐺(mod 𝑣), congruence  

𝑑𝑖 − 𝑑𝑗 ≡ 𝛼(mod 𝑣)                 

contains exactly λ  pairs of solutions (𝑑𝑖, 𝑑𝑗). 

Multiset of differences is expressed as follows: 

Δ = {𝑑𝑖 − 𝑑𝑗| 𝑑𝑖, 𝑑𝑗 ∈ 𝐷,  𝑑𝑖 ≠ 𝑑𝑗}.                     

The parameter system (𝑣, 𝑘, 𝜆)  in this structure 

expresses the difference set 𝐷 ⊆ 𝐺. If 𝐺 is a 

multiplicative group, difference set congruence 

𝑑𝑖𝑑𝑗
−1 ≡ 𝛼(mod 𝑣) has exactly 𝜆 solution pairs 

(𝑑𝑖, 𝑑𝑗) with 𝑑𝑖, 𝑑𝑗 ∈ 𝐷 and 𝑑𝑖 ≠ 𝑑𝑗. Hence the 

multiset is Δ = {𝑑𝑖𝑑𝑗
−1| 𝑑𝑖, 𝑑𝑗 ∈ 𝐷,  𝑑𝑖 ≠ 𝑑𝑗} [1]. 

Notice that every difference set is a symmetric 

block design with a point set {0, 1, 2, … , 𝑣 − 1} 

and a block set {𝐷, 𝐷 + 1, … , 𝐷 + (𝑣 − 1)} [13]. 

The most important and fundemental question of 

difference set is the existence problem. Does a 

given group have a difference set? Or can we 

create a difference set? To find an answer to these 

questions, first neccessary condition is counting 

of parameters of a (𝑣, 𝑘, 𝜆) difference set which 

leads the equation 𝑘 (𝑘 − 1)  =  𝜆 (𝑣 − 1).  

Another answer of the question mentioned above 

is Bruck- Ryser- Chowla (BRC) theorem. This 

theorem explains when a (𝑣, 𝑘, 𝜆) symmetric 

design does not exist, hence a (𝑣, 𝑘, 𝜆) difference 

set does not. The proof of this theorem uses 

incidence matrix 𝑀 of the design.  

2. MAIN RESULTS 

Bruck-Ryser-Chowla Theorem is one of most 

important methods determining if a particular 

difference set cannot exist providing the 

conditons for (𝑣, 𝑘, 𝜆) symmetric designs’ 

(non)- existence. This theorem also restricts the 

parameters of a difference set and explains how 

the solutions of a linear diophantine equation 

affects the existence of a symetric design. 

Bruck Ryser Chowla theory was first proven 

for 𝜆 = 1 [8], the writers after extend the result 

for any positive 𝜆 [8, 11].  

(𝑣, 𝑘, 𝜆) = (𝑛2 + 𝑛 + 1, 𝑛 + 1, 1)  

symmetric design is called a projective spaces 

where parameter 𝑛 is the degree of projective 

Figure 1 (7,4,2) symmetric design [3] 
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spaces. BRC theorem is used to investigate the 

question of existence of projective spaces with 

degree of non prime power 𝑛 . For 𝑛 ≡
1,2(𝑚𝑜𝑑 4) and 𝑥, 𝑦 ∊ ℤ we have 𝑛 = 𝑥2 + 𝑦2. 

The following designs are example of 

projective planes for degree n=1, n=2 and n=3 

[16].  

 

Theorem 4. (Bruck-Ryser-Chowla Theorem) Let 

𝐺 be a group with degree 𝑣 and (𝑣, 𝑘, 𝜆) 

symmetric design exists; 

• If 𝑣 is even then 𝑛 is a perfect square. 

• If 𝑣 is odd, Diophantine equation  

𝑥2 = 𝑛𝑦2 + (−1)(𝑣−1)/2𝜆𝑧2  has a 

nonzero solution in integers 𝑥, 𝑦, 𝑧. 

Linear diophantine equation can also be 

rephrased when 𝑣 ≡ 3(𝑚𝑜𝑑 4) or 𝑣 ≡
1(𝑚𝑜𝑑 4)  

𝑥2 = {
 If   𝑣 ≡ 3(𝑚𝑜𝑑 4),   𝑛𝑦2 − 𝜆𝑧2 

 If  𝑣 ≡ 1(𝑚𝑜𝑑 4),   𝑛𝑦2 + 𝜆𝑧2.
  

[8,12]. 

If the BRC statements become to be false for a 

certain set of parameters, then those parameters 

do not satisfy a difference set. However if the 

above criteria is true, we say a difference set 

may be possible. In addition to that it is safe to 

presume difference set exists whereas other 

tools must be used to eplore its existence. 

The proof of the theorem for the case number 

one is straigtforward but the other case needs 

matrices equivalence and some arguments from 

linear algebra and number thoery. One can see 

a simplest proof of the paper in the paper of 

[12]. 

Example 5. Let us take parameter  (76, 25, 8). 

When  𝑣 even, 𝑛 should be perfect square. 𝑣 =

76, 𝑘 = 25 and 𝜆 = 8 provide 𝜆(𝑣 − 1) =
𝑘(𝑘 − 1) condition. According to Bruck Ryser 

Chowla Theory, since 𝑣 = 76 is even, 𝑛 = 𝑘 −
𝜆 must be perfect square in order to get a 

symmetric design. However, 𝑛 = 25 − 8 = 13 

is not a perfect square, there is no symmetric 

design with this parameter. Therefore, there is 

no difference set with the parameter (76, 25, 8). 

MATLAB applications of Linear diophantine 

equation 

This code lists the solution triple for linear 

diophantine equation provided by BRC theorem. 

Besides, how many solutions there can be for the 

result is also given. This is only a sample size of 

the solution space. 

function BRC_linear(v,n,l) 

if (mod(v,2)==0) 

    error('given value v is even. BRC holds.') 

end 

devir=0; 

for i=1:1000 

     for j=1:1000 

        x=sqrt((n*i^2)+(-1)^((v-1)/2)*(l*j^2)); 

        if ((x^2)>0 && mod(x,1)==0) 

            

disp(fprintf('(x,y,z)=(%1.0f,%1.0f,%1.0f)',x,i,j)) 

            devir=devir+1; 

        end 

     end 

end 

disp(fprintf(' For those parameters there are %1.0f 

triple solutions', devir)) 

end 

Figure 2 n= 1, 2, 3 Projective Planes [16] 
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The following result is a possible (𝑣, 𝑘, 𝜆) =
(67, 14, 2) difference set with   𝜆 = 2, 𝑛 = 12 in 

group ℤ67. Because there are too many solutions 

to write of (1817) outputs, they are not given here 

totally. 

>> BRC_linear(67,12,2) 

(x,y,z)= (2,1,2) 

(x,y,z)= (4,2,4) 

(x,y,z)= (10,3,2) 

(x,y,z)= (6,3,6) 

(x,y,z)= (8,4,8) 

(x,y,z)= (10,5,10) 

(x,y,z)= (20,6,4) 

 ………… 

(x,y,z)= (3310,993,662) 

(x,y,z)= (3448,996,88) 

(x,y,z)= (3320,996,664) 

(x,y,z)= (3284,998,764) 

(x,y,z)= (3330,999,666) 

(x,y,z)= (3182,999,962) 

With this paramaters there are 1817 triplet 

solutions. 

The non symmetric design solution triple for  ℤ67 

is the following example. Here we have 𝑣 = 67, 

𝜆 = 7, 𝑛 = 15, with this possible parameter  
(𝑣, 𝑘, 𝜆) = (67,22,7) is not a difference set. 

>>BRC_lineer(67,15,7) 

With this parameters there are 0 triplet solutions. 

The following result is a possible (𝑣, 𝑘, 𝜆) =
(73, 9, 1) − difference set in ℤ73 with 𝜆 = 1, 𝑛 =
8.  For other 𝑘 and 𝜆 values, other possible 

difference sets of the group ℤ73 can be tested.  The 

entire output is not shown here because there are 

too many solutions. 

>>BRC_linear(73,8,1) 

(x,y,z)=(273,91,91)     

(x,y,z)=(387,91,289)     

(x,y,z)=(663,91,611)     

(x,y,z)=(276,92,92)     

(x,y,z)=(414,92,322)     

(x,y,z)=(561,92,497) 

(x,y,z)=(759,92,713) 

 ………… 

(x,y,z)=(2988,996,996) 

(x,y,z)=(2991,997,997) 

(x,y,z)=(2994,998,998) 

(x,y,z)=(2827,999,89) 

 (x,y,z)=(2997,999,999) 

(x,y,z)=(2850,1000,350) 

(x,y,z)=(3000,1000,1000) 

With these parameters there are 3038 triplet 

solutions. 

The following outputs are for the potential 

difference sets with parameters (𝑣, 𝑘, 𝜆) =
(91, 10, 1).  

>> BRC_linear(91,9,1) 

(x,y,z)=(12,5,9) 

(x,y,z)=(9,5,12) 

(x,y,z)=(24,10,18)     

(x,y,z)=(18,10,24)     

(x,y,z)=(36,13,15) 

Emek DEMİRCİ AKARSU, Safiye ÖZTÜRK

An Existing Problem for Symmetric Design: Bruck Ryser Chowla Theorem

Sakarya University Journal of Science 26(2), 241-248, 2022 244



(x,y,z)=(15,13,36) 

(x,y,z)=(36,15,27) 

(x,y,z)=(2835,977,744) 

(x,y,z)=(2880,984,648) 

(x,y,z)=(2925,985,420) 

(x,y,z)=(2850,986,792) 

 (x,y,z)=(2808,986,930) 

(x,y,z)=(2835,999,972) 

(x,y,z)=(2880,1000,840) 

With these parameters we have 919 triplet 

solutions. 

The non symmetric design solution triple for ℤ91 

is  (𝑣, 𝑘, 𝜆) = (91,36,14) parameters, hence it is 

not a difference set.  

>> BRC_linear(91,22,14) 

With these parameters there are 0 triplet 

solutions. 

MATLAB Application of BRC Theorem 

This code is the application of the second 

condition of BRC Theorem. The possible 

solutions of the equation  𝑥2 = 𝑛𝑦2 +

(−1)
𝑣−1

2 𝜆𝑧2 are analayzed. That controls 

integers values from 1 to 1000 for y and z 

values. If the program results 0 output, that 

means there is no symmetric design. However, 

if the result is 1 it can be a symmetric design. 

When the result is 1, the existence of symmetric 

design should be checked by other tools. 

function s = brc_odd(v,k,lam) 

s = 0; 

n = k-lam; 

tic 

for y= 1:1000 

    for z= 1:1000 

         x= sqrt((n*y^2)+((-1)^((v-1)/2))*lam*z^2); 

         if floor(x)==x && x^2>0 

             s = 1; 

toc 

             return 

         end 

    end 

end 

The following are the resuts of both solutions and 

non solutions.  

>> brc_odd (27,13,16)               ans = 0 

>> brc_odd (34,12,4)                 ans = 0 

>> brc_odd (46,10,2)                 ans = 0 

>> brc_odd (92,14,2)                 ans = 0 

>> brc_odd (172,19,2)               ans = 0 

>> brc_odd (115,19,4)               ans = 0 

>> brc_odd (117,29,7)               ans = 0 

>> brc_odd (119,59,7)               ans = 0 

>> brc_odd (125,32,8)               ans = 0 

>> brc_odd (67,12,2)                 ans = 0 

>> brc_odd (137,17,2)               ans = 0 

>> brc_odd (103,18,3)               ans = 0 

>> brc_odd (53,13,3)                 ans = 0 

>> brc_odd (43,15,5)                 ans = 0 

>> brc_odd (77,20,5)                 ans = 0 

>> brc_odd (157,40,10)             ans = 0 

>> brc_odd (171,85,41)             ans = 0 
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>> brc_odd (173,44,11)             ans = 0 

>> brc_odd (181,45,11)             ans = 0 

>> brc_odd (185,24,3)               ans = 0 

>> brc_odd (187,31,5)               ans = 0 

>> brc_odd (193,129,82)           ans = 0 

>> brc_odd (6271,210,7)           ans = 1 

>> brc_odd (2591,260,26)         ans = 1 

>> brc_odd (5167,288,16)         ans = 1 

>> brc_odd (5167,820,130)       ans = 0 

>> brc_odd (5167,1107,237)     ans = 0 

>> brc_odd (5167,1477,422)     ans = 0 

>> brc_odd (5167,1764,602)     ans = 0 

>> brc_odd (5167,2296,1020)   ans = 1 

>> brc_odd (5167,2583,1291)   ans = 1 

Table 1 The average working time for the number of solutions parameters (𝑣, 𝑘, 𝜆) according to (𝑥, 𝑦, 𝑧) 

(𝑣, 𝑛, 𝜆) Function 
The number of 

solutions 

Average working time 

of the programme 

(67,12,2) BRC (𝑣, 𝑛, 𝑙) 1817 0,22 second 

(67,15,7) BRC (𝑣, 𝑛, 𝑙) 0 0,10 second 

(73,8,1) BRC (𝑣, 𝑛, 𝑙) 3038 0,29  second 

(91,9,1) BRC (𝑣, 𝑛, 𝑙) 919 0,15  second 

(91,22,14) BRC (𝑣, 𝑛, 𝑙) 0 1,15  second 

Table 2 Average working time for  (v, k, λ) parameters 

(𝑣, 𝑘, 𝜆)               Function 
 

1&0 
Average working time 

of the programme  

(43,15,5) brc_odd (𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,1 second 

(53,13,3) brc_odd( 𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,1 second 

(67,12,2) brc_odd (𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,1 second 

(77,20,5) brc_odd (𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,1 second 

(103,18,3) brc_odd (𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,1 second 

(115,19,4) brc_odd (𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,1 second 

(117,29,7) brc_odd (𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(119,59,7) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(125,32,8) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(137,17,2) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(157,40,10) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(171,85,41) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(173,44,11) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(181,45,11) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(185,24,3) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(187,31,5) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(193,129,82) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,2 second 

(2591,260,26) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  1 0,3 second 

(5167,288,16) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  1 0,5 second 

(5167,2296,1020) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  1 0,5 second 

(5167,2583,1291) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  1 0,5 second 

(5167,1477,422) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,5 second 

(5167,1764,602) brc_odd(𝑣, 𝑘, 𝑙𝑎𝑚)  0 0,5 second 
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A Numerical Investigation for the Effect of Environmental Conditions on 

the Bending Behavior of Laminated Composites 

Rabi Ezgi BOZKURT1, Fatih DARICIK*1 

Abstract 

In this study, the bending behavior of fiber-reinforced laminated composites (FRCs) with a 

balanced and symmetric stacking sequence was investigated numerically under different 

environmental conditions. The numerical models of carbon/ bismaleimide, carbon/epoxy, and 

S-glass/epoxy laminated composites were designed and analyzed using ESAComp software. 

Deformation of the FRCs models was simulated with three-point bending conditions and the 

effects of material properties varying with environmental conditions on the flexural analysis 

were investigated according to the Tsai-Wu criterion and the Puck criterion. The Tsai-Wu 

criterion detects the failure of FRCs earlier and behaves more conservative than the Puck 

criterion for all environmental conditions. The flexural strength and failure mode of the 

laminates vary with the variation of environmental conditions. The order of the first damaged 

ply varied depending on the type of reinforcing fiber. Especially the presence of moisture and 

high temperature significantly influences the flexural strength of the laminated composites.   

Keywords: Laminated composites, environmental conditions, three-point bending, failure 

analysis  

 

1. INTRODUCTION 

FRCs are very attractive because of their superior 

specific strength properties. FRCs are used in 

many engineering applications that contain 

different loads, such as static, fatigue, 

hygrothermal, etc. The fibers supply high strength 

and rigidity for in-plane properties of the FRCs. 

Out-of-plane properties of the FRCs are 

depending on the strength of matrix materials 

which are lower than that of the reinforcing fibers. 

The hygrothermal stability of the polymer matrix 

materials is also very low according to the fibers. 

Thus, the environmental conditions and 
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thermal/hygrothermal aging directly affect the 

mechanical strength of the FCRS [1-5]. The 

surface treatment of the reinforcing material is 

another factor that can vary the mechanical 

behavior of the FCRs by changing the interface 

strength of the matrix and fibers [6], [7]. In recent 

years, studies have been carried out to increase the 

strength of the FCRs by strengthening them with 

nanoparticles [8-13]. Türkmen et al. produced 

glass fiber mat reinforced composite materials 

that have a different number of layers by the using 

hand lay-up method [14]. The three-point bending 

test method was used to determine the flexural 

strength of GFRP materials. Because of the test, 
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the maximum bending strength of 150.85 MPa 

was got from the manufactured materials. Bingöl 

et al. compared the flexural properties of glass 

mat reinforced composites and the woven glass 

fiber reinforced composite materials [15]. The 

research results showed that the higher fiber 

length of the non-woven fiberglass fabric 

provides higher flexural strength and the bending 

strength of woven glass fiber reinforced 

composite material is higher than that of the non-

woven fiberglass fabric reinforced composites. 

The physical and mechanical properties of fiber-

reinforced composite materials can be improved 

by adding various additives. Gülşah et al 

investigated the flexural strength of E-glass 

fiber/epoxy composite materials with carbon 

nanotube added [16]. The experimental results 

have shown the addition of %0.75w carbon 

nanotube increased the flexural modulus and the 

flexural strength of the material in a ratio of %36 

and %23, respectively. Kıratlı et al. reported that 

the graphene nanoplatelets significantly increased 

the flexural strength of the E-glass/epoxy 

laminated composites [13]. Hybrid composite 

structures are attracted nowadays, as many 

different fiber types can be used as reinforcement 

elements. Aydın et al. have manufactured glass 

fabric reinforced, carbon fabric reinforced, and 

hybrid glass/carbon fabric reinforced laminates 

and compared the flexural properties of the 

laminates [17]. The study presented that just 

carbon fiber reinforced composite structure 

exhibits maximum bending strength among the 

tested laminates. 

Metal plate reinforced hybrid materials can be 

shown high mechanical properties. Bellini et al. 

investigated the flexural strength and fracture 

behavior of different types of aluminum carbon 

fibers [18]. Experimental results showed that the 

presence of an aluminum sheet provides an 

increment of the flexural strength and a slight 

decrease of the required energy to propagation of 

the crack. Furthermore, the presence of the 

adhesive at the composite/metal interface made 

the flexural strength decrease and the fracture 

energy increase. 

The hybridization of natural fibers with their 

superior aging resistance and synthetic fibers 

relevant attention in terms of environmental 

impact and the durability they are provided. 

Calabrese et al. glass-flax/epoxy hybrid 

composites materials were exposed to salt–fog 

environmental conditions for up to 60 aging days 

[2]. They evidenced that adding glass fibers in 

flax layers positive affected flexural strength and 

modulus can be observed. Laminated composite 

materials with high fiber angles are more prone to 

stress concentration on the layers. Reis et al. 

studied stress relaxation behavior of 

glass/polyamide-6 composites considering 

different fiber directions [1], as well as exposure 

to NaOH and HCl solutions. Consequently, 

compared with the laminates with fibers at 0◦, 

flexural strength decreased approximately up to 

50%, respectively, for the orientations of 30◦ and 

45◦. 

Fiber, matrix, adhesive and interface components 

in composite material are susceptible to 

degradation of Ph changed. Wang et al. GFRP 

composite material has been exposed to salt-water 

and water [3]. Consequently, the degradation was 

faster in saltwater than in tap water. Also, when 

the exposure time was increased, there has been a 

serious decreased in the strain values. Harrison et 

al. presented that seawater reduces the flexural 

strength of carbon/epoxy and glass/epoxy 

composite materials in the long term [4]. Pavan et 

al. showed the bending strength and damage 

formation of GFRP laminates composite 

materials under different environmental 

conditions [19]. They evidenced that the bending 

strength decreases with increasing exposure 

temperature. Bazli et al. investigated the flexural 

strength of GFRP laminated composite material 

under different temperature conditions [20]. 

Conclusion reported that as the thickness of the 

composite materials decreases, the flexural 

strength decreases when the exposure time at high 

temperatures increases. Meng et al. examined the 

CFRP from 77 K° to 298 K° and showed that the 

flexural strength increased as the cryogenic 

temperature decreased [21]. Also, has been shown 

that the cryogenic temperature affects the 

durability of the matrix and the failure mode of 

the layers. 
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In the literature examined, it has been observed 

that different environmental conditions affect the 

flexural strength of the materials. Depended on 

the changing environmental conditions, the 

change in strength values can be determined by 

three-point bending analysis. In this paper, 

Carbon fiber/bismaleimide, carbon fiber/epoxy 

and S-glass fiber/epoxy layered composite 

materials are designed with balanced symmetry 

and angled storied. These materials have been 

examined for their flexural behavior under 

different environmental conditions. The 

deformation caused by the bending load in FRC 

materials was investigated using the Tsai-Wu and 

Puck failure criteria. 

2. MATERIAL AND METHOD 

Three-point bending analyses were done by 

simulating the real test according to ASTM D790. 

Three different reinforced plies were considered 

to design FRC laminates and then to perform 

flexural analysis. Carbon fiber/bismaleimide 

(Cytek_CB) unidirectional ply, carbon 

fiber/epoxy (Toray_CE) unidirectional ply, and 

S-glass fiber/epoxy (Cytek_S-GE) unidirectional 

ply was employed with the material property sets 

that differed according to environmental 

conditions (Table 1). The ambient temperature 

24℃ was assume as the reference for all the 

materials. The weight amount of moisture in the 

ambient was also expressed as +w%, i.e., 

82℃+1w%. The laminates were designed with 

the symmetric and balanced stacking sequence of 

[0n/30n/-30n/60n/-60n/90n]s via ESAComp 

software (Figure 1). The subscript n is equal to 3 

for 36 layers of Cytek_CB, 2 for 24 layers of 

Toray_CE, and 1 for 14 layers of Cytek_S-GE.  

However, there is an exception for Cytek_S-GE 

that the subscript n is 2 for the 0° reinforced layer. 

As a result of selected stacking sequences, the 

thicknesses of the laminates (d) Cytek_CB, 

Toray_CE, and Cytek_S-GE were 3.37 mm, 3.65 

mm, and 3.30 mm respectively. The geometrical 

models of the three-point bending specimen were 

prepared with dimensions of 60 mm in the length 

(L) and 12.67 mm in the width (b) (Figure 2). 

Each laminate with different material property 

sets has been investigated for flexural behavior.  

 

Figure 1 Stacking sequence of the laminates 

 

Figure 2 The dimensions of the model for bending 

analysis 
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Table 1 Mechanical Properties of FRCs Materials  [22-24] 

The numerical models of the bending specimens 

were prepared with rectangular shell elements. 

Longer edges of the model were divided into 120 

parts and the aspect ratio for the elements was 

adjusted to 1. Boundary conditions for the shorter 

edges were set as free along the z-direction, as 

fixed along the y-direction. The translation of the 

edges along the x-direction was kept at x=0 and 

released at x=L. Rotations around all of the 

directions were released too. Thus, the ratio of the 

support span to the thickness was approximately 

20:1 for all the models. Then the models were 

loaded along the y-direction with a centered line 

load. The models were loaded until the failure was 

detected. In the numerical model, the value of the 

load causing failure was recorded. 

The failure of the modeled composite materials 

under bending load was determined according to 

both the Tsai-Wu and the Puck failure criteria. 

According to the Tsai-Wu failure criterion, if the 

f value calculated with Equation 1is less than 1 so 

that the composite material is safe. The load value 

that makes the f value equal to or less than 1 was 

taken as failure load (Pcr) and the corresponding 

deflection (δcr) was recorded. In Equation 1, the 

σ1 and σ2 express the axial stresses along the 

reinforcement direction (direction-1) and 

transverse direction (direction-2). The term τ12 

expresses the shear stress on the 1-2 plane. Other 

coefficients are the constants dependent on the 

material strength (Table 1).  

𝑓 = 𝐹1𝜎1 + 𝐹2𝜎2 + 𝐹6𝜏12 + 2𝐹12𝜎1𝜎2 + 𝐹11𝜎1
2 +

𝐹22𝜎2
2 + 𝐹66𝜏12

2
                (1) 

𝐹1 =
1

𝑋𝑡
−

1

𝑋𝑐
, 𝐹2 =

1

𝑌𝑡
−

1

𝑌𝑐
, 𝐹6 = 0        (2) 

 𝐹11 =
1

𝑋𝑡𝑋𝑐
,          𝐹22 =

1

𝑌𝑡𝑌𝑐
,   𝐹66 =

1

𝑆2       (3) 

The Puck criterion dissociates the damage of the 

laminates into reinforcement failure (FF) and 

matrix material failure (MF). The criterion uses 

the indices IFF and IMF for fiber failure and 

Temp. (℃) -55 24 177 -54 24 66 82 82 -54 24 82 82

Moist. (%) 0 0 1 0 0 1 0 1 0 0 0 1

E 1 (GPa) 169.00 160.00 138.00 48.81 47.99 47.13 46.88 47.37 121.00 119.00 121.00 119.50

E 2 (GPa) 10.35 9.70 9.00 15.79 15.79 12.31 13.20 11.51 52.98 9.00 7.50 7.00

E 3 (GPa) 10.35 9.70 9.00 15.79 15.79 12.31 13.20 11.51 52.98 9.00 7.50 7.00

G 12 (GPa) 5.90 5.90 2.00 4.27 4.07 3.72 3.72 2.62 5.00 4.00 4.00 3.00

G 31 (GPa) 5.90 5.90 2.00 4.27 4.07 3.72 3.72 2.62 5.00 4.00 4.00 3.00

G 23 (GPa) 3.98 3.73 3.46 5.85 5.85 4.56 4.89 4.26 4.26 3.33 2.78 2.59

ʋ 12 0.30 0.30 0.30 0.28 0.26 0.26 0.26 0.30 0.35 0.31 0.31 0.32

ʋ 13 0.30 0.30 0.30 0.28 0.26 0.26 0.26 0.30 0.35 0.31 0.31 0.32

ʋ 23 0.30 0.30 0.30 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35

X t (MPa) 2897.00 2618.00 2278.00 1274.79 1501.20 934.52 1418.18 880.74 1682.01 2172.44 2206.66 2259.82

Y t (MPa) 63.00 66.00 28.00 56.54 56.54 56.40 59.64 49.71 52.98 48.86 44.23 25.91

Z t (MPa) 63.00 66.00 28.00 56.54 56.54 56.40 59.64 49.71 52.98 48.86 44.23 25.91

X c (MPa) 1620.00 1620.00 966.00 1240.16 1179.76 951.55 508.21 688.92 1396.50 1449.77 1410.32 1199.97

Y c (MPa) 207.00 194.00 180.00 274.27 274.27 185.68 208.57 165.13 282.44 198.67 147.72 116.43

Z c (MPa) 207.00 194.00 180.00 274.27 274.27 185.68 208.57 165.13 282.44 198.67 147.72 116.43

S 12 (MPa) 102.00 103.00 77.00 169.96 132.17 96.73 103.01 81.84 159.52 154.74 128.31 95.22

S 31 (MPa) 102.00 103.00 77.00 169.96 132.17 96.73 103.01 81.84 159.52 154.74 128.31 95.22

S 23 (MPa) 59.71 55.96 51.92 87.72 87.72 68.37 73.35 63.97 63.89 50.00 41.67 38.89

S
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matrix failure, respectively. According to the 

criterion, reinforcement fiber failure occurs only 

under tensile load in the direction of the fiber and 

the matrix material failure is handled with three 

different fracture modes (Figure 3). According to 

Mode A failure, matrix fracture occurs on a plane 

parallel to the reinforcing fibers due to tensile 

forces transverse to the reinforcing direction. In 

Mode B failure, matrix fracture occurs between 

reinforcing fibers in the material under shear 

stresses and small compressive stresses. In Mode 

C failure, matrix cracks occur along inclined 

planes in the material under compression loads. 

Equations 4-10 are used to control each failure 

mode.  

𝜎1 > 0 → 𝐼𝐹𝐹 = 𝜎1 𝐹1𝑡⁄       (4)  

−𝜎1 < 0 → 𝐼𝐹𝐹 = − 𝜎1 𝐹1𝑐⁄       (5)  

𝜎2 ≥ 0 → 

𝐼𝑀𝐹,𝐴 = √(
𝜎6

𝐹6
)

2

+ (1 − 𝑝6𝑡
𝐹2𝑡

𝐹6
)

2

(
𝜎2

𝐹2𝑡
)

2

+ 𝑝6𝑡
𝜎2

𝐹6
      (6) 

𝜎2 < 0

|
𝜎2

𝜎6

| ≤
𝐹2𝐴

𝐹6𝐴

} → 

𝐼𝑀𝐹,𝐵 =
1

𝐹6
[√𝜎6

2 + (𝑝6𝑐𝜎2)2 + 𝑝6𝑐𝜎2]   (7) 

𝐹2𝐴 =
𝐹6

2𝑝6𝑐
[√1 + 2𝑝6𝑐

𝐹2𝑐

𝐹6
− 1]       (8) 

𝑝2𝑐 = 𝑝6𝑐
𝐹2𝐴

𝐹6
       (9) 

𝜎2 < 0

|
𝜎2

𝜎6

| ≤
𝐹2𝐴

𝐹6𝐴

} → 

𝐼𝑀𝐹,𝐶 = −
𝐹2𝑐

𝜎2
[(

𝜎6

2(1+𝑝2𝑐)𝐹6
)

2

+ (
𝜎2

𝐹2𝑐
)

2

]   (10) 

According to Puck and Schürmann (2004), stress 

and strain analysis, failure criterion, and strength 

degradation of each layer of laminate are required 

to form the most realistic failure envelope [25]. 

However, the researchers neglected the reduced 

strength values that emerged with the first failure 

of layered composite materials under load in the 

failure criterion they proposed. For the failure 

analysis of the laminates with the Tsai-Wu and 

Puck criteria, when just one ply of the laminates 

was damaged then the entire laminates were 

assumed as damaged. This approach is called first 

ply failure (FPF).  

 

Figure 3 Formation of damage modes A, B, and C 

under plane stress σ2 and τ21 according to the Puck 

criterion [24] 

3. RESULT 

3.1. Analysis of carbon/ bismaleimide/ 

composites 

Variations of the Pcr and δcr for Cytek_CB were 

presented in Figures 4-5. According to both of the 

Tsai-Wu and Puck criteria, the bending strength 

of the Cytek_CB at room temperature (the 

reference material) is maximum, and it is slightly 

lower at -55℃. However, the bending strength of 

the Cytek_CB has been drastically reduced with 

the increase in temperature and the presence of 

moisture in the environment. According to the 

Tsai-Wu criterion, the bending strength of the 

Cytek_CB at -55℃ and 177℃+1.15w% is 

respectively 3.61% and 57.39% lower than that of 

the reference material. According to the Puck 

criterion, the bending strength of the Cytek_CB at 

-55℃ and 177℃+1.15w% is respectively 3.58% 

and 53.3% lower than that of the reference 

material. 
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Figure 3 Pcr and δcr values of the Cytek_CB by the 

Tsai-Wu criterion 

 

Figure 4 Pcr and δcr values of the Cytek_CB by the 

Puck criterion 

The ply-wise stress (σ1) distributions in the 

reference material along the fiber direction 

because of the Pcr were presented and compared 

(Figures 6-7). The variation of σ1 has similar 

characteristics for all the environmental 

conditions according to both the Tsai-Wu and 

Puck criteria. Because of bending load, the 

longitudinal compressive stresses on the upper 

part, according to the mid plane, caused tensile σ1 

in the layers with 60°, -60°, and 90° 

reinforcements. The arrangement of the layers is 

balanced and symmetrical, so the stress 

distribution across the thickness of the layers is 

symmetric concerning the midplane. 

 

Figure 5 σ1 values at room temperature for the 

Cytek_CB by the Tsai-Wu criterion 

 

Figure 6  σ1 values at room temperature for the 

Cytek_CB by the Puck criterion 

The maximum stresses have occurred as tensile at 

36th ply and as compression in the first layer. With 

the bending load applied to the Cytek_CB, the top 

layer has been damaged first. According to the 

Puck criterion, it has been observed that the 

damage mode is Mode A which comprises fiber 

failure compression (ffc) and planar shear stress. 

On the other hand, the damage is caused because 
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of transverse tensile (2t) stress, according to Tsai-

Wu. The detected failure modes were valid for the 

failures under all environmental conditions except 

for the Tsai-Wu result of 177℃+1.15w%. Inverse 

reserve factor (IRF) values calculated by Tsai-Wu 

and Puck criterion for each layer of Cytek_CB 

material at room temperature has given in Figures 

8-9, respectively. Because of failure loads, the 

Tsai-Wu criterion detects the failure of Cytek_CB 

early and behaves more conservative than the 

Puck criterion for all environmental conditions. 

 

Figure 7 IRF values of the Cytek_CB layers by the 

Tsai-Wu Criterion 

 

Figure 8 IRF values of the Cytek_CB layers by the 

Puck criterion 

3.2. Analysis of carbon /epoxy / composites 

Pcr and δcr variations for the Toray_CE in 

different environmental conditions were 

presented in Figure 10-11. According to both of 

the Tsai-Wu and Puck criteria, the bending 

strength of the Toray_CE is maximum at 82℃ 

and it is slightly lower at -54℃ and 24℃. 

Furthermore, the flexural strength of Toray_CE 

was decreased significantly with the increase in 

temperature and the presence of moisture. 

According to the Tsai-Wu criterion, the flexural 

strength of Toray_CE increased by 3.7% when the 

temperature decreased from the reference 

condition (room temperature) to -54℃ and 

decreased 0.18% when it increased to 82 ℃. Also, 

the flexural strength of Toray_CE was 

significantly reduced by 31.02% at the condition 

82℃+1w% compared to the reference Toray_CE. 

According to the Puck criterion, the flexural 

strength of the Toray_CE increased by 2.2% when 

the temperature decreased from the reference 

condition to -54℃ and decreased 0.4% when it 

increased to 82℃. Also, the flexural strength of 

Toray_CE was significantly reduced by 28.6% at 

the condition 82℃+1w% compared to the 

reference Toray_CE. 

 

Figure 9 Pcr and δcr values of the Toray_CE by the 

Tsai-Wu criterion 

Rabi Ezgi BOZKURT, Fatih DARICIK

A Numerical Investigation for the Effect of Environmental Conditions on the Bending Behavior of Lamin...

Sakarya University Journal of Science 26(2), 249-261, 2022 255



 

Figure 10 Pcr and δcr values of the Toray_CE by the 

Puck criterion 

The ply-wise σ1 distributions in the reference 

material along the fiber direction because of Pcr 

were presented in Figures 12-13. Although the 

planar tensile and compression strength of 

Cytek_CB is higher compared to Toray_CE, the 

flexural strength of Toray_CE is higher. This may 

be because of the higher shear strength of 

Toray_CE. The σ1 distributions given for the Tsai-

Wu and Puck damage criteria at room temperature 

showed similar results for all conditions. Because 

of bending load, the longitudinal compressive 

stresses on the upper part according to the mid-

plane caused tensile σ1 in the layers with 60°, -

60°, and 90° reinforcements.  

 

Figure 11 σ1 values at room temperature for the 

Toray_CE by the Tsai-Wu criterion 

 

Figure 12 σ1 values at room temperature for the 

Toray_CE by the Puck criterion 

The maximum stresses have occurred as tensile at 

24th ply and as compression in the first layer. With 

the bending load applied to the Toray_CE 

material, the top layer has been damaged first. 

According to the Puck criterion, it has been 

observed that the damage mode is Mode A. The 

detected failure modes according to the Puck 

criterion were valid for the failures of the 

materials under all environmental conditions. On 

the other hand, failure modes according to Tsai-

Wu criterion could be just compression along the 

fiber direction (1c), transverse tensile (2t), and the 

combination of the first two failure modes (1c/2t). 

IRF values calculated by Tsai-Wu and Puck 

criterion for each layer of Toray_CE material at 

room temperature has given in Figures 14-15, 

respectively. As a result of failure loads, the Tsai-

Wu criterion detects the failure of Toray_CE early 

and behaves more conservative than the Puck 

criterion for all environmental conditions. 
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Figure 13 IRF values of the Toray_CE layers by the 

Tsai-Wu Criterion 

 

Figure 14 IRF values of the Toray_CE layers by the 

Puck criterion 

3.3. Analysis of S-glass/epoxy/composites 

For Cytek_S-GE, variations of the Pcr and δcr due 

to environmental conditions were presented in 

Figure 16-17. According to both of the Tsai-Wu 

and Puck criteria, the bending strength of the 

Cytek_S-GE is maximum at 66℃+0.8w%. 

According to the Tsai-Wu criterion, the flexural 

strength of Cytek_S-GE increased by 3.15% 

when the temperature decreased from the 

reference condition (room temperature) to -54 ℃ 

and decreased 0.17% when it increased to 82 ℃. 

Besides, the flexural strength of the Cytek_S-GE 

increased by 15.8% at the condition of 

66℃+0.8w% and decreased by 15.44% at 82℃ 

compared to reference Cytek_S-GE.  According 

to the puck criterion, when the temperature 

increased to 82℃ and decreased to -54℃, the 

flexural strength increased by 0.83% and 14.4%, 

respectively compared to reference Cytek_S-GE. 

The flexural strength of the material at 

66℃+0.8w% is 16.8% higher than the strength of 

reference Cytek_S-GE and it is 13.6% lower at 

82℃ than the reference. 

 

Figure 15 Pcr and δcr values of the Cytec_S-GE by the 

Tsai-Wu criterion 

 

Figure 16 Pcr and δcr values of the Cytec_S-GE by the 

Puck criterion 

The ply-wise σ1 distributions in the reference 

material along the fiber direction due to Pcr were 

presented in Figures 18-19. The σ1 distributions 

given for the Tsai-Wu and Puck damage criteria 

at room temperature showed similar 

characteristics for all conditions. Because of that, 
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the level of the 5th ply reinforced is just 0.24 mm 

higher than the 6th ply, the σ1 at the 5th ply is 

tensile while the σ1 6th ply is compressive. In 

addition to this, the tensile σ1 comes up in the 90° 

reinforced layer on the mid-plane.  

 

Figure 17 σ1 values at room temperature for Cytec_S-

GE by the Tsai-Wu criterion 

 

Figure 18 σ1 values at room temperature for Cytec_S-

GE by the Puck criterion 

The maximum stresses have emerged as tensile at 

14th ply and as compression in the first layer. With 

the bending load applied to the Cytek_S-GE, the 

10th layer was damaged first. According to the 

Puck criterion, for all environmental conditions, it 

was observed that the damage mode is Mode A 

which comprises inter-fiber failure (iff) and planar 

shear stress. Also, the damage of reference 

material is caused by transverse tensile (2t) 

stresses according to Tsai-Wu. According to the 

Tsai-Wu criterion, the environmental conditions 

change the failure of materials. IRF values 

calculated by Tsai-Wu and Puck criterion for each 

layer of Cytek_S-GE material at room 

temperature were given in Figures 20-21, 

respectively. As a result of failure loads, the Tsai-

Wu criterion detects the failure of Cytek_S-GE 

early and behaves more conservative than the 

Puck criterion for all environmental conditions. 

 

Figure 19 IRF values of the layers of the Cytec_S-GE 

by the Tsai-Wu Criterion  

 

Figure 20 IRF values of the layers of the Cytec_S-GE 

by the Puck criterion 
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4. CONCLUSIONS 

Numerical bending analyses of 

carbon/bismaleimide, carbon/epoxy, and S-

glass/epoxy laminated composites were 

performed using ESAComp software. Materials 

property sets differing from environmental 

conditions were used for the analysis. Failure of 

the laminates was determined by the Tsai-Wu 

criterion and the Puck criterion. As a result of the 

analysis, the following conclusions have been 

obtained; 

▪ The Tsai-Wu criterion detects the failure 

of FRCs earlier and behaves more 

conservative than the Puck criterion for all 

environmental conditions. 

▪ The top layers where the line load directly 

affect, were damaged first in the 

Cytek_CB and Toray_CE laminated 

composites. Besides, the 10th layer was 

damaged first in the Cytek_S-GE 

laminated composites. 

▪ The variation of flexural strength differs 

according to the type of the laminated 

composite. However, high environmental 

temperature and moisture reduce the 

flexural strength. 

▪  While the environmental conditions do 

not affect the damage mode according to 

the Puck criterion, the damage mode can 

change with the change of environmental 

conditions according to the Tsai-Wu 

criterion. 
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Quasi-Resonant Half-Wave Buck Converter with Non-Isolated High-Side 

Switching Techniques 

Burak GÖRDÜK*1, Elif TOPUZ1, Deniz YILDIRIM1 

Abstract 

Power density of the power converters became one of the most important parameters in many 

applications. Power density is increased by reducing the losses through use of better performing 

components and circuit topologies. It can be increased further by reducing the size of filter 

components through increasing the switching frequency. In hard-switching converters however, 

losses due to switching will eventually render this method not applicable. Instead, resonant 

converters are utilized in many high-frequency switched power supplies. Soft-switching feature 

of these converters provide increased efficiency due to decreased switching losses. Such 

converters exploit the resonance of the specific inductors and capacitors in the circuit called as 

resonant tank elements. Resonance behavior is used in order to eliminate turn-on or turn-off 

losses. Existing power converter topologies can be modified to create the resonance during 

switching period. Such converters are called as quasi-resonant converters. This paper presents 

analysis and design of Zero Current Switching (ZCS) half-wave quasi-resonant buck 

converters. In this topology, high-side switching is required. Two different non-isolated high-

side switching techniques are utilized. Experimental results are obtained for light load to full 

load operation. Both techniques are compared in detail. 

Keywords: Half-wave Buck Converter, high-side switching, quasi-resonant converters, Zero-

Current Switching. 

 

1. INTRODUCTION 

The working principle of the conventional pulse 

width modulated (PWM) converters are based on 

transferring the energy using capacitors and 

inductors with the help of semiconductor 

elements. These semiconductor elements are 

operated as switches either in fully on or off mode 

connecting energy transfer elements to source and 

load. Output voltage can be adjusted by the duty 
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cycle of control signal. Unlike linear power 

supplies, switched-mode converters tend to 

generate ripple at their output due to switching 

action. This ripple can be reduced by increasing 

the switching frequency or increasing the size of 

filter elements. The latter is least demanded 

because of the increased cost and size of the 

converter [1]. 

The MOSFETs are semiconductor switching 

elements that are used in low to mid-range power 
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supplies. They are suitable for high frequency 

operation up to couple of MHz depending on the 

ratings. However, increased switching frequency 

means increased switching losses due to the hard-

switching behavior of the PWM converters. To 

overcome this issue, switched-mode power 

conversion technologies are transformed from 

simple PWM converters to resonant converters 

[2]. Beside low switching losses compared to 

PWM converters, they can eliminate 

electromagnetic interference (EMI) problems 

because of sinusoidal variations; they do not have 

sharp rising voltage/current waveforms [3]. The 

resonant converters were found out in early 1980s 

[4]. 

Many different configurations of resonant 

converters are available and quasi resonant 

converters are one of them. Quasi-resonant 

converters are derived from the conventional 

PWM converters, where, resonant tank elements 

are added to the circuit. Since quasi-resonant 

converters include LC tank circuit, it is possible 

to obtain zero current (ZCS) or zero voltage 

switching (ZVS) in semiconductor elements. 

While ZCS is used for eliminating turn-off losses 

of the switching element, ZVS is used for turn-on 

switching losses [5]. 

ZCS Quasi resonant converters are used in 

bidirectional battery equalizers to minimize 

switching loss. It is seen that efficiency is higher 

than around 20%~30% unlike conventional 

battery equalizers [6]. Quasi resonant converters 

can be half-wave or full-wave configuration. 

Analysis of the ZCS quasi-resonant converters is 

studied in [7, 8]. In ZCS quasi-resonant buck 

converter, high side switching is necessary 

because of buck converter topology. There are 

couples of techniques for high side switching [9]. 

For example, using of a P-channel switch or 

isolated gate drive circuitry.  

On the other hand, ZVS quasi-resonant buck 

converter is also studied in [10, 11]. In [11], a 3 

kW quasi-resonant buck converter is developed 

and maximum 98.7% efficiency is obtained using 

ZVS. Also, steady state analysis of ZVS quasi-

resonant converter is studied in [12].  

In this study, ZCS quasi-resonant (half-wave) 

buck converter is investigated, analyzed and 

experimentally verified. Two circuit boards are 

produced with different approaches on non-

isolated high-side switching. Based on the 

experimental results, performances of these 

circuits are investigated. 

2. HALF WAVE QUASI RESONANT ZCS 

BUCK CONVERTERS 

The half-wave ZCS buck converter depicted in 

Fig. 1 is a type of quasi-resonant converter in 

which an LC resonant tank is added to switch 

element. Lr and Cr are resonant elements and the 

series diode D1 prevents inductor current 

becoming negative. Since output filters Lf and Cf 

are large in value the output part can be 

represented by a current source with a value 

equals to load current as given in Fig. 2. 

 

Figure 1 Half-wave ZCS buck converter 

 

Figure 2 Half-wave ZCS buck converter with 

constant current source 

2.1. Steady State Analysis of The Half Wave 

ZCS Buck Converter 

In order to get an understanding of the 

relationship between input and output voltage 

with certain operating conditions of the circuit, 

the steady state analysis must be done. This 

analysis is done by normalizing voltage and 

inductor current equations. For the normalization 

approach, notations used are given in equations 1 

to 8. 

GÖRDÜK et al.

Quasi-Resonant Half-Wave Buck Converter with Non-Isolated High-Side Switching Techniques

Sakarya University Journal of Science 26(2), 262-272, 2022 263



T gV V=  (1) 

base TV V=  (2) 

0

T
base

V
I

R
=  (3) 

0
r

r

L
R

C
=  (4) 

L
L

base

i
j

I
=  (5) 

T
T

base

I
J

I
=  (6) 

c
c

base

v
m

V
=  (7) 

s

o

f
F

f
=  (8) 

Where, fs is the switching frequency, fo is the 

resonant frequency, and F is normalized 

frequency, R0 is effective load resistance, mc, jL, 

and JT are the normalized capacitor voltage, 

inductor current, and load current respectively. 

The first interval of the operation starts by turning 

on the switch Q. Before this interval, load current 

IT is flowing through diode D2. In this interval, 

series diode D1 and freewheeling diode D2 are 

also conducting. Equivalent circuit is given in Fig. 

3. 

 

Figure 3 Equivalent circuit of interval I 

Current flowing through the resonant inductor 

rises linearly from zero to steady state output 

current value. Interval I ends when inductor 

current reaches to steady state output current 

value. Therefore, interval I is called as inductor 

charging mode [5]. The normalized state equation 

is given in equation (9). 

0

1
1Ldj

dt
=  (9) 

With the initial condition of shown in equation 

(10). 

L (0) 0j =  (10) 

The interval has a length of angle α. When iL 

equals to IT, D2 turns off and interval ends. By 

solving the initial condition problem, final values 

are obtained in equations (11) to (13). 

L 0 0( t)j t =  (11) 

0( ) 0cm t =  (12) 

TJ =  (13) 

Second interval is the ringing interval of the 

resonant tank. Equivalent circuit belongs to the 

second interval is given in Fig. 4. State equations 

are given in equations (14) and (15). 

0

1
1L

c

dj
m

dt
= −  (14) 

0

1 c
L T

dm
j J

dt
= −  (15) 

These equations belong to a circle with the center 

(1, JT) in the state plane trajectory. This circle has 

the initial point of (0, JT) and the final point of 

(Mc1, 0). This interval lasts for the angle β and 

ends when inductor current goes to zero and hence 

series diode D1 turns off. 
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The switch is turned off at third interval because 

of the inductor current being zero. In this interval 

series diode D1 and freewheeling diode D2 are 

also off, output current IT discharges the tank 

capacitor linearly. Corresponding equivalent 

circuit is given in Fig. 5. 

 

Figure 4 Equivalent circuit of interval II 

 

Figure 5 Equivalent circuit of interval III 

Normalized state equation and initial conditions 

are given in equations (16) to (18). 

0

1 c
T

dm
J

dt
= −  (16) 

1( )c cm M + =  (17) 

0 1 0( ) (c C Tm t M J t a  = − − − )  (18) 

Third interval lasts for an angle δ and ends when 

the resonant tank capacitor voltage goes to zero, 

and Interval IV begins as freewheeling diode D2 

turns on and output current flows through on it. 

Equivalent circuit is given in Fig. 6.  

 

Figure 6 Equivalent circuit of interval IV 

Both the capacitor voltage and the inductor 

current are zero. This interval lasts for the angle ξ 

and ends when switch Q is turned on again at the 

start of the first interval. For the whole switching 

period TS waveforms of gate signals, resonant 

capacitor voltage and resonant inductor current 

along with the interval numbers and angles are 

given in Fig 7. 

 

Figure 7 Waveforms for the half-wave ZCS quasi 

resonant buck converter 

The state plane trajectory for these four intervals 

is given in Fig. 8. 

 

Figure 8 State plane trajectory of the converter 

The conduction angles α, β, δ and ξ compose the 

switching period. Using state plane trajectory and 

circuit averaging techniques, conversion ratio of 

the converter can be expressed as given in 

equation (19).  
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Conversion ratio is controllable by F, but it also 

depends on JT. Function of load current 

dependency is plotted in Fig. 9.  

2.2. Mode Boundaries 

Consequently, to obtain ZCS condition, some 

boundary conditions are shown in equations (20) 

to (23). 

1outJ   (20) 

0   (21) 

1
4

out
c

J F
m


 −  (22) 

1F   (23) 

According to these mode boundaries, design 

parameters are determined. 

 

Figure 9 Load current dependency of M for different 

frequencies 

3. DESIGN PARAMETERS 

According to specification of the ZCS buck 

converter given in Table I, resonant elements’ 

parameters (resonant inductance, resonant 

capacitance, and resonant frequency) are 

calculated. To calculate resonant elements’ 

parameters two conditions given in equations (24) 

and (25) must be considered. Firstly, to obtain 

zero current switching, switching frequency must 

be much lower than the resonant frequency, and 

secondly normalized load current value must be 

lower than 1. 

s of f  (24) 

,min

( ) 1
/base in o

I I
J

I V R
= =   (25) 

Normalized load current value assumed as 0.85 

for the worst-case scenario which is minimum 

input voltage (43V) because lower Jout value leads 

to higher peak resonant inductor current which is 

undesired for the converter. Using conversion 

ratio formula and normalized current, resonant 

tank inductor and capacitor values are calculated 

and nearest standard values are chosen. 

With this equation, resonant frequency is then 

calculated as 677 kHz. Resonant frequency can be 

expressed using Lr and Cr as given in equation 

(26).  

0

1
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2 r r
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L C

= =  (26) 

By using these equations, JTmax can also be 

expressed in terms of Lr and Cr as given in 

equation (27). 
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By using these equations, Lr and Cr are calculated 

as follows. 

1.72rL H=   

32.2rC nF=   

Standard values of 1.8µH and 33nF are selected 

as resonant tank elements. 

With the resonant elements selected, steady-state 

simulation of the converter was made in order 

verify ZCS ability. Circuit model shown in Fig. 

10, is implemented in PSIM environment. Open-

loop simulation is done with nominal input 

voltage and 60W output power at 168 kHz 

switching frequency. From the simulation results 

shown in Fig. 11, ZCS ability of the converter and 

the voltage conversion ratio is verified. 

Table 1 Specifications of the designed converter 

Parameter Unit Value 

Input voltage range [V] 48 ± 10% 

Output voltage [V] 12 

Rated output power [W] 60 

Switching frequency [kHz] 150 - 200 

 

Figure 10 PSIM model of the converter 

 

Figure 11 Simulation results at Vg = 48 V, R = 2.4Ω, 

fs = 168 kHz 

Since the designed converters will be controlled 

digitally by microcontrollers, closed-loop 

operation of the converter is also simulated. 

Necessary compensation function was 

implemented in “C Block” inside PSIM 

environment. Closed-loop operation of the system 

is then verified with the step changes in output 

load. It is observed that the system outputs the 

desired output voltage of 12V with no stability 

problems. Fig. 12 shows the converter response to 

no-load start and switch to full load when time 

equals to 40 ms. Transient loading caused output 

voltage to undershoot about 30% of the rated 

output voltage and it is recovered in 2 ms by the 

controller. 

Actual implementation of the closed loop control 

is done for the MKL03Z32VFK4 microcontroller. 

Embedded software for this microcontroller is 

developed as a finite state machine with three 

states. Initialization state starts after power-on-

reset. In this state, microcontroller peripherals are 

set according to the application. Then run state 

begins. Run state starts the operation of the 

converter. Voltage is controlled with 200 kHz 

control loop frequency. Run state flow diagram is 

given in Fig. 13. Fault state is the last state and it 

is activated only if the input voltage or current is 

out of the limits.  

 

Figure 12 Step response of no load to full load 

condition 
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Figure 13 Run state flowchart diagram 

4. GATE CIRCUIT DESIGN 

After the open-loop and closed-loop operation of 

the converter is verified in simulation, necessary 

circuit boards were designed for experimental 

results. In the buck converter topology, switch 

element is placed at the high side, meaning that 

the drain pin of the MOSFET is directly 

connected to supply voltage. This causes the 

source pin to be floating. Thus, the applied gate-

source voltage has to be floating with reference to 

ground as well. Two different high-side switching 

approaches are used in this study. 

4.1. High-side Switching Design I 

In the first circuit a half-bridge driver IC is used. 

These drivers have a channel for high side N 

channel switch. The source pin connection of the 

driver is floating with reference to ground. Gate-

source drive voltage is generated using bootstrap 

method. However, in order to generate this 

bootstrapped voltage, source connection of the 

switch should have a direct reference to ground. 

In ZCS quasi-resonant buck converter topology, 

due to series diode and resonant inductor this is 

not the case. Thus, it can be problematic to use 

such technique because of possible charge – 

discharge issues of the bootstrap capacitor. 

Instead, an isolated DC-DC converter module is 

used as the floating switch voltage supply. In this 

topology, gate driver and the microcontroller are 

placed on the power ground. This provides a 

simple feedback path from the output by using 

only one voltage divider. The circuitry is given in 

block diagram in Fig. 14. 

 

Figure 14 Circuit diagram of design I 

4.2. High-side Switching Design II 

For the second circuit a different approach is used 

to eliminate the need of a high side gate driver. 

Instead, a low side gate driver is used with its 

ground connected directly to the source pin of the 

N-channel switch and supplied from an auxiliary 

12V input. Supply of the microcontroller is also 

referenced to this ground providing simple 

connection between the controller and the gate 

driver. This placement of the microcontroller 

ground has a drawback as well. Output voltage is 

floating with reference to the ground of the 

microcontroller. Moreover, the voltage difference 

between these two points is negative, making it 

not possible to measure the output voltage directly 

via microcontroller. Instead, an isolated amplifier 

is used to transfer output voltage with reference to 

floating ground point. The circuitry is given in 

block diagram in Fig. 15. Designed circuit boards 

are shown in Fig. 16. Both PCBs are designed to 

have a high-power density. 
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Figure 15 Circuit diagram of design II 

a)  

b)  

Figure 1 (a) Converter I, (b) Converter II 

5. EXPERIMENTAL RESULTS 

Designed and assembled converter circuits are 

investigated in experimental operation. Both of 

the circuits were evaluated for open-loop and 

closed-loop operation at the nominal operation 

range. From the first results, a couple of 

adjustments had to be made. One of which is 

related to first topology. It is observed that under 

certain conditions like light load and low 

switching frequency, the converter works fine. 

Increasing the load and the switching frequency 

however, causes the gate driver to fail and get 

permanent damage on the output side. Reason for 

this is found as negative voltage spikes on the 

source pin caused by the parasitic inductance due 

to semiconductors and PCB layout. Source-to-

ground voltage measurement on this point is 

given in Fig. 17. It can be seen that negative 

voltage spikes were as high as 6.8V in amplitude. 

Since there was no direct reference to ground at 

this point, these spikes were able to cause latch-

up on the driver, which specified the maximum 

repetitive transients as -5V. In order to solve the 

problem, gate resistor is moved from gate path to 

source path of the driver. D3 and D4 are two 

schottky diodes placed in order to clamp the 

negative voltage spikes. Revised topology is 

given in Fig. 18. With these adjustments, 

converter was able to work for the whole 

operation range. 

 

Figure 17 Negative voltage spikes on source 

connection 

 

Figure 18 Modified circuit diagram of design I 

The second switching topology was far smoother 

and easier regarding the switching and transients. 

The only issue was that the microcontroller is 

placed to the floating ground point that is actually 

the source connection of the switch. This ground 

reference has a lot of switching noise and analog 

measurements are highly affected from these 
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noises. This made the stable closed loop operation 

hard to achieve. In order to overcome this issue, 

embedded software in the microcontroller has 

adjusted accordingly. Analog Digital Conversion 

(ADC) is started every PWM cycle. Timing of the 

ADC is controlled via trigger output from PWM 

timer. Trigger point is adjusted to ensure 

conversions start when the switch is fully turned 

off. Therefore, switching noises could be 

eliminated from ADC results. First order digital 

low-pass filter is used to further smoothen voltage 

measurement. Fig. 19 shows the closed loop 

response of the system to zero load to full load 

transition.  

 

Figure 19 Closed loop response of zero load to full 

load transition 

In the Fig. 20, full load operation waveforms of 

both converters are given. It can be seen that both 

converters operate in ZCS.  

a) 

 

b)

 

Figure 20 Full load operation waveforms of converter 

I (a) and converter II (b) 

Gate-source and drain-source voltage of the first 

converter also indicates that the additional diodes 

placed on the circuit created a path for the 

circulating energy when the switch is off. 

Although this does not affect the operating 

properties of the converter, it decreases the overall 

efficiency. Especially in the light load operation, 

low frequency oscillations due to MOSFET’s 

output capacitance and resonant inductance cause 

undesired currents to flow from the clamping 

diodes. This drawback can be seen in Fig. 21 that 

shows the efficiency graphs of both designs. 

 

Figure 21 Efficiency curves of the designed 

converters 

6. CONCLUSION 

Zero current switching half-wave buck converters 

are investigated in this study. Steady-state 

0

5

10

15

V
o
lt
a
g
e
 [

V
]

Output Voltage

0 2 4 6 8 10 12 14 16 18 20

0

2

4

6
Load Current

Time [ms]

C
u
rr

e
n
t 

[A
]

0

20

40

60

V
o
lt
a
g
e
 [

V
]

Drain-Source Voltage

0

5

10

Resonant Inductor Current

C
u
rr

e
n
t 

[A
]

0

50

100
Resonant Capacitor Voltage

V
o
lt
a
g
e
 [

V
]

0 1 2 3 4 5 6 7 8 9
0

10

20
Gate-Source Voltage

Time [s]

V
o
lt
a
g
e
 [

V
]

0

20

40

60

V
o
lt
a
g
e
 [

V
]

Drain-Source Voltage

0

5

10

Resonant Inductor Current

C
u
rr

e
n
t 

[A
]

0

50

100
Resonant Capacitor Voltage

V
o
lt
a
g
e
 [

V
]

0 1 2 3 4 5 6 7 8 9
0

5

10

15
Gate-Source Voltage

Time [s]

V
o
lt
a
g
e
 [

V
]

0 10 20 30 40 50 60 70
50

55

60

65

70

75

80

85

90

95

Output Power [W]

E
ff

ic
ie

n
c
y
 [

%
]

Efficiency vs Output Power

 

 

Design #1

Design #2

GÖRDÜK et al.

Quasi-Resonant Half-Wave Buck Converter with Non-Isolated High-Side Switching Techniques

Sakarya University Journal of Science 26(2), 262-272, 2022 270



analysis of the converter is done for a 48V to 12V, 

60W step down converter. Resonant tank element 

values are calculated and selected from standard 

values in order to provide the given conversion 

ratio and output power. Closed loop operation of 

the converter is done by designing a PI controller 

with the help of the small signal model. Digital 

type PI controller is simulated in PSIM 

environment. Two different approaches of non-

isolated high side switching technique are 

utilized. Necessary circuit schematics and printed 

circuit boards were designed and manufactured. 

Embedded software for the MKL03Z32VFK4 

microcontroller is developed. Experimental 

results show that both of the converters are able to 

supply 60W power up to 90% efficiency, having 

a peak power density of 13.66 W/in3 zero current 

switching capability. 
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Identification of Lactic Acid Bacteria in Fermented Cornichon Pickles 

Produced with Acid Whey and Vinegar 

Semanur CEBECİ AVUNCA1, Özlem ÖZTÜRK ÇETİN1,  

Arzu ÇAĞRI MEHMETOĞLU1, Mustafa ÖZTÜRK*1 

Abstract 

The purpose of this study is to isolate, identify and compare lactic acid bacteria responsible for 

fermentation from pickles produced with vinegar and acid whey (AW). For this reason, 

fermented cornichon pickles were produced by using AW and vinegar as brine media. Colonies 

with different morphologies were selected and isolated at the 0, 7, 14, 21, 35, 49, 77 and 105th 

days of fermentation. A total of 139 isolates were obtained. Salt, acidity and pH values of brine 

and cornichon were followed on each analysis day. Growth and gas formation from glucose of 

isolates at different temperatures (10, 45, and 50 oC), salt concentrations (2, 4.5, and 10% 

(w/w)), different pH values (3, 4.5, and 9.6), were analyzed. Eight isolates were determined as 

heterofermentative according to their ability to produce CO2 from glucose. The isolates were 

observed to show the highest growth at 10 oC, and a very few isolates developed at 45 oC and 

50 oC. No isolates were able to grow at pH 9.6, 25 of the isolates were able to grow at pH 4, 

and only 4 isolates were able to grow at pH 3. Only one isolate was able to show resistance to 

10% salt concentration. Almost all isolates grew at 2% and 6.5% salt concentrations. 48 selected 

isolates were identified with API 50 CHL. 19 isolates were determined as Lactobacillus 

pentosus (8 vinegar, 11 AW) and 29 isolates as Lactobacillus plantarum (16 vinegar, 13 AW). 

As a result, L. plantarum and L. pentosus species were the dominant bacteria for cornichon 

pickles produced with AW and vinegar. Microbial flora in the pickles produced with two 

different brines were similar. The results show that AW can be successfully used for pickle 

production. 

Keywords: Lactic acid bacteria, identification, acid whey, cornichon pickle 

 

1. INTRODUCTION 

By pickling, foods can be preserved for longer 

and consumed even when little or no available [1]. 

Lactic acid fermentation and salt are two 

important factors in pickle production. In pickle 
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fermentation, the lactic acid bacteria in the natural 

flora come from the raw material. Lactic acid 

fermentation inhibits the development of 

pathogenic microorganisms, provides protection 

against the growth of microorganisms that cause 

degradation and toxin formation, and also 

increases the nutritional value of the product [2]. 
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The success of the lactic acid fermentation is 

significant  for pickle quality [3]. 

Greek yogurt is a fermented milk product in 

which the serum part of yogurt is filtered and 

removed. The demand for Greek yogurt has 

increased rapidly in recent years. Thus, acid whey 

(AW), a by-product of Greek yogurt manufacture, 

also increased. Approximately 2-3 kg of AW 

emerges from the production of 1 kg of Greek 

yogurt [4]. In the USA, approximately 4 million 

tons of acid whey was produced as by product of 

Greek yogurt manufacture in 2015 [5]. Acid whey 

is difficult to powder as it contains high levels of 

lactic acid and calcium [6]. The presence of high 

amounts of lactic acid reduces the commercial 

value of AW, limits potential food applications, 

making it very difficult to process [7]. However, 

AW can cause serious environmental problems if 

not properly disposed of. Various evaluation 

methods have been investigated in order to 

increase the value of AW and to eliminate its 

harm to the environment [5, 8].  

Lactic acid bacteria (LAB) is very important for 

fermented foods with its ability to inhibit 

pathogens and spoilage microorganisms. Organic 

acids, hydrogen peroxide, exopolysaccharides, 

antimicrobial and aromatic compounds 

synthesized by LAB during fermentation 

contribute to the texture, shelf life, flavor and 

aroma development of foods [9].  In addition, it 

has a protective effect by lowering the pH of the 

environment with the organic acids it produces 

[10]. Lactic acid bacteria are resistant to gastric 

acid and pancreatic secretions in the stomach. 

Lactic acid bacteria that are resistant to conditions 

in the digestive system and survive are probiotic 

[11, 12]. 

The amount of LAB in cornichons is very low. 

But when cornichons meet with brine, the existing 

LAB adapt quickly to the environment and begin 

to develop rapidly. Coliform group bacteria 

coming from the raw material are inhibited with 

increasing acidity during fermentation. Another 

undesirable microorganism is yeasts, competing 

with LAB for fermentable sugars [2]. The 

dominant LAB in the pickled environment are 

listed as Leu. mesenteroides, Stp. faecalis, P. 

pentosaceus, L. brevis, L. plantarum. P. 

pentosaceus, L. brevis, L. plantarum are generally 

used in commercial fermentation [13]. 

Some phenotypic and genotypic tests are used to 

identify LAB. Phenotypic tests determine the 

characteristics of bacteria such as growth at 

different temperatures, resistance to high acidity 

and salt concentrations, gas formation from 

glucose, cell morphology, and thus identification 

from family to genus can be provided [14, 15]. 

API 50 CHL can identify the species and 

subspecies by examining the carbohydrate 

fermentation characteristics of bacteria. 

Genotypic tests are aimed at determining the 

DNA characters of bacteria [16, 17].  

In this study, our objective was to isolate and 

identify LAB responsible for fermentation of 

cornichon pickles produced by using vinegar and 

AW as brine.  

2. MATERIALS AND METHODS  

2.1. Pickle samples 

Three independent batches of cornichon pickles 

were manufactured with brines produced from 

AW and vinegar. Cornichons were washed with 

water, 290-300 g cornichons were placed in 600 

cc glass jars and plastic pressure apparatus were 

placed on top to keep cucumbers in brine. Vinegar 

used in the production was obtained from a local 

market and diluted with distilled water until the 

titration acidity was 1% (w / w). The AW was 

obtained from a local dairy plant and was kept at 

room temperature until the titration acidity 

reached 1% (w / w). The final salt concentration 

of the brines were adjusted to 8% by using coarse 

salt. Acid whey was boiled at 100oC for 10 

minutes, and coagulated proteins (if any) were 

removed by filtering with a cloth. Pickles were 

placed for fermentation in an incubator set at 25 ° 

C. Chemical and microbiological analysis were 

conducted on the 0, 7, 14, 21, 35, 49, 77, 105th 

days of fermentation. At each analysis point, two 

jars of pickles (one jar of pickle manufactured 

with AW and one jar pickle manufactured with 

vinegar) were opened and used for analysis. 
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2.2. Chemical and microbiological analysis of 

pickle samples 

The pH of brine samples was measured by a pH 

meter (Inlab® solid pro; Mettler Toledo, 

Columbus, OH, ABD). Titration acidity (947.05; 

AOAC 2007) and salt analysis (975.20; AOAC, 

2007) of all samples taken from the brine were 

measured. Colonies of lactic acid bacteria were 

isolated from pickled samples at the 0, 7, 14, 21, 

35, 49, 77, 105th days of fermentation.  

10 ml of pickle brine was taken under aseptic 

conditions, and necessary dilutions were made 

with sterile peptone water. 0.1 µL of brine sample 

from each dilution was inoculated into petri plates 

containing MRS (DeMan, Rogosa and Sharpe 

Agar) and M17 agar. Petri plates were incubated 

for 48 hours at 30°C. Petri plates containing MRS 

agar were incubated under anaerobic conditions. 

2.3. Isolation of lactic acid bacteria 

Colonies with different morphologies were taken 

from MRS and M17, then inoculated on MRS 

agar. Petri plates were incubated for 48 hours at 

30°C. After incubation, a single colony was taken 

with a loop and dipped into tubes containing MRS 

Broth, incubated at 30°C for 48 hours. When the 

incubation was over, the liquid medium was 

homogenized with vortex and inoculated again on 

MRS agar and MRS Broth. The pure cultures with 

sterile glycerol (30%) were kept as frozen culture 

at -80°C until the day of identification analysis. 

2.4. Identification of lactic acid bacteria 

The isolates kept at -80°C were transferred to 10 

mL MRS Broth for revival. Gram stain and cell 

morphologies of 18-24 hour fresh cultures grown 

at 30°C were examined under the microscope. 

The shapes of the bacteria were determined as 

cocci or bacilli. The catalase reaction was 

investigated by dripping 3-4 drops of %30 H2O2 

solution on the colonies developed for 24 hours at 

30 °C in MRS agar and observing the gas 

evolution. Gram-positive and catalase-negative 

bacteria were assumed as LAB.  

To test CO2 production; samples from the 

activated culture were inoculated into MRS Broth 

containing a Durham tube and incubated at 30 OC 

for 7 days. It was evaluated as heterofermentative 

if CO2 formation was detected and 

homofermentative if CO2 formation was not 

detected [18, 19]. 

To observe the activities of bacterial cells at 

different temperatures, pH and salt concentration; 

they were incubated in MRS broth at three 

different temperatures (10oC, 15oC and 45oC for 5 

days), in MRS broth adjusted different pH 

conditions using lactic acid (3, 4.5 and 9.6 for 3 

days, 30°C) and at different salt concentrations 

(2%, 6.5% and 10% NaCl (w/v) for 3 days, 30°C) 

[18, 19]. 

Carbohydrate fermentation patterns were 

determined using API 50 CHL test strips 

according to manufacturer’s instructions 

(BioMérieux, Marcy l'Etolie, France). API 50 CH 

kit (BioMérieux, Marcy l'Etolie, France) was used 

to determine the isolates at the species level. 

3. RESULTS AND DISCUSSION 

3.1. Chemical and microbiological 

characteristics of pickle samples 

Salt, acidity and pH analyzes of the brines were 

made to have information about the general 

condition of the pickles. The titration acidity 

values increased from 0.61 to 1.06% and 0.71 to 

1.85% and at the end of fermentation for the 

pickles with vinegar and AW, respectively.   

The pH values were between 3.59 and 3.34 in 

brines produced with vinegar, and between 4.21 

and 3.48 in brines produced with AW at the 

manufacture and at the end of fermentation, 

respectively. The initial and final pH of the 

vinegar brines was lower than the brine produced 

with AW. 

 

AVUNCA et al.

Identification of Lactic Acid Bacteria in Fermented Cornichon Pickles Produced with Acid Whey and Vin...

Sakarya University Journal of Science 26(2), 273-282, 2022 275



Table  1 pH, titration acidity and salt values of pickle brines 

Fermantation 

Day 

pH Titration Acidity (%) Salt (%) 

AW Vinegar AW Vinegar AW Vinegar 

0 4.21±0.04 3.59±0.11 0.71±0.07 0.61±0.01 4.93±0.12 4.53±0.48 

7 3.71±0.03 3.53±0.08 1.32±0.03 0.79±0.05 3.58±1.46 4.68±0.44 

14 3.64±0.02 3.58±0.29 1.49±0.11 0.80±0.17 5.07±0.81 4.69±1.05 

21 3.62±0.03 3.36±0.30 1.71±0.16 1.06±0.22 5.47±0.45 4.79±0.20 

35 3.61±0.06 3.52±0.28 1.78±0.16 0.93±0.25 4.97±0.53 4.78±0.31 

49 3.57±0.01 3.55±0.14 1.85±0.16 0.95±0.12 5.30±0.54 4.41±0.21 

77 3.48±0.02 3.52±0.33 1.84±0.19 0.94±0.24 5.18±0.52 4.51±0.19 

105 3.53±0.04 3.49±0.31 1.75±0.13 0.97±0.22 5.21±0.51 4.57±0.26 

The titration acidity of pickles produced with AW 

increased at a higher rate compared to pickles 

produced with vinegar. The higher numbers of 

lactic acid bacteria and also lactose content in 

pickles produced with AW may have caused the 

higher titration acidity. Although the titration 

acidity of pickles produced with AW was about 

twice of the pickles produced with vinegar at the 

end of fermentation, the pH values of both pickles 

were found to be similar. Calcium salts and/or 

protein in the AW may have caused buffering 

effect, preventing pH decrease and causing 

observing similar pH values with pickles 

produced with vinegar.  

Salt concentrations are between 4.41 and 4.79 in 

brine produced with vinegar, and between 3.58 

and 5.30 in brine produced with AW. It has been 

stated that the salt ratio in vegetable fermentations 

should be in the range of 1-8%. Excessive salt 

content inhibits the growth of lactic acid bacteria 

[20].  

3.2. Identification results of lactic acid bacteria 

It is known that all LAB are Gram-positive 

bacteria. According to gram stain results of 139 

isolates, 109 isolates were defined as Gram-

positive. Gram-negative bacteria (30) were 

eliminated because they did not show the 

characteristic of LAB. Lactic acid bacteria are 

catalase negative. All 109 of Gram-positive 

bacteria also gave catalase negative results.  

53 isolates were obtained from pickles produced 

with vinegar: 16 cocci and 37 bacilli. 56 isolates 

were obtained from pickles produced with AW: 

14 cocci and 42 bacilli.  

Many studies report cultures grown on MRS agar 

as lactobacilli and on M17 agar as lactococci [21, 

22]. This information is incomplete and can cause 

confusion. Polysorbate, acetate and magnesium in 

the composition of MRS agar are supportive 

factors for the development of Lactobacilli. MRS 

agar does not show a feature such as inhibiting the 

growth of other microorganisms. Other bacteria 

and yeasts can also grow on MRS agar. M17 agar 

promotes the development of lactic streptococci 

by increasing the buffering capacity of the 

medium, due to β-glycerophosphate it contains. 

Similar to MRS agar, there is no selective additive 

to inhibit the growth of other microorganisms in 

M17 agar, only the growth of Lactococci is 

supported. As a result, MRS is the most suitable 

medium for the growth of Lactobacillus. 

However, defining all the bacteria that develop in 

MRS as Lactobacillus is incorrect, the fact is we 

do not know for sure without further analyses. 

This is also the case for M17 agar [1, 23].  

Gas formation of lactic acid bacteria by utilization 

of glucose usage was monitored with Durham 

tubes. In total, 8 heterofermentative bacteria were 

detected: 3 in pickles produced with AW, and 5 in 

pickles produced with vinegar. In cucumber 

pickles, it is desirable that CO2 formation is as low 

as possible during fermentation as it causes 

swelling problems. Therefore, heterofermentative 

lactic acid bacteria are less desirable than 

homofermentative lactic acid bacteria [24]. 

The isolates, activated twice, were incubated for 

5 days at three different temperatures, 10 °C, 45 

°C and 50 °C. Bacteria obtained from the pickles 

produced with vinegar, 14 isolates grew at 10 °C, 

11 isolates at 45°C and 4 isolates at 50 °C. From 
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the bacteria isolated from pickles produced with 

AW, 13 isolates grew at 10 oC, 5 isolates at 45 oC, 

and 3 isolates at 50 oC. The optimum growth 

temperature of lactic acid bacteria in cucumber 

fermentations was determined as 16-32 °C [24]. 

After the isolates were activated, they were 

incubated for 3 days at three different pH values; 

3, 4.5 and 9.6. At pH 3, 4 isolates, and at pH 4.5, 

20 isolates were able to grow. No growth was 

observed at pH 9.6 for pickles manufactured with 

vinegar. A similar situation exists in the isolates 

of pickles produced with AW. Four isolates 

obtained from pickles produced with AW showed 

growth at pH 3.0, and 26 isolates at pH 4.5. No 

isolate showed growth at pH 9.6. 

The ability of bacterial isolates to grow at three 

different salt concentrations were evaluated at 

2%, 6.5% and 10% salt concentrations. There are 

a total of 53 isolates from the pickles produced 

with vinegar. 50 isolates showed growth at 2% 

concentration, 44 isolates at 6.5% concentration. 

Two isolates were able to grow at 10% salt 

concentration. Most of the isolates obtained from 

pickles produced with AW showed growth at 2% 

and 6.5% concentrations. There are a total of 56 

isolates obtained from AW brine. 55 isolates were 

able to show growth at 2% salt concentration and 

50 isolates at 6.5% salt concentration. No isolates 

obtained from AW brine could grow at 10% salt 

concentration.  

Table 2 Phenotypic characteristics of LAB isolated from pickles and identification result with API 50 CHL test kit 

Brine 

Type 

Isolate 

No. 

GFG Morf. pH T (oC) NaCl (%) LAB 

identification 

% 

3 4,5 9,6 10 45 50 2 6,5 10 

V
in

eg
a
r 

112 - Bacil - - - - - - ++ ++ - L.plantarum 99.8 

131 - Bacil - + - - - ++ + + - L.pentosus 97.4 

141 - Bacil - + - - - - + + - L.plantarum 99.9 

152 - Bacil - - - - - - ++ + - L.pentosus 98.6 

162 - Bacil - + - + + - - ++ - L.plantarum 99.9 

172 + Bacil - + - + ++ - + ++ + L.plantarum 99.1 

183 - Bacil - + - + - - ++ ++ - L.plantarum 99.9 

184 - Bacil + + - - - - ++ ++ - L.plantarum 99.8 

313 - Bacil - - - - ++ - ++ + - L.plantarum 99.6 

331 - Bacil - - - - - - + + - L.plantarum 99.9 

363 - Cocci - - - - - - + + - L.pentosus 60.7 

381 - Bacil - + - - ++ - - - - L.plantarum 99.9 

721 - Bacil - - - - - - + + - L.plantarum 999 

761 - Cocci - - - - - - + + - L.pentosus 98.6 

X152 - Bacil - - - - - - + ++ - L.plantarum 99.9 

X183 - Bacil - + - - - - + + - L.plantarum 99.9 

X323 - Cocci - + - - - - + ++ - L.plantarum 99.9 

X354 - Bacil - - - - - - ++ + - L.pentosus 97.2 

X361 + Bacil - + - - - - ++ + - L.pentosus 98.6 

X362 + Bacil - + - - - - ++ - - L.pentosus 97.4 

X711 - Cocci + - - ++ ++ + + + - L.pentosus 88.7 

X751 - Bacil - - - + - - ++ ++ - L.plantarum 99.8 

X753 - Cocci - - - - - - ++ ++ - L.plantarum 66.6 

X771 - Bacil - - - ++ - - + ++ - L.plantarum 99.9 

A
W

 

241 - Bacil - - - - - - + + - L.pentosus 97.4 

263 - Cocci - + - - + - + + - L.plantarum 99.9 

272 - Cocci + - - - - - ++ + - L.plantarum 99.9 

411 - Cocci - - - - - - + + - L.plantarum 99.9 

432 - Bacil - - - - - - + + - L.pentosus 99.8 

444 - Bacil - + - - - - + + - L.pentosus 98.6 

463 - Cocci - - - - - - + ++ - L.pentosus 91.6 

474 - Bacil - - - + - + + ++ - L.plantarum 99.2 
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482 - Bacil - + - - - - + + - L.plantarum 99.9 

483 - Bacil - + - ++ ++ + ++ ++ - L.plantarum 99.6 

823 - Bacil - + - - - - ++ ++ - L.plantarum 99.9 

831 + Bacil - - - + - - ++ - - L.pentosus 98.6 

833 - Bacil - - - - - - ++ - - L.plantarum 99.9 

881 - Bacil - + - + + - ++ + - L.plantarum 99.9 

X221 - Bacil - + - - - - ++ + - L.plantarum 99.9 

X253 - Bacil - - - - - - ++ + - L.pentosus 99.9 

X273 - Bacil + + - ++ - - + + - L.pentosus 51.5 

X281 - Bacil - + - - - - - - - L.pentosus 99.9 

X283 - Bacil - + - + - ++ ++ + - L.pentosus 99.8 

X452 - Bacil - - - - - - + - - L.plantarum 99.9 

X472 - Cocci - + - - - - + + - L.pentosus 97.4 

X481 - Bacil - - - - - - + + - L.plantarum 99.9 

X862 + Cocci - - - ++ - - + ++ - L.plantarum 99.9 

X874 + Bacil - + - + - - ++ ++ - L.pentosus 98.6 

-: negatif reaction, +: positive reaction, ++: strong positive reaction 

GFG: Gas from glucose, T: Temperature, NaCl: Salt concentration 

3.3. Carbohydrate Fermentations 

Isolates were grouped according to the results of 

phenotypic analysis. 48 bacteria with different 

phenotypic characteristics were selected and 

identified with API 50 CH test kit. Selection of 

bacteria was carried out based on their resistance 

to high acidity, high salt concentrations, and their 

behavior at different temperatures. L. plantarum 

appeared to be the dominant microorganism for 

both brine types. 

L. plantarum and L. pentosus species isolated 

from the pickles produced with vinegar were 

identified with high percentage (⁓99%). Only two 

species were identified with 60%. We observed 

that L. planturum species was dominant in pickles 

produced with vinegar. Bacteria isolated from 

M17 agar turned out to be L. pentosus species and 

bacteria isolated from MRS agar, L. plantarum 

species were dominant. 

L. plantarum and L. pentosus species were 

isolated from the pickles produced with AW. 

Unlike the pickles produced with vinegar, 

L.pentosus species seems to be more dominant in 

pickles manufactured with AW. Similarly, 

L.pentosus species were dominant in the isolated 

samples from M17 agar. 

According to API test results, genus 

characteristics of some species are inconsistent 

with previously determined cell morphologies. 

Although samples 323, 761, X323, X711, X753, 

X771 isolated from the pickles produced with 

vinegar and samples 263, 272, 411, 463, X472, 

and X862 were isolated from pickles produced 

with AW were determined as cocci, they were 

identified as Lactobacilli according to API test 

results.  

Lactic acid bacteria that classified as 

heterofermentative according to the gas formation 

test were identified as L. plantarum and L. 

pentosus. These two bacteria were reported as 

“facultative heterofermentative”, and they may 

exhibit gas-forming abilities [25, 26].  

L. plantarum and L. pentosus are in the 

Streptobacterium group from Lactobacilli. The 

optimum growth temperature these species are 

30-35 oC, and they are able to grow at 15 oC but 

mostly not at 50 oC. Growth test at different 

temperatures showed that L. plantarum and L. 

pentosus showed characteristics growth at 

temperatures studied, and several isolates were 

able to grow at 45 and 50 oC. The ability to grow 

at 10 oC was found to be higher for both bacteria. 

Şimşek (2003) reported that L. plantarum species 

isolated from pickles were able to grow at 15 oC, 

but only 1 isolate could grow at 45 oC [27].  
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L. plantarum and L. pentosus species seem to 

show the best growth at pH 4.5. The growth 

characteristics of both species at different pHs are 

quite similar. At pH 3, bacteria showed poor 

growth and at pH 9.6 no bacteria could grow. 

Even though L. plantarum and L. pentosus species 

were weakly able to grow at pH 3, and their acid 

resistance were quite high. Elmacı et al. [28]  

stated that L. plantarum bacteria isolated from 

cucumber pickle samples showed low growth at 

pH 3 and showed no growth at pH 9. However, 

they reported that L. plantarum showed the best 

growth at pH 4. In another study, Lactobacillus 

strains isolated from pickles showed growth at the 

level of 6.2-7.7 log cfu/mL at pH 3 [29].  

Growth tests of different salt concentrations 

showed that most of the isolated LAB were able 

to grow at 2 and 6.5% salt concentrations (only 3 

and 6 LAB were unable to grow at 2% and 6.5% 

salt concentrations, respectively). 10% salt 

concentration inhibited the growth of all isolated 

species except one bacterium (sample 172). Çetin 

[3] examined the growth conditions of the LAB 

isolated from pickles at 6.5%, 10% and 12% salt 

concentrations. They reported majority of the 

species isolated were L. plantarum showing 

growth at 6.5% concentration. They also reported 

that the growth ability of bacteria decreased 

considerably with the increase in salt 

concentration. In another study, L. plantarum 

bacteria isolated from cucumber pickles showed 

very good growth at 3% and 6.5% salt 

concentrations, while the growth level was very 

low level at 10% salt concentration [28]. 

The utilization of carbohydrates by the isolates 

exhibited similar results in the API test. All of the 

isolates were able to ferment D-ribose, D-

fructose, D-glucose and D-mannose but not 

glycogen, xylitol. Especially the ability to use D-

xylose and L-arabinose was definitive for 

identification. 

L. plantarum and L. pentosus species show great 

similarity to each other in terms of phenotype. 

The biggest feature distinguishing L.pentosus 

from L. plantarum is that L.pentosus can ferment 

both xylose and arabinose [30]. We have observed 

similar results at the phenotypic tests for L. 

plantarum and L. pentosus. When the API test kit 

results were examined, samples showed a positive 

reaction by fermenting the D-xylose in microtube 

6 were defined as L. pentosus.  

Dursun [31] performed identification analyzes of 

LAB isolated from 15 different pickled cucumber 

samples, and stated that L. plantarum, L. brevis, 

and L. acidophilus species were dominant. Alan 

and Dığrak [32] isolated LAB from the pickled 

cucumber samples they produced and performed 

their identification analysis. According to the 

results of the analysis, they stated that the 

majority of the isolates were L. plantarum 

species. Tamminen et al. [33] stated that L. 

plantarum and L. pentosus constituted most of the 

bacteria they isolated from pickled cucumbers. 

4. CONCLUSION 

Isolates obtained from the pickles produced with 

two different brines prepared with vinegar and 

AW showed that L.plantarum and L.pentosus 

bacteria were the dominant flora. It was observed 

that the microbial flora of the pickles produced 

with two different brines were similar. Isolated 

bacteria from both brines exhibited similar 

resistance to acidity and salt concentration during 

fermentation, and their phenotypic characteristics 

were also quite similar. Some LAB isolated from 

both brines such as X273, 483, X884 and 184 

exhibited growth at high acid and salt 

concentrations, which may indicate possible 

probiotic potential. The fact that the pickles 

produced with AW have a similar flora to the 

pickles produced with vinegar supports the 

conclusion that AW can be used successfully in 

pickle production. 

Funding 

The authors would like to thank to The Scientific 

and Technological Research Council of Turkey 

(TÜBİTAK) (Grant no: 118O999) for the 

financial support.  

The Declaration of Conflict of Interest/ 

Common Interest 

No conflict of interest or common interest has 

been declared by the authors.  

AVUNCA et al.

Identification of Lactic Acid Bacteria in Fermented Cornichon Pickles Produced with Acid Whey and Vin...

Sakarya University Journal of Science 26(2), 273-282, 2022 279



Authors' Contribution 

The authors contributed equally to the study. 

The Declaration of Research and Publication 

Ethics 

The authors of the paper declare that they comply 

with the scientific, ethical and quotation rules of 

SAUJS in all processes of the paper and that they 

do not make any falsification on the data 

collected. In addition, they declare that Sakarya 

University Journal of Science and its editorial 

board have no responsibility for any ethical 

violations that may be encountered, and that this 

study has not been evaluated in any academic 

publication environment other than Sakarya 

University Journal of Science. 

REFERENCES 

[1] N. Aktan, U. Yücel, and H. Kalkan, Turşu 

Teknolojisi, Ege Üniversitesi Ege Meslek 

Yüksekokulu Yayınları, no. 23, 1998. 

[2] M. Tokatlı, D. Dursun, N. Arslankoz, P. 

Şanlıbaba, and F. Özçelik, “Turşu 

üretiminde laktik asit bakterilerinin 

önemi,” Akad. Gıda Derg., vol. 10, no. 1, 

pp. 70–76, 2012. 

[3] B. Çetin, “Turşu fermantasyonunda 

kullanılabilecek laktik asit bakterilerinin 

belirlenmesi ve probiyotik turşu üretimi 

için uygun suşların seçimi,” 2017. 

[4] P. Menchik and C. I. Moraru, “Nonthermal 

concentration of liquid foods by a 

combination of reverse osmosis and 

forward osmosis. Acid whey: A case 

study,” J. Food Eng., vol. 253, no. 

February, pp. 40–48, 2019. 

[5] M. J. Lindsay, T. W. Walker, J. A. 

Dumesic, S. A. Rankin, and G. W. Huber, 

“Production of monosaccharides and whey 

protein from acid whey waste streams in 

the dairy industry,” Green Chem., vol. 20, 

no. 8, pp. 1824–1834, 2018. 

[6] S. Talebi, F. Suarez, G. Q. Chen, X. Chen, 

K. Bathurst, and S. E. Kentish, “Pilot study 

on the removal of lactic acid and minerals 

from acid whey using membrane 

technology,” ACS Sustain. Chem. Eng., 

vol. 8, no. 7, pp. 2742–2752, 2020. 

[7] J. Chandrapala et al., “Properties of acid 

whey as a function of pH and temperature,” 

J. Dairy Sci., vol. 98, no. 7, pp. 4352–4363, 

2015. 

[8] E. M. Silva and S. T. Yang, “Kinetics and 

stability of a fibrous-bed bioreactor for 

continuous production of lactic acid from 

unsupplemented acid whey,” J. 

Biotechnol., vol. 41, no. 1, pp. 59–70, 

1995. 

[9] J. P. Salminen, T. Roslin, M. Karonen, J. 

Sinkkonen, K. Pihlaja, and P. Pulkkinen, 

“Seasonal variation in the content of 

hydrolyzable tannins, flavonoid glycosides 

and proanthocyanidins in oak leaves,” J. 

Chem. Ecol., vol. 30, no. 9, pp. 1693-1711, 

2004. 

[10] E. Yang, L. Fan, Y. Jiang, C. Doucette, and 

S. Fillmore, “Antimicrobial activity of 

bacteriocin-producing lactic acid bacteria 

isolated from cheeses and yogurts,” AMB 

Express, vol. 2, no. 1, pp. 1–12, 2012. 

[11] H. Rodríguez et al., “Food phenolics and 

lactic acid bacteria,” Int. J. Food 

Microbiol., vol. 132, no. 2–3, pp. 79–90, 

2009. 

[12] G. Klein, A. Pack, and G. Reuter, 

“Antibiotic resistance patterns of 

enterococci and occurrence of 

vancomycin-resistant enterococci in raw 

minced beef and pork in Germany,” Appl. 

Environ. Microbiol, vol. 64, pp. 1825–

1830, 1998. 

[13] C. S. Pederson and M. N. Albury, “Effect 

of temperature upon bacteriological and 

chemical changes in fermenting 

cucumbers,” N. Y. Agr. Expt. Sta. Bull, p. 

744, 1950. 

AVUNCA et al.

Identification of Lactic Acid Bacteria in Fermented Cornichon Pickles Produced with Acid Whey and Vin...

Sakarya University Journal of Science 26(2), 273-282, 2022 280



[14] E. Çetinkaya and K. Ayhan, 

“Mikrobiyolojide Kullanılan Bazı 

Moleküler Teknikler Molecular Technics 

Used in Microbiology,” Karaelmas Fen ve 

Mühendislik Derg., vol. 2, no. 1, pp. 53–

62, 2012. 

[15] F. Kıran and Ö. Osmanağaoğlu, “Laktik 

asit bakterilerinin (LAB) 

identifikasyonunda/tiplendirmesinde 

kullanılan moleküler yöntemler,” Erciyes 

Üniversitesi Fen Bilim. Enstitüsü Derg., 

vol. 27, no. 1, pp. 62–74, 2011. 

[16] E. Papamanoli, N. Tzanetakis, E. 

Litopoulou-Tzanetaki, and P. Kotzekidou, 

“Characterization of lactic acid bacteria 

isolated from a Greek dry-fermented 

sausage in respect of their technological 

and probiotic properties,” Meat Sci., vol. 

65, no. 2, pp. 859–867, 2003. 

[17] O. Yerlikaya, “Laktik asit bakterilerinin 

tanılanmasında kullanılan başlıca fenotipik 

ve moleküler yöntemler,” Gıda ve Yem 

Bilim. Teknol. Derg., vol. 14, pp. 8–22, 

2014. 

[18]   J. Yu, W. Goa, M. Qing, Z. Sun, W. Wang, 

W. Liu, L. Pan, T. Sun, H. Wang, N. Bai,  

and H. Zhang, "Identification and 

characterization of lactic acid bacteria 

isolated from traditional pickles in 

Sichuan," China. J. Gen. Appl. Microbiol., 

vol. 58, no. 3, pp. 163‒172, 2012. 

[19] S. Bağder Elmacı, M. Tokatlı, D. Dursun, 

F. Özçelik, ve P. Şanlıbaba, "Phenotypic 

and genotypic identification of lactic acid 

bacteria isolated from traditional pickles of 

the Çubuk region in Turkey," Folia 

Microbiologica, vol. 60, no. 3, pp. 241–

251, 2015.  

[20] M.G. Başdoğan, “Geleneksel olarak 

üretilen turşulardan izole edilen laktik asit 

bakterilerinin probiyotik potansiyelinin 

belirlenmesi,” Ege Üniversitesi, 2020. 

[21] B. Şimşek and O. Sağdıç, "Isparta ve 

yöresinde üretilen dolaz (tort) peynirinin 

bazı kimyasal ve mikrobiyolojik 

özellikleri," Süleyman Demirel 

Üniversitesi Fen Bilim. Enstitüsü Derg. 

vol. 10, no. 3, pp. 346-351, 2006. 

[22] P. Ertürkmen, Z. Öner, "Beyaz peynir 

örneklerinden izole edilen laktik asit 

bakterilerinin başlatıcı (starter) kültür 

özelliklerinin biyokimyasal yöntemlerle 

belirlenmesi," Süleyman Demirel 

Üniversitesi Fen Bilim. Enstitüsü Derg. 

vol. 19, no. 3, pp. 9-16, 2015. 

[23] K. Halkman and Ö. Sağdaş, Mikrobiyoloji 

El Kitabı. 2014. 

[24] M. A. Daeschel and H. P. Fleming, 

“Selection of lactic acid bacteria for use in 

vegetable fermentations,” Food 

Microbiol., vol. 1, no. 4, pp. 303–313, 

1984. 

[25] G. Bustos, A. B. Moldes, J. M. Cruz, and J. 

M. Domínguez, “Influence of the 

metabolism pathway on lactic acid 

production from hemicellulosic trimming 

vine shoots hydrolyzates using 

Lactobacillus pentosus,” Biotechnol. 

Prog., vol. 21, no. 3, pp. 793–798, 2005. 

[26] L. Axelsson, "Lactic Acid Bacteria: 

Classification and Physiology. in: 

Salminen, S.von Wright, A. and Ouwehand 

A. (Eds.), Lactic Acid Bacteria: 

Microbiological and Functional Aspects". 

3rd rev. and exp. ed. Marcel Dekker, Inc., 

New York, pp.1-66, 2004. 

[27] B. Şimşek, “Koyun Sütünden İşlenen 

Beyaz Peynirlerde İnek Sütü Varlığını 

Saptama Düzeyinin Belirlenmesi,” 2003. 

[28] S. Bağder Elmacı, M. Tokatlı, D. Dursun, 

F. Özçelik, and P. Şanlıbaba, “Phenotypic 

and genotypic identification of lactic acid 

bacteria isolated from traditional pickles of 

the Çubuk region in Turkey,” Folia 

Microbiol. (Praha)., vol. 60, no. 3, pp. 241–

251, 2015. 

[29] A. A. Boricha, S. L. Shekh, S. P. Pithva, P. 

AVUNCA et al.

Identification of Lactic Acid Bacteria in Fermented Cornichon Pickles Produced with Acid Whey and Vin...

Sakarya University Journal of Science 26(2), 273-282, 2022 281



S. Ambalam, and B. R. Manuel Vyas, “In 

vitro evaluation of probiotic properties of 

Lactobacillus species of food and human 

origin,” LWT, vol. 106, pp. 201–208, 

2019. 

[30] M. C. Curk, J. C. Hubert, and F. Bringel, 

“Lactobacillus paraplantarum sp. nov., a 

new species related to Lactobacillus 

plantarum,” Int. J. Syst. Bacteriol., vol. 46, 

no. 2, pp. 595–598, 1996. 

[31] D. Dursun, “Ankara çubuk yöresi 

turşularından izole edilen laktik asit 

bakterilerinin tanımlanması ve toplam 

hücre protein profillerinin belirlenmesi,” 

Ankara Üniversitesi, 2010. 

[32] Y. Alan and M. Dığrak, “Doğal turşulardan 

izole edilen lactobacillus plantarum 

suşlarının İzolasyonu ve Tanımlanması,” 

KSÜ Doğa Bilim. Derg., vol. 15, no. 2, pp. 

46–49, 2012. 

[33] M. Tamminen et al., “Screening of lactic 

acid bacteria from fermented vegetables by 

carbohydrate profiling and PCR-ELISA,” 

Lett. Appl. Microbiol., vol. 39, no. 5, pp. 

439–444, 2004. 

AVUNCA et al.

Identification of Lactic Acid Bacteria in Fermented Cornichon Pickles Produced with Acid Whey and Vin...

Sakarya University Journal of Science 26(2), 273-282, 2022 282



Sakarya University Journal of Science
SAUJS

e-ISSN 2147-835X Period Bimonthly Founded 1997 Publisher Sakarya University
http://www.saujs.sakarya.edu.tr/

Title: Theoretical Investigation of the W(CO)6 and CO Selenization Process

Authors: Nadire NAYİR

Recieved: 2021-12-18 00:00:00

Accepted: 2022-02-19 00:00:00

Article Type: Research Article

Volume: 26
Issue: 2
Month: April
Year: 2022
Pages: 283-291

How to cite
Nadire NAYİR; (2022), Theoretical Investigation of the W(CO)6 and CO
Selenization Process. Sakarya University Journal of Science, 26(2), 283-291,
DOI: 10.16984/saufenbilder.1038357
Access link
https://dergipark.org.tr/tr/journal/1115/issue/69580/1038357

New submission to SAUJS
http://dergipark.gov.tr/journal/1115/submission/start



Theoretical Investigation of the W(CO)6 and CO Selenization Process 

Nadire NAYİR*1 

Abstract 

Detailed atomic-level insight into the mechanism of W(CO)6 and CO selenization is essential 

for the fabrication of cheap and environmentally benign transition metal chalcogenides such as 

MoS2 and WSe2. Earlier discussions in literature have focused mainly on the CO methanation 

by sulfur and its derivatives but H2Se mediated CO methanation at the atomic level is yet to be 

explored. First-principles calculations and ReaxFF-based molecular dynamics simulations are 

conducted here to explore the relative stabilities of intermediates formed during the gas-phase 

interactions of W(CO)6 and H2Se, determined associated reaction energies and kinetic barriers. 

The methanation of CO, which is released from the organometal, by H2Se is further 

investigated. The results indicate that the chain reactions of W(CO)6 and H2Se lead to the 

formation of a thermodynamically stable end product of W(SeH)2Se2. Depending on the 

temperature, W(HSe)2Se2 is expected to go through a last uphill reaction by releasing H2Se into 

the environment and evolving into a WSe3 molecule. Additionally, the dehydrogenation of 

organometallic molecules is thermodynamically feasible but kinetically controlled, requiring a 

significant activation energy. When all CO groups are released from the W atom, the H2 release 

from W-compund becomes nearly barrierless. Since CO radical groups are dominant 

byproducts formed during the MOCVD chain reactions but in a chalcogen rich environment, 

this work also shed light into the CO selenization during the growth of transition metal 

diselenides (e.g., WSe2, MoSe2, CrSe2) and discusses the formation of potential products such 

as CSe2, CH4, H2Se, CO, H2O, Se2. 

Keywords: Density functional theory, ReaxFF molecular dynamics, W(CO)6 and H2Se 

interactions, CO methanation. 

 

1. INTRODUCTION 

Transition metal dichalcogenides (TMD) which 

belong to the emerging family of two-

dimensional layered materials are a promising 

platform for a new generation of electronic and 

optoelectronic devices because of their unique 

physicochemical, optical, and electronic 

properties [1-6]. TMD is composed of layers that 
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1 Karamanoğlu Mehmetbey University, Kamil Özdağ Faculty of Science, Pyhsics Department 

ORCID: https://orcid.org/0000-0002-3621-2481 

are coupled by weak van der Waals forces but 

have strong covalent bonds between the in-plane 

atoms. There are many techniques to fabricate 

such materials, e.g., atomic layer deposition [7-9], 

chemical vapor deposition/metal-organic 

chemical vapor deposition (MOCVD) [2, 10, 12], 

and molecular beam epitaxy [13-16]. Among 

them, MOCVD is a common method that is 

utilized for the synthesis of TMD materials. 
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Because it allows for control of the precursor ratio 

and flux and provides flexibility in precursor 

selection, it consequently enables the fabrication 

of high-quality, nearly single-crystalline TMD 

materials. MOCVD uses volatile metal-organic 

and chalcogen precursors that are injected into the 

chamber through separate inlets. This leads to 

complex physicochemical processes that initiate 

the deposition of TMD materials onto substrate. 

Even though this technique reduces the need for 

source heating because of the relatively high 

vapor pressures of hydrides, the elevated 

temperature is still required during growth to 

overcome energy barrier necessary to eliminate 

residual carbon from the metal precursors and 

promote chemisorption of metal and chalcogen by 

surface [2, 10, 11]. 

Despite tremendous progress on the MOCVD 

growth technique, the synthesis of large-scale, 

defect-free TMD materials with controllable 

thickness is still challenging for reasons such as 

the fact that the synthesis and characterization are 

costly and relatively slow, precursors are 

expensive and toxic, and the selection of substrate 

is restricted. This has therefore triggered 

theoretical modeling to shed new light on the 

design and fabrication of TMD-based devices at 

the atomistic level. To date, Xuan et. al [17] 

developed a multiscale framework as a 

combination of ReaxFF empirical potential and 

continuum fluid dynamics methods for the gas-

phase kinetics of the MOCVD growth of WSe2 

from the gas precursors W(CO)6 and H2Se. 

However, to the best of the author’s knowledge, 

there is no report yet on a detailed mechanism of 

the W(CO)6 selenization at the DFT level and the 

CO selenization process has yet to be explored. In 

this study, the selenization of W(CO)6 and CO is 

investigated using DFT and ReaxFF methods. A 

series of DFT calculations are conducted to 

extract a thermodynamically allowable pathway 

from W(CO)6 and H2Se gas-phase precursors to 

WSe3. ReaxFF atomistic simulations are also 

performed to explore the impact of temperature 

on the adduct formation besides end-product 

derived from the W(CO)6 and H2Se chain 

chemical interactions. Following the results 

obtained at DFT and ReaxFF level, the CO 

methanation by H2Se is further studied to provide 

insight into the relative stabilities of adducts 

formed during the MOCVD growth of WSe2.  

2. METHOD OF CALCULATIONS 

Jaguar calculations: Nonperiodic QM 

calculations are performed via Jaguar[18] using 

the B3LYP functional and the LACV3P**++ 

effective core potential. ReaxFF MD 

simulations: Molecular dynamics (MD) 

simulations are performed using ReaxFF/ADF 

[19] based on the ReaxFF force field developed 

by Xuan et al [17]. A comprehensive review of 

the ReaxFF formalism can be found in 

Chenoweth et al.[20] The models in the figures 

are visualized using VESTA [21]. 

3. RESULTS AND DISCUSSION 

3.1. Impact of H2 formation on MOCVD 

growth of TMD growth 

 

Figure 1 The initial and final product of MoCVD gas-

phase reactions. 

MOCVD gas-phase kinetic of TMD materials 

from volatile organometal and chalcogen 

precursors is a complicated process and heavily 

relies on numerous chemical reactions. In this 

study, the DFT calculations are conducted to track 

the chemical and structural evolution of the 

vaporized W(CO)6 and H2Se precursors to the end 

product of WSe3 and to lay out the full picture of 

the thermodynamically favorable MOCVD 

reaction pathway (Figures 1-3). The chemical 

reactions are classified into three main groups: (i) 

CO dissociation from (ii) H2Se binding to and (iii) 

H2 elimination from W(CO)x(H2Se)y(HSe)zSem 

molecule where x, y, z, m=0, 1, 2, 3, 4 (Figure 1), 

as also reported by Xuan et al. [17]  
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Figure 2 Ball-and-stick representations of the proposed MOCVD reaction pathway starting from (a) the 

dissociation of CO from W(CO)6 and leading to (p) the thermodynamically stable end product, W(SeH)2Se2. (f, l, 

o) The three key transition states for H2 formation are highlighted with a gray background. 

As shown in Figure 2a-c, the MOCVD gas-

reaction chain initiates with the loss of the first 

CO group from the W(CO)6 molecule with 

dissociation energy of 1.79 eV, and then, 

continues with H2Se binding to the W-metal. 

Losing the second CO group creates a new empty 

site for binding of the second H2Se to the metal 

(Figure 2d,e), which leads to the bimolecular 

elimination of H2 from W(CO)4(H2Se)2 (Figure 

2f,g). Then, the W(CO)4(HSe)2 molecule goes 

through two consecutive carbonyl dissociations, 

binds two more H2Se (Figure 2h-j) molecules, and 

results in W(CO)2(HSe)2(H2Se)2 (Figure 2k). The 

presence of two hydrides weakly bonded to metal 

triggers the evolution of the 

W(CO)2(HSe)2(H2Se)2 molecule to 

W(CO)2(HSe)4. To reach this stable 

conformational state of W(CO)2(HSe)4, the 

W(CO)2(HSe)2(H2Se)2 molecule passes through a 

second transition state by releasing an H2 

molecule (Figure 2l,m). Subsequently, the 

resulting W(CO)2(HSe)4 molecule, loses the last 

two CO groups and degrades into W(HSe)4 

(Figure 2n). This molecule releases further an H2 

molecule (Figure 2o), finally evolving to the 

thermodynamically stable end product of 

W(HSe)2Se2 (Figure 2p). Figure 3a illustrates the 

proposed MOCVD reaction pathway starting 

from the gas-phase precursors W(CO)6 and H2Se 

and leading to the thermodynamically stable end 

product of W(SeH)2Se2 at the DFT level. Then, 

depending on the temperature, W(HSe)2Se2 goes 

through a last uphill reaction by releasing H2Se 

into the chamber and evolves into the WSe3 

molecule with a net additional energy of 0.52 eV 

by following the reaction pathway shown in 

Figure 3b. 
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Figure 3 (a) DFT-based reaction pathways for MOCVD growth of WSe2, starting from the gas precursors W(CO)6 

and H2Se and leading to the thermodynamically stable end-product of W(H2Se)Se2. (b) Chemical evolution of 

WSe3 and H2Se from W(SeH)2Se2 with an entalphy energy of 0.52 eV, where dark red, gray and gold atoms are W, 

Se and H, respectively. 

Additionally, as seen from Figure 3a, the H2 

elimination is an exothermic chemical event - in 

case that at least two H2Se or HSe bind to a W 

metal, three key transition states are expected for 

H2 release in the thermodynamically proposed 

MOCVD reaction pathway illustrated in Figures 

2 and 3: 

W(CO)4 (H2Se)2 → W(CO)4(HSe)2 + H2                

ΔH = -0.33 eV,  Ea= 0.68 eV                (1) 

W(CO)2(H2X)2(HX)2 → W(CO)2(HSe)4 + H2    

                   ΔH = -0.45 eV,  Ea= 0.62 eV               (2) 

W(HSe)4 → W(HSe)2Se2 + H2                                        

   ΔH = -1.32 eV,  Ea= 0.27 eV               (3) 

where ΔH and Ea are enthalpy and activation 

energies of the reactions above. These transition 

reactions result in thermodynamically more stable 

products of W(CO)4(HSe)2, W(CO)2(HSe)4 and 

W(HSe)2Se2 than the reactants of 

W(CO)4(H2Se)2, W(CO)2(H2Se)2(HSe)2 and 

W(HSe)4, suggesting that 2D-WSe2 growth is 

thermodynamically favored. However, the results 

also show that dehydrogenation of organic 

molecule is kinetically hindered, requiring 

activation energy of 0.6 − 0.7 eV (Eqs. 1-2) to 

overcome the kinetic barrier for the H2 

elimination, indicating that the MOCVD growth 

of WSe2 requires external energy (e.g., 

temperature and/or pressure) to accelerate the 

chemical reactions. Additionally, the reaction of 

W(CO)2(HSe)2(H2Se)2→ 

W(CO)2(HSe)2(Se−H)(H−Se)TS  

ΔH =-0.52 eV 
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is considered as a rate-limiting reaction governing 

the MOCVD growth kinetics since the W-organic 

molecule encounters the highest energy barrier of 

0.68 eV during the H2 release. The willingness of 

the Se atom to lose the H atom decreases with the 

decrease of the number of CO ligands bound to a 

W atom. In case of losing all CO groups from the 

W atom, the H2 release from the W-compund 

becomes nearly barrierless (0.27 eV in Eq. 3).  

The combustion of W(CO)6 with H2Se molecules 

increase the CO concentration in the environment. 

Therefore, the CO methanation by H2Se and 

potential intermediates are also expected to form 

during the MOCVD growth of WSe2 and other 

transition metal diselenides such as MoSe2, 

CrSe2. Table 1 summarizes the proposed reactions 

for adduct formation and corresponding energies. 

Additionally, the proposed thermodynamically 

favored reaction pathway for CO methanation by 

H2Se is as follows: 

SeCO → H3CSeH → CH4 → CSe2                           (4) 

CSe2 formation from the CO selenization is 

expected to realize in four stages:  

 

I) The pathway in Eq. 4 is expected to initiate with 

the attack by Se radical present on CO to form 

SeCO, which is thermodynamically favored.  

CO + Se → SeCO           ΔH =-3.62 eV 

Note that the HSe formation is catalyzed by 

organometal with vacancies, then two HSe 

molecules come together and form H2Se and Se 

radical as seen below:  

−W=Se + H2Se → −W−SeH + HSe 

HSe + HSe → H2Se + Se 

The SeCO formation by Se2 and HSe manifest 

endothermic behavior. Additionally, even though 

the selenization reaction of CO by H2Se exhibits 

a slightly exothermic character (-0.07 eV), this is 

also kinetically hindered which requires 

Figure 4 MOCVD gas-phase kinetic at 1500 K obtained from CVHD implemented ReaxFF-MD simulations. (a) 

The initial configuration of the simulation box which includes the gas-phase precursors W(CO)6 and H2Se and (b) 

the end- and by-products formed at 1500 K. 
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activation energy of 1.96 eV to release an H2 

molecule.  

CO + Se2 → SeCO + Se                   ΔH =1.14 eV 

CO + HSe → SeCO + H                  ΔH =1.18 eV 

CO + H2Se → OC−H2Se (TS) → SeCO + H2        

ΔH =-0.07 eV, Ea =1.96 eV 

Table 1 Reaction and associated energies in eV. 

Reaction Energy (eV) Reaction Energy (eV) 

SeCO + H2Se → SeCSeHOH 0.66 CO+H2Se → OCH2Se (TS) 1.96 

SeCO + 3H2 → H3CSeH + H2O -1.27 OCH2Se (TS) → SeCO + H2 -2.03 

CO + Se2 → SeCO + Se 1.14 SeCOH + HSe → SeCO + H2S -3.22 

CO + Se → SeCO -3.62 CH4 + Se2 + CSe2 + 2H2 4.01 

SeCO + H2Se + CSe2 + H2O 0.54 CO + H2Se + SeCO + H2 -0.07 

SeCSeHOH → CSe2 + H2O 2.90 SeCO + H2Se → SeCOH + HSe 3.22 

CO + HSe → SeCOH 0.90 CO + H2Se → OCH + HSe 2.42 

H3CSeH + H2 → CH4 + H2Se -0.90 CO+HSe → SeCO + 1/2H2 1.18 

SeCOH + HSe → SeCSeHOH -2.56 CH2 + H2Se → CH3+HSe -1.58 

CH33 + HSe → H3CSeH -2.65 CH3+ H2Se → CH4+HSe -1.30 

CH4 + 2H2Se → CSe2+ 4H2 6.34 CH4 + 2Se2 → CSe2 + 2H2Se 3.24 

II) Then, SeCO interacts with H2 gases and 

converts to  

SeCO + 3H2 → H3CSeH + H2  

III) Then H3CSeH degrades to CH4 by releasing 

water and H2 gases to the environment. 

H3CSeH + H2 → CH4+ H2Se 

IV) At elevated temperatures, CSe2 is expected to 

form in the presence of CH4 and Se2.  

CH4 + 2Se2 → CSe2 + 2H2Se   

In the case of the methane interaction with Se 

radical, the two consecutive insertion reactions of 

Se in the H-C bond, followed by two H2 releases 

(Eqs. 5-6) can also lead to the CSe2 formation but 

this pathway is kinetically hindered because of a 

fairly high energy barrier: 

CH4 + Se → HSe-CH3 → Se=CH2 + H2          (5) 

Se=CH2 + Se→Se=CH(SeH)→CSe2+H2            (6) 

Lastly, H2 molecules released during the CO 

methanation can hydrogenate Se-atoms to form 

H2Se. 

2H2 + 2Se → 2 H2Se 

As a result, all these DFT results together suggest 

the formation of the stable byproducts of CSe2, 

H2, H2Se, HSe, H2O, CH4 during the MOCVD 

reactions 

3.2. By-products derived from chemical 

reactions of the precursors W(CO)6 and H2Se 

using ReaxFF simulations 

In this section CVHD method is combined with 

ReaxFF-MD simulations to shed a light on the 

elementary reaction pathways and the kinetics of 

the byproducts formed during the MOCVD 

growth from the gas precursors W(CO)6 and 

H2Se. Molecular dynamics (MD) simulations are 

highly effective in capturing detailed chemical 

events, reaction pathways, and product formation 

during gas-phase simulations. However, the MD 

timescale is usually restricted to nanoseconds, but 

the occurrence of meaningful reactions 

encountered during experiments usually require a 

timescale of about seconds to minutes [22]. 

Therefore, the traditional MD method employs 

high temperature to accelerate molecular 

collisions and successful reaction events. To 

address this discrepancy between the temperature 

used in MD simulations and experimental 

conditions, several accelerated molecular 

dynamics methods have been developed [23]. 

Collective Variable-driven Hyperdynamics or 
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CVHD [24, 25] is one of these methods which 

combines hyperdynamics and metadynamics to 

accelerate reactive events. Using this method, the 

MD simulation is performed by adding a bias 

potential ∆𝑉(𝜂) to the true potential energy 

surface to overcome the energy barrier in low-

temperature simulations. The bias is constructed 

dynamically and is a function of collective 

variables (CVs) based on a distortion function 

described as 𝜒𝑖 = (𝑟𝑖 − 𝑟𝑖
𝑚𝑖𝑛) (𝑟𝑖

𝑚𝑎𝑥 − 𝑟𝑖
𝑚𝑖𝑛)⁄  

where 𝑟𝑖 is the length of every pair of bonds and 

𝑟𝑖
𝑚𝑖𝑛and 𝑟𝑖

𝑚𝑎𝑥 denotes the bond length of pair 𝑖at 

the beginning and end of a reaction event. The 

effective simulation time which is referred to as 

‘hypertime’, is the multiplication of boost factor 

with the MD simulation time: 𝑡ℎ𝑦𝑝𝑒𝑟 = 𝑡𝑀𝐷 ×

𝐵𝑜𝑜𝑠𝑡 = 𝑡𝑀𝐷 × ⟨𝑒𝛽∆𝑉(𝜂)⟩ where 𝛽 = 1 𝑘𝐵𝑇⁄  and 

𝑘𝐵 is the Boltzmann constant.  

The simulation box consisted of 1 W(CO)6 and 20 

H2Se with the dimensions of 30x30x30 Å 3 (Figure 

4a). The system energy was minimized and heated 

up to the target temperature of 1500 K with a 

heating rate of 50K/ps and an increment of 100 K 

with a time step of 0.1 fs. Each temperature 

increment was followed by an equilibration of 

100ps. CVs are based on the distortion of local 

bond lengths and this study included three types 

of bonds for constructing CVs. The first one is W-

Se bond with parameters 𝑟𝑖
𝑚𝑖𝑛 = 2.10Å and 

𝑟𝑖
𝑚𝑎𝑥 = 3.05Å  and the second pair is the H-Se 

bond with 𝑟𝑖
𝑚𝑖𝑛 = 1.50Åand 𝑟𝑖

𝑚𝑎𝑥 = 2.80Å and 

C−O bond with 𝑟𝑖
𝑚𝑖𝑛 = 1.20Åand 𝑟𝑖

𝑚𝑎𝑥 =

2.50Å. The 𝑟𝑖
𝑚𝑖𝑛and 𝑟𝑖

𝑚𝑎𝑥 values are based on the 

potential energy versus bond scan data available 

in Ref.17. Gaussian hills of width δ=0.025 and 

height ω = 0.25 kcal/mol were deposited at an 

interval of 1000 iterations (ti = 0.1ps) and the 

waiting time to check if a reaction occurred is 1ps 

as suggested in the reference. 

As shown in Figure 4b, the chain reactions of the 

volatile W(CO)6 and H2Se precursors lead to the 

formation of the end product of WSe3 at 1500 K. 

Additionally, based on the ReaxFF results, the 

stable by-products of CH4, H2Se, CO, H2O, Se2 

and H2 are expected to form during the MOCVD 

growth process (Figure 4b). It is noteworthy that 

the current ReaxFF potential does not completely 

capture the interaction between C and Se for the 

CSe2 formation because this potential is not 

trained against the associated DFT data [17].   

4. CONCLUSIONS 

DFT and ReaxFF simulations have been 

conducted to explore details of the atomistic 

mechanism of W(CO)6 and CO 

hydroselenization. The DFT results propose a 

thermodynamically favorable MOCVD reaction 

pathway which initiates from W(CO)6 and H2Se, 

and leads to the WSe3 end product. Furthermore, 

both DFT and ReaxFF results show that the 

conversion of W(SeH)2Se2 to WSe3 is entropy 

driven, meaning that such conversion needs 

elevated temperatures (e.g. heating system at 

elevated temperature) to eliminate H2Se from the 

energetically more stable W(SeH)2Se2. H2 release 

reactions are also expected to play a crucial role 

in the MOCVD growth of WSe2. The results 

presented here indicate that H2 elimination from 

W(CO)4(H2Se)2 requires the highest activation 

energy, and as such is considered as a rate-

limiting reaction governing the MOCVD growth 

kinetics. Both ReaxFF and DFT results suggest 

the formation of stable byproducts of CSe2, H2, 

H2Se, HSe, H2O, CH4 besides the end product of 

WSe3 during the MOCVD chemical reactions at 

elevated temperatures. Since understanding the 

MOCVD gas-phase kinetics is critical to fabricate 

large-area single crystal transition metal 

diselenide thin film, this work can provide 

valuable thermodynamic and kinetic insight into 

the W(CO)6 and CO hydroselenization in 

chalcogen rich environment. 
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Reliability Analysis of Sakarya Area Electricity Distribution System 

Adem TAŞIN*1, Türker Fedai ÇAVUŞ1 

Abstract 

Power system reliability is an important issue for providing minimal loss of service to each 

user. It is accepted that almost 90% of power outages are caused by failures in the Electricity 

Distribution System. In this study, the reliability analysis of the Alancuma feeder belonging to 

the Sakarya distribution system was aimed. The reliability assessment of the feeder was made 

using the analytical approach, Monte Carlo simulation (MCS) technique and ETAP (Electrical 

Transient and Analysis Program) software, and the results were observed to be close to each 

other. The most commonly used SAIFI and SAIDI system indices were evaluated according to 

the Turkey average and the reasons for the interruption for the feeder were investigated. 

Keywords: Reliability, Monte Carlo Method, distribution system. 

 

1. INTRODUCTION 

Although there are many definitions of reliability, 

the widely accepted view is that the device/system 

will be able to fulfill the purpose expected of it 

under operating conditions for a certain period of 

time [1]. 

Reliability techniques for future design, planning, 

control and Operation help to evaluate electrical 

power systems [2]. 
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Figure 1 Structure of a Power System 
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Considering the electrical energy system as a 

whole, it can be divided into three basic parts: 

generation, transmission and distribution [3]. 

Since electrical energy systems are large and 

complex, as well as reliability indices and types 

of failures for each level vary, reliability analysis 

for the entire system is very difficult 

Therefore, electrical energy systems are divided 

into 3 hierarchical levels at the point of reliability 

evaluation. The first level is related to the 

production phase and the ability to meet demand 

power. The second level examines the situation in 

which energy can be produced and delivered to 

the main reducer substations to cover the 

production and transmission stages. The third 

level evaluates all stages of generation, 

transmission and distribution [4-5].  

The effect of Index results obtained at the second 

level on load point indices is explained by 

statistics that it is around 1%. Therefore, both the 

impact of indices obtained from the first and 

second level regions on the analysis of customer 

load point indices is negligible, as well as the 

large and complex size of the system, which 

includes all three levels, when evaluating 

reliability at the distribution level, the indices of 

generation and transmission levels are omitted 

[6]. 

2. DISTRUBITION SYSTEM RELIABITIY 

Distribution system reliability analysis is 

performed by calculating the necessary indices for 

user load points. The classic concept uses three 

basic indices parameters for reliability indices. 

These indices are commonly referred to in 

Billiton’s book [3] as the average failure rate (λ), 

the average outage time (r), and the average 

annual outage time (U). It is also worth noting that 

these indices are expected or average values, not 

deterministic values [3]. 

2.1. Distribution Reliability İndices 

In a research project of EPRI (Electric Power 

Research Institute), it has been determined that 

customer-indexed reliability indices are the most 

commonly used indices [4]. 

In general, these indices in the literature; 

1. Customer-oriented indices, 

2. Load and energy-oriented indices, 

3. Cost-oriented and other indices. 

It is divided into groups as [7].  

2.1.1. Customer Oriented İndices 

SAIFI (System Average Interruption 

Frequency Index)  

SAIFI=
∑ λiNi

∑ Ni
   (Interruption/customer yr.) (1) 

Where λi is the failure rate and Ni is the number 

of customers of load point i. 

SAIDI (System Average Interruption Duration 

Index) 

SAIDI=
∑ UiNi

∑ Ni
 (hour/customer.year) (2) 

Where Ui is the annual outage time and Ni is the 

number of customers of load point i. 

CAIDI (Customer Average Interruption 

Duration Index) 

CAIDI=
∑ UiNi

∑ λiNi
  (Hour/customer interruption) (3) 

(Hour/customer interruption) 

ASAI (Average Service Availability Index)  

ASAI=
∑ Ni∗8760−∑ UiNi

∑ Ni∗8760
 (p.u) (4) 

ASUI (Average Service Un-availability Index)  

ASUI = 1 − ASAI=
∑ UiNi

∑ Ni∗8760
 (p.u) (5) 

Where 8760 shows the total time (hour) value in 

a calendar year. 
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2.1.2. Load and Energy Oriented İndices 

ENS (Energy Not Supplied Index) 

ENS= ∑ La(i) Ui  (KWh/yr.) (6) 

Where La(i)  is the average load connected to load 

point i. 

AENS (Average Energy Not Supplied Index) 

AENS=
∑ La(i)Ui

∑ Ni
 (KWh/customer yr.) (7) 

2.2. Methods for Distribution Reliability 

Analysis 

2.2.1. Analytical Approach 

In the study, it was accepted that system 

components are connected to each other in series 

when calculating indices. In this method, the 

average failure rate, the average repair time and 

the average annual outage time indices for each 

load point are given by the following equations 

[4]. 

λs= ∑ λi (8) 

Us= ∑ λi. 𝑟𝑖 (9) 

rs=
Us

λs
=

∑ λi.𝑟𝑖

∑ λi
                                              (10) 

2.2.2. Monte Carlo Simulation (MCS) Method 

Monte Carlo simulation method is a simulation 

technique using probabilistic distributions [8]. 

This simulation technique is generally based on 

three basic levels. First, a set of random numbers 

is created in the specified range, and second, 

according to the desired method of probabilistic 

distribution of these numbers (Exponential 

distribution) probabilistic distribution is made, 

third, the results are obtained by repeating the 

targeted number of operations. 

For the time-sequential simulation technique, 

realistic artificial working/repair history of the 

relevant system elements are needed [11]. This 

artificial history is generated using the random 

number generator and the probability distribution 

of the error and repair parameters of the element. 

The reliability indices of the system and the 

probabilistic distribution of these indices are 

obtained from the artificial history of the system 

[9].MCS helps in building an artificial history for 

each component operation for a simulation time, 

which was set in this work to be 10000 years. 

Roy BILLINTON and his team compared the 

reliability indices results [8] found by applying 

analytical methods to the RBTs test system with 

the results found by Monte Carlo simulation 

method in their study, and showed that he 

achieved results close to analytical results. 

2.2.3. Reliability Assessment Tool in ETAP 

ETAP (Electrical Power System Analysis & 

Operation Software) is a simulation program in 

which analysis is performed and reported in 

different modules within the scope of IEC and 

ANSI standards in electrical power systems [10]. 

Load flow analysis module, short circuit analysis 

module, harmonic analysis module, etc. in 

addition to its modules, there is a reliability 

assessment module. With the reliability module in 

the program, the reliability indices of the system 

created in a one-line diagram can be calculated. 

Reliability analysis studies are also available with 

different software such as ETAP. For example the 

effect of automatic reclosers on distribution 

network system was examined using [12] 

analytical technique. This application is made 

with DISREL software. And 11kV Karberey-

Ramety Feeder-II DIgSILENT software was used 

for reliability analysis of the electrical power 

distribution system [13]. 

3. RESEARCH METHODOLOGY 

The purpose of this research work reliability 

analysis of the Alancuma feeder of the Kozluk 

(Figure 2) region belonging to the Sakarya 

distribution system. 
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First, an analytical calculation of the reliability 

analysis of the selected feeder is performed, 

second, a simulation calculation is performed 

with MCS, and third, the feeder is modeled in the 

ETAP, and the reliability analysis of the feeder is 

performed, and then the results found are 

compared. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 One-Line Diagram of Alancuma Feeder 
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Figure 3 Flow Chart for Calculation of Reliability 

Figure 3 shows the flowchart of the feeder in the 

ETAP software. 

From SEDAŞ data [14], the average failure rate, 

average outage time and average annual 

unavailability are calculated from the last five-

year interruption occurrences and outage 

durations of Alancuma feeder. 

Table 2 shows the average failure rate, average 

downtime and average annual unavailability 

indices calculated according to Table 1 and 

SEDAŞ data [14]. 

Table 1 Details of the system of Fig. 2 

Load Point Number of Customers Average load demand (kW) 

LP 1 203 368 

LP 2 1 225 

LP 3 1 372 

LP 4 1 139,2 

LP 5 112 92 

LP 6 20 296 

LP 7 7 32,7 
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Table 2 Reliability parameters for system of Fig. 2 

F1 

Component  

Section 

Length 

(km) 

 

(f/yr) 

r 

(hours) 

U 

(hours/yr) 

1 0,0579 0,4016 0,1141 0,0458 

2 0,0270 0,1875 0,0533 0,0100 

3 0,2073 1,4373 0,4086 0,5873 

4 0,0781 0,5416 0,1539 0,0833 

5 0,0767 0,5317 0,1511 0,0803 

F2 

Component  

Section  

Length 

(km) 

 

(f/yr) 

r 

(hours) 

U 

(hours/yr) 

6 0,2276 1,5782 0,4486 0,7080 

7 0,0638 0,4423 0,1257 0,0556 

8 0,7743 5,3673 1,5257 8,1892 

9 0,0173 0,1200 0,0341 0,0040 

10 0,4000 2,7728 0,7882 2,1856 

11 0,1361 0,9437 0,2682 0,2532 

12 0,6656 4,6137 1,3115 6,0510 

13 0,3455 2,3951 0,6808 1,6307 

From the indices in Table 1, the complete 

reliability indices of the system have calculated.  

Table 3 shows the reliability indices of the system 

calculated by analytical, MCS and ETAP. 

Table 3 System Indices 

System Indices Analytical MCS ETAP 

SAIFI 21,33 21,3359 21,3282 

SAIDI 19,88 19,8554 19,9023 

CAIDI 0,932 0,93061 0,933 

ASAI 0,9977 0,99773 0,9977 

ASUI 0,0022 0,00226 0,00227 

ENS 30322 30277,4 30371 

AENS 87,89 87,76 90,7 
SAIFI- (interruption/cust.yr) ENS- (kWh/yr) 

SAIDI- (hours/cust.yr) AENS- (kWh/cust.yr) 
CAIDI- (hours/cust..interp.) ASAI (p.u) 

The study showed that analytical, simulation and 

modeling results are very close to each other. 

 
Figure 4 Interruption Causes of Alancuma Feeder 

37%

21%

14%

11%

5%
1%

2%
1% 2% 1% 1%

2%

2%
Interruption Causes

Temporary
Outages

Maneuver-
Planned Operation

Maneuver-Failure
Mode

Overhead Line
Failures

Adem TAŞIN, Türker Fedai ÇAVUŞ

Reliability Analysis of Sakarya Area Electricity Distribution System

Sakarya University Journal of Science 26(2), 292-299, 2022 297



It is seen that the highest reason for interruption is 

temporary outages with 37%. This is followed by 

planned maintenance work with 14%. 

4. CONCLUSION 

 

Figure 5 2019 SAIFI values of Turkey and Other 

Countries [15]. 

TEDAŞ 2019 activity report [15] on Turkey and 

other European countries compared SAIFI and 

SAIDI values. As shown in the Figure 5 and 

Figure 6, the values of SAIFI and SAIDI which 

the two most used indices are higher in our 

country compared to other countries. 

It was observed that the SAIFI value of the 

Alancuma feeder was above the average of 

Turkey, and the SAIDI value was below the 

average. 

 

Figure 6 2019 SAIDI (minutes/customer yr.) Values 

of Turkey and Other Countries [15]. 
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Changes in Food Supply and Consumption Practices of People in Turkey During 

the COVID-19 Pandemic 

Hatice SIÇRAMAZ1, Güliz HASKARACA*1, Yusuf ARSLAN2 

Abstract 

The COVID-19 pandemic has had social and economic impacts on every country in the world 

and has caused significant changes in human nutrition. In this study, changes in the food supply 

chain and consumption practices before and after the controlled normalization of people living 

in Turkey were examined, with a survey of 1087 people. The results revealed that people 

focused on a healthier diet during the pandemic. The increase in dietary supplement 

consumption has not been too high, only 11% of people started to take dietary supplements, but 

fast food consumption had a sharp fall. The packaging has become more critical. People 

continued to use take-out services from supermarkets and fast-food restaurants. Although 

normalization has begun, most of them (90%) reduced or did not think about eating out until 

COVID-19 will over. This study revealed the effects of the pandemic on human nutrition and 

showed which direction the food supply should go. 

Keywords: Pandemics, coronavirus, nutritional supplements, consumption habits 

 

1. INTRODUCTION 

The new coronavirus disease (COVID-19) is a 

highly transmittable and pathogenic viral 

infection caused by severe acute respiratory 

syndrome coronavirus 2 (SARS-CoV-2) that has 

started to affect the whole world in the last months 

of 2019 and still continues [1]. This disease was 

declared a pandemic on March 11, 2020 [2]. 

Many business sectors have been affected 

positively or negatively by the COVID-19 

pandemic depending on sector and region [3, 4]. 

However, the literature data obtained from google 

searches, sectoral communications, 
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unemployment rates, and surveys have shown that 

the COVID-19 pandemic has had significant 

adverse effects on the economy of countries [5-9]. 

Within that period, the food sector was one of the 

most negatively affected sectors by the COVID-

19 pandemic. Restaurants and fast food points 

were closed and were only permitted take-out 

services with the curfews. Besides, education was 

paused in education units, and many workplaces 

switched to remote work. As expected, with a 

change in the daily hassle and "staying at home" 

calls people's eating routines changed. Individuals 

who had previously eaten their meals outside 

started to prepare their meals at home. On the 
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other hand, the first wave of the COVID-19 

pandemic was a situation that the current 

generation encountered for the first time. This 

emerging situation has created an unusual 

situation for both Turkey and other countries in 

the world [10, 11]. In the face of this sudden 

situation, the media frequently published 

nutritional suggestions which are necessary or 

helpful to avoid the disease. And not only do 

people tend to obey these instructions, but also, 

they spread them from social media accounts to 

be beneficial to others. But, how are this 

information and instructions affect people? How 

were food consumption habits affected by this 

chaotic environment? Studies seeking answers to 

these questions from many countries have started 

to be published. The current study aimed to 

contribute to the studies on the subject and to 

reveal the changes in the food supply chain and 

food consumption habits of individuals living in 

Turkey.  

Food consumption habits of people have changed 

during the pandemic. For example, a study carried 

out by Marty et al. [12] revealed that during the 

curfews in France, people's moods in food choices 

were much more critical than in the previous 

periods. Out of 48% of the 938 people who 

participated in their study pointed out that the 

convenience of preparing meals was less 

important now. In addition, in the same survey, 

26% and 29% of participants reported that a 

healthy diet and not gaining weight were more 

important comparing the previous, respectively. 

To understand the change in consumption habits 

before and after the COVID-19 pandemic in 

underdeveloped countries of Africa, two other 

researches were carried out in Sudan in 2017 and 

2020. The results had shown that while cereal and 

milk were preferred on day and night before 2020, 

fish and other seafood were started to be preferred 

in 2020. Similar results were obtained in research 

on Tanzania [13, 14]. In Italy, one of the countries 

most affected by the COVID-19, it was observed 

that people did not eat breakfast but had a late 

snack before the COVID-19 pandemic, however 

in 2020, most people prefer a healthy breakfast 

enriched with green vegetables [15, 16].  

On the other hand, fast food is one of the most 

consumed ready-to-eat meals among young 

people, especially those between the ages of 18-

35. The survey conducted by Mediabrands Insight 

company with 2500 participants stated that fast-

food consumption was caused by starving [17]. 

Within the daily routine, people were eating fast 

foods in order to save time and reach or eat food 

in a very short time period as soon as possible.  

However, with the effects of curfews, the closure 

of restaurants and fast-food points, and a slowing 

of daily bustle, it is estimated that there is a sharp 

decrease in the consumption of ready meals. 

Determining the level of these decreases is of 

great importance both for determining the effects 

of the pandemic on the fast-food sector and for 

determining the changes in consumers' eating 

tendencies. 

According to a survey of Turkish Statistical 

Institute [18], before the pandemic, the most 

commonly consumed food group in Turkey was 

bread and other cereals with a proportion of 

19.9%, followed by vegetables (18.8%) and 

protein-rich foods - meat, fish and other seafood 

(17.3%). However, with the COVID -19 

pandemic, the food consumption habits of 

Turkish adults may have changed, as in other 

countries. On the other hand, although people's 

eating and food supply habits have changed 

during the COVID-19 pandemic, an investigation 

by Sheth [19] revealed that governments' 

normalization steps brought back eating out 

habits. In line with this knowledge, our study 

aimed to evaluate Turkish people's food supply 

and food consumption practices before and after 

the COVID-19 pandemic and assess the extent of 

this change. Evaluating the study results will 

contribute to the roadmap to be followed in the 

food consumption chain during the pandemic 

period.  

2. MATERIAL AND METHODS 

In the current study, a questionnaire study was 

administered to determine the changes in food 

supply and consumption practices of people 

living in Turkey during the COVID-19 pandemic. 

For that purpose, an online method was used for 

the data-gathering processes. An online survey 
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was created using Google Forms, forms and the 

questionnaire link was disseminated through the 

connections of the authors. Links were restricted 

so that they cannot be accessed twice from the 

same IP.  People who had the link were also asked 

to feel free to share it with their friends and family 

so that the sample would have maximum 

diversity. As expected, it was not possible to reach 

people face to face during the lockdown period, 

so the study was carried out with people who can 

be reached online. An online survey was carried 

out with the approval of the Sakarya University 

Ethics Committee between the 20th and 27th of 

July 2020 in Turkey, with the attendance of 1087 

usable questionnaires, for people over the age of 

18. In total, 32 different questions (including both 

multiple-choice questions and open-ended 

questions) were asked to the participants to 

determine the demographical information of the 

sample group, changes in consumption practices, 

weight changes during pandemic, hygienic rules 

followed during purchase, use of take-out 

services, consumption advices of World Health 

Organization [20]. The questions asked to the 

participants within the scope of the study are 

given in Table 1. The data were analyzed through 

descriptive statistics and chi-square analyses by 

using the IBM SPSS version 20 statistic program 

(IBM Corporation, Armonk, NY) (IBM Corp, 

2011). 

Table 1 Questions in the survey 

 Questions 

D
em

o
g

ra
p

h
ic

a
l 

In
fo

rm
a

ti
o

n
 What is your gender? 

How old are you? 

What is your marital status? 

What is your educational status? 

Where do you live in? 

How do you evaluate your economic status? 

Q
u

es
ti

o
n

n
a

ir
e
 

Was there any change in your food consumption 

practices during the pandemic COVID-19?  

If there were changes, can you describe? 

Did you gain weight in the last 5 months? Please 

choose the appropriate option. 

Did you take supplements during the pandemic? 

Please choose the option that best reflects your 

preference to purchase packaged food products 

from the market before the COVID-19 outbreak. 

Has your preference for purchasing packaged food 

products changed after the COVID-19 outbreak 

(during and after the pandemic)? 

During the COVID-19 pandemic, did you pay 

attention to purchase your bread in packages? 

Choose the answer that best reflects your opinion 

about your bread purchases during the COVID-19 

pandemic. 

During the COVID-19 pandemic, did you pay 

attention to the packaging of the meat and meat 

products that you purchase? 

Choose the answer that best reflects your opinion 

on meat and meat product purchases during the 

COVID-19 pandemic. 

Were there any products you suspected while 

consuming during the pandemic? 

Which product and / or products did you suspect? 

Is there a food group that you have difficulty to 

obtaining during the pandemic? 

If yes, what is the category of this product? 

Are there any food product(s) you gave up buying 

during the COVID-19 outbreak? 

If there are product(s) you gave up, what are they? 

What is your reason for giving up? 

Do you take care to choose corporate, well-known 

brands in the products you will purchase during 

COVID-19? 

Have you used take-out services on food products 

before the normalization process started? 

If you have used the services, which product 

group(s) did you prefer? 

Have you used take-out services in your food 

shopping after the normalization process started? 

If so, which product(s) did you prefer? 

Do you care about the compliance with the 

hygiene rules while choosing the opened cafes, 

restaurants, etc.?  

Please mark the option that best reflects your 

opinion about eating in food consumption areas 

(cafe, restaurant, etc.) considering the COVID-19. 

Have you read the ‘healthy eating 

recommendations for adults’ published by the 

World Health Organization (WHO) during the 

COVID-19 pandemic? 

How carefully did you pay attention to these 

published suggestions? 

3. RESULTS AND DISCUSSION 

3.1. Participants’ demographical information 

The results of a survey with 1087 participants 

living in Turkey were evaluated in this study. The 

gender distribution of the people participating in 

the study was 641 women and 446 men. The 

percentage of the age group of the participants 

was 44% for 18-25, 29% for 26-35, 17% for 36-

45, 8% for 46-55, and 2% for 56 and above. A 

great majority of the participants, with 75%, had 

a university or higher degree. Half of them were 

living in the metropolis, and 95% of these people 
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described their economic situation as a medium, 

good or excellent.  

3.2. Changes in eating habits of participants 

and preferences of packaged foods  

The COVID-19 pandemic has caused significant 

changes in daily life. These necessarily 

experienced changes have brought about 

adaptation problems in many areas. The most 

important of these changes is eating habits [21]. 

During the quarantine period, factors such as 

stress, anxiety, anger, low mood, insomnia, and 

restrictions on access to food have changed the 

eating habits of individuals. The hypothalamic-

pituitary-adrenal axis, which regulates stress 

responses, also regulates nutritional responses 

because the neural circuits that regulate food 

intake converge in the paraventricular nucleus. 

Since the systems controlling food intake and 

stress responses share the same anatomy, each 

system can affect the other. It is known that stress 

changes nutritional responses in both an increase 

and a decreasing manner [22].  

Out 46% of 1087 participants reported that their 

eating habits were not affected by the COVID-19 

pandemic, while 54% of them said that their 

eating habit was affected. When our survey results 

were examined according to the Chi-Square test, 

it was seen that there is a statistically significant 

relationship between the gender of the 

participants and the change in their eating habits 

within the COVID-19 period (χ2(1) = 35.659, 

p<0.001). According to these results, it can be 

said that, within the COVID -19 period, there has 

been a greater chance for female participants 

(61.6%) than the male participants (43.3%) in 

terms of their eating habits.  

The change in eating habits is shown in Figure 1. 

In total, 37% of the participants consumed a 

healthier and more balanced diet, while 21% 

started to eat more pastries. The outbreak oriented 

most people to a more nutritious diet, but a large 

group opted for a less healthy, carbohydrate-

heavy unbalanced diet. Eftimov et al. [23] 

concluded that frequencies of salt, fat/oil, and 

sweet products have decreased and consumption 

of fruits and vegetables has increased during the 

quarantine in almost all countries. McAtamney et 

al. [24] conducted a study to determine the effects 

of emotional dysregulation on eating habits 

during COVID-19 in the United Kingdom. As a 

result of that study, it was found that the majority 

of the participants (58.1%) did not change the 

amount of food they ate compared to before 

COVID-19, 16.2% ate less on average, and 25.7% 

ate more [24]. Conformably, Chenarides et al. 

[25] reported that 60% of the participants ate the 

same amount of food as compared before while 

13% of them ate less, and 20% of them ate more, 

among the 861 people living in the United States. 

Besides, 4 % of the participants reported that they 

started to consume more junk food than compared 

in the period before the pandemic. Some of the 

people with uncontrolled free time at home may 

be addicted to junk food. This situation may have 

occurred because people had to stay at home for a 

long time against their will and did not know how 

to spend time at home. On the other hand, junk 

food consumption could be changed according to 

country, even within the same country. Some of 

the literature data conducted during the Covid-19 

period have revealed that junk food consumption 

of people has varied during the lockdown. In these 

studies, between 19-45 % of the consumers 

reported that their junk food consumption 

increased, while 10-28 % of the consumers 

reported that their junk food consumption 

decreased during lockdown [26-35].  

 

Figure 1 Change in diet during the COVID-19 

pandemic  
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When the relationship between eating habits and 

age was examined according to the Chi-Square 

test, there was a statistically significant 

relationship between the age group of the 

participants and the change in their eating habits 

within the COVID-19 period (χ2(4) = 23.590, 

p<0.001). According to Tamhane's T2 test results, 

the most important changes were observed 

between the "18-24" and "56 and above" groups 

(mean dif =0.323, p<0.05). There was also a 

statistically significant relationship between the 

subjective income level of the participants and the 

change in their eating habits within the pandemic 

(χ2(4) = 15.705, p <0.05) according to the Chi-

Square test results. Tamhane’s T2 test results 

revealed that the significant changes were 

between the "very low" income group and all the 

other groups (Respectively; Low: mean dif= 

0.550; p<0.001 / Middle: mean dif=0.561; 

p<0.001 / Good: mean dif=0.533; p<0.001 / Very 

good: mean dif=0.346; p<0.05). 

An unbalanced and carbohydrate-heavy diet is 

expected to result in higher calorie intake and 

weight gain. During the outbreak, while 40% of 

the participants stated that they kept their weight, 

38% gained 1-3 kg, and 18% gained 4-7 kg in the 

first three-month period after the pandemic 

started. There are more reasons to gain weight 

than eating, but the results in Figure 1 and the 

weight gaining quantities confirm each other; a 

balanced diet helps maintain weight. Al-Domi et 

al. [36] reported that, as a result of a survey that is 

carried out in Jordan with the attendance of 4473 

responders (obese (n = 1135), normal body 

weight (n = 1561), and underweight (n = 116)), a 

significant increase was observed in the 

bodyweight of Jordanians. According to the 

study, 12.9% of underweight, 28.5% of the 

normal body weight, 36.4% of the overweight' 

and 41.1% of the obese participants gain weight 

during the COVID-19 quarantine.  

Our results were also in accordance with the 

results of a study carried out by Fancourt et al. 

[37]. According to the study conducted by 

University College London with 90,000 panelists 

to assess the situation in the 14th week of the 

pandemic, it was revealed that 17% of the 

panelists ate more than usual, 23% of them ate 

healthier than usual, 40% of them gain weight 

while 40% of them did not gain weight. Young 

people and women have been most likely to 

change their eating habits [38].  

 

Food supplements are sources of nutrients in 

concentrated forms and are regulated by the 

directive 2002/46/EC of the European Council 

[39]. Supplements do not substitute a balanced 

diet, but it can be concluded that those who take 

supplements are healthier and more conscious 

[40]. The nutritional supplement intake status of 

participants was researched in this survey. It was 

observed that 11% of them started to consume 

nutritional supplements during the pandemic, and 

5% were already using supplements. According to 

the Chi-Square test results, there is a statistically 

significant relationship between the gender of the 

participants and their supplementary food 

consumption situation within the pandemic period 

(χ2(4) = 9.965, p <0.05). 12.6% of the female 

participants stated that they started to use 

supplementary food, while only %9.9 of male 

participants said so. The ratio was also greater for 

females (5.9%) than males (2.5%) for the period 

before the pandemic. No relationship was found 

between the age group of the participants and their 

supplementary food consumption during the 

pandemic. (χ2(8) = 9.502, p=0.302). The 

participants’ educational levels did not affect their 

supplementary food consumption habits during 

the pandemic (χ2(6) = 6.634; p=0.356). Their 

income levels were likewise determined to be 

ineffective (χ2(8) = 4.671, p=0.792). Al-Domi et 

al. [37] reported that 32.7% of people did not want 

food intake or supplements containing 

antioxidants while 46% of them wanted to take, 

among the 4473 responders that attended their 

survey.  

Packaging is one of the main tools to ensure food 

safety. It has been used for centuries and protects 

the product from physical, chemical, and 

biological damage. In the survey, participants’ 

preferences to purchase packaged food products 

before the pandemic was investigated. 80% of 

people preferred packaged foods, and 17% did not 

pay attention to whether it was packaged. Of 

course, food safety was not the only reason to 

choose to package; living in the metropolis also 
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brought supermarkets to replace small grocery 

stores, which required packaging. According to 

the data, it was observed that most of the 

participants maintained their packaging 

preferences during the pandemic. Changes, if any, 

were in the direction of packaging preference. 

These results are shown in Table 2. 

Table 2 Preferences for purchasing packaged food 

products after the pandemic 

Has your preference for 

purchasing packaged food 

products changed after the 

COVID-19 outbreak (during 

and after the pandemic)? 

Percentage 

of people 

(%) 

No, it has not changed, I still 

only buy packaged food 

products. 

50 

No, it has not changed, I still 

only buy unpackaged food 

products. 

8 

Yes, it has changed, I started to 

pay attention that all the food 

products I buy are packaged. 

37 

Yes, it has changed, and I started 

to prefer unpackaged products. 
5 

3.3. Preferences for bread 

Bread is the primary foodstuff in daily nutrition. 

Turkey is among the first countries in the world 

with high consumption of bread such that 199.6 

kg/year consumption per person was recorded in 

the book Guinness World Records in the year 

2000 [41]. Demirtas et al. [42] revealed in 2018 a 

bread consumption of 101.5 kg/year for people 

living in Turkey. Considering these statistics, it 

can be concluded that bread was the primary 

nutrient during the pandemic. Turkish Ministry of 

Agriculture and Forestry has required the use of 

packaging in bread in March 2020 [43]. While 

60% of the participants paid attention to only 

buying packaged bread during the COVID-19 

outbreak, the remaining 40% packaged 

themselves after purchasing. In Figure 2, the 

considerations of participants about bread 

packages were given in detail. The data collected 

showed that 13% of people did not care whether 

the bread was packed or not. The gender of this 

13% group was 53% male and 47% female. 

According to the Chi-Square test results, there is 

a statistically significant relationship between the 

gender of the participants and their packed bread 

buying behavior habits within the COVID-19 

period (χ2(1) = 8.452, p <0.05). According to 

these results, it can be said that, within the 

COVID-19 period, there has been a greater 

demand for female participants (63.5%) than the 

male participants (54.7%) in terms of their 

preference for packed bread. The ages of 

participants also affected their preferences for 

packaged bread consumption habits (χ2(4) = 

17.150, p <0.05). The effect of the pandemic on 

packaged bread purchase was most seen in the 18-

25 and 46-55 age groups (mean dif=0.209, 

p<0.05). The education level of the participants 

had no effect on the bread packaging preferences 

(χ2(3) = 3.544, p= 0.315). However, the economic 

situation had a significant impact on this decision 

(χ2(4) = 9.595, p<0.05). According to Tamhane’s 

T2 test results, the only significant difference 

occurred between the “very low” and “very high” 

income groups (mean dif= 0.466, p<0.05). 

 

Figure 2 Considerations of the participants while 

purchasing bread 

3.4. Preferences for meat 

Meat and meat products are exposed to direct 

contact with butchers. They can be considered 

risky in terms of contamination, but fortunately, 

they are mostly consumed after cooking. Even so, 

packaging was preferred by 60% of participants 

in meat and meat product supply as in bread. 

According to Figure 3, 70% of participants 

preferred packaged meat and meat products, 
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while 10% complained that they could not find the 

packaged product. 

 

Figure 3 Considerations of the participants while 

purchasing meat and meat products 

When the effect of demographic data on packaged 

meat consumption was examined, it was seen that 

while the gender (χ2(1) = 34.699, p<0.001), age 

(χ2(4) = 20.071, p <0.001), and education level 

(χ2(3) = 8.206, p <0.05) of the participants 

significantly affected their consumption of 

packaged meat, economic income level (χ2(4) = 

3.584, p=0.465) did not. According to the Chi-

Square test results, it can be said that, within the 

COVID-19 period, there has been a greater 

demand for female participants (67.6%) than the 

male participants (49.8%) in terms of their 

preference for packed meat. As a result of 

Tamhane’s T2 test, the most significant 

differences were seen in the 18-25 and 26-35 age 

groups (mean dif=0.131, p<0.05). In addition, 

“high school graduate” and “post-graduate” 

participants revealed the most significant 

differences (Tamhane’s T2 test -mean dif=0.164, 

p<0.05). 

3.5. Cases of suspicion and access to food 

58% of 1087 surveyed people suspected some 

products during the pandemic. Table 3 shows 

which product(s) it was. Bakery and pastry 

products, as well as fruits and vegetables, were 

found suspicious due to the possibility of direct 

contact. According to the Chi-Square test results, 

there was a statistically significant relationship 

between the gender of the participants and their 

suspicion of certain products (χ2(1) = 5.500, p 

<0.05). The suspicion was higher for female 

participants (60.7%) than the male participants 

(52.9%). There was no effect of age on suspicion 

(χ2(4) = 6.961, p=0.138). Educational 

background has had a significant effect (χ2(3) = 

9.810, p <0.05) on suspicion for “primary 

educated” and “post-graduate” participants (mean 

dif=0.241, p<0.05). 

Table 3 Suspected food groups 

Which product(s) did you 

suspect? 

Number of 

people 

Bakery products (bread and 

bagel) 
347 

Meat and meat products 206 

Milk and dairy products 157 

Fruits and vegetables 387 

Pastry products (other than 

bread) 
267 

Others (fast foods, foreign 

foods, etc.) 
10 

Food supply is an essential factor in survival, and 

any inaccessibility to food during the pandemic 

can bring significant problems. The survey 

revealed an 87% availability rate of food supply 

during the COVID-19 outbreak. The difficultly 

obtained food group names are given in Table 4. 

The leading group was bakery products, although, 

in Turkey, bakeries are served at home on curfew 

days. However, due to the change in the order that 

people are accustomed to, when they went to the 

market, they tried to supply a large amount of 

flour and yeast at a time and tried to make their 

own bread at home. Many individuals who 

participated in the survey also stated that they 

could not find bread yeast in the market for a 

while. 

Table 4 Difficultly supplied food groups 

What is the category of 

difficultly obtained food 

during the pandemic? 

Number 

of people 

Bakery products (bread, bagel) 32 

Meat and meat products 10 

Milk and milk products 10 

Fruits and vegetables 32 

Nuts 6 

Pastry products 15 

Other (legume, yeast for bread 

making, etc.) 
35 

During the COVID-19 outbreak, 61% of the 

people participating in the survey did not give up 

purchasing any product. Fast food products were 
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at the top of the product groups that the remaining 

421 people gave up on purchasing. The reason for 

this is thought to be the closure of restaurants and 

food supply centers during the pandemic process. 

Bakery products followed fast food products 

(Table 5). When the participants were asked about 

their reasons for giving up purchasing, the most 

given answer was observed as the suspicion of 

possible hygiene neglect. 

Table 5 Categories of food products that were given 

up to purchase during the pandemic 

What was the category of 

food product you gave up to 

purchase? 

Number of 

people 

Fast food products 328 

Snack products 180 

Bakery products (bread, bagel) 93 

Meat and meat products 24 

Milk and milk products 18 

Fruits and vegetables 36 

Nuts 52 

Pastry products 209 

Sugary drinks and foods 119 

Tea and coffee products 20 

Other 9 

3.6. Preferences for the corporate status of the 

production and sales area and use of take-out 

services 

Well-known companies did not lose customers 

due to the confidence that the risk of 

contamination was well managed. 81% of the 

surveyed people paid attention to purchasing 

products from corporate companies during the 

COVID-19 pandemic.  

Before the "controlled normalization process" 

started, the number of participants using take-out 

service was 347 (32%). Fast food was the most 

preferred product group for take-out, as illustrated 

in Figure 4. It was followed by bakery and pastry 

products with 24%. The 16% group that marked 

“the other” option stated “all supermarket needs” 

in the explanation part of the survey. The gender 

(χ2(1) = 3.511, p >0.05) and age (χ2(4) = 3.947, p 

>0.05) of participants were not effective on these 

preferences. However, education level was an 

important factor in their preference for well-

known brands during the pandemic (χ2(3) = 

12.587, p <0.05). The most significant differences 

were obtained for “high school graduate” and 

“post-graduate” participants (mean dif=0.146, 

p<0.05). 

 

Figure 4 Take-out service product groups preferred 

by participants before the normalization process 

begin 

With controlled normalization, people mostly 

returned to their social lives, restaurants were 

opened, and the demand for take-out service 

decreased from 32% to 29%. During the 

controlled normalization period, it was observed 

that the interest in fast food continued to a rise 

(Figure 5). 

 

Figure 5 Take-out service product groups preferred 

by participants after the normalization began 

3.7. Observing the effects of compliance with 

hygiene rules 

Most of the participants (94%) paid attention to 

the compliance to hygiene rules of food 

consumption areas opened with normalization. In 

fact, the possibility of foodborne transmission of 

COVID-19 is considered negligible yet [43]. 

However, 66% of the participants stated that they 
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did not consider eating out during the pandemic 

(Figure 6). According to analyses, there was a 

statistically significant relationship between the 

gender of the participants and their consideration 

of hygiene policies while choosing between the 

restaurants (χ2(2) = 14.060, p <0.05). It was 

observed that hygiene was a more important 

factor for female participants (86.4%) than the 

male participants (77.8%) in terms of their 

restaurant preferences. However, the age (χ2(8) = 

10.050, p >0.05) and educational background 

(χ2(6) = 5.373, p >0.05) did not have a significant 

effect.  

 

Figure 6 Decision about eating in food consumption 

areas due to the COVID-19 pandemic 

3.8. Attention to the guidelines of WHO about 

eating habits 

Butler & Barrientos [44] summarized the impact 

of diet on COVID-19 and claimed that a healthy 

diet reduces the possibility of getting COVID-19 

disease. WHO has published practical advice on 

maintaining a healthy diet to reduce the 

susceptibility of COVID-19. However, 68% of 

the participants stated that they did not hear these 

recommendations. Besides, only 42% of those 

who are aware of the recommendations practiced 

them. Also, as demonstrated in Section 3.2 and in 

Figure 1, 37% of the surveyed people stated that 

they started to consume healthier foods and take 

care of eating a healthy diet after the covid-19 

period. The gender (χ2(1) = 1.414, p >0.05) and 

education level (χ2(3) = 0.929, p >0.05) of the 

participants did not affect the results. However, 

their age (χ2(4) = 12.622, p <0.05) and economic 

status (χ2(4) = 10.119 p<0.05) had important 

effects on their attention to WHO’s suggestions 

regarding healthy nutrition during the COVID-19 

pandemic. 

4. CONCLUSIONS 

The survey with 1087 participants living in 

Turkey revealed that, during the COVID-19 

pandemic, there were no vast problems with the 

food supply. The survey revealed that take-out 

services were used generally for fast food 

products before the pandemic. The consumption 

of fast food decreased significantly during the 

COVID-19 pandemic, but still, the services were 

used to purchase. The total take-out service usage 

was 32% of participants during the pandemic, and 

the rate decreased to 29% in the controlled 

normalization period.  

Although most people were not aware of the 

recommendations of WHO, they focused on a 

healthier diet by regulating daily nutrients. Also, 

most of them did not take any additional dietary 

supplements. While 30% of the participants stated 

that they gave up fast food consumption, 19% left 

pastry products, 17% left snacks, and 11% left 

sugary products. There has been an increasing 

trend in packaged product purchases.  

It was also exhibited that, although normalization 

has begun, most people do not consider eating 

outside until the pandemic is over. The study 

revealed the food supply and consumption 

practices of people in Turkey during the COVID-

19 pandemic. It is estimated that the results will 

demonstrate the current situation and guide the 

precautions to be taken. 
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Real-Time Encrypted Traffic Classification with Deep Learning 

Deniz Tuana ERGÖNÜL*1, Onur DEMİR1 

Abstract 

Confidentiality requirements of individuals and companies led to the dominance of encrypted 

payloads in the overall Internet traffic. Hence, traffic classification on a network became 

increasingly difficult as it must rely on only the packet headers. Many vital tasks such as 

differential pricing, providing a safe Internet for children, and eliminating malicious 

connections require traffic classification, even if the payload contents are encrypted. Encrypted 

traffic is harder to classify as packet content becomes unreadable. In this work, we aim to 

provide an insight into traffic classification using encrypted packets in terms of both accuracy 

and packet processing time. LSTM (Long Short-Term Memory) architecture is a good 

candidate for this problem as it can handle sequences. Each flow can be modeled as a sequence 

and patterns of the sequences can provide valuable information. We compare the performance 

of LSTM with other methods in both real-time and offline experiments. Compared to a machine 

learning method both online and offline LSTM excelled with precision and recall differences 

up to 50%. Average accuracy with LSTM was measured as 97.77% offline and 91.7% in real-

time. Average packet processing time in real-time was recorded as 0.593 msec which is 5 times 

faster than a recent work that uses LSTM method. 

Keywords: Deep learning, neural networks (Computer), computer communication networks, 

classification 

 

1. INTRODUCTION 

In traffic classification, the principal aim is to 

recognize and name different groups of packets 

using the information available at the network 

level. Identifying the class of a network packet 

can be used for running predefined rules on it, 

such as ensuring the quality of service promised 

to the customer, detecting malicious user 

activities, or dropping certain content for parental 

control [1]. Classification can be in terms of the 

application, protocol, or category of a packet [2]; 
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for example, WhatsApp Web application, HTTPS 

protocol, chat category; Skype application, TLS 

protocol, VoIP category. The need for 

classification comes from different reasons such 

as offering specialized internet packages 

according to customer needs (prioritizing online 

gaming traffic and reducing latency in the game 

for an online gamer), setting a special discount for 

social media platforms (e.g., Facebook, Twitter), 

or managing traffic of protocols that use too much 

bandwidth such as BitTorrent. Mostly, it is the 

focus of ISPs (Internet Service Provider) and 
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defense industry units of countries; however, 

every institution can benefit from a dedicated 

solution whether it is online or offline [3]. 

Labeling of pre-captured network packets is 

called offline classification; online classification 

is when they are labeled one after another in real-

time [4]. 

Classification is usually performed on 

bidirectional flows instead of a single packet. A 

flow is a set of packets exchanged between two 

distinct networks, using the same transport 

protocol (e.g., TCP, UDP) and port numbers. 

What identifies a flow is called a five-tuple: 

transport protocol, source IP, destination IP, 

source port, destination port. In a bidirectional 

flow, packets that have their IP and port pairs 

reversed also counts. Once a flow is labeled, any 

packet that belongs to that flow can be labeled as 

the same. 

The oldest and easiest method of classifying a 

flow is querying for its port numbers in IANA’s 

(Internet Assigned Numbers Authority) Service 

Name and Transport Protocol Port Number 

Registry [5]. Although practical in respect of time 

and effort, this technique is not very reliable. The 

applications can pick other ports to communicate 

with each other rather than using the standard 

ports. Usage of nonstandard ports jeopardizes the 

reliability of this method. There is even a term 

called port obfuscation [6]. Protocols using 

obfuscation (e.g., VPNs) willingly avoid using the 

standards to hide their identity. 

A somewhat more advanced way to classify flows 

is to do deep packet inspection (DPI), in other 

words, to analyze all layers of packets, including 

packet payload. An unencrypted payload can give 

a clear idea of what protocol a packet uses. Some 

protocols have unique patterns (signatures) which 

can be directly used to label packets. Regular 

expression databases are generated to store this 

information. However, maintaining such a 

database is a tedious job. On the other hand, 

payload encryption got popular over the years. As 

an example, Google Transparency Report [7] 

(Figure 1) shows that the preference for HTTPS 

over HTTP has increased significantly in the last 

seven years, from 48% in 2014 to 95% in 2021. 

Encryption changes the content of packets in such 

a way that they are no longer human-readable. For 

this reason, it becomes very challenging to find an 

easily recognizable pattern in the payload. 

 

Figure 1 Encrypted traffic across Google 

Statistical flow classification is another valid 

method that uses features such as average packet 

inter-arrival times, packets per second, byte 

frequencies, etc. [6]. 

In recent years, research on machine learning and 

deep learning models intensified, since the 

accumulation and storage of data has become 

easier and cheaper. The advantages of these 

models are that they can be trained offline with an 

abundant amount of training data. As it is for 

many learning problems, feature selection may be 

considered a tedious task, but it is possible to 

make a model learn how to do that on its own. 

Deep learning is a relatively new technology for 

flow classification. There are not many research 

papers yet, especially with an LSTM model, and 

the existing ones usually do offline classification 

[8]. Thus, the elapsed time, a critical performance 

measure for online classification, does not get 

mentioned. 

One of the challenges of traffic classification is 

data, as it is for almost all learning problems. 

Tools such as Wireshark [9] can collect live traffic 

into packet capture (PCAP) files. The difficulty 

here is that the collected data is often noisy. The 

packets which do not fall in any of the main 

categories are noise. The operating system, 

services running in the background, other 

applications, or services that applications use 

might be the reason for the noise. It is crucial to 

feed learning models with clean data since any 

noise might cause them to make incorrect 

connections, leading them to deduct unreliable 
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knowledge. Thankfully, there is a very common 

public dataset named ISCXVPN2016 (UNB 

ISCX Network Traffic Dataset) [10] that is used 

prevalently in this area. However, it is worth 

noting that a model trained with data obtained 

from a particular network may not perform well 

on a different network [11]. 

This work aims to classify flows, even if they 

contain encrypted packets, as to their categories, 

in real-time. Encryption adds a new difficulty 

level since the packet payload becomes 

indecipherable to infer a piece of information 

from it without decryption. This difficulty has no 

effect on the proposed solution because the 

solution does not require the examination of 

packet payloads. Crucial metrics for this work 

include accuracy, and elapsed time for processing 

(analyzing and classifying) a single packet. The 

biggest goal of the study is to examine the 

performance of an LSTM model named LSTM-

FS (LSTM with Flow Sequences) for the 

categorization problem both offline and online, to 

find out accuracies, to observe the number of 

packets processed per second in the online 

environment, and the processing time of a single 

network packet. 

Here is the list of questions this study intends to 

shed some light on: 

• Why is LSTM a good candidate for the 

traffic classification problem? 

• How to model this problem for LSTM? 

• How does LSTM perform both accuracy 

and timewise? 

The reason for choosing LSTM is that it has a 

memory where earlier sequences of packets can 

be remembered. LSTM, a variant of RNN 

(Recurrent Neural Network), can store 

information for a while and use this information 

for future predictions. It has structures called 

gates which let information be stored or forgotten. 

This approach allows LSTM to perform well with 

data sequences. For instance, LSTM has been 

used for NLP (Natural Language Processing) 

problems because words in a paragraph are 

somehow related, and LSTM can figure out these 

relationships. Similarly, network packets also 

have temporal information thus can be handled in 

sequences. What is inside an encrypted network 

packet is often a mystery; it is not straightforward 

how to obtain information from them with 

techniques such as DPI. It is both challenging and 

time-consuming for the human eye to find 

consistent patterns for each label when payloads 

are encrypted. However, LSTM can make 

deductions from data that are not directly visible. 

There are four scenarios to test LSTM-FS. The 

first scenario is to detect whether the traffic is 

VPN or not. In the second scenario, six non-VPN 

categories (chat, email, file transfer, P2P, 

streaming, VoIP) exist to label the given data. The 

third scenario only includes VPN versions of 

these six categories. In the last scenario, with the 

second and third scenarios combined, labeling is 

made among six non-VPN and six VPN 

categories. Along with offline tests, online 

simulations also exist for each scenario of LSTM-

FS. LSTM-FS gave good results with respect to 

speed and accuracy. 

Section 2 includes briefs of 11 studies in the 

traffic classification field. At the end of it, there is 

a table that summarizes the big picture. The 

problem is explained along with the presented 

solution in Section 3. Section 4 introduces the 

environment in which the tests ran, the test 

scenarios, the data and its usage, and the 

parameters; it contains test results. Inferences 

made following the tests are shared in Section 5; 

possible improvements and new ideas for future 

work are also discussed. 

2. BACKGROUND 

In this section, we tried to compile a 

comprehensive list of related studies to our work. 

One of the studies included in this section is a 

purely statistical method, while three of them 

consist of machine learning models trained with 

statistical features. There is a survey paper about 

deep learning methods that also underlines the 

difficulties of encrypted traffic classification. The 

remaining works are all deep learning methods, 

and two of which are LSTM. Most of the 

classification involves grouping based on 

protocols, applications, or other categories. Only 
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the last study mentions real-time classification. 

ISCXVPN2016 [10] stands out as the major 

dataset used. 

Statistical Protocol Identification (SPID) [12-14] 

is an open-source project that accepts PCAP files 

as input to generate protocol models by 

examining flow and payload statistics. Before any 

classification can be performed, the user must 

initiate training by feeding pre-labeled PCAP files 

to SPID. At the training phase, for each flow in a 

pre-labeled PCAP, a protocol model is generated. 

SPID stores the generated models in a database. If 

there exists another model with the same label, the 

two models get merged. At the testing phase, a 

new model is generated that corresponds to the 

current session; then, it is compared with the 

models in the database. SPID algorithm uses 

packets with payload in a session to calculate 

some features (attribute meters). A protocol 

model is made of these meters. There are 34 

available, 7 of them are flow-level, and 27 are 

payload-level. Each one has a counter vector of 

size 256 that has a unique meaning for the meter. 

For example, ByteFrequency is a payload-level 

meter that interprets this vector as a list of ASCII 

characters where index 65 corresponds to the ’A’ 

character. Each meter calculation returns a list of 

indices for the meter’s counter vector. The 

elements at these indices are increased by 1. The 

researchers got an average of 100% precision and 

92% recall when tested with BitTorrent, 

eDonkey, HTTP, SSL, and SSH flows. 

Characterization of Encrypted and VPN Traffic 

Using Time-Related Features [15] is a significant 

study for two reasons: they provide a public 

dataset named ISCXVPN2016 which has been 

used by many researchers through the years, and 

they present a machine learning approach for flow 

classification. The dataset consists of various 

PCAPs, and it is 26.2 GB large. The files can be 

grouped into 14 different categories: chat, email, 

file transfer, P2P, streaming, VoIP, VPN chat, 

VPN email, VPN file transfer, VPN P2P, VPN 

streaming, VPN VoIP, Tor (The Onion Router) 

browsing, Tor streaming. They calculate a total of 

24 time-based, statistical features to perform 

classification. The main features include flow 

duration, the time between two successive packets 

(in the forward, backward, and both directions), 

the time a flow is active and idle, flow bytes per 

second, and flow packets per second. Other 

features are the minimum, maximum, average, 

and standard deviation of these features. They 

employed four flow timeout values 15, 30, 60, and 

120; to find out 15 is the most accurate. They had 

accuracy levels above 80%. 

Yamansavascilar et al. [11] used machine 

learning algorithms J48 (also known as C4.5), 

Random Forest, k-Nearest Neighbors (k-NN), and 

Bayes Net to identify popular consumer 

applications such as Facebook, Twitter, and 

Skype. Just as we do in this paper, the 

ISCXVPN2016 dataset is made use of along with 

an internal dataset. For applications that are 

available on mobile phones, they captured cellular 

traffic as well. 

The datasets contain 15,462 and 3,748 flows, 

respectively. They chose 111 features, but the 

selection procedure of these features is not 

unclear. Accuracy varies between 85.44%-

93.94% for the external dataset and 69.90%-

90.87% for the internal. Using evaluators, they 

succeeded in decreasing the number of features as 

down as 12; while maintaining the accuracy 

levels. They realized that the misclassified 

samples are often in the same category. Therefore, 

category classification before application 

identification can be considered as future work. 

Bagui et al. [16] compared the performance of six 

supervised machine learning techniques: Logistic 

Regression, Support Vector Machine (SVM), 

Naive Bayes, kNN, Gradient Boosting Trees, and 

Random Forest, in terms of accuracy, precision, 

sensitivity, and specificity. They utilized the same 

24 time-related features in [15] along with the 

ISCXVPN2016 dataset. Separately for each 

category (browsing, chat, email, file transfer, P2P, 

streaming, VoIP), they did binary classification to 

identify if traffic is VPN encrypted or non-VPN 

encrypted. The sample distribution within each 

category is well-balanced (almost 50%-50%). 

Sample amounts range between 1,113 and 10,000, 

not enough to try out deep neural networks, as 

they state. Gradient Boosting Tree and Random 

Forest outperformed the other methods in respect 
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of all metrics with values around 94%. Aiming for 

high accuracy and low overfitting, they used grid 

search to find an optimal, work-for-all set of 

hyperparameters which increased the values by a 

few percent. Additionally, through feature 

selection, they ordered a minimum set of features 

by importance for each category. Although 

feature selection deteriorates accuracy results to 

90%, they claim that it can be advantageous 

where speed matters more, but they did not 

present any experiment results backing this 

assumption. 

One-dimensional Convolutional Neural Network 

(1-D CNN) is a model for traffic identification 

and classification. Wang et al. [17] claimed 

network traffic as sequential data. They argue that 

solution becomes more prone to get stuck at a 

local minimum when a problem is divided into 

sub-problems. Consequently, they present an end-

to-end solution where feature extraction, feature 

selection, and classifier are one [16]. In other 

words, their model takes raw data and learns 

features on its own. They used the ISCXVPN2016 

dataset, excluded capture files that are vague. 

(e.g., Both browsing and streaming is a suitable 

label for “Facebook_video.pcap”, they say.) To 

do data pre-processing, they adopted a toolkit of 

their team named USTC-TK2016 [19] which 

transforms capture files into images. Wang et al. 

noticed that the images generated for same-class 

flows looked very similar. They observed that 

bidirectional flows yield higher accuracy than 

unidirectional ones; and as opposed to using only 

the application layer of a packet, using all layers 

is better. Since CNN accepts equally long data, 

they employed only the first 784 bytes of each 

flow. How many samples they had for each 

category is not addressed in the paper. However, 

they did mention an imbalance in the dataset as a 

future concern. They did four experiments: binary 

classification between VPN and non-VPN data, 

category classification among non-VPN, VPN, 

and mixed data. Best accuracy results were 

respectively 99.9%, 83%, 98.6% and 86.6%. 

They also pointed out that 1-D CNN delivers 

better performance than two-dimensional. 

Rezaei and his team [8] provided a survey paper 

about traffic classification with deep learning 

techniques, namely, Multi-Layer Perceptron 

(MLP), CNN, RNN, Autoencoder, and 

Generative Adversarial Network. They 

emphasized the challenging aspects of this field, 

such as data collection. They state that other than 

ISCXVPN2016 and a few others, there is not a 

publicly available and widely used dataset. 

Researchers tend to capture data on their own, 

specific to their needs. Because of background 

traffic caused by routers, operating systems, et 

cetera, collecting noiseless capture files is far 

from an easy task. Another issue is that a model 

trained with a particular network’s data might 

perform way worse when tested on another 

network or even on the same network but under 

different circumstances (i.e., high congestion). 

They also stressed how to tackle encrypted traffic. 

For example, time-series features such as inter-

arrival time are not changed by encryption, 

because they do not depend on packet payloads. 

Using the payload of the first TCP packets may 

still be convenient since the handshake stays 

unencrypted. However, the authors also pointed 

out that newer encryption protocols such as QUIC 

and TLS 1.3 remain open for investigation. Other 

problems they discussed are zero-day applications 

(classes the model has not seen yet), multi-label 

classification (one flow carrying multiple 

classes), middle flow classification (classification 

using packets from the middle of the flow), 

transfer learning, and multi-task learning. 

Deep Packet [20] can identify the protocol or 

application to which a packet belongs (by 98% 

recall), label it by its category while 

differentiating VPN from non-VPN (94%). 

Lotfollahi et al. used the ISCXVPN2016 dataset 

by dividing it into 17 application classes for the 

first experiment: 6 VPN, 6 non-VPN category 

classes for the second. Instead of flows, they work 

with packets, and the packet distribution within 

each set of classes is highly imbalanced. (e.g., 5K 

AIM vs. 7872K FTPS, 13K VPN email vs. 5120K 

VoIP) To handle this matter, they did under-

sampling; they excluded samples from dominant 

classes. Their model consists of two parts: stacked 

autoencoders and 1-D CNN. The autoencoders 

take care of feature extraction automatically, 

eliminating the need for an expert. Since inputs 

fed into a NN must be fixed length, they decided 
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on 1500 bytes after examining packet length 

histogram. Some pre-processing steps are 

padding UDP headers (so they become equal 

length with TCP), discarding TCP handshake and 

DNS packets (bring no useful information), and 

masking IP addresses (causes over-fitting). They 

explain how their model can classify encrypted 

packets with the following hypothesis: although 

encrypted, packets of the same application may 

still contain consistent patterns. This hypothesis is 

also how they justify why their model failed to 

classify Tor categories. 

Parchekani et al. [21] adopted the ISCXVPN2016 

dataset and a local ISP’s data to classify five non-

VPN (chat, email, FTP, streaming, VoIP), and one 

VPN class which symbolizes all kinds of VPN 

traffic. They fed each flow’s first 784 bytes into 

their models. The models consist of MLP and 

RNN layers. To receive the best precision values 

(above 80%), they tried two approaches: score 

and distance. Their study reveals that distance is a 

better metric than score. Both include a definition 

of a threshold parameter to either accept or reject 

a label. For the given input, in the first approach, 

each candidate non-VPN label gets a score. If the 

one with the maximum score is less than the 

threshold, it gets rejected. In the second approach, 

candidates get a distance value; and if the label 

with the minimum distance is more than the 

threshold, it is not accepted. In both cases, 

rejection means classification as VPN. Accepted 

ones go through a second phase where their 

category decision becomes finalized. To 

accomplish this, they use other thresholds to 

decide if another classification is necessary. 

With his team, Zhou [22] combined entropy 

estimation with traditional machine learning 

methods SVM, Random Forest, Naive Bayes, and 

Logistic Regression along with a NN, to 

distinguish VPN from non-VPN on the 

ISCXVPN2016 dataset. Compared with metrics 

from past works, results improved by 1% to 7%, 

with Random Forest remaining the best method 

(98%). Additionally, they built a NN which takes 

23 statistical features (from [15]) as input to 

classify Tor data (ISCXTor2016 [23]) into 8 

categories, as opposed to 7 seen in prior works. 

(Streaming is divided into two labels: audio and 

video) With this model, they improved some of 

the previous studies’ metrics by nearly 30%. They 

also examined the 23 features using principal 

component analysis and found that it is possible 

to eliminate half of the features without 

significantly sacrificing accuracy. 

Network traffic classifier by Lopez-Martin et al. 

[24] integrated LSTM on top of CNN to classify 

a dataset from RedIRIS [25], which contains 

266,160 flows with 108 applications. They used 

nDPI [26], an open-source DPI library, to label 

the data. Label distribution is quite imbalanced; 

almost half of the data is HTTP, followed by DNS 

with 20% and SSL with 15%. After trying out a 

few combinations, they settled on five features: 

source port, destination port, payload length, TCP 

window size, and packet direction. (96% 

accuracy) They observed that adding timestamp 

as a feature did not enhance the results. Before 

further experiments, they set the sequence length 

as 20 packets. For each flow, they discarded the 

packets after the 20th; and if the flow was not long 

enough, they employed padding. Later they 

realized that a length of 5 to 15 is sufficient for 

good results. Among models CNN-only, RNN-

only, and CNN with LSTM, the latter performed 

the best with an accuracy of 96%. 

Byte Segment Neural Network is a model by Liu 

et al. [27] based on RNN variants LSTM and 

GRU (Gated Recurrent Unit) to classify protocols 

and applications DNS, BitTorrent, PPLive, QQ, 

SMTP, 360, Amazon, Yahoo, Cloudmusic, and 

Foxmail. The real-world data they used consisted 

of 2,516 (DNS) to 55,576 (Cloudmusic) 

samples/datagrams. All header information 

(Ethernet, IP, TCP/UDP) got removed from 

datagrams. The segment generator splits the 

payload into equally length byte segments. 

According to their experiments, the most practical 

length is 8, against 3, 5, and 10. Compared to 

nDPI and a binary classifier named Securitas [28], 

they got better results for 5 of the applications 

considering recall, precision, and F-score. They 

have an average F-score of 95.82%. In the training 

phase, it takes 43 msec on average to prepare 

input, and 20 epochs of training take 123 minutes, 

whereas, in the testing phase, processing a 

datagram takes 2.97 msec. 
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Table 1 Related Work 

Paper Classification Method Features 

Statistical Protocol IDentification with SPID: 

Preliminary Results [14] 

Protocol Statistical 7 flow-level, 

27 payload-

level 

Characterization of Encrypted and VPN Traffic Using 

Time-Related Features [15] 

Category k-NN, C4.5 (J48) 24 time-based 

Application Identification via Network Traffic 

Classification [11] 

Application J48, Random Forest, 

k-NN, Bayes Net 

111 (Reduced 

to 12) 

Comparison of machine-learning algorithms for 

classification of VPN network traffic flow using time-

related features [16] 

Category Logistic Regression, 

SVM, Naive Bayes,  

k-NN, Gradient Boosting 

Trees, Random Forest 

24 time-based 

End-to-end Encrypted Traffic Classification with  

One-dimensional Convolution Neural Networks [17] 

Category 1-D CNN First 784 bytes 

of a flow 

Deep Packet: A Novel Approach for Encrypted Traffic 

Classification Using Deep Learning [20] 

Protocol, 

Application, 

Category 

Stacked autoencoders  

+ 1-D CNN 

First 1500 bytes 

of a packet 

Classification of Traffic Using Neural Networks by 

Rejecting: A Novel Approach in Classifying VPN Traffic 

[21] 

Category MLP + RNN First 784 bytes 

of a flow 

Practical evaluation of encrypted traffic classification 

based on a combined method of entropy estimation and 

neural networks [22] 

Category Entropy estimation 

+ (SVM, Random Forest, 

Naive Bayes, 

Logistic Regression, NN) 

23 time-based 

Network Traffic Classifier with Convolutional and 

Recurrent Neural Networks for Internet of Things [24] 

Protocol, 

Application 

CNN, RNN, 

CNN + LSTM 

5 

Byte Segment Neural Network for Network Traffic 

Classification [27] 

Protocol, 

Application 

LSTM, GRU Equal length 

byte segments 

Table 1 consists of all the studies summarized 

except Deep Learning for Encrypted Traffic 

Classification [8], a survey paper. Classification 

is usually done based on protocol, application, or 

category. The methods used include purely 

statistical methods as well as decision tree 

solutions with statistical features. Tree-based 

machine learning methods have gradually started 

to be replaced by deep learning methods. Features 

used include both flow-level and payload-level 

information. Specifically, the use of time-based 

features is quite common. All studies except the 

last take place offline. 

Unquestionably, the work of Draper-Gil et al. 

stands out in this area. Noise-free data is a big 

problem in traffic classification as in almost every 

field; Draper-Gil and his team present a quality 

dataset that is used by many researchers after 

them. This dataset is quantitatively full enough to 

be used even for deep learning solutions; plus, it 

consists of popular applications (such as 

YouTube, Netflix, Skype, etc.). Besides, it can 

easily be seen that the 24 time-based features they 

offer inspired many studies. 

The five features used by the penultimate study, 

one of the 2 studies that use LSTM, are taken 

directly from the packets as in this study (LSTM-

FS). Unlike that study, there are 23 features 

defined in LSTM-FS. They use flows of length 20 

as sequences, any flow longer gets its packets 

discarded, and any flow shorter gets padded. On 

the contrary, the length of 10 is used in LSTM-

FS, and no packets get discarded; instead, they are 

handled in new sequences. The other LSTM-
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based study only checks payloads, which is 

different than in LSTM-FS. They are the only 

researchers who shared elapsed time results. They 

report 2.97 msec as the average datagram 

processing time; our proposed solution LSTM-FS 

performs 5 times faster than their solution. 

3. METHODOLOGY 

In this section, our proposed solution for traffic 

classification, LSTM with Flow Sequences 

(LSTM-FS), is described. The section is divided 

into five subsections for flow generation (3.1.), 

feature extraction (3.2.), creating train and test 

data (3.3.), model generation (3.4.), and testing 

offline/online classification (3.5.). 

Our solution operates with PCAP files; and 

includes libpcap [29], a C/C++ library for 

network traffic capture operations. Wireshark [9], 

which is a well-known opensource network 

packet analyzer, also utilizes this library. The 

solution supports Ethernet as data link layer 

(Layer 2, L2) protocol; IPv4 as network layer 

protocol (Layer 3, L3); TCP and UDP as transport 

layer (Layer 4, L4) protocols. Raw IP packets 

which do not involve a data link layer at all are 

not supported directly. Instead, these PCAPs are 

modified with a tool named tcprewrite [30] so that 

their packets have fake Ethernet layers. 

3.1. Flow Generation 

The first step of our solution for the traffic 

classification problem is bidirectional flow 

generation; in other words, identifying the packets 

with the same endpoints and ports so that they are 

associated with the same flow. Since its five-tuple 

uniquely describes a flow, after a given packet is 

analyzed, it is grouped with the others which have 

the same L4 protocol, source-destination port, and 

IP pairs. In our design, a flow is strictly related to 

at least one non-dummy packet (A dummy 

packet’s all features appear as -1.), and a 

classification label. 

3.2. Feature Extraction 

In our solution, packets hold almost everything 

one can obtain from a network packet except the 

payload. We exclude capture length, MAC 

addresses, IP addresses, IP Identification, 

fragmentation-related IP fields, and checksums 

since these are not used for classification. Other 

left-out fields are Ethernet type, IP version, and 

Protocol field of IP header, as these are identical 

for all packets (IPv4, 4, TCP/UDP, respectively). 

Packet fields shown in Table 2 directly 

correspond to features to feed into the learning 

model. Valid packet directions are forward and 

backward. TCP fields are all set to 0 for UDP 

packets and vice versa. It is important to note that 

packets lined up in a PCAP file may not represent 

their actual order. That is why epoch time is a 

more reliable reference since it indicates when a 

packet is captured. 

Table 2 Packet fields 

Field Definition 

direction Packet direction 

actualLength Length on wire, frame length 

arrivalTime Epoch time 

ipHeaderLength IP header length (IHL) 

ipTypeOfService Type of Service (TOS) field of IP 

header 

ipTotalLength IP header length + IP data length 

(datagram length) 

ipTimeToLive Time to Live (TTL) field of IP 

header 

tcpSrcPort TCP source port 

tcpDestinationPort TCP destination port 

tcpSeqNumber Sequence number field of TCP 

header 

tcpAckNumber Acknowledgement number field 

of TCP header 

tcpHeaderLength TCP header length (HLEN, data 

offset) 

tcpReserved Reserved field of TCP header 

tcpFlags Flags field of TCP header 

tcpWindowSize Sliding window size field of TCP 

header 

tcpUrgentPointer Urgent pointer field of TCP 

header 

udpSrcPort UDP source port 

udpDestinationPort UDP destination port 

udpLength UDP header length (8 bytes) 

+ UDP data length 

3.3. Creating Train and Test Data 

To create training and testing data, we first 

examine PCAP files under subdirectories of a 

given directory. Subdirectory names get 
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interpreted as labels. After all the PCAPs get 

examined, sample creation will take place, as 

shown in Figure 2. 

 

Figure 2 Sample creation flowchart 

For each flow, a set of samples get created. A 

sample is a flow sequence which is part of a flow 

and consists of at least one non-dummy packet. 

Sequences have a preset length of 10. Thus, flows 

with fewer packets get padded with dummy 

packets (Figure 3). On the other hand, for flows 

with more packets, extra samples are created. To 

be exact, every 10 consecutive packets in a flow 

becomes a sample (Figure 4). Users can choose 

whether they want the data to be balanced per 

label or not. This way, any deprivation an 

imbalanced dataset may cause (e.g., over-fitting) 

can be prevented by under-sampling. If no 

balancing should occur, the algorithm will output 

label weights for the learning model to use. After 

samples are created, (optionally) balanced, then 

shuffled, 85% of them are training data, and the 

rest is testing data. It is crucial to emphasize that 

packets in a sequence must be in order. So, 

shuffling samples only means swapping ten 

packets in bulks. 

 

 

 

Figure 3 Sample creation when the number of 

packets in flow is less than 10 

 

Figure 4 Sample creation when the number of 

packets in flow is greater than 10 

Samples go through one more step before being 

written to the relevant file; feature scaling. 

Equation 1 shows min-max normalization 

(rescaling) formula where xi is the original value 

for ith sample, and xi
0 is the normalized value. This 

requires finding the minimum and maximum 

values for each feature. Note we only consider 

TCP packets for the calculation for TCP-related 

features. Naturally, the same applies to UDP as 

well. Dummy packets are not considered for 

scaling. Next, invalid features are determined. If 

the minimum and maximum values are equal or if 

at least one of them is undefined, the feature is 

invalid. Invalid features will not appear in training 

and testing files. 

𝑥𝑖 
′ =  

𝑥𝑖 − min(𝑥)

max(𝑥) − min(𝑥)
 (1) 

One of the goals of this work is to come up with a 

feasible solution for online classification. To 

properly test this solution, an online environment 

or a realistic simulation is required. Our outputs 

are training and test datasets as CSV files; the test 

data is also extracted as a single PCAP file 

(dummy packets excluded) where its packets are 

shuffled using Algorithm 1. This mixed data is 

more representative of an online setting than data 

in which flow sequences come in sizes of 10 one 

after another. Function nextPacketID ensures that 

packets stay in order in their flows (Figure 5). The 
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new packet series gets dumped to a PCAP file 

beside a text file for each packet label. 

1: function shufflePackets 

2: packets ← [] 

3: availableFlowCount ← size(flows) 

4: while availableFlowCount > 0 do 

5: f ← random(availableFlowCount) 

6: p ← nextPacketID(f) 

7: if ID(p) ≠ −1 then 

8: Add p to packets 

9:       else ► End of flow 

10:          availableFlowCount ← 

availableFlowCount – 1 

11:            Remove f from flows 

12: end if 

13: end while 

14: end function 

Algorithm 1 Algorithm to shuffle packets 

retaining order in their flows 

 

Figure 5 Valid shuffle examples 

3.4. Model Generation 

Our solution includes a Python program that uses 

TensorFlow [31] and Keras [32] libraries. The 

program builds a learning model, trains it with 

given data, and serializes it. The serialized model 

is imported through an API named CppFlow [33]. 

Its first layer, the masking layer, helps disregard 

dummy values, such as values of dummy packets. 

The second layer, LSTM, is the heart of the 

model. LSTM is an RNN variant that utilizes 

gates to decide what to remember and forget from 

information learned so far. Considering its 

success with modeling sequential data, series of 

consecutive packets are also expected to fit in this 

model. Packets of a flow are never entirely 

independent from each other. LSTM might be 

able to figure out dependencies and different 

kinds of relations among data. Dropout is a 

reasonable parameter for an LSTM layer that 

combats with over-fitting by dropping some of the 

gathered information. Last is the dense layer; it 

has a unit for each label, and its activation 

function is SoftMax. This function will assign 

probability values for each unit stating how likely 

is it for this label to be correct. The probabilities 

will add up to 1. Model compilation configuration 

is given in Table 3. 

Table 3 Model compilation configuration 

Optimizer Learning 

Rate 

Loss 

Function 

Metrics 

Adam 0.001 Sparse 

Categorical 

Crossentropy 

Sparse 

Categorical 

Accuracy 

As the LSTM layer of Keras library requires data 

to be in a 3D shape where x is the number of 

samples, y is timesteps or sequence length (10), 

and z is feature count, the input gets reshaped 

accordingly. It is worth noting that the LSTM 

layer can be structured to take varying lengths of 

sequences by setting the input shape parameter’s 

first value as none. However, batch training, 

which reduces training time with the help of 

parallelism, must still contain equal length 

samples. For this reason, padding can be used. 

The batch count parameter for the LSTM layer 

and is set to 128. The output should contain a 
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single label for each sequence instead of each 

packet. 

Large datasets might take a lot of memory and 

other resources of computers. Chunk size is an 

advantageous parameter for this case. It is set to 1 

million, and the model’s fit function runs for each 

chunk. This means 1 million rows are processed 

at a time; for example, if there are 10 million rows 

in total, they are processed in 10 iterations. The 

critical point here is to set the chunk size to such 

a number so that there is enough RAM to handle 

that many rows. Any number higher will result in 

an insufficient memory error. The lower the 

number is, the more the iterations. An optimal 

number can be found by experiment. Another 

parameter for fit is class weight. A class weight 

map associates each label with a coefficient. If 

data is imbalanced, these may help 

underrepresented labels to get noticed more often. 

The required coefficients are outputted during 

train and test data creation. Other than fit, Keras 

provides three more functions for the model: 

compile, predict, and evaluate. Compile builds the 

model based on a given configuration. Evaluate 

assesses the model using the provided test input 

and output. For adequate evaluation, test data 

should be completely different from train data. 

Finally, predict function takes a single input 

sequence and returns the model’s prediction. 

3.5. Testing Offline/Online Classification 

 

Figure 6 Sequence (sample) creation when testing 

For this case, our solution accepts a single PCAP 

file as an input; and three text files: one for each 

packet’s actual/expected label, another for feature 

validities, and valid feature values required for 

normalization. We utilize actual packet labels for 

accuracy calculations, comparing expectations 

with predictions, and creating a confusion matrix. 

Since the learning model learns with a subset of 

features, the same subset must be obtained during 

testing. Similarly, the same scaling technique 

must be applied to data with the values obtained 

when training. Moreover, for normalization, any 

packet value less than the relevant min value will 

be elevated to the min, and a value more than the 

max will be lowered to the max. Unlike when 

train and test data creation take place, sequences 

are created during analysis, not after all packets 

are seen (Figure 6). Thus, each packet can be 

directly sent to the classification model right after 

being analyzed.  

We let the user pick a number which will be the 

number of packets to wait to get a classification 

result. Since the model works with sequences of 

(10) packets, it makes sense to assign this number 

to at least 2. Any sequence having less than this 

number of non-dummy packets will get skipped. 

There is also a limit calculation for probability 

found by the model (Equation 2, L is the number 

of labels.). Packets with predicted results with less 

will be labeled as unknown. This parameter can 

be used to decrease the number of false positives. 

Misclassifications are prevented by setting a 

confidence limit; any prediction with lower 

probability will be classified as unknown, instead 

of accepting the predicted label no matter how 

low the probability is. For instance, for 2 labels (L 

= 2) we required the model to be more than 50% 

(1/L) confident with its prediction. Thus 1.5 is 

selected as the coefficient. 

𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝐿𝑖𝑚𝑖𝑡 =  
1

𝐿
1.5 (2) 

3.5.1. Thread Utilization 

A key factor for online traffic classification 

simulation is packet sender-receiver threads. Two 

threads run throughout the program, one being the 

Deniz Tuana ERGÖNÜL, Onur DEMİR

Real-Time Encrypted Traffic Classification with Deep Learning

Sakarya University Journal of Science 26(2), 313-332, 2022 323



 

 

sender and the other is the receiver. The threads 

work with a shared variable which is a fixed-size 

buffer where packets are stored. The executable 

uses lock mechanisms to prevent race conditions. 

The sender’s job is to fill the buffer until there is 

no packet left. It goes back to the beginning of the 

buffer if the buffer is full and overwrites the old 

content. It also lets the reader know where to start 

reading and how many packets to read. This 

number strictly cannot be greater than the buffer 

size since this implies a packet drop. After every 

sent packet the sender sleeps for 100 nanoseconds 

which is the interpacket gap for a link speed of 1 

Gigabit/second. An interpacket gap defines the 

minimum await time between two packets. On the 

other hand, the reader waits until the buffer is 

nonempty. When it can acquire the lock, it copies 

the relevant part of the buffer pointed by the 

sender. It then forwards the copied packets for 

classification. Thread organization helps answer 

questions such as how many packets can be 

classified in a limited amount of time; how this 

number is related to buffer size, and how much 

time it takes to process a single packet. 

Although sender-receiver threads synchronize 

well, it is nearly impossible to measure the time 

elapsed for a single thread on a Windows 

machine. This study is only interested in the 

reader’s performance, how fast it can process a 

packet and how many packets it can process in a 

time frame. For this reason, to remove the sender 

from the equation, a distribution is generated of 

sent packet amounts from different program runs. 

The type of distribution (e.g., normal, 

exponential) is decided by examining these 

amounts, and the related calculations are made 

(e.g., mean and standard deviation for normal, 

rate parameter for exponential). The runs are done 

with all available cores (12). Random packet 

amounts are generated using the distribution until 

no packet is left. Up to the number of available 

cores, for each random amount, a reader will be 

spawned. For optimization, each thread will be 

assigned to a specific core. Since the external 

library class to represent the model may not be 

thread-safe, each reader has its copy of the model. 

4. TESTS AND RESULTS 

This section describes the dataset used in this 

work and how it is utilized, test scenarios, and 

hardware features; test results for LSTM-FS 

(LSTM with Flow Sequences) are given. 

Comparisons were made among different studies. 

4.1. Dataset 

The experiments use the ISCXVPN2016 dataset 

[10]. The dataset contains all encrypted packets: 

non-VPN, VPN, and Tor samples. Tor is ruled out 

from tests for the sake of simplicity. There exist 

six non-VPN and six VPN categories for chat, 

email, file transfer, P2P, streaming, VoIP. As 

opposed to Draper-Gil et al. [15], this work does 

not include the “browsing” label since the others 

match better with the PCAPs. For the transport 

layer, TCP and UDP are supported, the program 

ignores ICMP and IGMP packets. PCAPs with 

raw IP packets, almost all VPN data, are padded 

with Ethernet headers. Doing this provides a way 

to merge multiple PCAPs with different link 

types. 

4.2. Test Scenarios 

The study by Draper-Gil et al. [15] has four test 

scenarios: A-1, A-2 non-VPN, A-2 VPN, and B, 

as summarized in Table 4. The same scenarios are 

built for the method LSTM-FS to make 

meaningful comparisons. In the first part of 

Scenario A (A-1), the researchers split the dataset 

into two labels, non-VPN and VPN, to feed into 

Weka (Figure 7). In the second part of Scenario A 

(A-2 non-VPN and A-2 VPN), they divide each 

label’s data into six categories and handle both 

separately (Figure 8 and Figure 9). In Scenario B, 

this study uses 12 labels (six non-VPN and six 

VPN categories) to perform classification in one 

step. All experiment scenarios ran both offline 

and online for LSTM-FS. 

Table 4 Test scenarios 

Scenario Labels 

A-1 non-VPN, VPN 

A-2 non-

VPN 

chat, email, file transfer, P2P, streaming, 

VoIP 
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A-2 VPN VPN chat, VPN email, VPN file transfer, 

VPN P2P, VPN streaming, VPN VoIP 

B chat, email, file transfer, P2P, streaming, 

VoIP, VPN chat, VPN email, VPN file 

transfer, VPN P2P, VPN streaming, VPN 

VoIP 

 

Figure 7 Input directory structure for Scenario A-1 

 

 

 

 

 

 

 

 

Figure 8 Input directory structure for Scenario A-2 non-VPN 

 

Figure 9 Input directory structure for Scenario A-2 VPN 
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4.3. Experimental Setup 

4.3.1. Hardware Specifications 

All tests are executed on a commercial PC with 

Intel Core i7-8750H CPU @ 2.20GHz and 16 GB 

RAM. The CPU has 12 cores. 

4.3.2. Data Sampling 

Since it takes too long to process millions of data 

(See Tables 5, 6, 7), LSTM-FS creates sub-

datasets. For every scenario, 10,000 data is chosen 

randomly per label (Figure 10), in a way that 

packet order in sequences is preserved. For its 

tests, it repeats this process five times to generate 

five models. 

Table 5 Scenario A-1 sample distribution before 

sampling 

Label Number of Samples 

nonVpn 20,998,396 

vpn 4,796,577 

 

Table 6 Scenario A-2 non-VPN sample distribution 

before sampling 

Label Number of Samples 

chat 91,509 

email 18,329 

fileTransfer 10,736,535 

p2p 105,031 

streaming 729,343 

voip 7,459,544 

Table 7 Scenario A-2 VPN sample distribution before 

sampling 

Label Number of Samples 

vpnChat 80,497 

vpnEmail 20,132 

vpnFileTransfer 372,354 

vpnP2P 419,646 

vpnStreaming 1,510,282 

vpnVoip 2,393,401 

 

Figure 10 Model generation example (Scenario A-1) 

4.3.3. Parameters 

All LSTM-FS models use the same 17 features. 

Features ipHeaderLength and tcpUrgentPointer 

are discarded by the algorithm since they are the 

same for all chosen samples. The feature scaling 

method is normalization. Dropout is 0.1. The 

sequence length is 10. 75% of the data is used to 

train, 15% to validate, and 10% to test. Class 

weight optional parameter is unused since there 

already exists an equal amount of data per label. 

Chunk size is 1 million, the batch count is 128. 

Epoch count is 1. For scenarios A-2 non-VPN and 

B, Adam learning rate was changed to 0.01 from 

0.001. (This had an impact on accuracy around 

3%.) For online classification, 1 sender and 11 

reader threads test each model first. The goal is to 

decide on an appropriate distribution type for sent 

packet amounts to replace the sender thread. The 

packet buffer is made large enough to prevent 

packet drops. 10 tests run to get average accuracy 

and time results. There is no restriction on how 

many packets LSTM-FS should see before 

classification; every sample immediately enters 

the classification model. A sample is classified as 

unknown if the best probability is under a limit 

which a formula given in Section 3 calculates. 

4.4. Test Results 

Average accuracy results, and average elapsed 

times are shared for all test scenarios. Time values 

presented are in seconds; averaged results denote 
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that the related test ran five times. Accuracy 

column corresponds to correctly classified 

instances percentage; precision, recall, and F-

measure are weighted averages. 

4.4.1. Offline Classification 

Table 8 exhibits the average accuracy results of 

offline classification with LSTM-FS for all 

scenarios. Table 9 shows the average elapsed 

times. 

Table 8 LSTM-FS (Offline) average accuracy results 

Scenario Accuracy Precision Recall F-Score 

A-1 99.818 0.9982 0.9982 0.9982 

A-2 

non-VPN 

97.988 0.9804 0.9799 0.9799 

A-2 VPN 96.828 0.9691 0.9683 0.9683 

B 96.43 0.9658 0.9643 0.9644 

Table 9 LSTM-FS (Offline) average elapsed times 

Scenario Data Generation Training Testing 

A-1 562.73 12.68 2.39 

A-2 

non-VPN 

291.39 25.96 3.54 

A-2 VPN 26.62 28.08 3.73 

B 432.17 68.29 7.36 

4.4.2. Online Classification 

After five runs for the first model, as can be seen 

from Figure 11 that the sender tends to send a low 

number of packets rather than a high number. In 

other words, the sender rarely holds the CPU for 

long and sends a high number of packets at once; 

on the contrary, it releases the CPU quite often, 

resulting in a lower number of piled-up packets. 

The mean and standard deviation is 81.3062 and 

497.534, respectively. The exponential 

distribution fits this data. The rate parameter (λ) 

is 0.0122 (1/μ).  

 

Figure 11 LSTM-FS (Online) Scenario A-1 model 1 

sent packet amounts histogram 

The maximum amount of sent packets is 7,970. 

However, the packet buffer size is decided as 

25,000 since further experiments showed that 

sometimes each reader gets a few packets, then 

the remaining packets are received by the one who 

finishes reading first. 

Table 10 exhibits the average accuracy results of 

online classification with LSTM-FS for all 

scenarios. Table 11 shows the average elapsed 

times. 

Table 10 LSTM-FS (Online) average accuracy results 

Scenario Accuracy Precision Recall F-Score Unknown (%) 

A-1 99.8554 0.9986 0.9986 0.9986 6.93 

A-2 

non-VPN 

94.8119 0.9551 0.9515 0.9506 0.65 

A-2 VPN 83.8309 0.8477 0.8346 0.8319 5.6 

B 88.3211 0.9098 0.8849 0.8874 0.1 

Table 11 LSTM-FS (Online) average elapsed times 

Scenario Testing Packet/Second Packet Processing 

Overhead (msec) 

A-1 14.45 1,856.99 0.5398 

A-2 

non-VPN 

60.81 1,355.75 0.7477 

A-2 VPN 35.73 2,466.01 0.4058 

B 116.89 1,529.62 0.6786 
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4.5. Evaluation 

In the following charts (Figure 12, 13, 14, 15, 16, 

17, 18, 19); LSTM-FS (Offline), LSTM-FS 

(Online) precision and recall values are shown 

together with the work (C4.5) by Draper-Gil et al. 

[15]. They did flow-based classification. They got 

the best accuracy with the C4.5 algorithm. The 

purple columns in the charts correspond to their 

work; the values are from their paper, but there 

may be slight differences as they did not share the 

exact values. The blue columns represent offline 

LSTM results, while the green ones are online 

LSTM results. The reason for choosing precision 

and recall metrics is that Draper-Gil et al. only 

presented these values. They displayed the values 

per label: BRW (browsing), CHAT, STR 

(streaming), MAIL, VOIP, P2P, and FT (file 

transfer). Label BRW is left out from the graphs 

since our work does not contain this label. It can 

be generalized that offline LSTM performs the 

best, followed by online LSTM. Please note that 

the comparison between our method and Draper-

Gil et al.’s could be fairer if we used the same 

labeling. Even though we used the same dataset, 

this was not possible since they did not share how 

they labeled each PCAP file. For example, it is 

unclear which PCAPs they associated with the 

label BRW. 

 

Figure 12 Precision comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario A-1 

 

Figure 13 Recall comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario A-1 

For scenario A-1, this study gives much better 

results than theirs, and there is not much 

difference between offline/online LSTM. As 

precision is related to false positives, we can infer 

that all three algorithms are prone to mislabeling 

as VPN where the actual label is non-VPN. On the 

other hand, a higher recall means a lower number 

of false negatives, which suggests that all three 

algorithms are better at identifying VPN traffic 

than non-VPN. Since there are only two labels for 

this scenario, precision and recall gave similar 

meaning results. 

 

Figure 14 Precision comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario A-2 non-

VPN 
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Figure 15 Recall comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario A-2 non-

VPN 

Scenario A-2 precision results show that except 

for VOIP and P2P our both algorithms excelled 

(especially for CHAT, STR, and MAIL). Offline 

LSTM is generally better than online; for FT, 

online LSTM has the best result. The difference 

between both algorithms stands out for VOIP and 

P2P. Furthermore, for P2P, C4.5 performs better 

than online LSTM. Label CHAT seems to have 

more false positives than the other labels for all 

algorithms. Regarding recall results, online 

LSTM now beat C4.5 for P2P. It means that even 

though C4.5 gives fewer false positives, it gives 

more false negatives for P2P. Interestingly, for 

VOIP, C4.5’s recall result is better than both of 

our algorithms’. C4.5 is especially good at 

differentiating VOIP among other non-VPN 

labels. 

 

Figure 16 Precision comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario A-2 VPN 

 

Figure 17 Recall comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario A-2 VPN 

Offline LSTM stands out for its Scenario A-2 

VPN-CHAT precision result, whereas online 

LSTM performed the worst. For the rest of the 

labels, our algorithms performed much better than 

C4.5. However, VPN-VOIP results are close. 

VPN-MAIL recall result for online LSTM is 

especially low. 

 

Figure 18 Precision comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario B 

 

Figure 19 Recall comparison of [15], LSTM-FS 

(Offline), LSTM-FS (Online) for Scenario B 

C4.5 VOIP and VPN-VOIP precision 

performance are surprisingly not good for 

Scenario B, even though it excelled for Scenario 

A-2 non-VPN and VPN. It can be said that when 

non-VPN and VPN labels are mixed C4.5 

struggles to identify correctly. Both algorithms 

seem to be better at this. Online LSTM especially 

struggles with P2P and VPN-FT. C4.5 VOIP and 

VPN-VOIP recall results are still good; however, 

none of the recall results beat our algorithms. 

Byte Segment Neural Network [27] spends 43 

msec for each data sample at the training phase, 

and the total training time is 123 minutes. On 

average, training takes at most 68.29 seconds with 

LSTM-FS for Scenario B. Thus, processing 

overhead per sample is 0.5 msec, since Scenario 

B consists of 120,000 data. On the other hand, 
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they measured the average time to deal with a 

sample during online classification as 2.97 msec 

and shared that for Securitas [28] this is 7.01 

msec. Packet processing overhead is at most 

0.7477 msec with LSTM-FS for Scenario A-2 

non-VPN.  

5. CONCLUSION 

The problem we tried to attack is to classify 

encrypted packets using the packet headers. An 

LSTM deep learning model trained with features 

that can be taken directly from a network packet 

is presented in this study. The method yields valid 

results regarding both its speed and accuracy, 

outperforming a well-known machine learning 

study. Compared to the only paper that shared its 

online classification results [27], the LSTM 

model presented in this paper gave better results 

in terms of speed. We are confident that this 

model can be used for real life situations. 

The design presented in this study can be easily 

used not only for categorization but also for other 

types of traffic classification (e.g., protocol or 

application classification). All that needs to be 

done is to pre-label the input data correctly and 

introduce these labels to the algorithm. In 

addition, a new feature can be easily added to the 

algorithm, or an existing feature can be removed. 

For these reasons, it can be said that this study will 

be instrumental in paving the way for many future 

studies such as intrusion detection systems. 
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CFD Analysis of Convection Heat Transfer in Corrugated Channels for 

Different Inclination Angle 

Haydar KEPEKÇİ*1, Erman ASLAN2 

Abstract 

Three different geometries have been used in this study, which investigated the effect of 

inclination angle on convective heat transfer in corrugated channels. The corrugated channel 

geometries used have inclination angles of 30°, 45°, and 60°. The finite volume method has 

been used in the study with numerical methods. k-ω, SST, and transition SST have been used 

as turbulence models. The mesh file used in the analysis consists of 192000 cells. The results 

obtained from the calculations using a corrugated channel with a 30° inclination angle have 

been compared with the experimental data. As a result of this comparison, the turbulence model 

to be used for this study has been determined as SST.  SST turbulence model has been used in 

the analyzes made using a corrugated channel with 45° and 60° inclination angles and the results 

have been compared with each other. The Reynolds number ranges from 2225 to 7380. The 

Nusselt number and friction factor have been calculated using the data obtained as a result of 

the analysis. Based on the calculated values, it has been determined that the heat transfer 

increases as the angle of inclination increases in the corrugated channels. It has been also 

observed that the Nusselt number increased as the Reynolds number increased. It has been also 

seen that the analyzes for high Reynolds number gave results closer to the experimental data.  

Keywords: Corrugated channel, inclination angle, heat transfer, turbulence models, Nusselt 

number. 

 

1. INTRODUCTION 

The amount of energy we use is increasing day by 

day due to the fact that technological devices are 

well-established in our lives. This increase in 

demand has led to an increase in energy costs. As 

a result of the home-office working system, which 

has become widespread with the Covid-19 

pandemic, the use of air conditioning devices has 

also increased in order to provide thermal comfort 
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in the building [1]. The use of these devices has 

been also reflected as a heavy burden on 

electricity bills. As a solution to this situation, the 

option of increasing the thermal performance of 

air conditioning devices that provide heat transfer 

has come to the fore. Heat exchangers have a wide 

area of use apart from air conditioning systems 

[2]. Examples of these are petroleum-chemical 

industries, refineries, food industries, and power 

plants. Traditional heat exchangers need to be 
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redesigned in order to both reduce energy costs 

and save energy. One of the studies carried out in 

this context is to increase the use of corrugated 

channels [3]. The use of corrugated channels is a 

suitable method to increase thermal performance 

[4, 5].  

The instability occurring in the thermal boundary 

layers arises when the fluid is flowing from the 

corrugated surfaces. In other words, corrugated 

channels change the modification of the flow by 

means of planes perpendicular to the main flow 

direction, making it turbulent. Thus, they 

significantly increase the heat transfer compared 

to straight channels. In recent years, many 

scientists have conducted experimental and 

numerical studies on the effect of corrugated 

channels on heat transfer. Tokgoz et al. 

investigated the effects of two different phase 

shifts of wavy channels on the flow 

hydrodynamics and the heat transfer rate for 

different Reynolds numbers. They used the PIV 

technique while observing turbulent flows and 

tracking flow velocities. They found that the 

cavity inlets in the corrugated channels create a 

vortex as it accelerates the flow movement and 

this increases the heat transfer. They conducted 

both numerical and experimental studies and 

found that the results they found in the two cases 

have been compatible with each other [6]. 

Aliabadi and Feizabadi investigated the 

hydrothermal performance of the flow using a 

square-section corrugated channel in their study. 

They compared the results of their initial 

calculations with the data in the literature and 

found that they have been suitable. They then 

tested each region of the corrugated channel 

separately and found that the sidewalls prevented 

the development of thermal boundary layers 

along with the flow. They assumed that the flow 

has been laminar in all calculations [7]. 

Ajeel et al. carried out numerical analyzes to 

investigate the effect of a corrugated channel on 

thermal performance in turbulent flows in the 

range of 10,000-30,000 Reynolds numbers. In 

their analysis, they assumed that there are SiO2 

nanoparticles in the fluid medium. As a result, 

they found that the height-to-width ratio has a 

greater effect on increasing heat transfer than the 

pitch-length ratio [8]. Nayak and Weigand 

investigated the effect of corrugated channels on 

the mixing ratio using two different miscible 

liquids with different concentrations. As a result 

of their studies, they observed that the pressure 

change has a great effect on the regions that 

provide zero gradients throughout the fully 

developed regions. They also determined that a 

high convective zone should be created in order 

to increase the temperature of the liquids in the 

channel [9]. 

In their study, Ionescu and Neagu investigated the 

effect of the sinusoidal wavy corrugated channel 

model on heat transfer. In this study, a finite 

element method-based CFD program has been 

used. They kept the channel length and 

wavelength constant in their simulations. The 

modified lengths have been the width and 

amplitude of the channel. As a result, they have 

seen that the thickness of the lower wall has a 

great effect on the Nusselt Number in sinusoidal 

wavy corrugated channel geometry [10] Ahmed 

et al. investigated convective heat transfer 

numerically and experimentally by using 

nanofluids in trapezoidal, sinusoidal, and straight 

corrugated channels. The Reynolds number they 

used in their numerical analysis is in the range of 

400-4,000 and they used the SIMPLE algorithm 

in the solutions. As a result, they found that the 

trapezoidal slotted channel provides the highest 

heat transfer increase, followed by the sinusoidal 

slotted channel and the straight slotted channel. 

They also found that the numerical results have 

been in good agreement with the experimental 

data [11]. 

Pehlivan et al. experimentally investigated the 

heat transfer rate using a sinusoidal slotted 

channel. In their study using different undulation 

angles, they accepted the Reynolds number 

between 1,500-8,000. They concluded that 

increasing the slotted angle accelerated the heat 

transfer [12]. In their study, Yin et al. investigated 

heat transfer and flow properties by using 

corrugated sinusoidal wavy channels for the 

different phase shifts between upper and lower 

wavy plates with the same diameter. During the 

calculations, the Reynolds number has been 

accepted as 2,000-10,000 and the Pr number as 
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0.696. As a result, they have seen that although 

the use of corrugated ducts increases the pressure 

loss, it will also increase the heat transfer due to 

its effect on the Nusselt number. They also found 

that the effect of phase shift on heat transfer is 

more pronounced in the high Re region of the 

slotted channels than in the low Re region [13]. 

Elshafei et al. experimentally investigated the 

convective heat transfer and pressure drop 

properties of flow in corrugated channels. 

Experiments have been carried out on channels 

with a constant groove ratio in the range of 3,220-

9,420 Reynolds numbers. As a result, they found 

that the results of corrugated channel flow create 

a significant increase in heat transfer with the 

penalty for increased pressure drop. They also 

considered the effects of spacing and phase shift. 

They found that the friction factor increased with 

increasing channel spacing and phase shift. They 

noticed that the effect of gap changes on heat 

transfer has been more pronounced than phase 

shift change, especially at a high Reynolds 

number [14]. 

Ahmed et al. numerically investigated the forced 

convection heat transfer of a copper-water 

nanofluid in a trapezoidal corrugated channel. 

The momentum and energy equations they used 

have been discretized using the finite volume 

approach and they have been solved iteratively 

using the SIMPLE technique. As a result, they 

found that as the wavelength of the corrugated 

channel decreases, the average Nusselt number 

increases, and the pressure drop decreases [15]. 

Naphon conducted an experimental study to see 

the heat transfer and pressure drop in the 

corrugated channel under constant heat flux. 

Three channels with two opposing corrugated 

plates have been used during the experiments. The 

inclination angles of the channels, each of which 

has a height of 12.5 mm, have been chosen as 20°, 

40° and 60°. Experiments have been made for the 

Reynolds number range of 500-1,400. As a result, 

he found that the corrugated surface has a 

significant effect on increasing the heat transfer 

and pressure drop due to the presence of 

recirculation zones [16].  

The aim of this study is to determine the effect of 

inclination angle on convective heat transfer in 

corrugated channels. For this reason, numerical 

analyzes have been made using three different 

corrugated channel geometries and the results 

have been compared among themselves. First, 

numerical calculations have been made for the 

corrugated channel with a 30° inclination angle. 

During these calculations, different turbulence 

models have been used, namely k-ω, SST, and 

transition SST. The results obtained from these 

analyzes have been compared with the 

experimental data [17].  By determining the 

turbulence model that gives the closest result to 

the experimental data, analyzes have been made 

for corrugated channels with 45° and 60° 

inclination angles. Finally, the obtained results 

have been compared with each other and the 

effect of inclination angle on heat transfer has 

been investigated. 

2. NUMERICAL METHOD 

During this study, buoyancy forces have been not 

taken into account while performing numerical 

analysis. Geometry has been considered as two-

dimensional while calculations have been made. 

Corrugated channels with different inclination 

angles have been drawn in the SolidWorks 

program and the mesh file created by dividing into 

grids has been created using the Pointwise 

program. This study has been carried out with 

numerical method and ANSYS Fluent, one of the 

most common computational fluid dynamics 

(CFD) programs in the market, has been used. The 

use of CFD analysis has been increasing in recent 

years. The reason for this is that it is cheaper and 

more practical than experimental studies. One of 

the most important parameters in all scientific 

studies is time [18]. The use of CFDs provides 

significant time savings. The most commonly 

used turbulence models in programs with CFD 

codes suitable for different flow characteristics 

are those based on Reynolds Average Navier 

Stokes [19]. There are basically two of these 

models, k-ω, and k-ε. The k-ε model gives more 

accurate results in regions where the boundary 

layer is weak, and the k-ω model in other regions. 

The SST model, which emerged as a combination 

of these two models, is frequently preferred 

among RANS-based methods [19]. While 

entering convergence criteria values, 10-8 is taken 

Haydar KEPEKÇİ, Erman ASLAN

CFD Analysis of Convection Heat Transfer in Corrugated Channels for Different Inclination Angle

Sakarya University Journal of Science 26(2), 333-341, 2022 335



for energy equations, while this value is 

determined as 10-6 for other equations. It is 

assumed that the turbulence intensity at the 

entrance of the channel is 4% and the mixing 

length is equal to 30% of the hydraulic diameter. 

These values have been obtained with 

experimental data.  

2.1. General situation definition 

The appearance of the symmetrical corrugated 

channel with different inclination angles used in 

this study is shown in Figure 1. 30°, 45°, and 60° 

have been selected as the inclination angle values. 

The a, b, and Hmin lengths of the channels used 

in the study have been taken from the 

experimental study as 5 [mm], 2.5 [mm], 5 [mm], 

respectively. The length S is obtained from the 

drawn channel geometries as 17.32 [mm] for 30o, 

10.231 [mm] for 45o, and 5.77 [mm] for  60o. 

The development of the flow in the channel and 

the temperature distributions have been observed 

and the effect of different inclination angles on 

increasing the heat transfer has been examined. 

During the study, the Reynolds number varies 

between 2,100 and 7,600. Prandtl number (Pr) has 

been accepted as 0.7 in all analyzes. 

 

Figure 1 Corrugation channel with the parameters 

[20]  

Maximum channel height is taken by,  

𝐻𝑚𝑎𝑥 = 2𝑏 

The minimum channel height is described as, 

𝐻𝑚𝑖𝑛 = 2(𝑏 − 𝑎) 

2.2. Meshing 

In order to be able to solve using the CFD 

program, it is necessary to create a mesh file by 

dividing the workpiece into grids [21]. More than 

one mesh file is created and analyzes are made 

using the same parameters. The results of the 

analyzes obtained are compared among 

themselves, and the file with less grid than those 

that give close results is selected and used in 

numerical analyzes using different parameters. 

This process is called mesh independence [21]. 

Mesh independence has been not performed in 

this study. The reason for this is that it is known 

that a mesh file containing 192,000 grid cells has 

been used in a similar study done before. Time is 

saved by not repeating the same process. It is 

necessary to pay attention to some parameters in 

the process of creating a mesh file. One of them is 

the y+ value. The y+, which means the mesh 

fineness in the area close to the wall, indicates the 

sensitivity of the created mesh file. As the 

sensitivity of the y+ value increases, the accuracy 

of the results obtained from the CFD analysis also 

increases [22]. In this study, the y+ value has been 

determined as 0.6. The small value of this value 

increased the sensitivity of the results of the 

analysis. A close view of the grid cells created in 

the mesh file is given in Figure 2. 

 

Figure 2 The close-up of mesh cells 

2.3. Dimensionless Numbers 

In this study, two different parameters have been 

selected and calculated in order to evaluate the 

effect of the peak angle of the corrugated channels 

on the heat transfer. These have been determined 

as Nusselt number and friction factors. The results 

obtained from the numerical analyzes have been 

compared with the experimental data. When the 

experimental setup has been examined, it has been 

observed that the flow in the corrugated channel 

became regular in the last three nodes. For this 

reason, the values used in calculating the Nusselt 

number and friction factor have been taken from 

those regions at the end of the numerical analysis. 

The calculation of the Nusselt number (Nu) is 

given in Eq. 1; 
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Nu =
h.Dh

k
                                                   (1) 

k and h represent thermal conductivity and heat 

transfer coefficient, respectively [20]. 

The formula for the heat transfer coefficient (ℎ) 

calculated by integrating the last three cycles of 

the channel is given in Eq. 2; 

h =
1

3S
∫ hxdx

S

0
                                         (2) 

The calculation of the friction factor (f) is given 

in Eq. 3; 

f = −
dP

dx
Dh

1

2
⁄ ρuo

2                                             (3) 

ρ and uo represent density and velocity, 

respectively [20]. 

3. RESULTS 

In Figure 3. the predictions of the axial velocity 

distribution of the calculations made with the SST 

turbulence model in three corrugated channel 

geometries are channels with (a) 60°, (b) 45° and 

(c) 30° inclination angles. During the calculations 

in which these figures have been taken, the 

velocity and Reynolds number have been 

accepted as 6.8 m/s and 7380, respectively. It is 

seen that the place where the flow fully develops 

is the cycle in the last parts of the channel. It has 

been determined that the flow in the corrugated 

channel with a 60° inclination angle is higher 

velocity than the flow in the other two-channel 

geometries. In the analyzes made, it has been seen 

that the corrugated channel geometry with a 45° 

inclination angle is also faster than the flow in the 

channel with a 30° inclination angle. In addition, 

it is seen that the turbulent region in the 

corrugated channel with an inclination angle of 

60° is wider than the other channels. Therefore, 

the flow with the highest Nusselt number is 

obtained from the corrugated channel with a 60° 

inclination angle, followed by the flows in the 

corrugated channels with 45° and 30° inclination 

angles, respectively. 

 

Figure. 3 Axial velocity by SST turbulence model for 

the corrugated channel (a) with a 60° inclination 

angle, (b) with a 45° inclination angle, (c) with a 30° 

inclination angle 

In Fig. 4. the predictions of the temperature 

distribution of the calculations made with the SST 

turbulence model in three corrugated channel 

geometries are channels with (a) 60°, (b) 45°, and 

(c) 30° inclination angles. During the calculations 

in which these figures have been taken, the 

velocity and Reynolds number have been 

accepted as 6.8 m/s and 7380, respectively. It is 

seen that the place where the flow fully develops 

is the cycle in the last parts of the channel. The 

last sections of the corrugated channels are called 

the recirculation zone, and it is seen that the cold 

fluid coming from the channel mixes more 

intensely with the hot fluid near the boundary 

layer. This situation causes the highest 

temperature change values in the channels to be 

encountered at the wall edges. It is seen that the 

temperature gradients increase in the recirculation 

regions in parallel with the increase in the angle 

of inclination in the corrugated channels. These 

wall temperatures are among the factors that 

increase heat transfer. Therefore, the flow with 

the highest heat transfer efficiency has been seen 

in the corrugated channel with a 60° inclination 

angle, followed by the corrugated channel with a 

45° and 30° inclination angle, respectively. 
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Figure 4 Temperature by SST turbulence model for 

the corrugated channel (a) with a 60° inclination 

angle, (b) with a 45° inclination angle, (c) with a 30° 

inclination angle 

In order to compare the data obtained from this 

study with the experimental results (Aslan et al., 

2016), the analyzes for the corrugated channel 

with a 30° inclination angle have been used. It has 

been researched which turbulence model would 

give the best results and it has been aimed to 

determine the model to be preferred in the next 

analysis. The turbulence models used in 

comparison with the experimental results have 

been determined as k-ω, SST, and transition SST. 

Nusselt number and friction factor values 

obtained from the numerical analysis results using 

these turbulence models have been compared 

with the experimental data and are given 

graphically in Figure 5 and Figure 6, respectively. 

In Figure 5, the Nusselt number increased in 

parallel with the Reynolds number. In addition, it 

has been determined that the results obtained from 

the analyzes using the high Reynolds number are 

more accurate than the analyzes using the low 

Reynolds number. This inference has been made 

by looking at the Reynolds values in Figure 5, 

where the Nusselt number obtained by calculating 

from the results of the numerical analysis 

approaches the experimental values. When the 

graph given in Figure 6 is examined, it is seen that 

the friction factor values obtained from the 

analyzes using different turbulence methods 

increase in parallel with the Reynolds number. It 

has been observed that the values obtained from 

the transition SST turbulence model have been 

much higher than the experimental data and the 

values obtained from the k-ω model have been 

much lower than the experimental data. It has 

been determined that the friction factor values 

obtained from the SST turbulence model are more 

successful in approaching the experimental data 

than other turbulence models. It has also been 

observed that numerical analyzes at high 

Reynolds numbers give more accurate results. In 

addition, both Figure 5 and Figure 6 show that the 

closest values to the experimental results have 

been obtained from the numerical analyzes using 

the SST turbulence model. For this reason, SST 

has been chosen as the turbulence model in the 

analyzes made for the corrugated channel with 

45° and 60° inclination angles. 

 

Figure 5 Comparison of Nusselt numbers from 

different turbulence methods 

 

Figure 6 Comparison of friction factor from different 

turbulence methods 

Figure 7 shows the Nusselt numbers obtained as a 

result of the calculations of corrugated channels 

with 30°, 45°, and 60° inclination angles using the 

SST turbulence method. According to this graph, 

the Nusselt number increases as the inclination 

angle increases in corrugated channels. In this 

case, it is concluded that the heat transfer is more 

efficient in channels with high inclination angles. 
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Figure 7 Comparison of Nusselt numbers from 

different inclination angles methods 

In Figure 8, the friction factor values obtained as 

a result of the calculations of corrugated channels 

with 30°, 45°, and 60° inclination angles using the 

SST turbulence method are shown in the graph. 

According to this graph, the friction factor value 

decreases as the inclination angle increases in 

corrugated channels. In addition, in the analyzes 

made for high Reynolds number, it is seen that the 

friction factor value gives close results. This has 

been interpreted as the effect of inclination angle 

on the friction factor losing its importance when 

the velocity of the flow increases in corrugated 

channels. 

 

Figure 8 Comparison of friction factor from different 

inclination angles methods 

4. CONCLUSIONS 

In this study, numerical analyzes have been made 

by modeling corrugated channels with different 

inclination angles and the effect of inclination 

angle on heat transfer has been investigated. The 

inclination angles of the modeled corrugated 

channels have been determined as 30°, 45°, and 

60°. Corrugated channel geometry with a 30° 

inclination angle has been drawn and analyzes 

have been made using three different turbulence 

models. These turbulence models have been 

chosen as k-ω, SST, and transition SST. They 

have been chosen because they are the most 

frequently used turbulence models in RANS-

based studies in the literature. The Nusselt 

number and friction factor have been calculated 

using the data obtained from the analysis results. 

Calculated values have been compared with 

experimental data. As a result, it has been 

determined that the accuracy rate of the SST 

turbulence model is higher than other RANS 

based models. It has been decided to use the SST 

turbulence model in the analyzes of the 

corrugated channels with different inclination 

angles to be made from now on. Then, corrugated 

channel geometries with 45° and 60° inclination 

angles have been created and analyzes have been 

made using the SST turbulence model. Nusselt 

number and friction factor values have been 

calculated using the data obtained from the 

analyzes. The obtained values have been 

compared with each other. As a result of the 

study, the following information has been 

obtained; 

- The inclination angle in corrugated 

channels is an option that can be used to 

increase heat transfer. 

- If any numerical analysis is to be done for 

corrugated channels, the most suitable 

RANS-based turbulence model is SST. 

- If the velocity of the flow is increased to 

increase the Reynolds number in 

corrugated channels, the Nusselt number 

will also increase and the heat transfer will 

increase. 

- Increasing the angle of inclination in 

corrugated channels has a positive effect 

on heat transfer. 

- As the inclination angle increases in the 

corrugated channels, the friction factor 

value decreases. 

Many studies can be done on this subject by 

modifying the corrugated channel geometries. 

The next study will be calculations using 
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sinusoidal channels and comparison with the 

results of this study. 
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Site Calibration of a Temperature-based Model for Estimating the Global Solar 

Radiation   

Ceyda AKSOY TIRMIKÇI*1 

Abstract 

In this paper, a commonly used global solar radiation (GSR) model is locally calibrated and 

tested for Kartepe, Kocaeli station. The coefficients of the model are calibrated for monthly and 

yearly by performing a regression analysis using the measured temperatures. Regression 

analysis results for both models provide that correlating the clearness index with the second 

degree of maximum temperature divided by minimum temperature gives the best accuracy for 

the selected location. Besides, the estimation results for each month indicate that the monthly 

calibrated coefficients provide very accurate results in terms of statistical errors. Moreover, 

seasonal calibration and yearly calibration of the model give less accurate predictions. The 

simple and accurate results by monthly calibrated models using this approach can be used in 

designing and evaluating solar energy applications in the absence of accurate sunshine data.  

Keywords: Maximum temperature, minimum temperature, global solar radiation, regression, 

calibration 

 

1. INTRODUCTION 

Solar energy systems have become one of the best 

technical and economical solutions to meet 

increasing energy demand in many parts of the 

world in a sustainable, secure and clean way [1]. 

The first step in designing solar energy 

applications is to assess the availability by 

accurate solar radiation data. In current literature, 

there are many solar radiation models to estimate 

the total solar radiation on a tilted surface 

accurately [2]. However, solar radiation records 

are not always available due to high cost, and 

maintenance requirements [2, 3]. Therefore, there 

are various solar radiation models estimating 

solar radiation components from available 

measured meteorological variables [4-8]. These 
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models are based on empirical correlations 

between sunshine fractions and commonly 

measured meteorological parameters including 

maximum temperature, minimum temperature, 

mean temperature and relative humidity.  

Hargreaves and Samani suggested a very simple 

model using maximum temperature and minimum 

temperature to predict clearness index and global 

solar radiation on horizontal surfaces [8]. Several 

studies proposed modifications of the very simple 

model of Hargreaves and Samani. Bristow and 

Campbell introduced a model correlating 

clearness index with temperature difference 

exponentially [9]. Prieto et al. developed a 

location based model defining clearness index as 

a function of temperature difference and 
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minimum temperature [10]. Pandey and Katiyar 

proposed a new model expressing clearness index 

as a second degree function of the ratio between 

maximum temperature and minimum temperature 

[11]. 

In this paper, a commonly used temperature 

model proposed by Pandey and Katiyar [11] is 

selected to estimate global solar radiation, since 

air temperature measurement is available almost 

all over the world. The aim of this paper is to 

calibrate a simple temperature based model 

correlating clearness index with maximum and 

minimum temperatures for estimating monthly 

mean global solar radiation on horizontal surface 

with high accuracy. For this purpose, a common 

and simple model is selected from the literature 

and the coefficients of the model are calibrated by 

performing a regression analysis using the 

measured maximum and minimum temperatures 

of Kartepe, Kocaeli monthly, seasonal and yearly. 

Meteorological data of the location for each day 

of 2020 is used to determine the site calibrated 

coefficients. The modified model is tested in 

terms of common statistical indicators, Root 

Mean Square Error (RMSE) and Mean Absolute 

Percentage Error (MAPE). The results of the 

paper indicate that monthly specific calibration 

improves the accuracy of the model greatly, since 

the clearness index is dependent on the functional 

relationship between the maximum and minimum 

temperature variables. 

2. METHODOLOGY 

In this paper, a polynomial function using Tmax 

and Tmin variables is selected from the current 

literature to estimate clearness index for Kartepe, 

Kocaeli [11]: 

𝐾𝑡 = 𝑎1 + 𝑎2
𝑇𝑚𝑎𝑥

𝑇𝑚𝑖𝑛
+ 𝑎3(

𝑇𝑚𝑎𝑥

𝑇𝑚𝑖𝑛
)2                             (1)       

The clearness index, Kt, is the global radiation (H) 

divided by the extra-terrestrial radiation (H0). The 

extra-terrestrial solar radiation is defined as 

follows [12-15]:  

𝐻0 =
24𝑥3600

𝜋
𝑥𝐺0                                               (2)  

𝐺0 = 𝐺𝑠𝑐𝑥 (1 + 0.33𝑥𝑐𝑜𝑠
360𝑥𝑛𝑑𝑎𝑦

365
) 𝑥𝑘            (3) 

𝑘 = (𝑐𝑜𝑠𝜑𝑥𝑐𝑜𝑠𝛿𝑥𝑠𝑖𝑛𝑤𝑠 +
𝜋𝑥𝑤𝑠

180
𝑥𝑠𝑖𝑛𝜑𝑥𝑠𝑖𝑛𝛿)(4) 

where Gsc, nday, ϕ, δ and ws are the solar constant, 

the number of the day of the year, the latitude, 

solar declination and the sunrise hour angle for 

horizontal surface, respectively. Gsc, the total 

solar irradiation at the top of the atmosphere, is 

1360.8 ± 0.5 W/m2 [16]. 

The coefficients of Equation 1 are locally 

calibrated by performing regression analysis 

technique with daily measured maximum and 

minimum temperature values of August 2020. 

Then, the model is tested by using the measured 

solar radiation values of the same period in terms 

of Root Mean Square Error (RMSE) and Mean 

Absolute Percentage Error (MAPE). All local 

parameters are obtained from Meteoblue Weather 

History. 

The RMSE is a commonly used measure 

determining the standard deviation of the 

estimation errors. The formula of the RMSE is as 

follows: 

𝑅𝑀𝑆𝐸 = √(𝐸𝑉 − 𝑀𝑉)2                                    (5)  

The MAPE is also a commonly used measure 

determining the estimation accuracy of a 

forecasting model. The formula of MAPE is as 

follows: 

𝑀𝐴𝑃𝐸 = |
𝐸𝑉−𝑀𝑉

𝑀𝑉
|                                               (6) 

where EV and MV are estimated value and 

measured value respectively.    

3. RESULTS AND DISCUSSION 

Calibrated values of a1, a2 and a3 in Equation 1 for 

each month are given in Table 1. According to the 

Table 1, clearness index of the selected location is 

correlated with the second degree of maximum 

temperature divided by minimum temperature. 

Table 2 indicates the measured temperature and 

radiation values at the location in August 2020. 

Estimated radiation and RMSE values using the 
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presented monthly temperature model are given 

in Table 3. 

Table 1 Site-calibrated monthly coefficients  

Month a1 a2 a3 

January 0 0 0.031 

February 0 0 0.0546 

March 0 0 0.0855 

April 0 0 0.0736 

May 0 0 0.1358 

June 0 0 0.2090 

July 0 0 0.2803 

August 0 0 0.256 

September 0 0 0.2394 

October 0 0 0.1761 

November 0 0 0.0990 

December 0 0 0.0991 

Table 2 Monthly minimum and maximum 

temperatures (°C) and global solar irradiation on 

horizontal surface at Kartepe (kWh/m2.day) [17] 

Month Maximum 

Temperatu

re  

Minimum 

Temperatu

re  

Shortwave 

Radiation 

January 9.762 2.81 1.532 

February 13.51 4.55 2.646 

March 15.44 6.65 3.456 

April 17.42 6.37 5.257 

May 23.54 11.893 5.853 

June 27.502 16.697 6.574 

July 28.611 19.954 6.499 

August 30.356 19.247 6.411 

September 28.864 19.131 4.466 

October 25.144 14.525 3.210 

November 15.967 7.263 2.105 

December 14.913 7.514 1.4322 

Table 3 Monthly model performance evaluation at 

Kartepe: global solar irradiation on horizontal surface 

at Kartepe (kWh/m2.day), RMSE (%) and MAPE(%) 

Month Estimated 

radiation 

RMSE MAPE 

January 1.5313 7.462x10-4 4.569 x10-4 

February 2.6472 12x10-4 4.535 x10-4 

March 3.4556 3.793 x10-4 1.157 x10-4 

April 5.2581 11x10-4 2.092 x10-4 

May 5.8546 16x10-4 2.733 x10-4 

June  6.5752 12x10-4 1.825 x10-4 

July 6.4987 2.973 x10-4 4.616 x10-4 

August 6.4107 3.264x10-4 4.679 x10-4 

September 4.4653 7.354x10-4 1.567 x10-4 

October 3.2102 2.102 x10-4 6.230 x10-4 

November 2.105 4.743 x10-6 0 

December 1.4322 1.786 x10-4 0 

Table 3 indicates that using the calibrated values 

for a specific location and a short period provides 

the highest accuracy. However, the coefficients 

depend on the functional relationship between 

maximum and minimum temperature variables 

and a3 tends to rise in warmer periods.  

Table 4 Seasonal model performance evaluation at 

Kartepe: global solar irradiation on horizontal surface 

at Kartepe (kWh/m2.day), RMSE (%) and MAPE(%) 

Month Estimated 

radiation 

RMSE MAPE 

January 2.4599 0.9279 0.3772 

February 2.4144 0.2316 0.0959 

March 4.0975 0.6415 0.1566 

April 7.2338 1.9768 0.2733 

May 4.3625 1.4905 0.3417 

June  7.7737 1.1997 0.1543 

July 5.7290 0.7700 0.1344 

August 6.1903 0.2207 0.0357 

September 3.3406 1.1254 0.3369 

October 3.2651 0.0551 0.0169 

November 3.8081 1.7031 0.4472 

December 0.7197 0.7125 0.9900 

Table 5 Yearly model performance evaluation at 

Kartepe: global solar irradiation on horizontal surface 

at Kartepe (kWh/m2.day), RMSE (%) and MAPE(%) 

Month Estimated 

radiation 

RMSE MAPE 

January 2.7060 1.1740 0.7663 

February 7.6554 5.0094 1.8932 

March 6.3933 2.9373 0.8499 

April 11.2867 6.0297 1.1470 

May 6.8067 1.2237 0.1629 

June  4.9675 1.6066 0.2444 

July 3.6609 2.8381 0.4367 

August 3.9557 2.4553 0.3830 

September 2.9451 1.5209 0.3406 

October 2.8786 0.331 0.1032 

November 3.3574 1.2524 0.5950 

December 2.2819 0.8499 0.5933 

Seasonal calibrated values of a1, a2 and a3 in 

Equation 1 are 0, 0, 0.0498 for winter (December-

February), 0, 0, 0.1012 for spring (March-May), 

0,0, 0.2471 for summer (June-August) and 0, 0, 

0.1791 for autumn (September-November). 

Calibrated values of a1, a2 and a3 in Equation 1 for 

a year is obtained as 0, 0, 0.1579 respectively.  
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These results are coherent with monthly 

calibration results. Correlating the clearness index 

with the second degree of maximum temperature 

divided by minimum temperature gives the best 

estimations for the selected location. 

Estimated radiation and statistical indicators 

using the presented seasonal and yearly 

temperature models are given in Table 5 and 

Table 6. Table 5 and Table 6 prove that the 

accuracy of the model decreases significantly 

with coefficients calibrated for a longer period. 

Since the ability of the model to estimate global 

solar radiation determines the design parameters 

of a solar energy application, sensitive 

calibrations for shorter periods are vital for 

temperature based models.  

4. CONCLUSION 

In this paper, a commonly used global solar 

radiation model is locally calibrated and tested for 

Kartepe, Kocaeli station. The coefficients are 

calibrated monthly, seasonal and yearly. 

Regression analysis results for both models 

provide that correlating the clearness index with 

the second degree of maximum temperature 

divided by minimum temperature gives the best 

accuracy for the selected location.  Monthly 

calibrated models provide very high accurate 

results with RMSE and MAPE almost zero. 

However, the coefficients are highly dependent 

on the changes in maximum and minimum 

temperatures. Therefore, values of statistical 

indicators increase with seasonal and yearly 

models. In seasonal approach, RMSE is 

calculated between 0.0551 and 1.9768. MAPE of 

the estimated values by the same approach varies 

between 0.0169 and 0.9900. The accuracy 

decreases with yearly calibrated coefficients with 

RMSE from 0.331 to 6.0297 and MAPE from 

0.1032 to 1.1470 in the same approach. The 

results prove that calibrating the models for short 

periods of time improves the accuracy and 

promises the best results for statistical indicators.  

It is a fact that measurements of solar radiation 

and its components are not always available due 

to the high cost and maintenance requirements. 

Temperature based models are the best 

alternatives in the absence of sunshine data to 

estimate solar radiation and its components. 

However, the accuracy of these models depend on 

the functional relationships between temperature 

parameters. This paper proposes that monthly 

calibrated temperature coefficients of clearness 

index equations can be employed in the design 

and evaluation stages for any solar energy 

application. 
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Seismic Performance Evaluation and Retrofit of Liquid Storage Tanks- 

Case Study 

Bülent ERKMEN*1 

Abstract 

Seismic performance of existing liquid pentane storage tanks located in a tank farm in Turkey 

Kocaeli region, which is a high seismic region, is studied. The tanks are free-to-slide on their 

existing reinforced concrete foundation. The tanks seismic performance is evaluated based on 

the 2018-Turkish Building Seismic Code and API 650 provisions using three-dimensional (3D) 

finite element methods with nonlinear time-history analysis. The developed FE model for 

seismic performance assessment of the existing tanks includes tank-foundation dynamic 

interaction, tank supports uplifting, and sliding over the foundation. The study revealed poor 

and inadequate seismic performance for the existing tanks due to lack of tank foundation-

anchorage. A practical seismic retrofit strategy is developed to anchor the tanks to the existing 

reinforced concrete foundation. Prefabricated and field-welding free steel split sleeves are 

developed for the tank anchorage. The retrofitted tank seismic performance is evaluated to 

verify the proposed retrofit strategy and its effects on tank seismic behavior. The base shear and 

uplift reactions for the retrofitted tank are monitored for the anchorage design. Tank top drift, 

which is an important seismic performance parameter for tank piping, and tank steel material 

yielding are also checked to verify adequacy of the proposed retrofit strategy.  

Keywords: Liquid storage tanks, tank sliding, tank uplift, seismic 

 

1. INTRODUCTION 

This paper presents seismic performance 

evaluation of existing liquid pentane storage tanks 

located in a tank farm in Kocaeli region of Turkey 

and their seismic retrofit. The tank location is a 

high seismic region hit by the 1999 Kocaeli 

earthquake, which caused severe damage to the 

industrial facilities and liquid storage tanks as 

well as devastating fires in the region. Liquid-

storage tanks are crucial part of the modern 

industrial facilities. Therefore, liquid-storage 

tanks filled with hazardous liquids such as oil, oil 
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derived products, chemicals, petrochemical, and 

food processing liquids are in widespread. Failure 

of such tanks has frequently resulted in spillage of 

toxic material with disastrous effects and fires 

following explosions as occurred following the 

1994 Northridge, the 1995 Kobe, 1999 Kocaeli, 

and the 2011 Eastern Japan earthquakes [1-3]. 

Therefore, when such tanks are located in 

earthquake prone regions, they should remain 

functional, or the damage should be at acceptable 

levels after earthquakes [4-6]. 
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Liquid storage tanks seismic design provisions in 

current design codes such as API 650 [5], Turkish 

Code [6], and Eurocode 8 [7] are based on a 

mechanical spring-mass analogy developed by 

Graham and Rodriguez [8], Jacobsen [9], and 

Housner [10] for rigid tanks; and modified by 

Haroun and Housner [11] for flexible tanks. The 

mechanical model also known as spring-mass 

model shown in Figure 1 is based on liquid 

behavior under seismic loads. The part of the 

liquid located in the lower part of the tank, which 

is called impulsive component, is assumed to 

move with the tank under seismic loads. This 

component typically has natural period of 

vibration (Ti) in the range of 0.1 to 0.4 seconds [8, 

8, 12]. The other part of the liquid located in the 

upper part of the tank is called convective 

component, and it is assumed to freely vibrate to 

form liquid sloshing in the tank during seismic 

loading. The convective component has longer 

natural period of vibration (Tc) between 3 and 10 

seconds depending on the tank dimensions and 

liquid level [4, 5, 12].  

 
Figure 1 Spring-mass model for liquid storage tanks 

Seismic behavior of liquid storage tanks is very 

complex due to liquid-structure dynamic 

interaction, liquid sloshing, and tank foundation 

interaction. The mechanical spring-mass tank 

model considerably simplifies computation of 

liquid storage tanks seismic behavior. Although 

this modelling approach is not sufficient to 

monitor change in the liquid level and liquid-

structure interaction due to liquid sloshing, the 

approach is computationally cheap, simple to 

develop, and adequate for the main objective of 

this study [13-17].  

The spring-mass model for the pentane tanks is 

developed using API 650 seismic provision [5]. 

The required parameters, which are shown in 

Figure 1, are the convective (MC) and impulsive 

mass (MI) values of the liquid, the elevations (HI 

and HC) at which they should be connected to the 

tank walls, and the spring constants for both 

masses. The damping for tanks has generally been 

assumed to be at the order of 0.5% for convective 

and 2-5% for impulsive modes.  

This paper discusses seismic performance of 

liquid pentane tanks located in an industrial 

facility in Kocaeli region. The region is 

seismically active with large earthquakes, and the 

tank farm is in the vicinity of the North Anatolian 

fault. The tanks were post-installed on an existing 

concrete mat foundation, which was designed and 

provided to support various liquid storage tanks. 

Because the pentane tanks are post-installed, they 

are not anchored to the existing foundation. In 

other words, the tanks rest on the foundation, and 

they are free to slide and uplift. Seismic 

performance evaluation of the tanks showed that 

their seismic performance is not adequate due to 

tank structural damage resulting from tank sliding 

and uplifting. Therefore, a practical seismic 

retrofit strategy is developed to anchor the tanks 

to the existing reinforced concrete foundation. For 

this, prefabricated and field-welding free steel 

split sleeves are developed for the tank anchorage 

due to welding restrictions and explosion/fire 

risks at the facility. The study compares seismic 

performance of the tanks before and after the 

retrofitting. A simple and effective post 

anchorage detail is presented, which can be 

employed where such tanks need to be installed 

on existing foundations.  

2. EXISTING AND UPGRADED PENTAN 

TANKS 

A general view and dimensions of the pentane 

tanks are given in Figure 2. The tanks are vertical 

cylindrical type with a diameter of 382 cm and a 

total height of 1195 cm. The tanks are supported 

with six stand-supports, which are made of 36 cm 

diameter steel pipe with a wall thickness of 9.5 

mm. The tank shell thickness is 10 mm for top 

end-dome and cylindrical part and 14 mm for the 

bottom end-dome. The steel grade used for the 

tanks is S235, which is one of the typical steel 

grades used for fabrication of liquid storage tanks. 
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Figure 2 Dimension and overall view of pentane tank 

The six stand-supports of the tanks are provided 

with a 20 mm thick 50 cm by 50 cm square base 

plate, but these plates are not anchored to the 

concrete foundation. In other words, the tanks rest 

on the foundation, and are free to slide and uplift 

from the foundation. In general, liquid storage 

tanks located in zones of high seismicity are 

recommended to be anchored if the ratio of safe 

operating height (H) to tank diameter (D) exceeds 

2.0 to prevent tank uplift, overturning, and sliding 

[5, 12]. The pentane tanks are post-installed at the 

farm on an existing concrete foundation as a part 

of facility production expansion program. 

Therefore, anchorage of the tanks to the existing 

foundation was likely abandoned due to 

complications involved during expansion 

program. 

Tanks seismic performance, which is discussed in 

the following sections, was found to be 

inadequate due to tank damage, large support 

uplift, sliding on the foundation, and tank 

overturning. Tank anchorage to the foundation 

was done through six stand-supports of the tank 

as shown in Figure 2. Each tank support is 

provided with a two-piece prefabricated steel split 

sleeves as shown in Figure 3. The sleeves are easy 

to fabricate and do field installation without 

requirement for field welding. The field welding 

is not permitted since it poses a risk of fire and 

explosion. Each sleeve is clamped to the tank 

stand-supports to transfer the shear and axial 

uplift forces. The split sleeves are connected to 

the reinforced concrete mat foundation through 

four Hilti M27 anchors. The anchors are 

connected to the foundation using Hilti HIT-RE 

500 V4 injectable epoxy. The selected epoxy is 

heavy duty and suitable for seismic applications. 

 

 

Figure 3 (a) Plane view and (b) 3D view of split 

sleeve 

2.1. Site Seismicity and Selected Ground 

Motions 

The tank farm is located in Kocaeli industrial 

region, which is a seismically active region with 

large earthquakes. The tank farm site has very 

tight layers of sand, gravel and hard clay based on 

the site soil report. Therefore, it is classified as 

site class ZC according to the 2018-Turkish 

Building Seismic Code (TBDY) [18]. The site has 

peak ground acceleration (PGA) of 0.556g and 

peak ground velocity of 40.7 cm/s per Turkey 

Earthquake Risk Maps (AFAD) [19] for 

earthquake level DD2, which has a 10% 

probability to be exceeded in 50 years. The site 

5% damped design spectrum shown in Figure 4 

has acceleration parameters for the short period 

(SDS) equal to 1.614g and at period of 1 second 

(SD1) equal to 0.551g per AFAD. 

(a) 

(b) 
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Figure 4 Design and average response spectrum 

A set of 12 ground acceleration records given in 

Table 1 are selected from the Pacific Earthquake 

Engineering Research (PEER) Center database 

[20] to be used for nonlinear time history analyses 

of the tank. The number of records and selection 

are consistent with TBDY recommendations. The 

selected earthquake records include data from the 

tank location as well as other near-fault records 

since the farm is located in the vicinity of Main 

Marmara Fault. The selected ground motions are 

scaled to match the design spectrum for the site as 

shown in Figure 4. The ground motions are scaled 

so that their average spectrum will be above the 

design spectrum for period range between tank 

impulsive period Ti and liquid convective period 

Tc.  

Table 1 Selected ground motions  
Ground 

motion 

Name Year Station Dist.(1) 

GM1 Helena Montana 1935 Car. College 2.9 

GM2 Victoria Mexico 1980 Cerro Prieto 14.4 

GM3 Morgan Hill 1984 Lake Dam 0.5 

GM4 Duzce Turkey 1999 Lamont 375 3.9 

GM5 Chi-chi Taiwan 1999 CHY074 6.2 

GM6 Tottori Japan 2000 TTR007 11.3 

GM7 Bam Iran 2003 Bam 1.7 

GM8 Parkfield CA 2004 Cholame 4W 4.2 

GM9 Big Bear 1992 Fire Sta #36 41.9 

GM10 Joushua Tree CA 1992 Fire Sta #36 22.0 

GM11 Duzce Turkey 1999 Irigm 498 3.6 
(1) closest distance to earthquake generating fault in km.  

3. TANK FINITE ELEMENT MODEL 

Tank finite element (FE) model is developed 

using general purpose finite element program 

ABAQUS [21], which is selected for its 

computational efficiency for modelling nonlinear 

contact as well as its stability for nonlinear time 

history analysis. The FE model includes tank 

sliding and uplifting (separation) interactions with 

the foundation under dynamic loading. The model 

is developed based on the impulsive and 

convective liquid parameters given in Table 2. 

The required parameters for the liquid are 

computed using API 650 guidelines, and include 

mass, the distance between the bottom of the shell 

and the center of the lateral seismic forces, and 

periods of vibration for each liquid component.  

Table 2 Tank modelling parameters  
Parameter Value 

Operating liquid height 8.5 m 

Liquid density 625 kg/m3 

Liquid mass 64366 kg 

Impulsive liquid mass (MI) 58073 kg 

Convective liquid mass (MC) 6293 kg 

Impulsive mass height (HI) 3.8 m 

Convective mass height (HC) 7.5 m 

Impulsive liquid period (Ti) 0.15 sec 

Convective liquid mass (Tc) 2.05 sec 

The developed FE model is shown in Figure 5. 

The model includes 3D tank model, the six stand-

supports and their square base plates, and the 

foundation to properly model tank-foundation 

contact interaction. The tank and foundation are 

modelled using S4R shell element, which is a 4-

node general-purpose shell element with reduced 

integration. The element is suitable for large strain 

analyses of both thin and thick shells. Typical 

S235 steel material properties are assumed for the 

tank. The yield (fy) and ultimate strengths (fu) are 

taken as 235 MPa and 360 MPa, respectively. The 

Young’s modulus and Poisson’s ratio are taken as 

210000 MPa and 0.3, respectively. The reinforced 

concrete foundation is assumed to be elastic with 

typical C30 concrete material properties. 
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Figure 5 (a) FE model general view and (b) 

attachment of liquid masses 

The impulsive and convective liquid masses are 

connected to the tank wall through elastic springs 

and coupling constraint (Figure 5b). For this 

purpose, two reference points were defined for 

each mass at the same point (HI and HC). The first 

reference point was connected to the tank shell 

using coupling constraint while the second 

reference point was assigned point mass and 

connected to the first reference point with the 

elastic spring. The spring stiffness was calculated 

for each mass to have the corresponding vibration 

periods Ti and Tc.  

For boundary conditions, the reference points are 

allowed to move only in the direction of applied 

ground acceleration and restrained for other 

degrees of freedom. The tank foundation is 

assumed to be fixed for all displacement degrees 

of freedom except for the acceleration degree of 

freedom in the direction of earthquake records 

(i.e., global X-direction). The earthquake 

acceleration history is defined as the boundary 

condition for the tank foundation. The dynamic 

interaction between the tank base plates and its 

foundation is defined through contact 

formulation, which allows contact separation of 

surfaces. The static and dynamic friction 

coefficients between the two surfaces are taken as 

0.57 [22]. 

Because tank liquid content is not modelled 

explicitly, the hydrodynamic pressure on the tank 

inner surface is modelled as initial pressure-

loading as given in Figure 6. The gravity loads 

due to tanks self-weight and hydrodynamic 

pressure were applied to the model at a static 

analysis step, which was followed by the dynamic 

explicit time-history analysis step for earthquake 

loading. The vertical component of ground 

motions is considered as a static load acting in the 

opposite direction of the gravity. The vertical 

seismic acceleration is conservatively taken as 

0.67SDS per TBDY [18] while API 650 

recommended acceleration value is 0.47SDS. The 

explicit dynamic analysis is selected for high 

nonlinearity due to tank sliding over the 

foundation and uplifting of tank supports. The 

whole model is meshed with shell elements, and a 

nominal mesh size of 25 cm is used for the tank 

and its foundation as shown in Figure 6b. 

  
Figure 6 (a) Application of hydrodynamic pressures 

and (b) FE mesh 

The seismic performance of the existing tanks is 

found to be inadequate mainly due to tank not 

having any foundation anchorage. Therefore, tank 

six stand-supports are anchored to the foundation 

through steel split sleeves as a part of the 

proposed retrofit scheme. The split-sleeves are 

fixed to the foundation with four Hilti M27 

anchors and HIT-RE 500 V4 injectable epoxy. 

The same finite element model of the tank is used 

for the retrofitted tanks. However, the foundation 

is removed from the model since the retrofitted 

tanks are anchored to the foundation. In addition, 

the boundary condition of the tank supports is 

changed to pin-pin support. The new support 

condition is defined using a reference point for 

each support, and tank support base plate bottom 

surface is coupled to this reference point for all 

MC 

MI 

foundation 

supports 

tank 

(a) (b) 

(a) (b) 
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degrees of freedom as shown in Figure 7. The 

earthquake acceleration history is applied to the 

six reference points at the same time.  

 

 

Figure 7 Retrofitted tank (a) foundation anchorage 

and (b) updated boundary condition 

4. RESULTS AND DISCUSSIONS 

The seismic performance evaluation of the tanks 

is based on time-history analyses performed using 

12 scaled earthquake records. A summary of both 

existing and retrofitted tank seismic performance 

parameters is given in Table 3. The seismic 

performance of the tank is evaluated based on 

tank relative roof displacement, support uplift, 

tank overturning, retrofitted tank support 

reactions, and tank material damage. 

Table 3 Summary of seismic performance  

Ground 

motion 

Existing Tank Upgraded Tank 

δRoof 

(mm) 

ΔSPRT
(2) 

 (mm) 

δRoof 

(mm) 

Support 

tension (kN) 

Shear 

(kN) 

GM1 263 64 57 331 92 

GM2 x(1) x 137 475 126 

GM3 x x 246 531 140 

GM4 121 21 59 348 93 

GM5 x x 182 515 141 

GM6 103 22 97 407 118 

GM7 244 59 99 464 115 

GM8 x x 252 575 139 

GM9 x x 135 466 132 

GM10 258 63 66 362 100 

GM11 210 50 79 405 107 

AVRG 200 47 128 444 118 
(1) x shows tank failure due to tanks overturning. 
(2) support maximum uplifting. 

Because the existing tank is not anchored to the 

foundation, tank overturning occurred due to 

seismic loads for five earthquake records as given 

in Table 3. The main reason for the tank failure is 

the fact that tank supports are not anchored to the 

foundation and tank being free to slide over the 

foundation. Figure 8 shows tank displacements 

during earthquake loading. Tank supports uplifted 

from the foundation due to lateral seismic loads, 

and tank remained supported only by one or two 

supports as shown in Figure 8. The total seismic 

base shear is carried by these few supports, which 

bended as shown in Figure 8. At the locations 

where the supports are connected to the tank main 

body large material yielding and damage are 

observed as shown by the equivalent plastic strain 

(PEEQ) contours in Figure 9 due to bending of 

these supports.  

 
Figure 8 Tank support displacement and damage 

 

 
Figure 9 Tank support failure and material yielding 

For the earthquake records that do not cause tank 

overturning failure, tank roof maximum relative 

displacement (δRoof) is between 103 mm and 263 

mm with an average value of 200 mm. The 

average relative tank top displacement of 200 mm 

is still considered to be large to prevent piping 

damaged 

supports 

damaged 

supports 

yielded and 

failed support  

(a) (b) 
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damage, which will cause liquid spillage after 

earthquakes. In addition, tank sliding over the 

foundation is another important performance 

criteria for tank piping connected to the 

foundation. For example, tank sliding over the 

foundation under GM9 is more than 1 m before its 

collapse due to overturning. In summary, it is 

concluded that the existing tanks need to be 

anchored to the foundation to limit their 

displacement, damage, and overturning failure.  

Seismic evaluation of the tanks shows the need for 

seismic strengthening for their foundation 

anchorage. Tanks six stand-supports are anchored 

to the foundation using two-piece split sleeves 

and four M27 anchors with injectable epoxy. To 

determine design requirements for the anchorage 

system and its effects on tank seismic behavior, 

the nonlinear time-history analyses of the tank are 

repeated with the updated boundary conditions. 

The maximum support tension and shear reaction 

forces are given in Table 3. The maximum shear 

and tension reaction forces occurred at different 

supports. The maximum tension force is between 

331 kN and 575 kN with an average value of 444 

kN. The maximum shear force is between 92 kN 

and 141 kN with an average value of 118 kN. The 

tank anchorage system is designed for these 

average reaction forces.  

The maximum support tension and shear 

reactions occurred under GM8 and GM5 

earthquakes, respectively. Tank support tension 

and shear reactions time-history curves are given 

in Figure 10 and Figure 11, respectively. 

Anchoring the tank to the foundation improved its 

seismic performance by distributing the shear 

reaction force to all supports and limiting tank 

lateral displacements. Tank roof lateral 

displacement in the earthquake direction 

decreased significantly due to tank anchorage to 

the foundation. The displacement is between 57 

mm and 252 mm with an average value of 128 

mm as given in Table 3. These displacement 

values are more acceptable for tank piping to 

prevent piping failure, liquid content spillage, and 

fire during earthquakes. 

 
Figure 10 Supports vertical reaction history under 

GM8 

 
Figure 11 Supports shear reaction history under GM5 

Figure 12 shows tank shell material yielding 

under GM8 earthquake, which creates the largest 

tension forces for the tank supports. The results 

show that tank main body and supports remain 

damage free (elastic) under the given earthquake. 

Tank bottom end-dome, where the supports are 

attached to the tank main body, experiences some 

material yielding. However, the equivalent plastic 

strain (i.e., PEEQ) values are less than 12%. In 

addition, the large values of PEEQ are only 

observed over a small area, where stress 

concentration occurs due to meshing and 

modelling in tank support and main body 

connection regions.  
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Figure 12 Anchored tank yielding and PEEQ 

contours 

5. CONCLUSIONS 

Seismic behavior of liquid pentane tanks located 

in a high seismic region of Turkey is studied using 

3D nonlinear time-history analyses using 12 

recorded ground motions. It is demonstrated that 

not having any tank anchorage-to-foundation has 

significant effects on tank seismic behavior 

including support uplift, tank sliding, material 

damage, and failure due to tank overturning. The 

tanks failed due to overturning for 5 ground 

motions out of 12 records selected for time-

history analyses. In addition, the tanks 

experienced significant damage due to supports of 

the tank uplifting and sliding over the foundation. 

A simple two-piece prefabricated steel split 

sleeve, which is easy to prefabricate and suitable 

for field installation without any field welding, is 

developed for tank foundation anchorage. The 

seismic design for the sleeve connection to the 

foundation is done by repeating the nonlinear 

time-history analyses of the tanks. The retrofitted 

tanks have significantly improved seismic 

behavior without any tank failure. Tank roof 

displacement decreased to 128 mm on average, 

which is tolerable for tank piping to remain intake 

after potential earthquakes. In addition, tank shell 

yielding is limited to a small area, where supports 

are connected to the tank main body. This study 

highlights the importance of seismic evaluation of 

existing liquid storage tanks, and presents a 

practical seismic retrofit strategy developed to 

anchor such tanks to existing reinforced concrete 

foundations. 
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GC-MS Analysis and Apoptotic Effect of Paliurus spina-christi Mill. Leaf and 

Flower Extracts against Breast Cancer Cells 

Ferdi OGUZ1, Çisil ÇAMLI PULAT1, Süleyman İLHAN*1 

Abstract 

In recent years, herbal medicines have become a significant novel source of treatment for 

various types of cancer, including breast cancer. Various investigations have declared that 

Paliurus spina-christi Mill. (PSC) shows antioxidant, antifungal, antimicrobial, and 

antibacterial properties, but its effect on cancer cells is unknown. This study purposed to 

evaluate the possible anti-cancer effects of the ethanolic extract of the PSC in human MCF-7 

and MDA-MB-231 breast cancer cells. The leaf and flower extracts of PSC were prepared in 

ethanol and volatile compounds were determined by GC-MS analysis. The possible cytotoxic 

effects of extracts were evaluated via MTT assay. Apoptotic effect was examined using the PI 

Annexin V Apoptosis Detection Kit. Significant cytotoxic effects were detected after 72 h 

treatment of ethanolic leaf and flower extracts in MCF-7 cells but not in MDA-MB-231 cells. 

Both leaf and flower extracts of PSC induced apoptotic cell death in MCF-7 cells. On 

phytochemical screening, it was shown that the leaf extract of PSC contains pyrrolidine, 2-

decenal, 2-undecanal, phytol, oleic acid, oleamide, squalane, vitamin E, and gamma-sitosterol 

and the flower extract contains pyrrolidine, 2-decenal, 2-undecenal, oleic acid, lupeol, and 

gamma-sitosterol. These data report that PSC leaf and flower extracts have cytotoxic and 

apoptotic effects in MCF-7 breast cancer cells. Moreover, this study can be considered an in 

vitro background for further in vivo cancer experiments. 

Keywords: Paliurus spina-christi, breast cancer, anti-cancer, GC-MS, MCF-7. 

 

1. INTRODUCTION 

Breast cancer is both the most frequently 

diagnosed cancer in females and the second cause 

of cancer-related death in women [1]. Therefore, 

considering the limitations of present 

chemotherapeutic drugs such as various 

undesirable side effects and multi-drug resistance, 

novel treatment methods and agents are needed. 
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In recent years, natural compounds have become 

a promising potential resource in cancer therapy 

[1-3]. Plants containing chemical compounds 

with therapeutic potential have a long history of 

use” in the treatment of various diseases. Most 

current anticancer drugs, such as taxol, 

vincristine, and vinblastine, originate from plants 

or their synthetic derivatives [4, 5]. Paliurus 

spina-christi Mill. (PSC), also defined as 

Jerusalem thorn or Christ’s thorn, is generally 

Sakarya University Journal of Science 26(2), 357-364, 2022



distributed in dry and rocky areas in the 

Mediterranean region and Asia [7]. The plant 

belongs to the Rhamnaceae family, which has five 

known species, and only PSC grows in the flora 

of Turkey. PSC is traditionally used as a diuretic, 

anti-rheumatic, tonic, hypocholesterolemic, anti-

diarrheal.  PSC fruit extract is also known to have 

an anti-diabetic effect [8]. The plant extract 

contains biologically active chemical compounds 

such as alkaloids, flavonoids, tannins, and sterols. 

These components in the PSC aqueous extract 

show antimicrobial, antibacterial, antifungal, 

hypoglycemic, and antioxidant properties. In 

addition, the fruits of the PSC generally are used 

as an anti-inflammatory in kidney stones, chest 

and face infections, and the leaves are usually 

used as a therapeutic against boil inflammation 

[6-8]. Based on all these significant biological 

activities of PSC, here we conducted the first 

study in the literature investigating the possible 

cytotoxic and apoptotic effects of the ethanolic 

extract of Paliurus spina-christi in human breast 

cancer cells. First, we characterized the extracts 

of leaves and flowers by gas chromatography–

mass spectrometry (GC-MS) analysis. The 

possible cytotoxic effects were investigated via 

MTT assay and apoptotic effects of extracts were 

examined via flow cytometry.   

2. MATERIALS AND METHODS 

2.1. Preparation of PSC Extracts 

Dried and washed plant material (Paliurus spina-

christi Mill.) was purchased from a local company 

(Manisa, Turkey) and held at room temperature 

until used. The dried PSC flowers and leaves were 

powdered to homogeneous size with a 

homogenizer. Dried powder (2 gr) of the PSC leaf 

and flower were extracted separately in 50 ml 

ethanol (EtOH) at room temperature and 

ultrasonically extracted for 1 h and then filtration 

was performed with Whatman filter paper and 

stored at 4 °C until the experiments were carried 

out. 

2.2. Cell Culture 

MCF-7 and MDA-MB-231 cells were provided 

from Interlab Cell Line Collection (Genova, 

Italy). Human embryonic kidney cells (HEK-293) 

were provided from the American Type Cell 

Culture Collection (ATCC, USA). MCF-7 and 

MDA-MB-231 cells were grown in RPMI 1640 

medium and human embryonic kidney cells were 

cultured in Eagle’s Minimum Essential medium. 

Each medium included 10% heat-inactivated fetal 

bovine serum supplemented with 1% L-

glutamine, and 1% penicillin-streptomycin. All 

cell lines were kept at 37 °C in a humidified 

atmosphere with 5% CO2.  The development and 

morphology of the cells were monitored daily 

with an inverted microscope. 

2.3. Cytotoxicity Analysis 

The cytotoxic effects of PSC leaf and flower 

extracts in MCF-7 and MDA-MB-231 cells were 

analyzed with MTT assay. Briefly, the breast 

cancer cells were placed at 104 cells per well in 

100 µL media and increasing concentrations of 

PSC leaf and flower extracts (100, 250, 500, 750, 

1000 µg/mL) were added to the cells in well-plate 

for 24, 48, and 72 h. After incubation periods, 

cells exposed to PSC leaf and flower extracts were 

subjected to 10 µL MTT and held at 37 °C for 4 

h. Then, the solutions were withdrawn from wells 

and DMSO was implemented to the cells to 

dissolve formazan crystals. Lastly, the optical 

density of each well was evaluated at 570 nm 

wavelength with a spectrophotometer (TECAN 

Infinite 200 Pro). 

2.4. Flow Cytometric Apoptosis Assay 

PI Annexin V Apoptosis Detection Kit (BD, 

Biosciences) was utilized following the 

manufacturer’s directions to verify the apoptotic 

effects of the PSC flower and leaf extracts. To 

determine early apoptotic cells, staining with 

Annexin V FITC is generally utilized in 

combination with a vital dye such as Propidium 

Iodide (PI). Viable cells externalize PI since they 

have undamaged membranes, while the 

membranes of dead cells are pervious to PI. 

Briefly, the cells were placed at 106 cells per well 

in a 6-well plate and were subjected to the most 

effective concentrations of PSC flower and leaf 

extracts for 72 h. Following the washing cells 

with cold PBS and resuspending in 1 mL of 1X 
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Binding Buffer, 5 µL of Annexin V FITC and 5 

µL of PI were transferred to the solution. Then, 

the solution was shaken with vortex and 

maintained for 15 minutes at RT (25 °C) in the 

dark. Finally, 400 µl of 1X Binding Buffer was 

applied to each tube and the detection of apoptosis 

was evaluated utilizing flow cytometry. (BD 

Accuri C6 Flow Cytometer). 

2.5. Detection of Volatile Components by GC-

MS 

Volatile compounds in the PSC flower and leaf 

extracts were qualitatively examined in electron 

ionization (EI) mode using an Agilent 

Technology 7890 Gas Chromatography (GC) 

Mass spectrometer (MS). The ethanol (EtOH) 

PSC extracts were centrifuged at 15.000 rpm for 

10 min, and the supernatants were transported to 

the autosampler vial for GC-MS analysis. MS was 

registered at 70 eV ionization energy in full scan 

mode 35-550 amu range. The ionization source 

and transfer route temperatures were adjusted to 

230 and 290 °C, respectively. The 

chromatographic pillar was an Agilent HP-5 MS 

capillary column (30 m x 0.25 mm i.d., 0.25 µm 

film thickness). The kiln temperature was 

launched at 40 °C with 2 min hold, then warmed 

to 300 °C at the rate of 5 °C min-1 and kept for 5 

min. Helium gas was utilized as a carrier gas and 

the constant flow ratio was 1 mL min-1 and the 

injector temperature was adjusted as 220 °C. The 

PSC extracts were inserted in splitless mode 

(200:1) Evaluation of the mass spectrum of GC-

MS was carried out utilizing the database of 

National Institute Standard and Technology 

(NIST). 

2.6. Statistical Analysis 

Statistical analysis was done via one-way analysis 

of variance (ANOVA) followed by a Dunnett's t-

test using Graph Pad Prism 5. Values with a 

p<0.05 were considered statistically significant. 

 

 

 

3. RESULTS 

3.1. Volatile Components of PSC Extracts by 

GC-MS 

The volatile component composition of PSC leaf 

and flower ethanolic extracts was identified by 

GC-MS analysis and the relative percentage 

amount of each component was measured by 

comparing the average peak area with the total 

areas. The analysis of PSC leaf extract volatile 

components exhibited a total of 27 defined 

components (Table 1) and the flower extract 

exhibited a total of 19 compounds (Table 2). On 

phytochemical screening, it was demonstrated 

that the leaf extract of PSC contains pyrrolidine, 

2-Decanal, 2-Undecenal, phytol, oleic acid, 

oleamide, squalane, vitamin E, and gamma-

sitosterol and the flower extract contains 

pyrrolidine, 2-Decanal, 2-Undecenal, oleic acid, 

lupeol, and gamma-sitosterol. Tables 1 and 2 

display molecular formulas, similarity, and 

retention times of these components. Based on the 

present literature concerning components in GC-

MS some compounds such as phytol, lupeol, 

gamma-sitosterol, oleamide, and squalane have 

been declared as anticancer agents.  

3.2. Cytotoxic Effects of PSC Extracts on 

Breast Cancer Cells 

To examine the efficacy of PSC leaf and flower 

extracts on the viability of human breast cancer 

cells, we exposed cells to increasing 

concentrations (100-1000 µg/mL) of PSC leaf and 

flower extracts for 24, 48, and 72 h and then MTT 

assay was carried out. As seen in Figure 1, PSC 

leaf extract did not have a significant cytotoxic 

effect on human breast cancer cells at 24 and 72 h 

(p>0.05), however, increasing PSC leaf extract 

concentrations inhibited the viability of MCF-7 

and MDA-MB-231 cells at 48 h (p<0.05). As 

demonstrated in Figure 2, PSC flower extract 

suppressed the viability of MCF-7 breast cancer 

cells in a concentration- and time-dependent 

manner and the highest cytotoxic effect was 

obtained at 72 h. As shown in Figure 2, PSC 

flower extract showed no significant cytotoxic 

effect on MDA-MB-231 cells. Based on the MTT 
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viability assay, significant cytotoxic effects were 

observed after 72 h treatment of ethanolic leaf and 

flower extracts in MCF-7 cells but not in MDA-

MB-231 cells. 

Table 1 GC/MS analysis of ethanolic PSC leaf 

extract. The table lists the most common compounds 

in order of retention time (tR). The NIST database 

was used to interpret the mass spectrum of the GC-

MS, which was expressed as % similarity  

 

Table 2 GC/MS analysis of ethanolic PSC flower 

extract. The table lists the most common compounds 

in order of retention time (tR). The NIST database 

was used to interpret the mass spectrum of the GC-

MS, which was expressed as % similarity 

 

 

 

Figure 1 Effect of PSC leaf extract on the viability of MCF-7 and MDA-MB-231 breast cancer cells at 24, 48 and 

72 h (p<0.05) 

 

No Source Compound tR (min) Molecular 

formula 

NIST match 

(similarity, %) 

1 Leaf Isopropoxycarbamic acid 5.431 C6H13NO3 71.31 

2 Leaf 3-Amino-2-

oxazolidinone 

6.202 C3H6N2O2 

 

80,62 

 

3 Leaf Pyrrolidine-Alpha 6.460 C4H5D4N 84.25 

 

4 Leaf Heptanal 8.377 C7H14O 92.86 

5 Leaf 1,2-Cyclopentanedione 8.94 C5H6O2 

 

89.72 

6 Leaf Octanal 10.997 C8H16O 

 

95.17 

7 Leaf Formic acid 13.102 C9H18O2 

 

94.48 

8 Leaf Nonanal 13.818 C9H18O 

 

93.69 

9 Leaf     

10 Leaf 2-Decenal 18.613 C10H18O 

 

94.83 

11 Leaf Nonanoic acid 

 

19.238 C9H18O2 

 

97.09 

12 Leaf Cyclohexanone 20.072 C10H14O 

 

78.54 

13 Leaf 2-Undecenal 22.316 C13H18O2 

 

93.38 

14 Leaf Trans-2-Dodecenoic acid 26.52 C12H22O2 

 

80.41 

15 Leaf (-)-Loliolide 30.919 C11H16O3 

 

81.67 

16 Leaf Hexadecanoic acid 34.72 C16H32O2 

 

93.95 

17 Leaf Phytol 37.576 C20H40O 

 

85.24 

18 Leaf Oleic Acid 37.999 C18H34O2 

 

87.47 

19 Leaf Ethyl Oleate 38.507 C20H38O2 

 

96.11 

20 Leaf 9,12-Octadecadienoic 

acid 

40.529 C18H32O2 

 

75.72 

21  Leaf Oleamide 41.807 C18H35NO 

 

84.53 

22 Leaf 2,3-Dihydroxypropyl 

elaidate 

46.866 C21H40O4 

 

83.84 

23 Leaf 13-Docosenamide 48.117 C22H43NO 

 

95.27 

24 Leaf Squalene 48.784 C30H50 

 

90.94 

25 Leaf Quercetin 49.715 C15H10O7 74.51 

26 Leaf Vitamin e 53.467 C29H50O2 

 

90.27 

27 Leaf Gamma.-Sitosterol 57.456 C29H50O 

 

73.85 

 

No Source Compound tR (min) Molecular 

formula 

NIST match 

(similarity, %) 

1 Flower Silane 5.410 C4H12O2Si 

 

75.26 

2 Flower 3-Amino-2-

oxazolidinone 

6.195 C3H6N2O2 

 

80.46 

3 Flower Pyrrolidine-alpha 6.453 C4H5D4N 84 

4 Flower N Heptenal 8.377 C7H14O 92.53 

5 Flower Formic acid, octyl ester 13.13 C9H18O2 93.34 

6 Flower Nonanal 13.832 C9H18O 98 

7 Flower 2-Decenal, (E)- 18.585 C10H18O 94.25 

8 Flower 2-Undecenal 21.337 C11H20O 96.81 

9 Flower 2H-Pyran-2-one 26.562 C12H22O2 80.23 

10 Flower 1-Octadecanol 31.308 C18H38O 85.42 

11 Flower Hexadecanoic acid 34.740 C16H32O2 72.21 

12 Flower 2,4(1H,3H)-

Pyrimidinedione 

35.387 C4H3N3O4 77.42 

13 Flower Oleic Acid 37.965 C18H34O2 72.04 

14 Flower Octadecanoic acid, ethyl 

ester 

38.972 C20H40O2 83.17 

15 Flower Lupeol 43.551 C30H50O 79.26 

16 Flower 2-Myristynoyl 

pantetheine 

44.149 C25H44N2O5S 73.16 

17 Flower 13-Docosenamide, (Z)- 48.151 C22H43NO 92.32 

18 Flower Butanoic acid 49.138 C24H34O6 78.15 

19 Flower Gamma.-Sitosterol 57.518 C29H50O 66.42 

OGUZ et al.

GC-MS Analysis and Apoptotic Effect of Paliurus spina-christi Mill. Leaf and Flower Extracts against ...

Sakarya University Journal of Science 26(2), 357-364, 2022 360



 

Figure 2 Effect of PSC flower extract on the viability of MCF-7 and MDA-MB-231 breast cancer cells at 24, 48 

and 72 h (p<0.05) 

3.3. Induction of Apoptosis by PSC Extracts in 

MCF-7 Breast Cancer Cells 

To identify whether ethanolic PSC leaf and flower 

ethanolic extracts can trigger apoptosis in MCF-7 

breast cancer cells, cells were exposed to 750 and 

1000 µg/mL PSC extracts for 48 h. Then, we 

evaluated the potential apoptotic effect of PSC 

extracts on MCF-7 cells by flow cytometry using 

the PI Annexin V Apoptosis Detection Kit. 

Annexin V FITC has a high affinity to 

phosphatidylserine so Annexin V-FITC+/PI- cells 

specify early apoptotic cells and Annexin V-

FITC+/PI+ cells specify late apoptotic cells. 

Based on a comparison of MCF-7 breast cancer 

cells exposed and not exposed to PSC flower and 

leaf extracts, dot plots of flow cytometric 

apoptosis analysis displayed the rate of early and 

late apoptosis. As shown in Figure 3, the 

percentage of early and late apoptotic cells in 

MCF-7 were 15.8% and 74.9% by 750 µg/mL 

PSC flower extract, respectively. The percentage 

of early apoptotic cells in MCF-7 breast cancer 

cells exposed to the PSC leaf extract was 0.2%, 

while the percentage of late apoptotic cells was 

91.9% by 1000 µg/mL PSC flower extract, 

respectively. However, the rate of early apoptotic 

cells was 79% and the rate of late apoptotic cells 

was 0.8% in 750 µg/mL PSC flower extract 

treated MCF-7 breast cancer cells. The percentage 

of early and late apoptotic cells in MCF-7 breast 

cancer cells subjected to the 1000 µg/mL PSC leaf 

extract was 93.1% and 2.2%, respectively. These 

results revealed that both leaf and flower PSC 

extracts significantly induce apoptosis in MCF-7 

breast cancer cells. 

4. DISCUSSION 

Multidisciplinary approaches such as surgery, 

adjuvant therapy, and radiotherapy are used in the 

treatment of breast cancer. In the effective 

treatment of breast cancer, maximum therapeutic 

effects and minimum undesirable effects such as 

recurrence, resistance, and toxic effects are aimed 

[12]. Plants have been widely used for therapeutic 

purposes in cancer treatment in recent years, due 

to their unique biological structures and the 

source of bioactive components [4]. 

Paliurus spina-christi Mill. (PSC) is a plant that 

grows in the Mediterranean region and Asia and 

has antimicrobial, antibacterial, antifungal, and 
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antioxidant properties [6-8]. PSC has attracted the 

attention of scientists in recent years due to these 

features. Takım et al. examined the inhibitory 

effect of PSC fruit against diabetes-stimulated 

inflammation caused by oxidative stress in vivo 

on diabetic rats. Researchers determined that PSC 

fruit extract has rich phenolic content and PSC 

fruit extracts showed a more effective antioxidant 

activity than standard antioxidants [9].  In another 

study, Takım et al. investigated the effects of PSC 

fruits on blood glucose, insulin, and glycated 

hemoglobin levels of streptozotocin-induced 

diabetic rats. They found that the groups that 

received insulin and PSC fruit extract had 

statistically lower blood sugar and glycosylated 

hemoglobin levels compared to the diabetic 

control group. Moreover, the outcomes of the 

investigation reported that the PSC fruit extract is 

rich in phenolic and mineral content [11]. Zor et 

al. analyzed the antigenotoxicity of compounds 

obtained from extracts of PSC fruits. The 

researchers examined the cytotoxicity and 

antigenotoxic efficiency of the components in 

Chinese hamster lung fibroblast (V79) cell lines. 

The IC50 values of catechin, gallocatechin, and 

rutin, which are components isolated from the 

PSC fruit extract, were calculated as 734 μg/mL, 

220 μg/mL, and 1004 μg/mL, respectively. They 

found that the methanolic extract of PSC alone did 

not stimulate DNA single-stranded breaks, while 

catechins, gallocatechin, and rutin considerably 

decreased DNA damage caused by H2O2. 

Therefore, it is predicted that PSC fruits may be 

beneficial in the prevention of DNA damage-

related disturbances [10]. Mosaddegh et al. 

investigated the effect of PSC fruit extract on 

lowering serum lipid content. The researchers 

administered streptozocin to male rats and then 

fed them a high cholesterol diet, and the rats were 

simultaneously exposed to various doses of PSC 

extract. Researchers analyzed serum levels of 

cholesterol, triglyceride, and HDL after 8 days 

and found that PSC extract decreased total  

 

Figure 3 Apoptotic effects of PSC leaf and flower extract on MCF-7 cells at 48 h 

 

OGUZ et al.

GC-MS Analysis and Apoptotic Effect of Paliurus spina-christi Mill. Leaf and Flower Extracts against ...

Sakarya University Journal of Science 26(2), 357-364, 2022 362



cholesterol and triglyceride amount, but no 

significant increase was observed in HDL amount 

[13]. 

In the literature, antioxidant, antifungal, 

antimicrobial properties of PSC are known 

however its effects on cancer cells are not known 

[7]. Therefore, in this investigation, we purposed 

to investigate the possible anti-cancer effects of 

ethanolic extract of the PSC in human breast 

cancer cells. According to MTT analysis results, 

significant cytotoxic effects were observed in 

MCF-7 cells after 72 h of treatment of ethanolic 

leaf and flower extract, but not in MDA-MB-231 

cells. This may be due to the different molecular 

phenotypes of the MCF-7 and MDA-MB-231 cell 

lines. MDA-MB-231 is an aggressive, invasive 

triple-negative breast cancer cell line as it lacks 

estrogen receptor, progesterone receptor 

expression, and HER2. MCF-7 cells are estrogen 

receptor-positive, progesterone receptor-positive, 

and HER2 negative [14]. Consistent with the 

MTT analysis results, flow cytometry data 

showed that both PSC leaf and flower extracts 

induced apoptosis in MCF-7 cells. We also 

performed GC-MS analysis to determine the 

volatile compound composition, and the results of 

the analysis detected the presence of active 

substances that may have anticancer potential in 

both leaf and flower extracts. These preliminary 

data showed that PSC is a potential herb to be 

used in the treatment against estrogen receptor-

positive MCF-7 breast cancer cells. In the next 

stages, the active ingredients in the PSC extract 

can be purified and their effects on different 

cancer cells can be investigated individually or in 

combination. 

5. CONCLUSION 

Paliurus spina-christi Mill. has been used in folk 

medicine for its antimicrobial, antibacterial, 

antifungal, and antioxidant effects. Various in 

vitro studies have confirmed these effects of PSC 

extract, but to the best of our knowledge, the 

possible cytotoxic effect of ethanolic PSC extract 

on cancer cells had not been investigated before. 

This in vitro study reported that ethanolic PSC 

leaf and flower extracts have a significant 

cytotoxic effect on MCF-7 cells, but not in MDA-

MB-231 cells. According to the results of flow 

cytometric analysis, PSC leaf and flower extracts 

also induced apoptosis in MCF-7 cells. GC-MS 

analysis results indicated the presence of active 

substances that may have anticancer effects in 

PSC leaf and flower extracts. These components 

in combination or separately may have behaved 

as an anticancer agent by inhibiting breast cancer 

cells. Therefore, there is a need for investigations 

in which the active ingredients in the PSC extract 

are purified and used on cancer cells individually 

or in combination.  
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Early-breeding Season Movements of the Yelkouan Shearwater (Puffinus 

yelkouan, Acerbi, 1827) at the Dardanelles Strait 

İbrahim UYSAL*1, Lider SİNAV2, Yakut Can AŞIKOĞLU3, Şafak ARSLAN4 

Abstract 

We aimed to make censuses of Puffinus yelkouan at the Dardanelles and to evaluate the 

movements at the Aegean and the Marmara Sea during the early breeding period. Field studies 

were carried out in the morning and afternoon for 40 days between 6 February and 22 March 

2019. In the censuses, the highest number of birds, passing in both directions in a day was 

78145 individuals; 56451 of them were counted in the direction of the Aegean Sea on 17 

February, which is the highest number counted in one direction in a day. As a result, the number 

of birds crossing to the Aegean Sea through the Dardanelles in the afternoon is significantly 

higher than the number of birds crossing to the Aegean Sea in the morning. In the afternoon, 

the number of birds flying towards the Aegean Sea is significantly higher than the number of 

birds flying towards the Marmara Sea. Considering that the species visits the breeding colonies 

at night, this movement pattern could be related to the fact that the shearwater breeding 

population is predominantly found in the Aegean or in the Mediterranean Sea. In addition, some 

issues, such as how long the birds stay in these sea regions after flying to the Aegean Sea or the 

Marmara Sea, which route they follow or how the flocks mix require further investigation. 

Keywords: Dardanelles, Puffinus yelkouan, breeding period, population census, movements 

 

1. INTRODUCTION 

Puffinus yelkouan species, which is included in 

the order of Procellariiformes, lives in the open 

seas outside the incubation period and almost all 

of its population is distributed in the 
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Mediterranean, the Aegean and the Black Seas. 

According to the IUCN red list, it is reported to be 

in the status of vulnerable due to the decreasing 

trend of the population on a global scale. Fishing, 

illegal hunting, human-induced disturbance, light 

and noise pollution, increasing predator 

Sakarya University Journal of Science 26(2), 365-374, 2022



populations in breeding areas and habitat 

destruction are reported as the important factors 

in the decline in its population in recent years [1-

7]. 

It has been reported that Yelkouan Shearwater 

individuals start to join the breeding colonies in 

November, mating takes place in February and 

lays eggs in March. Studies have shown that the 

young start to leave the nest in June and this 

process continues until July [8]. As breeding 

grounds, Yelkouan Shearwaters prefer hard-to-

reach cavities under rock blocks, cavities they dig 

on soil surfaces, and sometimes human structures 

[9].   

Islands, which contain suitable habitats for nest 

building, provide protection against external 

environmental conditions and predators, are 

preferred as breeding grounds [9-11]. Pair number 

in known breeding colonies reported; Italy 

(12,000–19,000 p.), Greece (7,000–10,000 p.), 

Malta (1,370-2,000 p.), France (627-1,044 p.), 

Croatia (300–500 p.), Tunisia (180–200 p.), 

Algeria (10–100 p.), Albania (1-10 p.), and 

Bulgaria (0–10 p.) [11]. 

In the studies carried out so far on the breeding 

areas of the species, it has been stated that most of 

the breeding population is concentrated in Malta, 

Italy, Greece, France, Croatia and Turkey, and 

there may be 10,815 to 53,574 breeding pairs in 

these areas [1]. Although it has been reported that 

a breeding colony is likely to exist in Turkey, a 

breeding site has not been determined yet [6, 12]. 

Radio-Telemetry studies carried out reveal that a 

large part of the population in the Mediterranean, 

which breed in Malta and France, migrate to the 

Black Sea to spend a few months outside the 

breeding period and are long-distance migrants 

[13-15]. In their study, Ortega and İsfendiyaroğlu 

[7] stated that the Black Sea is an important 

gathering area for the Yelkouan Shearwater 

populations in the Mediterranean, outside the 

breeding season. 

Being a pelagic species, the activity of Yelkouan 

Shearwater in open sea is difficult to monitor from 

land. However, monitoring by boats causes 

problems in terms of cost and time. The areas 

where the water bodies narrow, such as the 

Dardanelles and the Bosphorus, are the most ideal 

points where the population can be monitored. As 

a matter of fact, in the observations made in the 

Bosphorus, it has been reported that over 90,000 

Yelkouan individuals were counted in a short 

time. In the censuses made in the Bosphorus, it 

was reported that the lowest number of 

individuals was reached in September and 

October, and the highest number of individuals 

was reached in January and February [16]. 

The global population of Yelkouan Shearwater, a 

species endemic to the Mediterranean basin, is 

estimated at 15,337-30,519 pairs or 46,000-

92,000 individuals [12, 17, 18]. Populations in 

known breeding colonies are either declining or 

have been poorly researched [19]. It has been 

reported that the global population will decrease 

by approximately 50% in 54 years (3 generations) 

if the decline in the population of the species 

included in the globally endangered Vulnerable 

species category continues at the current rate. 

Therefore, research priorities regarding the 

species have been reported as searching for new 

breeding colonies, monitoring the population in 

important breeding and bottleneck areas, 

assessing mortality rates and examining 

demographic parameters [12]. Considering the 

75,000-90,000 individuals recorded during their 

pre-breeding mobility in the Bosphorus [16], 

more research is needed to confirm the breeding 

population sizes, especially in the Aegean Sea and 

Turkey. 

 

Figure 1 Distribution map of the Yelkouan 

Shearwater and the observation point in the 

Dardanelles 

In the study, it was aimed to monitor and count 

the activity in the early breeding period in the 

Dardanelles Strait, which is one of the important 
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bottlenecks in terms of monitoring the population 

of the species, and to compare the activity in the 

direction of the Aegean Sea and the Marmara Sea 

during the early breeding period. In this respect, 

the data obtained from the study will provide the 

opportunity to compare the population censuses 

of the species to be made in the future, help guide 

international conservation efforts and contribute 

to the research of possible breeding colonies in 

Turkey.  

2. MATERIAL AND METHOD 

Monitoring studies were carried out between 06 

February and 22 March 2019 for a total of 40 

days. No monitoring studies were carried out on 

dates when visibility made it impossible to 

monitor due to heavy fog. For this reason, the 

entire 40-day follow-up study was carried out on 

the dates when visibility was appropriate. During 

the monitoring studies, at least two observers 

participated in the counts every day and the counts 

were continued between the hours of sunrise and 

sunset. Bourgeois et al. (2008a) reported that the 

copulation behaviour of the species takes place in 

February and they lay eggs in March (Bourgeois 

et al. 2008a). In this respect, observation studies 

were determined as February and March, taking 

into account the mating period of the species. 

On observation days, there was only a break 

between 12:00 and 13:00 between sunrise and 

sunset. Binoculars, telescopes, telephoto lenses 

and cameras were used in the monitoring studies, 

and observation data (such as transit time, number 

of individuals, transit direction) were recorded in 

pre-prepared registration forms. Monitoring 

studies were carried out between the Çimenlik 

Castle and Kilitbahir Castle, which is the 

narrowest point of the Dardanelles with 1500 m, 

in order to minimize the losses (Observation point 

coordinate: UTM 35 N 448852 4444480, 5m) 

(Figure 1). 

2.1. Statistical Analysis 

The data used in statistical analysis are the 

morning and afternoon counts of 40 days. The 

data set consists of the number of Yelkouans 

passing through the Dardanelles in the direction 

of the Aegean and Marmara Seas, their transit 

times, date and direction of passage. The 

hypothesis in this research was established to test 

whether there is a significant difference between 

the number of Yelkouans crossing the Aegean and 

Marmara Seas. The normal distribution of the data 

was tested before the analyses were made. Since 

the sample size was less than 50 (n=40), Shapiro-

Wilk Test was applied. As a result of the test, the 

p value (p<0.05) was found and it was accepted 

that the data were not normally distributed [20]. 

The log10 transformation was applied to the count 

data that did not comply with the normal 

distribution condition [21]. After the data 

transformation was completed, One Way 

ANOVA, Two Way ANOVA and interactions 

analysis were applied. With these tests, the 

numbers of Yelkouan moving between the 

Marmara and the Aegean Seas were examined in 

terms of time and direction, which are 

independent variables. 

These tests are shown below; 

• one.way<-aov(log10(tot_ind)~time, 

data=yelkouan) 

• one.way<-aov(log10(tot_ind)~direction, 

data=yelkouan) 

• two.way<-aov(log10(tot_ind)~time+direction, 

data=yelkouan) 

• interactions<-

aov(log10(tot_ind)~time*direction, 

data=yelkouan) 

The dependent variable in the tests is the total 

number of individuals (tot_ind). The number of 

individuals in each Yelkouan flock were recorded 

separately. Time, which is one of the independent 

variables, was divided into two categories, 

namely morning and afternoon. The other 

independent variable was direction, and it was 

divided into two categories, the Marmara and the 

Aegean Sea. These tests were compared by 

looking at AICc values [22]. Binary interactions 

analysis with ΔAICc <2 was determined as the 

best explanatory analysis. Calculations to 

determine the AICc values were made using the 

'AICcmodavg' package in the R program version 

4.0.3 [23]. Then, Tukey HSD test was applied and 

the differences between the two groups were 
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compared (Table 1). It was found that the 

interactions between direction of passage and 

time of transition explained 98% (R2 = 98) 

variability of the Yelkouan movements. 

Table 1 Results of the Tukey HSD test (m=morning, 

a=afternoon, as=Aegean Sea, ms=Marmara Sea). 

Comparisons diff lwr upr p-adj 

m:as-a:as -0.59 -0.85 -0.33 0.00 

a:ms-a:as -0.30 -0.57 -0.04 0.02 

m:ms-a:as -0.39 -0.65 -0.13 0.00 

a:ms-m:as 0.28 0.02 0.54 0.03 

m:ms-m:as 0.20 -0.06 0.45 0.20 

m:ms-a:ms -0.09 -0.35 0.17 0.82 

3. RESULTS 

Puffinus yelkouan species live in open seas except 

incubation period and almost all of its population 

is distributed in the Mediterranean and Black 

Seas. During the censuses in the Dardanelles 

during the early breeding period of the species, a 

total of 604956 individuals were counted in 892 

passages during 40 days. 384678 of the crossings 

took place in the Aegean Sea direction and 

220278 in the Marmara Sea direction. The highest 

counts made in one day in both directions were 

78145 individuals (in the direction of the 

Marmara Sea: 24815 individuals, towards the 

Aegean Sea direction: 53330 individuals) on 

26.02.2019 and a total of 57829 individuals on 

17.02.2019 (in the direction of Marmara Sea: 

1378 individuals, 56451 individuals in the 

Aegean Sea direction) realized with. On 

17.02.2019, 56451 individuals counted towards 

the Aegean Sea became the highest number of 

individuals counted in a single direction in a day. 

The lowest number of individuals was counted on 

March 13 with a total of 3697 individuals. The 

maximum number of individuals in one hour was 

reached between February 26, 13:00-14:00 (4160 

individuals towards the Aegean Sea 19423, 

towards the Marmara Sea). In the censuses made 

within the 40-day period, it was determined that 

the intensity of the activity was concentrated in 

the afternoon (13:00 and sunset hours) and 

towards the Aegean Sea. The distribution of 

morning and afternoon passes in February and 

March is given in Figure 2 and hourly observation 

records are given in Appendices 1. 

 

Figure 2 Number of individuals transiting (A: morning counts in February, B: afternoon counts in February, C: 

morning counts in March, D: afternoon counts in March 
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A significant (p<0.001) difference was found 

between the number of birds crossing the Aegean 

Sea in the morning and the number of birds 

crossing the Aegean Sea in the afternoon. In 

addition, a significant (p<0.05) difference was 

found between the number of birds crossing the 

Marmara Sea in the afternoon and the number of 

birds crossing the Aegean in the afternoon. In 

addition, a significant (p<0.001) difference was 

found between the number of birds crossing the 

Marmara Sea in the morning and the number of 

birds crossing the Aegean Sea in the afternoon. It 

was found that the number of birds crossing the 

Marmara Sea in the afternoon was significantly 

different from the number of birds crossing the 

Aegean Sea in the morning (p <0.05) (Figure 3).

 

Figure 3. Tukey HSD test results 

According to the results of the Tukey HSD test, 

the number of birds crossing from the Marmara 

Sea to the Aegean Sea through the Dardanelles in 

the afternoon is significantly higher than the 

number of birds crossing from the Marmara Sea 

to the Aegean Sea in the morning (Figure 3-A). In 

the afternoon, the number of birds flying towards 

the Aegean Sea is significantly higher than the 

number of birds flying towards the Marmara 

(Figure 3-B). The number of birds flying towards 

the Marmara Sea in the morning is significantly 

lower than the number of birds flying towards the 

Aegean Sea in the afternoon (Figure 3-C). The 

number of birds flying towards the Aegean Sea in 

the morning is significantly lower than the 

number of birds flying towards the Marmara Sea 

in the afternoon (Figure 3-D). 

4. DISCUSSION AND CONCLUSION 

This mobility direction and density during the 

breeding period shows that it would be 

appropriate to conduct monitoring in the Aegean 

Sea rather than the Marmara Sea in future studies 

to investigate the possible breeding colony. 

It is reported that the populations of the Yelkouan 

species, which is endemic to the Mediterranean 

basin, in known breeding colonies are either in a 

decreasing trend or there is insufficient research 
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[19]. A reliable estimate of the population size of 

the species and repeat counts at regular intervals 

are essential, as the population tends to decline on 

a global scale. 

Data from regular censuses provide information 

on conditions such as reduced successful 

reproduction or reduced adult survival that could 

result in a decline in numbers. However, at the 

stage of data collection, records must be recorded 

in a standard and reliable manner. Data obtained 

in this way can play a role in determining the 

success or failure of the conservation actions 

carried out [24]. In the censuses made in the 

Bosphorus in 2012, it was reported that nearly 

90,000 individuals were counted within a few 

hours [16]. In the censuses made by us in the 

Dardanelles, these figures could not be reached. 

The maximum number of individuals in one hour 

was reached between 13:00 and 14:00 on 

February 26 (4160 in the direction of the Aegean 

Sea 19423, towards the Marmara Sea). The 

highest count in a day was recorded on February 

26 with 78145 individuals. In order to interpret 

the data in a healthier way, simultaneous long-

term counts should be made in the Istanbul and 

Çanakkale Straits. 

In studies in which the mobility of the species is 

monitored using telemetry, it is seen that the 

population in France, Italy and Malta mostly 

migrate to the Eastern Mediterranean and Black 

Sea [13-15]. In addition, it is stated that the Black 

Sea is an important gathering area for the 

Yelkouan populations in the Mediterranean, 

outside the breeding season [7]. The Dardanelles 

Strait, where observation studies are carried out, 

is a very important point for monitoring the 

mobility of the species between the Black Sea and 

the Mediterranean. 

The Yelkouan Shearwater global population size 

has been estimated at 46,000 to 92,000 

individuals [18]. It has been reported that over 

90,000 Yelkouan individuals were counted in a 

short time that they were flying through one 

direction in the observations made in the 

Bosphorus [16]. In the observation studies carried 

out by us in the Dardanelles, 78145 individuals 

were counted on the date when the total number 

of crossings to the Marmara Sea and the Aegean 

Sea directions was the highest (in the direction of 

Marmara Sea: 24815 individuals, in the direction 

of Aegean Sea: 53330 individuals). The 

distribution and the rate of mobility of the 

population outside the incubation period vary 

according to the nutrient abundance and 

meteorological conditions [25]. As a limitation of 

the study, the censuses made during the early 

breeding period should be evaluated by taking this 

issue into account. In addition, simultaneous 

censuses in bottlenecks where land censuses can 

be made can provide better data for comparison 

and to provide information about changes in the 

population of the species. 

It is estimated that a large part of the breeding 

population is concentrated in Malta, Italy, Greece, 

France, Croatia and Turkey and there may be 

10,815 to 53,574 breeding pairs in these areas [1]. 

Although it is likely to breed in Turkey, its 

breeding area has not been determined yet [12]. In 

order to investigate possible breeding sites of the 

species in the region, research studies should be 

conducted in areas containing suitable habitats for 

nest construction, such as cliffs and soil surfaces. 

However, in research studies that require 

intensive human resources, workforce and 

financial support, it is important to concentrate the 

areas to be researched with more probable areas. 

A pelagic species that makes long journeys in the 

sea during the breeding season, the Yelkouan 

travels an average of 428 km before returning to 

the colony to feed young [15]. In this respect, the 

records taken from the Dardanelles during the 

breeding period provided preliminary data for the 

investigation of a possible breeding colony. 

Our findings showed that the number of birds that 

passed to the Aegean Sea in the afternoon was 

significantly higher than the number of birds that 

passed to the Aegean Sea in the morning. This 

may be related to the fact that the main breeding 

areas of the species are in the Aegean Sea region. 

In addition, the fact that the number of birds 

moving towards the Aegean Sea in the afternoon 

is significantly higher than the number of birds 

moving towards the Marmara Sea in the afternoon 

may be due to the fact that the main breeding areas 

are in the Aegean Sea. It is known that this species 

feeds in the open sea during the day and goes to 
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the land where there are colonies for breeding 

activities at night. However, the demographic 

characteristics of the birds counted in this study 

are not known. For this reason, it is difficult to 

explain comprehensively whether the movements 

of birds are for breeding purposes. The 

uncertainty of this situation cannot be 

investigated with this research method. 

In addition, the fact that the number of birds flying 

towards the Marmara Sea in the morning is 

significantly lower than the number of birds 

flying towards the Aegean Sea in the afternoon 

suggests that this species may not be moving 

regularly between the two seas every day. 

Moreover, it is also among our findings that the 

number of birds flying towards the Aegean Sea in 

the morning is significantly lower than the 

number of birds flying towards the Marmara Sea 

in the afternoon. In addition, some issues, such as 

how long the birds stay in these sea regions after 

flying to the Aegean Sea or the Marmara Sea, 

which route they follow or how the flocks mix 

require further investigation. Extensive research 

would lead to a better understanding of the 

purpose of the bird’s movements between the two 

seas and how the time spent in those two seas 

changes. 

With the study, 40-day monitoring data was 

presented in February and March in the 

Dardanelles, which is one of the important 

bottlenecks in terms of monitoring the population 

of the species. In addition, in order to provide 

preliminary data in determining the probable 

breeding areas of the breeding population, which 

was also reported in previous studies where it 

could not be determined precisely in Turkey, a 

comparison of the movements in the Aegean Sea 

and the Marmara Sea during the early breeding 

period was made. In this respect, the data obtained 

from the study will provide the opportunity to 

compare the population censuses of the species to 

be made in the future, help guide international 

conservation efforts and contribute to the research 

of possible breeding colonies in Turkey. 
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Appendices 1. Distribution of individual numbers according to observation dates and transit times (M: Marmara Sea, A: Aegean Sea) 

Date 
Total 

Individual 

Toward the 

Marmara 

Sea 

Toward 

the 

Aegean 

Sea 

sunrise-08:59 09:00-09:59 10:00-10:59 11:00-11:59 13:00-13:59 14:00-14:59 15:00-15:59 16:00-16:59 17:00-17:59 18:00-sunset 

M A M A M A M A M A M A M A M A M A M A 

06.2.2019 9695 4086 5609 15 109 189 310 530 369 913 253 370 1203 582 814 391 1353 483 820 288 196 325 182 

07.2.2019 8352 6384 1968 173 90 821 376 678 295 661 158 912 487 440 199 832 220 730 107 815 31 322 5 

08.2.2019 9912 8282 1630 226 39 1215 44 1058 21 883 9 838 245 420 287 724 200 992 411 912 290 978 84 

09.2.2019 9492 4744 4748 472 49 1227 124 463 60 355 36 587 387 186 674 186 652 380 783 451 1138 437 845 

10.2.2019 23308 4487 18821 376 40 310 453 113 656 428 770 470 4454 344 4770 379 3802 1080 1851 587 1625 400 400 

11.2.2019 6979 3390 3589 492 252 477 722 431 412 730 583 249 273 296 472 180 439 355 270 121 83 59 83 

12.2.2019 12466 11747 719 247 35 579 2 535 0 4390 184 1397 35 1320 47 867 160 964 104 908 120 540 32 

14.2.2019 8013 3488 4525 178 39 271 36 456 6 1248 104 196 435 281 569 295 727 206 1191 74 855 283 563 

15.2.2019 15886 3182 12704 165 126 438 173 678 1010 530 808 233 2335 371 4816 374 1241 179 731 191 1067 23 397 

16.2.2019 6717 1704 5013 50 404 325 351 379 370 257 195 224 1014 79 847 43 806 36 555 50 201 199 270 

17.2.2019 57829 1378 56451 99 198 269 103 232 107 151 15 138 13190 50 19370 48 12470 95 6662 179 3013 117 997 

18.2.2019 18876 1102 17774 104 283 215 666 190 1329 55 800 14 2489 19 2708 65 2707 232 3312 108 2329 100 1151 

19.2.2019 8919 698 8221 42 285 99 499 83 422 69 360 56 2199 13 1919 48 808 152 728 63 521 72 480 

20.2.2019 6172 1886 4286 107 185 241 234 188 155 429 74 124 21 148 64 145 568 210 1495 214 1094 80 396 

21.2.2019 9487 3634 5853 341 24 325 356 200 191 513 400 56 448 228 665 322 1426 587 1008 618 748 444 587 

22.2.2019 15523 12820 2703 422 142 617 305 417 84 876 17 1703 338 2629 231 2189 384 1386 583 1828 512 753 107 

25.2.2019 26461 22419 4042 0 0 375 4 2558 0 8246 144 4475 680 768 150 1722 407 2105 1054 1355 801 815 802 

26.2.2019 78145 24815 53330 997 35 1746 913 1869 1070 4495 9529 4160 19423 4030 11242 3137 6822 1261 1349 1046 1687 2234 1260 

27.2.2019 8373 3034 5339 360 340 860 515 600 493 473 340 294 388 84 1532 10 631 57 455 18 265 252 327 

28.2.2019 9179 3801 5378 110 12 281 138 239 51 412 68 540 149 647 516 527 1093 387 1255 480 1384 178 712 

01.3.2019 9543 3441 6102 456 216 446 901 605 875 449 705 571 792 214 24 256 156 197 552 107 968 140 913 

02.3.2019 35943 2883 33060 117 285 492 594 294 398 719 5336 440 9292 318 5287 266 4138 181 3329 56 4176 0 225 

03.3.2019 12824 584 12240 36 432 75 338 62 362 89 1595 68 2798 32 1028 30 1411 57 2061 34 1636 101 579 

04.3.2019 13943 3223 10720 159 431 186 486 163 417 446 794 302 1608 379 1480 176 1542 386 1813 408 1494 918 655 

05.3.2019 12215 7680 4535 478 339 756 758 938 451 1102 423 1335 362 1016 573 864 593 532 411 230 182 429 443 

06.3.2019 12541 9672 2869 383 45 599 90 1001 163 878 190 1566 444 1833 502 1371 215 952 438 635 430 454 345 

07.3.2019 19344 5703 13641 187 139 202 278 373 144 567 1769 638 1542 772 2059 895 2848 734 2072 758 1531 577 1096 

08.3.2019 21144 6431 14713 182 521 211 676 844 824 1193 1426 1236 1582 818 2955 453 2042 548 2632 447 1059 499 996 

09.3.2019 11736 6368 5368 230 284 225 525 323 420 1942 254 841 675 702 589 554 634 702 901 432 670 417 416 

10.3.2019 11241 5147 6094 193 197 305 283 414 427 888 338 284 847 697 961 713 960 500 693 679 785 474 603 

11.3.2019 6491 4432 2059 265 293 230 296 85 449 689 296 774 162 634 0 378 81 649 132 336 292 419 58 

12.3.2019 6018 5072 946 437 100 319 113 172 97 1093 358 286 65 562 31 1148 83 670 10 298 71 87 18 

13.3.2019 3697 2513 1184 512 208 345 40 404 80 371 57 233 197 84 61 55 83 143 175 140 164 226 119 

14.3.2019 15103 2984 12119 412 176 353 91 265 468 324 91 310 346 280 1291 186 3175 263 3191 179 2152 412 1138 

15.3.2019 3391 2968 423 398 34 237 27 254 24 281 57 276 46 203 11 219 41 351 36 300 54 449 93 

16.3.2019 8833 5082 3751 764 565 859 60 1129 54 1653 40 143 596 116 424 60 467 200 528 77 607 81 410 

19.3.2019 10093 4427 5666 331 22 324 27 332 18 383 928 135 416 333 941 863 1126 544 1066 317 747 865 375 

20.3.2019 7817 1425 6392 317 448 176 220 167 845 301 125 117 1203 21 617 56 933 69 822 45 642 156 537 

21.3.2019 6218 4250 1968 504 214 353 91 265 468 324 91 674 162 634 0 378 81 649 132 336 292 133 437 

22.3.2019 10902 428 10474 25 1861 31 1292 15 1099 90 1735 2 813 38 1017 8 645 27 544 55 621 137 847 
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Aeroacoustic Simulation of an Owl Wing Cross-Section Using 

Computational Fluid Dynamics 

Ferit YILDIZ*1, Sedat TOKGOZ1 

Abstract 

In this study, we aim to investigate the low noise flights of owls in terms of aerodynamics. The 

flow around cross-section of an owl wing, which is known for its nearly silent flight, is 

numerically analyzed using Computational Fluid Dynamics (CFD). The analysis are based on 

the parameters of angle of attack and the flight speed. The aerodynamic effects on the acoustic 

is compared in terms of vorticity and sound pressure level, where the frequency interval for the 

acoustic data is set to 0-7500Hz. It was seen that the vortical organisations around the airfoils 

are closely related to the acoustic results. The results show that the increase in both velocity 

and angle of attack affect the vorticity, thus lead to a rise in sound pressure level. It can be stated 

that the owl airfoil shape ensures a relatively silent flight. 

Keywords: Aerodynamics, airfoil, biological flow, Computational Fluid Dynamics 

 

1. INTRODUCTION 

The noise of aircrafts is a significant problem for 

the environment. Different solutions for 

developing low-noise aircrafts are investigated in 

the industry. Consequently, one of the best 

application of these subjects probably lies in 

nature itself. Birds, which are responsible for the 

desire of flying, are analyzed for further 

improvements in aviation [1, 2]. As a result of 

this, various properties of birds were implemented 

into aircraft designs to achieve new 

improvements in terms of aerodynamic, as well 

assilent flight [3].  

The wings of birds are adapted to operate over a 

wide range of flight styles, from the highly rigid 

geometries for gliding to the relatively flexible 
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kinematics for flapping [4, 5]. These flight styles 

are extended further during take-off, landing, and 

manoeuvering while flying at high angles of 

attack and generating highly unsteady flows. In 

most of the cases, all of these occur in turbulent 

flow conditions. Not only the flight style, also the 

physical appearance/feature of the wings play a 

critical role in the flight itself. For example, they 

can vary from narrow to wide wings or from sharp 

to rounded forms [4, 6, 7] Compared to narrow 

wings, wide wings can help a bird to glide longer 

at low flight speeds. Furthermore, to carry the 

prey up in the air, larger and wider wings provide 

additional lift [8]. If we focus on owls, relatively 

large, broad, rounded wings, with a large surface 

area relative to their weight, are seen. This low 

wing-load (body mass × 9.81 ms-2 / both wing 

areas) allows them to fly easily, without much 
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flapping. They can glide  for long periods, even at 

low flight speeds [9, 10]. 

Owls are known for their silent flights. They are 

using their hearing system to sense prey, therefore 

they need to reduce flight noise. Flying slowly is 

one choice, but to provide enough lift at low-

speed, the wing needs to be highly cambered [11]. 

In comparison to other similar birds, the owl wing 

cross-section profile shows a special camber and 

thickness distribution, which provides enough lift 

at low flight speed [12]. Considering this, together 

with the large wing area of owl wings, the special 

features (high camber, thinner profile towards 

trailing edge) are distributed throughout the 

whole wing, which makes the owl a nearly silent 

flying bird. 

Neuhaus et al. [13] examined the flight noise of a 

tawny owl (Strix aluco) and a mallard duck, with 

and without the serrations on the leading edge. 

The recorded noise during flight reaches its most 

intense range between 200 and 1500 Hz. 

Furthermore, wind tunnel experiments show that 

the flow over the owl wing has a more laminar 

flow character compared to the flow over wing of 

the duck and has lower flight noise with the 

serrations on the leading edge Ito [14] 

investigated a NACA63-414 profile with different 

number of teeths as serrations and two Reynolds 

numbers (2.1x104 and 2.1x105) to show the 

behavior of the flow at low and high speeds. By 

increasing the number of teeth on the wing, it is 

seen that the aerodynamic performance is 

improved in the low Reynolds number region, in 

turn, no significant changes are seen for the high 

Reynolds number region. Also, Mascha [15] 

mentioned the serrations on owl wings and 

identified the outstretched pennula (hair-like 

extensions of the feather) as a source of the mild 

wing layer of owls, which reduces the flight noise. 

Hertel [5] derived an explanation of how the 

velvet-like upper surface may prevent generated 

sound. He claimed that it acts as a kind of cushion 

so that it reduces the noise during flight. 

Geyer et al. [16] performed wind tunnel  and 

outdoor measurements to demonstrate the 

difference between the noise levels of the owl 

compared to the noise of non-silently flying birds. 

The outdoor experiment was carried out with an 

owl, flying over a microphone array. The wind 

tunnel measurements were performed with 

prepared wings (real wings of dead birds) of an 

owl, hawk, and kestrel at fifteen flight speeds 

between 5 m/s and 20 m/s at 0°, 8°, and 16° AOA.  

The outdoor flight noise was recorded between 

500 Hz and 10 kHz frequencies. The results of 

both experiments show that the owls generate less 

noise (60dB) than the other birds (75-90dB) used 

in the studies. No major noise difference was 

measured at low-frequency level. But for mid and 

high-frequency range, the owl outperformed the 

other birds in case of silence. 

In addition to the whole body or wing studies, 

investigations on 2D wing profiles can be found 

in the literature. Kondo et al. [17, 18] investigated 

the effect of the flow detachment around an airfoil 

(owl-like profile on the lift and drag coefficients 

using CFD. They concluded that the owl airfoil 

has a higher lift/drag ratio compared to 

NACA0002, NACA0012, and the Ishii airfoil. 

Anyoji et al. [19] performed experiments in the 

wind tunnel with an owl-like airfoil, where they 

visualized the flow and measured the lift and drag 

properties. Again, the high cambered airfoil (on 

the pressure side) showed a better lift/drag ratio 

compared to NACA0012. 

It is shown in the literature that carrying out 

acoustic experiments with living animals are 

mostly difficult, whereas body part samples are 

also hard to find [6, 12, 16]. Since the owl is well 

known for its nearly silent flight, the scope of this 

work is to numerically investigate the owl wing 

cross-section in terms of aerodynamics and 

aeroacoustics to obtain faster, and reasonable 

acoustic results, compared to experiments. 

Properties like flight speed and Angle of Attack 

(AoA) were investigated to understand the flow 

behavior in relation to the reported silent flight 

characteristics. The connection between vortices 

and acoustics were examined to realize the noise 

generation of the owl flight.  

2. NUMERICAL SET-UP AND DESIGN 

In this section, the setup of the numerical analysis 

will be described, whereas a brief explanation 

about the design and meshing process will be 
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explained. All numerical analysis in this paper 

were performed using ANSYS Fluent software. 

2.1. Computational Details 

2.1.1. Turbulence Model 

For simple cases of turbulent flow, equations can 

be solved directly, whereas, in complex turbulent 

flows, CFD simulations predict the outcome of 

turbulence with the help of turbulence models. 

These turbulence models are simplified equations 

that predict the statistical formation of turbulent 

flows [20]. In order to choose the most suitable 

turbulence model, the case which is going to be 

solved must be defined properly. Two common 

approaches can be seen in CFD, which are Large-

eddy simulation (LES) and Reynolds-averaged 

Navier-Stokes (RANS). LES is a transient 

technique in which the large eddies are resolved 

directly, while small eddies are modeled. On the 

other hand, the RANS use the Navier-Stokes 

equations (as time-averaged) without filtration, 

while Reynolds stresses are solved directly [21]. 

Remaining turbulence models are based on these 

two approaches [22]. 

RANS and LES models have their pros and cons. 

In comparison to RANS models, LES is able to 

predict the vortex shedding and flow recirculation 

accurately. In contrast, LES has to be run for a 

sufficiently long flow-time to obtain a stable 

solution and can only be applied to 3D models. 

This leads to computational costs, which are 

higher than that of the steady RANS calculations. 

On the other hand,  Detached-Eddy-Simulation 

(DES), which is a hybrid LES-RANS model. This 

model uses the RANS for the wall limited flows, 

whereas the LES for the far-field. The DES model 

requires more computational costs than RANS 

but requires less than LES [21, 22]. 

Spalart-Allmaras is a low Reynolds number 

turbulence model, which is developed for 

aerodynamic applications.  This model has some 

weakness in computing shear flow, separated 

flow, or decaying turbulence, but it’s 

advantageous in terms of convergence and 

stability [22]. For example X. Liu and X. Liu [23] 

used this model in the steady flow over an owl-

wing-based airfoil for pressure and velocity 

coupling. The Spalart-Allmaras model has been 

shown to realize decent results for applications 

involving wall-restricted flows and boundary 

layers subjected to reverse pressure gradients 

[24]. Therefore, the Spalart-Allmaras was 

selected for the steady analysis as turbulence 

model. The DES, with Spalart-Allmaras as a 

submodel, was chosen for the transient cases, 

because of its capabilities of solving the wall-

bounded and far-field flows better than RANS 

models. The submodel decision was made so that 

the analysis all have the same RANS model. In 

general, better vortex shedding and turbulence 

resolution was obtained compared to RANS, 

whereas computational costs were much less than 

LES. 

2.1.2. Acoustic Model 

There are different approaches to calculate the 

aeroacoustic field from flow field,where in 

Lighthill’s acoustic analogy, Lighthill generated a 

wave equation by using the Navier-Stokes and 

continuity equations. This approach not only 

consists of the generated noise, but also includes 

the flow convection and the gradual dissipations 

by conduction and viscosity [25]. Unfortunately, 

Lighthill’s analogy cannot describe kinematic 

effects, because refraction at shear- or boundary 

layers appear as sources. Several generalized 

wave equations have been derived after Lighthill, 

in the attempt to isolate those drawbacks, which 

could be stated as true sources of the sound [25, 

26]. 

An essential part of aeroacoustics is the sound 

source characteristics.  Consequently, it is 

important to understand the monopole, dipole, 

and quadrupole sources, which are very important 

to explain aerodynamically generated noise. The 

monopole is defined as a single, spherical sound 

source which radiates waves inward or outward. 

On the other hand, the dipole can be realized as 

two out of phase monopoles with the same 

strength, where the quadrupole is alike and 

consists of two out of phase dipoles [27]. This 

forms the basis to describe the relation between 

noise and flow. Both vortex and monopole have a 

direction, a strength and are based on velocity, 
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whereas they also can interact with each other and 

form new structures. While monopoles form new 

type of sources (dipole, quadrupole), the same 

situation occurs also in vortices, which can form 

complex structures by affecting one another. 

ANSYS Fluent offers one acoustic source 

equation, the Ffowcs-Williams & Hawkings 

(FW-H) wave equation. In general, it takes the 

Lighthill’s equation as a base, where a control 

surface is used to retain the monopole and dipole 

sources. Despite that, the effect of quadrupole 

sources, which are outside of the control surface, 

can be added with the Lighthill Tensor [26]. 

Combining this acoustic model with the DES 

turbulence model, the aeroacoustic behavior of 

the owl wing profile is described in terms of 

sound pressure (dB). 

2.2. Design, Mesh, Numerical Setup, and Flow 

Conditions 

2.2.1. Design 

It is hard to define a standard 2D profile for avian 

wings, since they vary from bird to bird, from 

species to species. Different methods are used to 

define standard profiles for specific birds. In some 

studies, it is possible to find pairing approaches in 

which each bird's wing is associated with the most 

alike standard airfoil profile [28]. Others tried to 

scan a real wing and reproduce it in a 

computational environment. A 3D non-contact 

laser scanner[12], Projected pattern correlation 

technique [29], or a clinical tomography scanner 

are some of these kinds of methods [6]. 

For this study, the owl wing profile given by Liu 

et al. [12] is used as an airfoil profile (Figure 1) 

for the following CFD analysis. The owl profile is 

extracted from the cross-section at 40% of the 

wingspan. 

 

Figure 1 2D profile of an owl and the near-field 

mesh 

2.2.2. Mesh 

The mesh and the domain around the airfoil are 

shown in Figure 1 and Figure 2, respectively. The 

distances from the airfoils leading-edge to the 

upstream and downstream boundaries are 20x and 

40x chords, respectively.  

 

Figure 2 Domain of airfoil. Red line: inlet velocity 

boundary. Yellow line: pressure outlet 

boundary 

The grid independency study shows five cases for 

possible meshing process (Table 1). The reference 

case is selected as case 4, where both near-field 

and far-field meshes are set as fine, relative to the 

first three cases. Since, the mesh around the airfoil 

had a poor resolution for case 1 and 2, the vortex 

shedding was affected in a negative way, which 

was the reason that these meshes were not 

suitable. On the other hand, case 3 had a finer 
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near-field mesh resolution, which was necessary 

for our study. It is found that the lower quality 

mesh in the far-field didn’t affect the analysis in 

the near-field, since the main objective of this 

study was around the near-field. Due to limited 

computational resources, case 3 is determined as 

the optimal case instead of case 4 or case 5, where 

the mesh quality in the far-field is set between 

coarse and medium, whereas the near-field mesh 

quality is between medium and fine (case 3 in 

Table 1). The minimum grid size on the airfoil 

edge is 10-3, while the average skewness is 0.13 

and the average orthogonal quality is 0.97. 

Table 1 Grid independency study 

 

2.2.3. Numerical Setup and Flow Conditions 

According to Neuhaus et al. [13], the  flight speed 

range of the owl is only about 6 to 10 m/s, where 

Mebs and Scherziger [9] stated that flight speeds 

of owls are in the range of 2.5 m/s to 7 m/s. 

Considering this, the maximum and minimum 

velocities investigated in this study are chosen as 

2.5 m/s and 10 m/s. Additionally, 5 m/s is also 

selected to represent the medium speeds. Chord 

based Reynolds numbers are 2.6×104, 5.2×104, 

and 10.5×104. There is also a wide range of 

options for AOA, but 0°, 5°, and 10° were chosen 

according to gliding flight angles of owls [17, 18, 

23, 30]. 

The same timestep number was selected for all 

cases to keep the same analyze period, which is 

important for studying the vortex shedding. For 

the vorticity results, the timestep is set to (Δt) 10-

3s, whereas an analysis for 2s is ensured. The 

numerical setup for the acoustic analysis depends 

on the Nyquist–Shannon sampling theorem. As 

stated by Sarradj et al. [31], at frequencies higher 

than 6.3 kHz the owl-generated noise couldn’t be 

measured with microphones. Therefore, a max 

frequency of 7.5 kHz is considered sufficient for 

the acoustic analysis, which corresponds to a 

sampling frequency of 15 kHz. Here, a timestep 

value of Δt = 6.6×10-5s required, while the 

timestep number of 1.5×104 provides a flow time 

of 1s. 

Vortex shedding is a significant mechanism 

which connects the aerodynamics and acoustics. 

The formation location, intensity and dimension 

(diameter) of different vortices lead to various 

sound pressure levels and noise locations in 

different frequency zones. Hereby, the vortices at 

specific instances should be analysed for this, 

which is the major reason of the unsteady 

incompressible flow analysis in this study [20, 22, 

26]. 

Moreover, acoustic receivers are needed to be 

defined for the FW-H acoustic model. It is found 

in the literature that in wind tunnel measurements 

the receiver positions are located between 0.6-1 m 

from the airfoil, and distributed around the wing 

specimens at every 24 degrees  [16, 32-34]. 

However, in numerical analysis, microphone 

distances and spacings are chord length based(e.g. 

15x chord or 18x chord away from leading edge  

with 30° spacing) [23, 35]. In this study, the 

receiver placement is accomplished within a 

radius of 1.5 m from the leading-edge, which 

corresponds to 10 times the chord length, with an 

angular difference of 20˚ between the receivers. A 

total number of 18 receivers are placed around the 

airfoil as shown in Figure 3. 

3. RESULTS 

The results in this section are given in terms of 

vorticity and acoustic analysis for different 

freestream velocities and AoA’s. The transient 

vorticity results are investigated in four equally 

spaced instant (0.5 seconds between steps). The 

results of the intermediate steps are not shown for 

simplicity. The acoustic analysis of the owl 

flightwas performed in terms of sound pressure 

level (dB). 
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3.1. Vorticity 

In order to understand the effects of the freestream 

velocities and AoA’s to the flow behaviour, a 

general look at the topology of the flow is 

required. The results in Figure 3a-d show that the 

flow is relatively smooth and the vortices are 

periodical. Positive vortices form at an early point 

(compared to Figure 3e-h and Figure 3i-l) at the 

leading-edge pressure side, whereas the suction 

side flow is smooth and mostly attached to the 

boundary layer. Moving to the 5 m/s case (Figure 

3e-h), both the positive and negative vortices 

became larger relative to the 2.5 m/s case (Figure 

3a-d). Here, the vortices on the suction side get 

bigger in diameter. Also at the trailing-edge, an 

interaction between the negative and positive 

vortices can be seen more clearly. Comparing the 

two cases (Figure 3a-d and Figure e-h) at each 

time step, the flow pattern looks quite similar, 

especially the positive vortex pattern. The 10 m/s 

(Figure 3i-l) results contain larger vortices 

compared to those two cases, which is expected 

for increased velocities. Positive-negative vortex 

interaction can be seen on both sides of the airfoil, 

while at the suction side near the trailing-edge 

positive vortices force the flow to separate from 

an earlier point of the airfoil surface compared to 

other two cases. Furthermore,  interactions of 

vortices intensify in the downstream of the 

trailing-edge. Because of the special camber 

structure of the owl profile , it is expected that the 

positive (clockwise) vortex shedding starts at a 

point near the leading edge of the profile, 

especially at small AOA’s e.g 0°. 

 

Figure 3 Vorticity distributions of AOA=0° for owl airfoil in four equally spaced instants 

If we focus on the results of AoA=5° (Figure 4), 

the first point that stands out is the separation of 

the vortices at approximately the half chord 

length, whereas for the 0° AoA results (Figure 3) 

the separation point is closer to the trailing-edge 

(at approx. 75% of the chord). It can be concluded 

that this an outcome of the increase in AoA since 

the freestream velocity values didn’t change. 

Another result of this change is that the negative 

vortices start to grow and get even larger than the 

positive vortices on the pressure side. For the 10 

m/s case, at the suction side at 50% of the chord, 

the negative vortex grows over the positive vortex 

and traps it between the airfoil’s surface. This 

indicates a separation bubble formation in the 

flow. 
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Figure 4 Vorticity distributions of AOA=5° for owl airfoil in four equally spaced instants 

If we focus at the trailing-edge of the 5° case 

(Figure 4), the positive vortices on the pressure 

side initially move in a vertical direction, and then 

move in the downstream direction after 

interacting with the negative vortices. It can be 

due to the geometry of the owl airfoil’s trailing-

edge, which is sloping upward. Furthermore, 

different trailing edge geometries  are seen in all 

three profiles. This leads to different interactions 

of vortices, which can affect the flow and the 

acoustic characteristics of each  wing profile. 

The results of AoA=10° cases are given in Figure 

5. At this AoA the flow separate from an earlier 

point on the airfoil. The separation points of the 

negative vortices shift upstream to the leading-

edge and reaches almost 25% of the chord length.. 

A similar effect is also seen in the 5° AoA cases 

(Figure 4).  

In general, the 2.5 m/s cases (Figure 3) have small 

vortex shedding, while the 5 m/s and 10 m/s cases 

show rather greater vortex shedding. It is clearly 

seen that the airfoil is better adapted to the flow at 

2.5 m/s. Because the flow stays attached at the 

pressure side at this velocity, which is the desired 

to produce lift more efficiently. Furthermore, it is 

also known that, in general the owls fly slower 

than other birds [9, 13].  
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Figure 5 Vorticity distributions of AOA=10° for owl airfoil in four equally spaced instants 

If we focus on the vortex dimensions, the 

diameter doubled from 2.5 m/s to 5 m/s, and 

almost tripled from 2.5 m/s to 10 m/s. Different 

from the other two cases, the 10° AOA results 

(Figure 5) demonstrate vortex interactions, which 

indicate the previously mentioned dipole and 

quadrupole sources. The image at 0.5s for the 10 

m/s case (Figure 5i) is an example for dipoles, 

whereas image at 2.0s for the 10 m/s (Figure 5l) 

indicates a quadrupole. These sources are also 

seen in Figure 5e-h, while vortices with much 

smaller diameters are present in Figure 4e-h and 

Figure 4i-l. 

3.2. Acoustic Results 

In this section, the results of the acoustic analysis 

of the owl are investigated in terms of sound 

pressure level (dB). As mentioned in the previous 

chapter, the 5° (Figure 4e-l) and  10° (Figure 5e-

l) cases are selected for aeroacoustic 

investigations. The aerodynamically generated 

noise is measured at the receivers, which are 

placed around the airfoil at a distance of 10 times 

the chord lengths (i.e. 1.5 m). The receivers are 

placed starting from the trailing-edge (0° 

receiver) and continues in a counter-clockwise 

direction with 20° increments (see Figure 7). 

First, similar to the literature [23, 31, 35] the 

acoustic data at the 0° receiver (Figure 6) is 

investigated to find the maximum sound pressure 

level in a range between 0-7500 Hz. After that, the 

maximum sound pressure level (SPL) is 

examined together with the remaining 17 

receivers in a radar chart (Figure 7).  

 Following the approaches in the literature, the 

acoustic results in this section, are given relative 

to so-called “the reference acoustic pressure”. In 

the literature, it is defined as the threshold of 

hearing for humans and has a value of 2x10-5 Pa 

(=0 dB) [16, 36]. The negative sound pressure 

levels should be understood as values, which are 

below the reference acoustic pressure. 

3.2.1. Sound Pressure Level 

 In Figure 6, the maximum SPL is located in a 

frequency interval of 20 - 120 Hz with a 

maximum SPL of 17dB for the case in Figure 4e-

h. By increasing the velocity to 10 m/s, the SPL 

rises almost to 40dB for the same AoA. Here, the 

width of the SPL peak increases and propagates 

to a wider frequency range of 90 – 290 Hz. When 
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the AoA is increased to 10°, the effect of AoA on 

SPL can be clearly seen. The maximum SPL is 

around 25dB with a width of approximately 15-

60 Hz for Figure 5e-h, and around 40dB at 40 – 

170 Hz forFigure 5i-l.  

At AoA=10°, the SPL decreases below the 

reference acoustic pressure level (RAPL) (i.e. 0 

dB) around 2250 Hz. On the other hand, the SPL 

of the AoA=5° cases falls below the RAPL 

around 500 Hz. However, with these results, it is 

concluded that the acoustic advantage (silent 

flight) of the owl is reduced at AoA=10°, 

especially at 10 m/s freestream velocity. 

Furthermore, the maximum sound pressure values 

in all cases are seen at low frequencies. A possible 

explanation can be that the freestream velocity is 

not high enough to form high-frequency vortices 

or the AoA is too small to shed vortices in higher 

frequencies. Another notable point is seen in 

Figure 6b and Figure 6c cases, where the sound 

pressure levels are almost at the same level after 

3000 Hz.  This can be an outcome of the crosswise 

increase in the freestream velocity and the AoA 

(respectively for Figure 6b and 6c), which can 

affect the flow in the same way.  

 

Figure 6 Sound pressure level between 0-7500 Hz for 5° and 10° AoA. Receiver is located at the trailing edge 

(0°). AoA=5° V=5 m/s (a) (red), AoA=5° V=10 m/s (b) (blue), AoA=10° V=5 m/s (c) (black), AoA=10° 

V=10 m/s (d) (green) 

Liu et al. [23] found the maximum SPL (25-30 

dB) at around 192 Hz for the similar owl airfoil in 

a numerical analysis (AoA=0°-9° and V= 7.5 m/s 

as boundary conditions), which verifies the results 

in this study. Also, the  SPL distribution at 10 m/s 

freestream velocity for an owl airfoil obtained 

numerically by Li et al. [35] (23-40 dB) is similar 

to our results at the same velocity (i.e. 30-45 dB). 

The slight differences can be related to chord 

length, as Li et al. used 100 mm, whereas the 

chord length in our case is 150 mm. The 

experimental results in the study of Sarradj et al. 

[31] show that the maximum SPL for the owl and 

hawk is around 20 dB at regular flight speeds, 

which is comparable to our findings of 15-30 dB 

at 5 m/s. This can be compared with the 5 m/s data 

of this study because the  flight speed range for 

the owl is around 2.5-10 m/s [9, 13].  

In Figure 7 , the SPL distribution around the 

airfoil s are presented. The results are plotted for 

average SPL values at the receiver locations for 

the maximum frequency interval of the owl wing 

profile. These values are calculated to smooth out 

the fluctuating data at the maximum frequency 

interval and are referred to as overall sound 

pressure levels (OSPL) in this study. The 

maximum frequency intervals were mentioned in 

the previous section, where the range for Figure 

7a is 20 – 120 Hz, for Figure 7b is 90 – 290 Hz, 

for Figure 7c is 15 – 70 Hz and for Figure 7d is 40 

– 170 Hz. 
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For Figure 7a and Figure 7c cases, it can be said 

that the OSPL’s lie between 26-28dB. With the 

increase of the velocity to 10 m/s, the OSPL 

increases to 45dB on average, which corresponds 

to an increase of approximately 15dB compared 

to the 5 m/s case. As an overview, between the 

receivers at 0°-340° (at trailing-edge pressure side 

region) and 140°-160° (at leading-edge suction 

side region), a same pattern of OSPL is noticed. 

A possible explanation can be that the vorticity 

characteristics   at the leading and trailing edge 

have a similar effect on the sound pressure level. 

It is known that the flight speed range of the owl 

is around 2.5-10 m/s, which was also mentioned 

before in this study. Consequently, the OSPL 

behavior in 5 m/s freestream velocity conditions 

shows that the owl wing profile generates less 

noise compared to the 10 m/s conditions, 

regardless of the AoA. 

 

Figure 7 OSPL distribution around the owl airfoil. 

5°AoA - 5 m/s (a)(red), 5°AOA - 10 m/s 

(b)(blue), 10°AOA - 5 m/s (c)(black), 

10°AOA - 10 m/s (d)(green). Black dots 

represent the locations of the receivers. The 

frequency interval in the radar charts 

corresponds to the maximum SPL range. 

Airfoil is drawn to indicate the relative AoA 

with respect to the receivers. Therefore the 

chord length, and the distance between the 

leading edge of the airfoil and the receivers 

are not to scale 

4. CONCLUSION 

The objective of this study is to investigate the 

flow characteristics of the owl’s wing profile, and 

its effect on the silent flight of the owls. For this 

purpose, typical values that describe the 

properties of the owl are chosen and analyzed 

with 2D computational fluid dynamics tools. In 

order to represent the gliding flight, freestream 

velocities are chosen as 2.5 m/s, 5 m/s, and 10 

m/s, whereas the angle of attacks are taken as 0°, 

5°, and 10°.  

As a brief summary of both vorticity and acoustic 

results, it is seen that each investigated 

characteristic of the vortices have an impact on 

the SPL. The effect of the formation position of 

the vortices on the noise distribution can be seen 

in Figure 7. On the other hand, the vortex intensity 

and dimension have an influence on the SPL, 

whereas the vortex shedding (or occurrence 

frequency) is related to the frequency-dependent 

SPL (Figure 6). To understand the acoustic 

behavior of the owl wing profile, transient 

analyses are carried out over time. In general, the 

results show that all the cases with 2.5 m/s 

freestream velocity and 0° AoA have small 

vortices in the field, and almost no vortex 

interactions are observed. Since the vortices for 5 

m/s and 10 m/s are larger and have more 

interaction between eachother, it is expected that 

the noise generation would be greater compared 

to 2.5 m/s. This can be seen in the vortex 

diameters, where it doubled from 2.5 m/s to 5 m/s, 

and almost tripled from 2.5 m/s to 10 m/s. 

The results of the acoustic charachteristics of the 

owl airfoil show that in a frequency range 

between 0 – 2250 Hz, it generates the least noise 

at 5 m/s freestream velocity regardless of the 

AoA. The max SPL increases almost 80% from 5 

m/s to 10 m/s, where the values share similarities 

with the literature. Investigations of the SPL 

distribution around the airfoil show that the owl 

has a similar sound distribution at the trailing-

edge (at 0° and 340° receivers) and leading-edge 

(at 140° and 160° receivers). Thus, the flow 

behaviour at the leading and trailing edge are alike 

and affects the SPL in the same way. It is known 

that it has a flight speed range of 2.5-10 m/s , 
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which explains why it generated more noise at 10 

m/s freestream velocity conditions. Furthermore, 

the max SPL of the owl airfoil is located directly 

above and underneath the profile, whereas the min 

SPL is around the leading- and trailing-edge zone. 

In general, investigated flow characteristics 

around the owl wing profile are in agreement with 

the “nearly silent flight” observations of the owl. 
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Quantum Reservoir Parameter Estimation via Fisher Information 

Ufuk KORKMAZ*1, Deniz TÜRKPENÇE1 

Abstract 

In this study, we show that as a result of weak interaction of different information environments 

structured with a single probe qubit, these environments can perform binary classification of 

the information they contain. In this way, we refer to these environments as quantum 

information baths because they consist of sequences of identical qubits in certain pure quantum 

states. A micro-maser like master equation has been developed to clearly describe the system 

dynamics analytically and the quantum states of different information reservoirs. The model 

can also be treated as a quantum neuron, due to the single-qubit probe that makes a binary 

decision depending on the reservoir parameters in its steady state. The numerical results of the 

repeated interaction process based on the divisibility and additivity of the quantum dynamic 

maps are compared with the analytical results. Besides being a single quantum classifier, the 

model we present can also serve as a basic unit of a quantum neural network within the 

framework of the dissipative model of quantum computing. 

Keywords: Binary classification, information reservoir, collision model, quantum Fisher 

information 

 

1. INTRODUCTION 

Classification of data plays an important role in 

extremely important applications such as machine 

learning, medical diagnostics and pattern 

recognition. In recent studies, machine learning 

algorithms made within the scope of quantum 

framework present the advantages of quantum 

computing [1-7]. The standard circuit model of 

quantum computation relies on quantum registers 

in pure states. That is, the quantum register is a 

closed quantum system.  

However, we propose a quantum processing task 

based on open quantum dynamics. Recent reports 
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show that quantum baths can be evaluated as 

communication channels through which 

information is transmitted [8, 9]. These studies 

encourage us to examine the existence of quantum 

classifiers where their dynamics are not unitary.  

In our study, we consider a two-level quantum 

system (probe qubit) weakly interacting with 

different quantum reservoirs carrying information 

content. We refer to these reservoirs information 

reservoirs as we assume they are identical qubit 

strings in pure states with specific information 

parameters. [10, 11]. The probe qubit is subject a 

dissipation process in the presence of information 

reservoirs [12], such as quantum reservoir 

engineering, where the steady state is a non-trivial 
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quantum state. We show that the steady state of 

the probe qubit acts as a quantum binary classifier 

as a result of interacting with various information 

environments. Using the mixing properties of 

quantum dynamic maps, we show that under some 

conditions the mixture of quantum dynamical 

maps can be natural data classifiers. Though it 

seems useless to use mixed states for quantum 

computation processing, it is shown that the 

dissipative model of quantum computing provides 

an alternative route for quantum computation. 

[14, 15].  

For quantum thermodynamics or materials 

sciences, it is important to take advantage of 

quantum sources that exhibit  non-linear response 

with respect to linear variation of dynamical 

parameters [16-18]. We construct our model by 

considering a single spin weakly connected to 

information reservoirs where reservoir induced 

non-linearity could be encountered. We then trace 

out the environmental states to calculate the 

reduced dynamics. Single spin magnetization as a 

steady-state response of reduced dynamics is an 

indication of merit. In the model, the input data 

represents information reservoirs connected to a 

single spin. The physics we use in this model is 

based on the complete positivity, additivity [19] 

and divisibility [20, 21] of quantum dynamical 

maps. As has been done in previous studies [7], 

[22], superconducting circuits can be shown as a 

physical model to apply the theoretical model 

with possible defects. We leave the activation and 

training tasks out of the scope of this study for our 

proposed classifier. 

2. FRAMEWORK AND MODEL 

DYNAMICS 

Perceptron is the simplest developed 

mathematical model for binary data classification. 

More precisely, the perceptron predicts binary 

decision output corresponding to a weighted sum 

of data instances as input. In general, the output is 

modulated by a rule, so-called activation function. 

For instance, a step function 𝑓(𝑦) where 𝑦 =
∑ 𝑤𝑖𝑥𝑖𝑖  with 𝑥𝑖 data instances and 𝑤𝑖 

corresponding weights [23] can be defined as 

output. By the behaviour of the step function, the 

output node returns 𝑓(𝑦) = +1 for 𝑦 ≥ 0 and 

returns 𝑓(𝑦) = 0  else. Activation functions can 

be selected from either linear or non-linear 

functions. However, nonlinear functions are 

attractive in multilayer neural network 

applications as they support back propagation. 

There have been studies based on the advantages 

of quantum computing using quantum 

perceptrons or neural network models [2, 3, 6, 

24].  

Our model is an open quantum system and we 

take advantage of dissipative processes for data 

classification. Such a system 𝜌 is defined by  

𝜕𝜌

𝜕𝑡
= 𝑃1ℒ𝑡

(1)
+ ⋯ + 𝑃𝑁ℒ𝑡

(𝑁)
 (1) 

a weighted combination of generators 

representing the non-unitary evolutions induced 

by 𝑁 distinct reservoirs. Here, the generators ℒ𝑡
(𝑖)

 

are, in general, time-dependent and 𝑃𝑖 are non-

negative coefficients representing the 

probabilities of the probe qubit experiencing from 

the 𝑖th information reservoir. Note that, Eq. (1) 

represents the quantum equivalent of a classical 

perceptron model defined and represents a 

physical system as long as the weak coupling 

condition is satisfied, which ensures the additivity 

of the generators [19, 21, 25]. 

To this end, each generator will be represented by 

a completely positive trace-preserving (CPTP) 

quantum dynamical map  

Φ𝑡
(𝑖)

= 𝑇𝑟ℛ𝑖
[𝑈𝑡(𝜌0 ⊗ 𝜌ℛ𝑖

)𝑈𝑡
ϯ
] (2) 

where 𝑈𝑡 is a unitary propagator acting both on 

the system and the environment and ℛ𝑖 represents 

the quantum state of the 𝑖th environment. In 

addition, if a dynamical map satisfying Φ𝑡+𝑠 =
Φ𝑡(Φ𝑠[𝜌]) is completely positive (CP) for 𝑡 and 

𝑠 ≥ 0, this is referred to as a CP divisible map. It 

has been shown that CP divisibility ensures the 

additivity of quantum dynamical maps in the 

weak coupling condition where cross-correlations 

between distinct reservoirs are avoided [21, 26]. 

Therefore, we represent the open quantum 

dynamics of our model by using a weighted 

combination of quantum dynamical maps 

satisfying CP divisibility as 
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Φ𝑡[𝜌0] = ∑ 𝑃𝑖  Φ𝑡
(𝑖)

𝑖 . (3) 

Note that, Eq. (3) can only be cast in place of Eq. 

(1) only if all the dynamical maps Φ𝑡
(𝑖)

 in the 

summation is CP divisible. 

Single qubit quantum information is parametrized 

by polar and azimuthal angles as |Ѱ(𝜃, ∅)⟩ =

cos
𝜃

2
|𝑒⟩ + 𝑒𝑖∅ sin

𝜃

2
|𝑔⟩ in the well-known Bloch 

sphere representation, here |𝑒⟩ ≡ |0⟩ and |𝑔⟩ ≡
|1⟩  stand for excited and ground states, 

respectively. Throughout of our study we take 

∅ = 0 fixed and parametrize ‘quantum features’ 

by 𝜃. In our model, we treat the classifier as a 

schema that carries informational content to 

different reservoirs where the probe qubit is 

weakly coupled. We model the open quantum 

dynamics using a repeated interaction process 

[27]. The ancilla units in these models are 

identical. Ancilla units do not interact with each 

other and the dynamics of the repeated 

interactions are unitary with very small 

interaction time 𝜏. Thanks to the standard 

formulation of the collision models, memoryless 

open quantum dynamics equivalent to the master 

equations is obtained. At the beginning, the 

ancillas ℛ𝑖, which are prepared identically, 

sequentially collide with system 𝑆 in equal 

duration 𝜏. The system plus reservoir 𝑆ℛ state is 

initially assumed to be in a product state 𝜌(0) =
𝜌𝑆(0) ⊗𝑖

𝑁 𝜌ℛ𝑖
 where 𝜌(0) = |+⟩⟨+| and 𝜌ℛ =

|Ѱ𝜃⟩⟨Ѱ𝜃|. By choosing the initial system states as 

|+⟩ =
|𝑒⟩+|𝑔⟩

√2
, we initially provide a null 

magnetization. These identical qubit states ℛ𝑖 

read as 

𝜌ℛ𝑖
=⊗𝑘=1

𝑁 𝜌𝑖𝑘
(𝜃, ∅). (4) 

In order to represent the additivity of quantum 

dynamical maps in terms of quantum collisional 

model, each dynamical map Φ𝑡
(𝑖)

 in Eq. (3) can be 

rephrased as 

Φ𝑛𝜏
(𝑖)[𝜌0] = 𝑇𝑟𝑛 [𝑈0𝑖𝑛

⋯ 𝑇𝑟1 [𝑈0𝑖1
(𝜌0 ⊗

                      𝜌ℛ𝑖1
) 𝑈0𝑖1

ϯ
] ⊗ ⋯ 𝜌ℛ𝑖𝑛

𝑈0𝑖𝑛

ϯ
] (5) 

by using the reduced dynamics where 𝑛𝜏  is the 

time elapsed for 𝑛 collisions.  When the scheme 

above was repeated a sufficient number of times, 

the system state becomes identical to that of the 

reservoir state. Thus, the system reaches steady 

state where the process is referred to as ‘quantum 

homogenization’ [28]. From now on, we drop the 

index 𝑘 for convenience. 

We use the standard collision model where the 

bath of 𝑁 qubits do not interact each other, so the 

open system evolution is Markovian analougus to 

the central spin model [29]. As shown in Figure 1, 

a cluster of 𝑁qubits interacts randomly with the 

probe qubit. The total Hamiltonian reads  𝐻 =
𝐻0 + 𝐻ℛ𝑖

+ 𝐻𝑖𝑛𝑡, where 

𝐻0 + 𝐻ℛ𝑖
=

ℏ𝑤0

2
𝜎0

𝑧 +
ℏ𝑤𝑏

2
∑ 𝜎𝑖

𝑧𝑁
𝑖=1 . (6) 

 

Figure 1 Statistically identical prepared cluster qubits 

interacts randomly with the probe qubit  

Eq. (6) is the free Hamiltonian of the probe qubit 

and the 𝑁 reservoir qubits, respectively. ℏ is the 

reduced Planck constant. 𝜎0,𝑖
𝑧 = |𝑒0,𝑖⟩⟨𝑒0,𝑖| −

|𝑔0,𝑖⟩⟨𝑔0,𝑖|  are the Pauli 𝑧 matrices for the probe 

and 𝑖th qubit, respectively. For simplicity, we 

assume that the system reservoir resonance is 

𝑤0 = 𝑤𝑏. We define interaction Hamiltonian as 

𝐻𝑖𝑛𝑡 = ℏ ∑ 𝜑𝑖(𝜎𝑖
+𝜎0

− + 𝐻. 𝑐. )𝑁
𝑖=1 , (7) 

where 𝜑𝑖 is the coupling constant between the 

probe qubit and the 𝑖th reservoir qubits, 𝜎𝑖
+ =

|𝑒𝑖⟩⟨𝑔𝑖|, 𝜎𝑖
− = |𝑔𝑖⟩⟨𝑒𝑖| are the individual Pauli -
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raising  and -lowering operators. 𝜎0
± are the Pauli 

matrices act on the probe qubit. The coupling 

strength is directly related to the 𝜑𝑖 ∝ 𝑃𝑖 

probability expressing the 𝑖th reservoir 

encounters. We derive a micromaser-like master 

equation based on repeated, random interactions. 

In this way, we establish the connection between 

the dynamic model of the study and real physical 

systems [17, 29-31].  In this article, open system 

evolution is Markovian. Because we used the 

standard collision model where the ancillas do not 

interact with each other. 𝑈(𝜏) = 𝑒𝑥𝑝[−𝑖𝐻𝑖𝑛𝑡𝜏 ℏ⁄ ] 
are unitary propagators and describe the collisions 

between the system qubit and each ancilla. 

𝑈(𝜏) = 𝟙 − 𝑖𝜏(𝜎0
+𝐽𝜑𝑖

− + 𝜎0
−𝐽𝜑𝑖

+ ) −

               
𝜏2

2
(𝜎0

+𝜎0
−𝐽𝜑𝑖

− 𝐽𝜑𝑖

+ + 𝜎0
−𝜎0

+𝐽𝜑𝑖

+ 𝐽𝜑𝑖

− ) (8) 

up to second order in 𝜏. Here, 𝐽𝜑𝑖

± = ∑ 𝜑𝑖𝜎𝑖
±𝑁

𝑖=1  

are the collective operators weighted by 𝜑𝑖. The 

initial system is assumed to be factored 𝜌(𝑡) =
𝜌0(𝑡) ⊗ 𝜌ℛ𝑖

, assuming the reservoir states are 

reset to their initial state after each interaction. In 

the light of micro-maser theory, we explain 

random interactions with a Poisson process. The 

dynamics of the system is 

𝜌(𝑡 + 𝛿𝑡) = 𝑟𝛿𝑡𝑈(𝜏)𝜌(𝑡)𝑈ϯ(𝜏) + (1 −
                        𝑟𝛿𝑡)𝜌(𝑡) (9) 

in a time interval 𝛿𝑡, where where 𝑟𝛿𝑡 is the 

probability of an interaction event at a rate 𝑟 and 
(1 − 𝑟𝛿𝑡) is the probability of occurring a non-

interaction state. For the reduced dynamics of the 

probe qubit, the master equation is obtained as 

�̇�0(𝑡) = 𝑇𝑟ℛ𝑖
[𝑟𝑈(𝜏)𝜌(𝑡)𝑈ϯ(𝜏) − 𝑟𝜌(𝑡)]         (10) 

in the time limit 𝛿𝑡 → 0 for �̇�0(𝑡) =
[𝜌0(𝑡 + 𝛿𝑡) − 𝜌0(𝑡)] 𝛿𝑡⁄ . After some 

adjustments, the master equation obtained for our 

model is 

�̇�0 = −𝑖[𝐻𝑒𝑓𝑓, 𝜌] + ∑ 𝜑𝑖
2(𝜁+ℒ[𝜎0

+] +𝑁
𝑖=1

           𝜁−ℒ[𝜎0
−]) + ∑ 𝜑𝑖𝜑𝑗(𝜁𝑠

+ℒ𝑠[𝜎0
−] +𝑁′

𝑖<𝑗

           𝜁𝑠
−ℒ𝑠[𝜎0

+])                                              (11) 

where 𝐻𝑒𝑓𝑓 = 𝑟𝜏 ∑ 𝜑𝑖(〈𝜎𝑖
−〉𝜎0

+ + 〈𝜎𝑖
+〉𝜎0

−)𝑁
𝑖   

denotes the effective Hamiltonian describing a 

coherent drive on the probe qubit. 〈𝒪𝑖〉 =

𝑇𝑟[𝒪𝜌ℛ𝑖
] are averages calculated over identical 

reservoir units. The superoperators here, 

respectively, ℒ[𝑜] ≡ 2𝑜𝜌𝑜ϯ − 𝑜ϯ𝜌𝑜 − 𝜌𝑜𝑜ϯ is 

the standard Lindblad term and ℒ𝑠[𝑜] ≡ 2𝑜𝜌𝑜 

describes a squeezing effect by the reservoir. 

Since the standard Linbladian coefficients 𝜁± =
𝑟𝜏2

2
〈𝜎𝑖

±𝜎𝑖
∓〉 contain diagonal inputs and 𝜁𝑠

± =

2𝑟𝜏2〈𝜎𝑖
±〉〈𝜎𝑗

±〉   contain off-diagonal inputs, the 

Linbladian coefficients carry information 

corresponding to the different inputs of the 

density matrices of the reservoir units. 𝑁′ =
𝑁(𝑁 − 1) 2⁄  are terms in the summation. 

Let us express the density matrix of the probe 

qubit as 𝜌(𝑡) = 𝑝𝑒(𝑡)|𝑒⟩⟨𝑒| + 𝑝𝑔(𝑡)|𝑔⟩⟨𝑔| +
(𝑐(𝑡)|𝑒⟩⟨𝑔| +   𝐻. 𝑐. )  in the standard basis. 

When we substitute these expressions in Eq. (11) 

as �̇�0=0 and 𝑐 = 𝑐∗ = 0, the steady state equation 

is obtained as follows 

𝜌0
𝑠𝑠 =

1

∑ 𝜑𝑖
2𝑁

𝑖

∑ 𝜑𝑖
2(〈𝜎𝑖

+𝜎𝑖
−〉|𝑒⟩⟨𝑒| +𝑁

𝑖=1

            〈𝜎𝑖
−𝜎𝑖

+〉|𝑔⟩⟨𝑔| + [𝑖𝛾1
−(〈𝜎𝑖

+𝜎𝑖
−〉 −

            〈𝜎𝑖
−𝜎𝑖

+〉)|𝑒⟩⟨𝑔| + 𝐻. 𝑐. ])                             (12) 

where 𝛾1
− = 𝑟𝜏 ∑ 𝜑𝑖〈𝜎𝑖

−〉𝑁
𝑖 . Eq. (12) reduces to 

𝜌0
𝑠𝑠 = (〈𝜎1

+𝜎1
−〉|𝑒⟩⟨𝑒| + 〈𝜎1

−𝜎1
+〉|𝑔⟩⟨𝑔| +

             [𝑖𝛾1
−(〈𝜎1

+𝜎1
−〉 − 〈𝜎1

−𝜎1
+〉)|𝑒⟩⟨𝑔| +

             𝐻. 𝑐. ])                                                    (13) 

in the presence of a single (only 𝜑1 ≠ 0) 

information reservoir. As clear above, the steady 

state density matrix involves the same diagonal 

terms as that of the reservoir density matrices of 

the reservoir units. 

This result is typical for the steady state response 

of small quantum systems for dissipative 

interactions. However, the off-diagonal elements 

above depend on 𝛾1
−, which is a function of 𝑟. In 

other words, a complete implementation of a 

single information reservoir depends on the 

interaction statistics. That is, for Poisson 

interaction statistics 𝑟𝛿𝑡 → 0, off-diagonals will 

not appear in the steady state, while for regular 

statistics 𝑟𝛿𝑡 → 1, one obtains more data about 

the reservoir in the steady state with the inclusion 

of off-diagonal terms. 
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2.1. Fisher Information 

As mentioned above, the probe qubit encodes the 

binary classification result in the steady state. A 

qubit can be represented as 

𝜌 =
1

2
(𝟙 + 𝝎 ∙ 𝝈)                                                 (14) 

in the Bloch representation where, 𝟙 is the unit 

matrix, 𝝎 = (𝜔𝑥, 𝜔𝑦, 𝜔𝑧)
𝑇
 is the Bloch vector 

and 𝝈 = (𝜎𝑥, 𝜎𝑦 , 𝜎𝑧) denotes a vector whose 

components are the Pauli matrices. When the 

qubit undergoes a dissipation process with Pauli 

channels, this can be defined by a CPTP map 

𝜀(𝜌) =
1

2
𝟙 +

1

2
(𝐴𝝎 + 𝒄) ∙ 𝝈                                    (15) 

where 𝐴 is a 3 × 3 transformation matrix with 

𝐴𝑖,𝑗 =
1

2
𝑇𝑟[𝜎𝑖𝜀(𝜎𝑗)] real elements and 𝒄 𝜖 𝑅3 is a 

translation vector with 𝑐𝑖 =
1

2
𝑇𝑟[𝜎𝑖𝜀(𝟙)]. Here, 

the transformation of the Bloch vector 𝝎 is 

defined by an affine map 𝜀(𝝎) ≔ 𝐴𝝎 + 𝒄. 

An unknown parameter 𝜆 of a random variable 

can be estimated by Fisher information. The 

classical Fisher information for a discrete random 

variable reads 

ℱ𝜆 = ∑ 𝑝𝑟(𝜆) [
𝜕𝑙𝑛𝑝𝑟(𝜆)

𝜕𝜆
]

2

𝑟                                     (16) 

where 𝑝𝑟(𝜆) is the probability of obtaining the 

result 𝑟 conditioned on the parameter 𝜆. Quantum 

Fisher information (QFI) can be quantified by the 

generalization of Eq. (16) as  

ℱ𝜆 = 𝑇𝑟[𝜌𝜆𝐿𝜆
2] = 𝑇𝑟[(𝜕𝜆𝜌𝜆)𝐿𝜆]                           (17) 

where 𝐿𝜆 is the symmetric logarithmic derivative 

defined through 𝜕𝜆𝜌𝜆 =
1

2
{𝜌𝜆, 𝐿𝜆} [32]. 

Based on these expressions, for a general mixed 

state 𝜌𝜆 = ∑ 𝑝𝑖|Ѱ𝑖⟩⟨Ѱ𝑖|𝑖 , QFI is defined by 

ℱ𝜆 = ∑
(𝜕𝜆𝑝𝑖)2

𝑝𝑖
𝑖 + ∑ 𝑝𝑖ℱ𝜆,𝑖𝑖 −

           ∑
8𝑝𝑖𝑝𝑗

𝑝𝑖+𝑝𝑗
|⟨Ѱ𝑖|𝜕𝜆Ѱ𝑗⟩|

2
𝑖≠𝑗                                  (18) 

where {𝑝𝑖} are the eigenvalues of 𝜌 and ℱ𝜆,𝑖 is the 

QFI for a pure state with 

ℱ𝜆,𝑖  = 4[⟨𝜕𝜆Ѱ𝑖|𝜕𝜆Ѱ𝑖⟩ − |⟨Ѱ𝑖|𝜕𝜆Ѱ𝑖⟩|2].         (19) 

In addition, a convenient formula specific to the 

two level system (TLS) was developed as follows 

[33] 

ℱ𝜆 = 𝑇𝑟[(𝜕𝜆𝜌)2] +
1

𝑑𝑒𝑡𝜌𝜆
𝑇𝑟[(𝜌𝜆𝜕𝜆𝜌𝜆)2].        (20) 

QFI can also be expressed in Bloch sphere 

representation under Pauli channels as [34] 

ℱ𝜆 = |𝜕𝜆 𝜀(𝝎)|2 +
[ 𝜀(𝝎)∙𝜕𝜆 𝜀(𝝎)]2

1−| 𝜀(𝝎)|2 .                    (21) 

2.2. Numerical results for Fisher Information 

The QuTIP package is used for numerical 

calculations [35]. It can define the density matrix 

for the information reservoir as follows 

𝜌ℛ𝑖
= [

1+cos 𝜃𝑖

2

𝑒−𝑖∅𝑖

2
sin 𝜃𝑖

𝑒𝑖∅𝑖

2
sin 𝜃𝑖

1−cos 𝜃𝑖

2

] =

            [
〈𝜎𝑖

+𝜎𝑖
−〉 〈𝜎𝑖

−〉

〈𝜎𝑖
+〉 〈𝜎𝑖

−𝜎𝑖
+〉

]                                (22) 

When we substitute the values in Eq. (22) in Eq. 

(12), 𝜀(𝜌0
𝑠𝑠) is obtained according to the variables 

𝜃 and ∅ as 

𝜀(𝜌0
𝑠𝑠)  =

1

2 ∑ 𝜑𝑖
2𝑁

𝑖

∑ ( 𝜑𝑖
2 +  𝜑𝑖

2 cos 𝜃𝑖)|𝑒⟩⟨𝑒| +𝑁
𝑖=1

(+
𝑖𝑟𝜏

2 ∑ 𝜑𝑖
2𝑁

𝑖

∑ 𝜑𝑖 𝜑𝑗
2𝑁

𝑖,𝑗=1 sin 𝜃𝑖 cos ∅𝑖 cos 𝜃𝑗 +

𝑟𝜏

2 ∑ 𝜑𝑖
2𝑁

𝑖

∑ 𝜑𝑖 𝜑𝑗
2𝑁

𝑖,𝑗=1 sin 𝜃𝑖 sin ∅𝑖 cos 𝜃𝑗) |𝑒⟩⟨𝑔| +

(−
𝑖𝑟𝜏

2 ∑ 𝜑𝑖
2𝑁

𝑖

∑ 𝜑𝑖 𝜑𝑗
2𝑁

𝑖,𝑗=1 sin 𝜃𝑖 cos ∅𝑖 cos 𝜃𝑗 +

𝑟𝜏

2 ∑ 𝜑𝑖
2𝑁

𝑖

∑ 𝜑𝑖 𝜑𝑗
2𝑁

𝑖,𝑗=1 sin 𝜃𝑖 sin ∅𝑖 cos 𝜃𝑗) |𝑔⟩⟨𝑒| +

 
1

2 ∑ 𝜑𝑖
2𝑁

𝑖

∑ ( 𝜑𝑖
2 −  𝜑𝑖

2 cos 𝜃𝑖)|𝑔⟩⟨𝑔|𝑁
𝑖=1                (23) 

Substituting 𝜀(𝜌0
𝑠𝑠) and Pauli matrices into Eq. 

(15), 
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𝜀(𝜌0
𝑠𝑠)  =

1

2
𝟙 +

1

2
(𝜀(𝜔𝑥)𝜎𝑥  + 𝜀(𝜔𝑦)𝜎𝑦 +

                  𝜀(𝜔𝑧)𝜎𝑧)                                             (24) 

we get  

𝜀(𝜔)  = (

𝜔𝑥

𝜔𝑦

𝜔𝑧

) =

1

∑ 𝜑𝑖
2𝑁

𝑖

(−

𝑟𝜏 ∑ 𝜑𝑖 𝜑𝑗
2𝑁

𝑖,𝑗=1 sin 𝜃𝑖 sin ∅𝑖 cos 𝜃𝑗

𝑟𝜏 ∑ 𝜑𝑖 𝜑𝑗
2𝑁

𝑖,𝑗=1 sin 𝜃𝑖 cos ∅𝑖 cos 𝜃𝑗

∑  𝜑𝑖
2 cos 𝜃𝑖

𝑁
𝑖=1

)  

(25) 

Finally, when we substitute Eq. (25) in Eq. (21), 

the QFI (ℱ𝜃 ) is obtained in Bloch sphere notation. 

Figure 2 shows the couplings are equal and fixed 

QFI is investigated for different reservoir states 

defined by the geometrical qubit parameters. In 

this case, the preferred parameter is the Bloch ball 

azimuthal angle 𝜃 to define to information 

reservoir states |Ѱ𝜃⟩. 

 

Figure 2 The variation of the QFI of the system qubit 

coupled to the two environments carrying different 

information contents parametrized by 𝜃, where 𝛿𝜃 is 

a fraction of 𝜃 with   𝛿𝜃 = 1.0. Coupling of the 

system to the reservoirs are fixed, equal and 𝜑1 =
𝜑2 = 0.05  

While 𝑡𝑟~1 − 10𝑛𝑠 is a single qubit reset time, 

current state-of-the art technology allows an 

energy dissipation on time scale 𝑇1~50 − 100𝜇𝑠 

[36]–[38]. We take 𝑤0 = 𝑤𝑏 = 1 𝐺𝐻𝑧 and is 𝑘 =
1 × 103 is number of successful. The interaction 

time is 𝜏 = 4𝑛𝑠 corresponding to 𝜏 = 4 when 

scaled 𝑤0.  The rate is 𝑟 =
𝑘

𝑇1𝑤0
= 0.2. 

Blue curve presents the QFI depicted against 𝛿𝜃 

which is a factor governs the variation of the 

Bloch ball azimuthal angle such as 𝜃1 = 𝛿𝜃, 𝜃2 =
𝜋 − 𝛿𝜃 to the |Ѱ𝜃1

⟩ and |Ѱ𝜃2
⟩ reservoirs, 

respectively. For instance, when 𝛿𝜃 = 0; 𝜃1 = 0 

and 𝜃2 = 𝜋. ℱ𝜃 is the maximum likelihood 

estimate when 𝛿𝜃 = 𝜋 2⁄ . This means that ℱ𝜃 has 

maximum information at 𝛿𝜃 = 𝜋 2⁄ . 

The green curve represents the fixed state of the 

first environment represented by the azimuth 

angle 𝜃1 = 15°  and the variation of the state of 

the second environment parameterized by 𝜃2 =
1°, 2°, ⋯ , 180°. Likewise, the orange curve 

represents the fixed state of the second 

environment represented by the azimuth angle 

𝜃2 = 165°  and the variation of the state of the 

first environment parameterized by 𝜃1 =
1°, 2°, ⋯ , 180° (Figure 2). The shifts in the 

maximum information value of the ℱ𝜃  relative to 

the initial state of the information reservoirs are 

clearly visible. In this way, classification can be 

made as 𝜃 ≤ 𝜋 2⁄  class1 and 𝜃 > 𝜋 2⁄  class2. 

3. CONCLUSION 

First, we derive a master equation, considering 

quantum reservoirs as information sources. 

Through this equation we have derived, we 

propose a classifier that makes a binary decision 

in its steady state depending on the coupling ratios 

and the parameters of the distinct, multiple, 

quantum information-carrying reservoirs. By 

specifying the classification according to the 

weighted sum of the amplitude parameters, the 

steady-state magnetization of the probe qubit is 

used as the classification tool. As a result, we 

analytically verify that a single probe qubit can 

classify it by reading the quantum information 

encoded in the reservoir qubits. 

Second, the QFI is generalized for 𝑁 reservoir 

states defined by the geometric qubit parameters. 

We then numerically obtain the QFI for 𝑁 = 2 

reservoir states. We also verify that quantum 

Fisher information can be used as a classification 

tool. In cases where quantum information tasks 

are based on dissipation, our results may 

contribute. 
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4. APPENDICES 

Let's express Eq. (8) as follows 

𝑈(𝜏) = 𝟙 − 𝑈1 − 𝑈2                                       (A.1) 

where 𝑈1 = 𝑖𝜏(𝜎0
+𝐽𝜑𝑖

− + 𝜎0
−𝐽𝜑𝑖

+ ) and 𝑈2 = 
𝜏2

2
(𝜎0

+𝜎0
−𝐽𝜑𝑖

− 𝐽𝜑𝑖

+ + 𝜎0
−𝜎0

+𝐽𝜑𝑖

+ 𝐽𝜑𝑖

− ), respectively. If 

we substitute Eq. (A.1) in Eq. (10) and neglect the 

3rd (𝑈1(𝜏)𝜌(𝑡)𝑈2
ϯ(𝜏)) and 4th (𝑈2(𝜏)𝜌(𝑡)𝑈2

ϯ(𝜏)) 

order terms, the following expression is obtained. 

�̇�0(𝑡) = 𝑟𝑇𝑟ℛ𝑖
[𝑈1(𝜏)𝜌(𝑡)𝑈1

ϯ(𝜏) − 𝑈1(𝜏)𝜌(𝑡) −

                𝑈2(𝜏)𝜌(𝑡) − 𝜌(𝑡)𝑈1
ϯ(𝜏) − 𝜌(𝑡)𝑈2

ϯ(𝜏)].          
(A.2)                                                              

Considering the cyclic and linearity properties of 

the trace operation, the explicit expression of the 

main equation (Eq. (A.2)) for the probe qubit is as 

follows when we trace the degrees of freedom of 

the information environments. 

�̇�0 = −𝑖𝑟𝜏[∑ 𝜑𝑖(〈𝜎𝑖
−〉𝜎0

+ + 〈𝜎𝑖
+〉𝜎0

−)𝑁
𝑖 , 𝜌] +

           
𝑟𝜏2

2
∑ 𝜑𝑖

2(〈𝜎𝑖
+𝜎𝑖

−〉ℒ[𝜎0
+] +𝑁

𝑖=1

          〈𝜎𝑖
−𝜎𝑖

+〉ℒ[𝜎0
−]) +

          2𝑟𝜏2 ∑ 𝜑𝑖𝜑𝑗(〈𝜎𝑖
+〉〈𝜎𝑗

−〉 ℒ𝑠[𝜎0
−] +𝑁′

𝑖<𝑗

          〈𝜎𝑖
−〉〈𝜎𝑗

+〉ℒ𝑠[𝜎0
+])                                          (A.3) 
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Numerical Investigation of The Effect of Impeller Blade Angle for Stirred 

Tank 

Dogan Engin ALNAK*1, Ferhat KOCA1, Yeliz ALNAK1 

Abstract 

In this study, the most widely used Rushton turbine in the industry was discussed, and the effect 

of different blade angles on the mixture was investigated numerically. As a standard model, 6 

bladed propellers were used and 4 baffles were placed in the stirred tank. The selected tank 

model is in the form of a flat bottom cylindrical container. Flow characteristics were obtained 

by giving angles (10°, 20°, 30°, 40°, 50°, 60°) to the propeller blades used in the straight model. 

The obtained results were compared with each other. In addition, analyzes were repeated at 

different rotation speeds (600 rpm, 750 rpm, 1000 rpm) for each model at each angle. ANSYS 

Fluent 18 commercial software, which is the most preferred CFD program in the literature, was 

used for this numerical study. The analyzes were provided in the standard k-epsilon (ε) 

turbulence model. The Multiple Reference Frame (MRF) approach was used to simulate 

impeller rotation. The velocity profiles obtained from the simulations have been shown to be in 

consistent with the experimental estimates and the results of previous studies. As a result, it has 

been revealed that the best mixing balance is provided by the impeller blade at 40 and 50 

degrees. 

Keywords: Stirred tank, agitator, propeller design, computational fluid mechanics, k-epsilon 

turbulence model. 

 

1. INTRODUCTION 

Mixing is the creation of two or more materials 

physically or chemically or both ways in order to 

increase the homogeneity of the mixture. The 

main purpose of mixing is to increase 

homogeneity. The devices performing this 

process are called agitator or mixer (stirred tank). 

The physical properties and mixing ratios of the 

materials are one of the most important factors 

affecting the mixing process. Since the existence 
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of human beings, mixing processes have been 

continuously investigated and a standard has been 

tried to be established for the mixtures created. 

Stirred tanks consist of several pieces of 

equipment. These parts are a mixer, tank and 

power mechanism. Depending on the properties 

of the mixed materials, these tanks may require 

additional equipment. From past to present, 

stirred tanks have been diversified according to 

the physical conditions of the materials (solid, 

liquid, gas) and the difficulties encountered 
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during use have been minimized. Therefore, 

stirred tanks attract the attention of researchers [1-

9]. Naeeni and Pakzad simulated the mixture of 

liquid-liquid dispersion in their study. They 

simulated the mixing of water with crude oil by 

CFD in a tank using a standard Rushton Turbine. 

Four different types of crude oil and tap water 

were used in their study. They confirmed that the 

viscosity increases with the increase of the 

impeller speed, and the homogeneity increases 

with the decrease in the size of the droplets [10]. 

Farhad et al. investigated the effects of impeller 

type on mixing of high concentration mixtures. 

They used 3 different propeller types in the study; 

standard A310 propeller, PF3 propeller and 4 

blade propeller. They showed that the most 

efficient propeller among them is the propeller 

with 4 blades. They emphasized that the mixture 

is more homogeneous, more efficient at the same 

power consumption and more effective in 

suspending solid particles [11]. Ameur et al. 

studied the flow patterns of the differences 

between radial impellers and a Rushton turbine in 

a cylindrical mixing tank of a viscous Newtonian 

liquid. They reported that the radial propeller was 

inefficient at low Re value, the jet became 

stronger with increasing Re value and thus 

improved axial circulation was provided. In the 

fully turbulent regime the radial impeller showed 

a stronger radial jet flow than the Rushton turbine. 

They also showed that the Rushton turbine 

provides a stronger tangential flow compared to 

the other radial propeller and that it is more 

efficient and increases the area with increased 

homogeneity [12]. Gu et al. made a numerical 

simulation of the new propeller designed by 

placing a rigid object with a hole between two 

propellers. In addition, they made comparisons 

with the models they placed without a rigid body 

in between and a rigid body without a hole. Of 

these new propellers designed by researching on 

various qualities, the one with a perforated rigid 

body was found to be more efficient, while the 

one without a hole was found to be more efficient 

than the system with two propellers [13]. 

González-Neria et al. compared the PIV and 

dynamic LES analysis of turbulent flow in a 

mixing tank mixed by a four-blade propeller with 

a v-groove. According to the results of the study, 

the v-grooved propeller showed a higher 

performance and provided a faster mixing [14]. 

Wadnerkar et al. conducted and investigated CFD 

simulation of solid liquid mixing tanks in low to 

dense solid loading systems. They used 

cylindrical, flat-bottomed tank with baffles and a 

six-bladed Rushton turbine. They performed 

simulations using the euler-euler multiphase 

model. They stated that there is maximum 

turbulence kinetic energy in the propeller region. 

They also stated that as the concentration of the 

solid increases, the turbulence disappears [15]. Qi 

et al. conducted a CFD simulation of the particle 

suspension in the stirred tank. They modeled a 

tank with baffles using a Smith türbine. k-ɛ and 

eulerian-eulerian turbulence model was 

employed. They saw a region where solid and 

liquid had low velocity due to the accumulation of 

solid particles at the bottom of the tank. They said 

that the effect of higher density and smaller 

diameter particles on suspension homogeneity is 

minimized when the particles are placed in a more 

viscous liquid [16]. Alcamo et al. modeled the 

turbulent flow in a tank without baffles using LES 

with Smagorinsky model. They used the standard 

Rushton turbine as the propeller and ANSYS-

CFX 4.4 as the software. They showed that there 

was a pair of rear vortices known to exist in tanks 

with baffles and verified in tanks without baffles. 

They compared the results with the experimental 

data and showed that they were in consistent [17]. 

In this study, Rushton turbine stirred tank model 

with flat bottom, 4 baffles and standard 6 blades 

was considered. The main research topic is how 

Rushton turbine blade structure affects the mixing 

structure when it is inclined 10°, 20°, 30°, 40°, 

50°, 60°. In addition, the effect of different 

angular speeds (600 rpm, 750 rpm and 1000 rpm) 

on flow characteristics was investigated for each 

inclined blade structure. ANSYS Fluent 18 

commercial software, which is the most preferred 

CFD program in the literature, was used for the 

numerical study. The analyzes were provided in 

the standard k-epsilon (ε) turbulence model. The 

Multiple Reference Frame (MRF) approach is 

used to simulate impeller rotation. 
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2. NUMERICAL WORK AND 

MATHEMATICAL FORMULAS 

The stirred tank configuration used for simulation 

in this study is same as Torotwa and Ji [18] as 

shown in Figure 1. The shaft holding the impellers 

had a diameter of 0.012 m and were positioned 

concentric to the axis of the tank. Baffles were 

included in the set-up to prevent the liquid from 

spinning as a single body. The outline of the 

experimental tank and the dimensions of the 

agitation components are shown in Figure 1 and 

Table 1 respectively. 

 

Figure 1 Diagram of the numerical set-up 

Table 1 Dimensions of the strirred tank 

Parameter Symbol Value 

(mm) 

Tank diameter T 360 

Tank height H 500 

Impeller diameter D=T/2 180 

Impeller blade 

height 

H 10 

Baffle length L 440 

Baffle width B=D/12 15 

Impeller clearance C=D/3 60 

The Multiple Reference Frame (MRF) motion 

technique was used to simulation of impeller 

rotation. In this method, the flow in the impeller 

region is solved in a rotating framework while the 

outer region is solved in a stationary reference 

frame. The boundary of the inner rotating region 

was positioned from C = 60 mm (where C is the 

axial distance from the bottom of the vessel) with 

D = 180 mm. The Enhanced Wall Treatment 

function was chosen to enhance the solution by 

giving advantage for selected RPM (600, 750, 

1000) and fine meshes. The simulation was 

performed using CFD software Ansys Fluent 18 

solver where a control-volume-based technique 

was used to convert the general scalar transport 

equations to algebraic equations and then solved 

numerically using the pressure-based solver with 

segregated algorithm.  Simulations were 

performed using the “COUPLED” scheme to 

model the Pressure-Velocity coupling, the 

“PRESTO! (Pressure Staggering Option)” to 

model the pressure and the “Second Order 

Upwind” scheme for the momentum, turbulent 

kinetic energy and turbulent dissipation rate. A 

maximum convergence criterion of 10-6 was set 

for the simulation and the case was conducted 

steady. The total simulation time for each case 

was around 30 h and residual target of 10-4 was 

reached within 5000 iterations. Flow behavior 

inside stirred tank is solved by discretized 

governing equations. The governing equations are 

the Navier–Stokes equations, which solve the 

mass and momentum conservation equations and 

provide solution for flow variables such as 

velocity and pressure. The continuity or mass 

conservation equation is given by 

Continuity equation 

 𝜕�̅�

𝜕𝑥
+

𝜕�̅�

𝜕𝑦
+

𝜕�̅�

𝜕𝑧
= 0                                              (1) 

Momentum equation 

x direction momentum equation 

⌊�̅�
𝜕𝑢

𝜕𝑥
+

𝜕(𝑢′)2̅̅ ̅̅ ̅̅ ̅

𝜕𝑥
⌋ + ⌊�̅�

𝜕𝑢

𝜕𝑦
+

𝜕(𝑢′𝑣′)̅̅ ̅̅ ̅̅ ̅̅ ̅

𝜕𝑦
⌋ + ⌊�̅�

𝜕𝑢

𝜕𝑧
+

𝜕𝑢′𝑤′̅̅ ̅̅ ̅̅ ̅

𝜕𝑧
⌋ = −

1

𝜌

𝜕�̅�

𝜕𝑥
+ 𝜈 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2 +
𝜕2𝑢

𝜕𝑧2)            (2)  

y direction momentum equation 

⌊�̅�
𝜕�̅�

𝜕𝑥
+

𝜕(𝑣′)2̅̅ ̅̅ ̅̅ ̅

𝜕𝑥
⌋ + ⌊�̅�

𝜕�̅�

𝜕𝑦
+

𝜕(𝑣′𝑣′)̅̅ ̅̅ ̅̅ ̅̅ ̅

𝜕𝑦
⌋ + ⌊�̅�

𝜕�̅�

𝜕𝑧
+

𝜕𝑣′𝑤′̅̅ ̅̅ ̅̅ ̅

𝜕𝑧
⌋ = −

1

𝜌

𝜕�̅�

𝜕𝑦
+ 𝜈 (

𝜕2�̅�

𝜕𝑥2
+

𝜕2�̅�

𝜕𝑦2
+

𝜕2�̅�

𝜕𝑧2
)             (3)  

z direction momentum equation 
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⌊�̅�
𝜕�̅�

𝜕𝑥
+

𝜕(𝑤′)2̅̅ ̅̅ ̅̅ ̅̅

𝜕𝑥
⌋ + ⌊�̅�

𝜕�̅�

𝜕𝑦
+

𝜕(𝑤′𝑣′)̅̅ ̅̅ ̅̅ ̅̅ ̅

𝜕𝑦
⌋ + ⌊�̅�

𝜕�̅�

𝜕𝑧
+

𝜕𝑤′𝑤′̅̅ ̅̅ ̅̅ ̅̅

𝜕𝑧
⌋ = −

1

𝜌

𝜕�̅�

𝜕𝑧
+ 𝜈 (

𝜕2�̅�

𝜕𝑥2
+

𝜕2�̅�

𝜕𝑦2
+

𝜕2�̅�

𝜕𝑧2
)          (4)  

Simulation was employed using realizable 

Reynolds-Averaged Navier-Stokes (RANS) k–ε 

model for single-phase. The reason for applying 

the RANS-based solution model is its 

advantageous use in terms of computer hardware, 

human effort and computation time compared to 

DNS or LES models. The fluid in the tank was 

assumed to be homogeneous and incompressible, 

and that the various components of the fluid had 

the same velocity distribution, pressure and flow 

pattern. The realizable k-ε model was used to 

specify the characteristics of turbulence and 

determine the basis of flow phenomena by the 

following equations. 

The steady flow turbulance kinetic energy 

equation 

𝜕(𝜌𝑢𝑘′)

𝜕𝑥
+

𝜕(𝜌𝑣𝑘′)

𝜕𝑦
+

𝜕(𝜌𝑤𝑘′)

𝜕𝑧
=

𝜕

𝜕𝑥
(

µ𝑡

𝜎𝑘

𝜕𝑘′

𝜕𝑥
) +

𝜕

𝜕𝑦
(

µ𝑡

𝜎𝑘

𝜕𝑘′

𝜕𝑦
) +

𝜕

𝜕𝑧
(

µ𝑡

𝜎𝑘

𝜕𝑘′

𝜕𝑧
) + µ𝑡𝜙 − 𝜌𝜀                (5)  

Turbulance viscosity 

  µ𝑡 = 𝐶µ′𝜌
𝑘′2

𝜀
                                                        (6)  

the k-ε turbulance model used in the present 

study, ε indicates turbulance distribution while  

k and   show turbulance kinetic energy and 

viscous dissipation term, respectively.  

Turbulance kinetic energy 

𝑘′ =
1

2
(𝑢′2̅̅ ̅̅ + 𝑣′2̅̅ ̅̅ + 𝑤′2̅̅ ̅̅ ̅)                                     (7)  

Viscous dissipation term 

  𝜙 = 2µ [(
𝜕𝑢

𝜕𝑥
)

2

+ (
𝜕𝑣

𝜕𝑦
)

2

] + µ (
𝜕𝑣

𝜕𝑥
+

𝜕𝑢

𝜕𝑦
)

2

      (8) 

Turbulence kinetic energy disappearance 

equation 

  
𝜕(𝜌𝑢𝜀)

𝜕𝑥
+

𝜕(𝜌𝑣𝜀)

𝜕𝑦
+

𝜕(𝜌𝑤𝜀)

𝜕𝑧
=

𝜕

𝜕𝑥
(

µ𝑡

𝜎𝜀

𝜕𝜀

𝜕𝑥
) +

𝜕

𝜕𝑦
(

µ𝑡

𝜎𝜀

𝜕𝜀

𝜕𝑦
) +

𝜕

𝜕𝑧
(

µ𝑡

𝜎𝜀

𝜕𝜀

𝜕𝑧
) + 𝐶1𝜀µ𝑡

𝜀

𝑘′
𝜙 − 𝐶2𝜀𝜌

𝜀2

𝑘′
(9)  

Cµ, C1ε, C2ε, σk and σε that are model constants are 

typical default values used in the standard k-ε 

turbulence model [19]. The values of these 

constants have provided by numerous data fitting 

iterations for many turbulent flows. 

3. MODELS 

In the study, numerical studies were carried out 

using the Rushton turbine model. 6 propeller 

blades were used in the main model, which was 

determined as straight model, and 4 baffles were 

placed in the stirred tank. The selected tank model 

is in the form of a flat bottom cylindrical 

container. The results were obtained by giving 

angles (10°, 20°, 30°, 40°, 50°, 60°) to the 

propeller blades used in the flat model. The 

obtained results were compared with each other. 

These results at different rotation speeds (600 

rpm, 750 rpm, 1000 rpm) were repeated for the 

model at each angle created. Models are shown in 

Figure 2. 

straight 

propeller blade 

10o inclined 

propeller blade 

20o inclined 

propeller blade 

30o inclined 

propeller blade 
40o inclined 

propeller blade 

50o inclined 

propeller blade 

60o inclined 

propeller blade  

  

Figure 2 View of the propeller models used in the 

study 
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4. MESH STRUCTURE 

Hybrid mesh structure is used in the study. The 

total mesh number of the model was chosen as 

922973 pieces. 4 different mesh numbers counted 

for mesh independence were determined as 

reference. Evaluated mesh numbers and 

evaluation parameter (pressure) variation are 

given in Table 2.In the comparison of these 

reference mesh numbers, when the selected mesh 

number was exceeded, no change was observed in 

the results. 

Tablo 2 Pressure variation according to the number 

of mesh elements  

Element 

Nu.  

510363 751655 922973 1205030 

P (Pa)  7850 7920 8000 8010 

The mesh structure of the model is shown in 

Figure 3. A 20-layer mesh structure was applied 

on the wing surfaces, baffle surfaces and tank 

interior surfaces, where the fluid's non-slip 

condition occurs and where the most interaction 

occurs, and a finer mesh is formed in the areas 

close to these surfaces. The applied mesh 

structures were analyzed in the same and 

approximate number of elements in all models. 

 

Figure 3 Structural view of mesh structure 

Before the mixing simulations, it is also necessary 

to confirm the validity of the CFD model used in 

this work for stirred tank systems. The predicted 

results were verified by the numerical data of 

Duan et al. As seen from Figure 4, the predicted 

radial and axial profiles of azimuthally-averaged 

velocity components of the liquid is close to the 

numerical data of Duan et al. [20] respectively. 

The present study curve shown with the dotted 

line is in consistent with the work of Duan et al. 

shown straight line. 

 

Figure 4 Comparison numerical datas with the study 

of Duan et al. [20] 

5. RESULT 

Numerical results were obtained at 600 rpm, 750 

rpm and 1000 rpm turbine rotation speeds for 

different blade angles. Turbulence kinetic energy 

distributions and velocity vectors obtained for the 

propellers rotated at 600 rpm are given in Figure 

5 for straight blade, 10° inclined blade, 20° 

inclined blade, 30° inclined blade, 40° inclined 

blade, 50° inclined blade and 60° inclined blade, 

respectively. 

When these figures are examined, it is seen that 

the turbulence kinetic energy values are high at 

the blade tips. The formation of turbulence and 

flow eddies behind the blades causes the flow not 

to occur in those regions or to occur partially. 

Therefore, in these regions where the flow 

decreases, the decrease in inertia forces and the 

coincidence of the reverse flow reflected from the 

wall due to the effect of the baffles increased the 

turbulent kinetic energy. In addition, it is clearly 

seen in these figures that the turbulent kinetic 

energy is higher in the regions close to the 

propeller blades. Also in this rotation speed (600 

rpm), although the highest instantaneous changes 

of turbulence kinetic energies are observed in 

straight blade compared to other structures, it can 

be observed the highest value at the models with 

inclination of 40° and 50° throughout the tank. In 

general, it is seen that the impeller with the lowest 

turbulence kinetic energy throughout the tank are 

10° and 60° inclined blades. When the figures are 

examined, it is obvious that there are regions 

where the flow of change consisting of velocity 

vectors accelerates, the vicinity of the blades and 

the regions close to the tank walls. The reason for 

this event is the increase in the pressure applied to 

the blade with the swirling movements on the 

flow created by the blades, and also the points 

where the opposite flows hitting the tank walls 
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intersect with the flows from the blade. It is 

observed that the velocity vectors make eddies 

around the blades. The reason for this is the 

swirling movements created by the blades on the 

flow, and the points where the opposite flows 

which hit the tank walls, intersect with the flows 

from the blade, with the increase of the pressure 

applied to the blade. 

  

straight propeller blade 

(TKE) 

straight propeller blade 

(velocity vectors) 

  

10o inclined propeller 

blade (TKE) 

10o inclined propeller 

blade (velocity vectors) 

  
20o inclined propeller 

blade (TKE) 

20o inclined propeller 

blade (velocity vectors) 

  
30o inclined propeller 

blade (TKE) 

30o inclined propeller 

blade (velocity vectors) 

  
40o inclined propeller 

blade (TKE) 

40o inclined propeller 

blade (velocity vectors) 

  
50o inclined propeller 

blade (TKE) 

50o inclined propeller 

blade (velocity vectors) 

  
60o inclined propeller 

blade (TKE) 

60o inclined propeller 

blade (velocity vectors) 

Figure 5 Model blades at 600 rpm (a) turbulence 

kinetic energy distribution (b) velocity vectors 

Turbulence kinetic energy distributions and 

velocity vectors obtained for the propellers 

rotated at 750 rpm are given in Figure 6 for 

straight blade, 10° inclined blade, 20° inclined 

blade, 30° inclined blade, 40° inclined blade, 50° 

inclined blade and 60° inclined blade, 

respectively. When these figures are examined, it 

is seen that turbulence kinetic energy values are 

high at the blade tips, as in the visuals examined 

at 600 rpm. Vortex movements around the wing 

can be seen from the results where turbulent 

kinetic energy and velocities are high. It is 

observed that the flow changes direction due to 

the vortex movements in the regions between the 

blade and the tank bottom. According to the data 

obtained, it is seen that the maximum turbulence 

kinetic energy at 600 rpm increased from 3000 

m2/s2 to 6000 m2/s2 at 750 rpm. Likewise, 

looking at the velocity vectors, it was observed 

that the maximum speed increased from 5,973 m/s 

to 15,071 m/s. It can be said that, with the increase 

in speed, the mixture achieves better results and 

therefore the mixture becomes more 

homogeneous compared to the mixes at 600 rpm. 

  
straight propeller blade 

(TKE) 

straight propeller blade 

(velocity vectors) 

  
10o inclined propeller 

blade (TKE) 

10o inclined propeller 

blade (velocity vectors) 

  
20o inclined propeller 

blade (TKE) 

20o inclined propeller 

blade (velocity vectors) 

  
30o inclined propeller 

blade (TKE) 

30o inclined propeller 

blade (velocity vectors) 
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40o inclined propeller 

blade (TKE) 

40o inclined propeller 

blade (velocity vectors) 

  
50o inclined propeller 

blade (TKE) 

50o inclined propeller 

blade (velocity vectors) 

  
60o inclined propeller 

blade (TKE) 

60o inclined propeller 

blade (velocity vectors) 

Figure 6 Model blades at 750 rpm (a) turbulence 

kinetic energy distribution (b) velocity vectors 

Turbulence kinetic energy distributions and 

velocity vectors obtained for the propellers 

rotated at 1000 rpm are given in Figure 7 for 

straight blade, 10° inclined blade, 20° inclined 

blade, 30° inclined blade, 40° inclined blade, 50° 

inclined blade and 60° inclined blade, 

respectively. When these figures are examined, it 

is seen that turbulence kinetic energy values are 

high at the blade tips, as in the visuals examined 

in 600 and 750 rpm. According to the data 

obtained, it is seen that the maximum turbulence 

kinetic energy reaches 9000 m2/s2 at 1000 rpm. 

Looking at the velocity vectors, it was observed 

that the maximum velocity increased to 20000 

m/s. It is more possible to say that the mixture is 

better with the increase in impeller speed by 

looking at the values of turbulence kinetic energy 

and flow velocities obtained. As with other 

impeller speed, turbulence kinetic energy is 

observed to be highest in 40° and 50° inclined 

blade while the lowest levels in the straight and 

10° inclined blade throughout the tank. 

 

 

  
straight propeller blade 

(TKE) 

straight propeller blade 

(velocity vectors) 

  
10o inclined propeller 

blade (TKE) 

10o inclined propeller 

blade (velocity vectors) 

  
20o inclined propeller 

blade (TKE) 

20o inclined propeller 

blade (velocity vectors) 

  
30o inclined propeller 

blade (TKE) 

30o inclined propeller 

blade (velocity vectors) 

  
40o inclined propeller 

blade (TKE) 

40o inclined propeller 

blade (velocity vectors) 

  
50o inclined propeller 

blade (TKE) 

50o inclined propeller 

blade (velocity vectors) 

  
60o inclined propeller 

blade (TKE) 

60o inclined propeller 

blade (velocity vectors) 

Figure 7 Model blades at 1000 rpm (a) turbulence 

kinetic energy distribution (b) velocity vectors 

The results obtained were compared according to 

the pressure, turbulence kinetic energy and 

velocity vectors with respect to the x and y plane. 

The results for comparison are the data taken from 

the x and y plane as shown in Figure 8. 
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Figure 8 View of the x and y plane evaluated for 

comparison. 

The comparison of the pressure, turbulence 

kinetic energy and velocity graphs of different 

propeller models at 600 rpm, respectively, with 

reference to the x and y plane in Figure 8, is 

shown in Figure 9. When looked at the x-plane of 

the pressure graphs in Figure 9a, it was observed 

that the pressure towards the tank surfaces 

increased. 

Similarly, when the y-plane pressure graphs are 

examined in Figure 9a, the curves including the 

pressure created by the straight blade follow a 

linear path in all blade types. While the pressure 

of the straight blade towards the upper point of the 

tank is around 8 kPa, this pressure value decreases 

as the angle of the other wings increases. The high 

pressure increases the power consumed for 

mixing, therefore the highest power consumption 

requirement was seen in the flat blade here. It is 

clearly seen from the pressure graphs that at the 

60° inclined propeller blade where the pressure is 

the lowest, lower power consumption will occur. 

The change of turbulence kinetic energy along the 

x and y axis is given in Figure 9b. It is seen that 

the turbulent kinetic energy decreases from the 

center to the edges on the x axis. In the y plane, it 

can be said that the turbulence kinetic energy 

towards the upper surface of the tank is stable up 

to a certain level except for the blades inclined 40° 

and 50°. However, it is possible to say that the 40° 

and 50° inclined blades generally increase the 

turbulence kinetic energy in the tank at this point 

and reach higher levels compared to all other 

blade models. This increase in kinetic energy 

shows that turbulence is greater throughout the 

tank, and therefore blades with 40° and 50° 

inclinations provide a more homogeneous 

mixture than straight and other inclined blades. 

The opposite situation occurs with 10° and 60° 

inclined blades. 

Velocity graphs in x and y axes for 600 rpm are 

given in Figure 9c. In the x-plane, there was a 

drop after the effects of the turbulence created 

behind the blades, and a sudden increase 

immediately after the fall due to the effect of 

baffles and reserve flows returning from the tank 

walls. In the y plane towards the top of the tank; 

It is seen that the flow velocities in 10 ° inclined 

and straight blades are higher than the other 

blades. 

The comparison of the pressure, turbulence 

kinetic energy and velocity graphs of different 

propeller models at 750 rpm, respectively, with 

reference to the x and y plane in Figure 8, is 

shown in Figure 10. The graphics are like at 600 

rpm, but the values have increased. 

The comparison of the pressure, turbulence 

kinetic energy and velocity graphs of different 

propeller models at 1000 rpm, respectively, with 

reference to the x and y plane in Figure 8, is 

shown in Figure 11. The graphics are like at 600 

rpm and 750 rpm, but the values have increased. 
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Figure 9 Comparison of a) pressure b) TKE c) velocity graphs in the x and y plane at 600 rpm 
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Figure 10 Comparison of a) pressure b) TKE c) velocity graphs in the x and y plane at 750 rpm 
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Figure 11 Comparison of a) pressure b) TKE c) velocity graphs in the x and y plane at 1000 rpm 

 

6. CONCLUSİON 

In this study, propeller blade types with straight, 

10° inclined, 20° inclined, 30° inclined, 40° 

inclined, 50° inclined and 60° inclined were 

analyzed numerically. 

As a result of the investigation of all the case, it 

was concluded that the increase in the impeller 

rotation speed increased the power consumption 

according to the pressure graphs, but on the other 

hand, it increased the homogeneity according to 

the turbulence kinetic energy values. It can be the 

most accurate result to decide by looking at the 

material to be used, the power requirement and 
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the place in the application for the selection of the 

most suitable rotation speeds. 

All of the results showed that increasing the angle 

of inclination reduced power consumption. The 

power consumption required by the blades can be 

listed as high to low straight, 10° inclined, 20° 

inclined, 30° inclined, 40° inclined, 50° inclined 

and 60° inclined blades. However, the most 

effective blade profiles in order to ensure mixture 

homogeneity have come to the fore as 40°  and 

50°  inclined blades with higher turbulence kinetic 

energy. 

The comparison was made by considering all 

blade structures and all rotation speeds, the 

highest turbulence kinetic energy change was 

seen on the blade 40° inclined in the x and y axis. 

Although it is concluded that the lowest pressure 

and therefore the least power consumption are in 

the blade inclined at 60°, it has been revealed that 

the turbulent kinetic energy changes cannot 

provide a homogeneous mixture. However, by 

comparing the pressure changes, kinetic energy 

changes and flow rates together, it was concluded 

that the ideal model was the propeller blade 40° 

and 50° inclined. 

Nomenclature (Word Style TS Strong) 

b  Baffle width (m) 

D Impeller diameter (m) 

H Impeller distance from bottom of vessel 

(m) 

g  Acceleration due to gravity (m/s-2) 

H  Total liquid depth (m) 

k  Turbulent kinetic energy (m2/s-2) 

L  Length of blades on impeller (m) 

m  Rotating domain height (m) 

M  Rotating domain diameter (m) 

n  Impeller speed (s-1) 

p  Pressure (N.m-2) 

s  Clearance of baffle from wall (m) 

T  Inside diameter of stirred tank (m) 

u  Flow velocity in rotating frame (m/s-1) 

v  Flow velocity (m/s-1) 

W  Width of blades on impeller (m) 

x, y, z  Cartesian coordinates 

Greek Symbols 

µ Dynamic viscosity (m2/s-1) 

ω  Angular velocity (rad/s-1) 
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Performance of Gas-phase Toluene by Adsorption onto Activated Carbon 

Prepared from Robinia pseudoacacia L. as Lignocellulosic Material 

Kaan IŞINKARALAR*1 

Abstract 

The main target of this study was to eliminate gas-phase toluene with activated carbon from 

indoor air. The activated carbons were prepared from Robinia pseudoacacia L. biomass under 

different conditions. The change in surface functional groups of the activated carbon biomass 

raw material produced by pyrolysis in the absence of oxygen at 500–900 °C and activation by 

potassium hydroxide (KOH). The highest surface area of 1271.3 m2/g gives reason for its 

external porous surface. The surface porosity and the graphite properties of the prepared 

KNxACs were detected by scanning electron microscope (SEM). The amount of adsorbed 

toluene (C7H8) was determined using a gas chromatograph-mass spectrometry with a thermal 

desorber system (TD–GC–MS) on the KNxAC surface. The toluene adsorption capacity was 

reached 111 mg/g at 25 °C and 1000 ppm. As a result, the study revealed that the prepared 

KN24AC from the Robinia pseudoacacia L. biomass has the best adsorption capacity of gas-

phase toluene from indoor air. 

Keywords: Activated carbon, lignocellulosic material, indoor air quality, toluene removal 

 

1. INTRODUCTION 

Volatile organic compounds (VOCs) have high 

vapor pressure easily releasable to indoor air [1-

3]. Toluene (C7H8) is commonly found in indoor 

air as VOC, affecting human health [4-6]. It is 

prevalent in the synthesis of chemicals, petroleum 

refining, wood goods, and several industries' 

activities [7-9]. The gas-phase toluene can cause 

several problems, such as photochemical smog in 

the winter season, adverse effects on plants, and 

human diseases (respiratory, nervous, etc.) [10-

13]. The availability of toluene in industrial air is 

less than 265.76 ppm, although many industrial 

processes cause to limit the excess of this value 

[14]. World Health Organization (WHO) reported 

 
* Corresponding author: kisinkaralar@kastamonu.edu.tr 
1 Kastamonu University, Faculty of Engineering and Architecture, Department of Environmental Engineering 

ORCID: https://orcid.org/0000-0003-1850-7515 

that the concentration of toluene should not 

exceed 53.15-106.3 ppm due to adverse effects on 

human health. According to the Bureau of Indian 

Standards (BIS) should be 200 ppm for the 

threshold limit of intake. On average, an 

employee is exposed to approximately 200 ppm 

for 8 hours a day in offices, industries, etc. 

Therefore, removing gas-phase toluene from 

indoor air is crucial to block its adverse impact on 

indoor air quality [15-18]. 

There are various methods in use to remove 

gaseous pollutants, such as physical (absorption 

and adsorption), chemical (scrubbing and 

oxidation), and biological (bio-filter and bio-

scrubbing) ways [19-21]. Among them, 
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adsorption has been widely used to remove VOCs 

from the air [22-24]. The advantages of 

adsorption are included low operational cost, easy 

accessibility of used materials, sometimes 

reusability, and high removal efficiency [25]. In 

particular, the performance of adsorption can 

easily increase the efficiency with adsorbate 

structure and properties [26]. The most widely 

used adsorbate is activated carbon with numerous 

pore sizes (including micro and macropores) [27]. 

Carbon-based adsorbents' efficiency and success 

in removing VOCs have made them more familiar 

and preferable materials [28]. The most 

distinctive feature of a high affinity is the result of 

the interaction of the non-polar adsorbent and the 

adsorbate [29]. For the adsorption process to work 

with high efficiency, it aims to develop the raw 

material and production method of the adsorbent. 

Thanks to this, it has an important place in the 

adsorption of gases due to obtaining a high 

surface area and improving the micropore 

volume. 

Lignocellulosic materials such as Tamarix 

hispida, Diplotaxis harra, Glebionis coronaria 

L., apricot kernels, date palm seed, and coconut 

shells are plentiful, and many investigations have 

been used to prepare activated carbon [30-35]. 

Many raw materials have been employed to 

manufacture diverse materials due to their 

lignocellulosic biomass [36-38]. The Robinia 

pseudoacacia L. (Fabaceae) was preferred 

because it is widely spread in warm climates and 

the wet forests zone of Anatolia, Türkiye. This 

plant's fresh form is beneficial for many disorders 

since it contains polyholosides, phonolic, 

nitrogenous, sesquiterpenes, steroids, lipids, and 

minerals [39]. Also, this plant is abundant in the 

environment as a lignocellulosic waste.  

The purpose of the paper was to use activated 

carbon from Robinia pseudoacacia L. biomass as 

lignocellulosic waste to eliminate gas-phase 

toluene with various concentrations. The 

produced activated carbons were also determined 

physicochemical properties. The removal 

efficiency of different concentrations of toluene, 

which is commonly found in the outdoor and 

indoor environment, with carbon-based adsorbent 

was investigated.  

2. MATERIAL AND METHOD 

2.1. Materials 

All used chemicals were analytical grade, 

potassium hydroxide (KOH from Merck, 

Germany), toluene (C7H8, >99.9% from Sigma–

Aldrich), BTEX standard solution (Ultra 

Scientific brand Aromatic Hydrocarbons Mixture 

DWM-550-1). The chemicals used in the study 

were used without any purification process and 

without allowing them to deteriorate in their pure 

form. The precise weighing of the samples was 

accomplished by Adam PW 21, England.  

2.2. Production of the KNxAC 

The stems of Robinia pseudoacacia L. were used 

as a precursor for activated carbon. It was 

collected from Kastamonu, Türkiye, in September 

2021 and dried for two months at room 

temperature until not damp. After the drying 

process, these plants were cut into very small 

particles (range of 1-4 cm). They were sent to 

ball-milling and sieved for 63-250 μm fine 

powder. KOH impregnated all samples in the ratio 

of 0.5:1, 1:1, 2:1, 3:1, and 4:1 w/w for 24 h at 

room temperature. They were washed with 

deionized water until pH was neutral to remove 

any remaining chemicals.  

The neutral samples were dried at 105°C 

overnight and stored in a desiccator for 

characterization. The temperature ranges studied 

in the carbonization process are between 500-900 
oC for 1.5 h under nitrogen gas (N2) using a 

reactor which was put raw material (Wraw material) 

in high-temperature resistant steel material. The 

produced (Wproduced) activated carbons were 

coded in Table 1 and calculated its yield 

percentage in Equation (1). 

 

 

(1) 
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Table 1 Identifications of KNACs 

Sample 

ID 

Impregnation ratio 

wt% 

Activation 

temperature oC 

KN1AC 0.5:1 500 

KN2AC 0.5:1 600 

KN3AC 0.5:1 700 

KN4AC 0.5:1 800 

KN5AC 0.5:1 900 

KN6AC 1:1 500 

KN7AC 1:1 600 

KN8AC 1:1 700 

KN9AC 1:1 800 

KN10AC 1:1 900 

KN11AC 2:1 500 

KN12AC 2:1 600 

KN13AC 2:1 700 

KN14AC 2:1 800 

KN15AC 2:1 900 

KN17AC 3:1 600 

KN18AC 3:1 700 

KN19AC 3:1 800 

KN20AC 3:1 900 

KN21AC 4:1 500 

KN22AC 4:1 600 

KN23AC 4:1 700 

KN24AC 4:1 800 

KN25AC 4:1 900 

2.3. Characterization of KNAC 

The KNxAC samples were taken from the 

desiccator. They carried out surface area and pore 

size distribution by the Brunauer–Emmett–Teller 

(BET) method using Quantachrome Autosorb 

automated gas sorption analyzer (NOVA 2200e). 

All characterization processes were applied to 

KNxAC samples and raw material. 

2.4. Gas-phase Toluene Adsorption 

Experiment 

The experimental setup for gas-phase toluene 

adsorption was operated with KNxACs. Air 

vacuum pump widely used in gas experiments 

(SKC The AirChek XR5000), a gas flow meter 

for a flow rate adjustment, Tenax TA sorbent in 

tubes for accumulation of toluene, and a reactor 

from quartz reactor, which the filled KNxACs. 

Before the experiments, the system with different 

volumes was run uninterruptedly to determine the 

initial conditions (Co). These experiments were 

made under steady humidity and temperature 

conditions as 20% RH and 25 oC, respectively. It 

was operated with 10, 50, 100, 150, 300, 600, 800 

and 1000 ppm for 30 – 60 - 90 - 120 - 150 - 180 -

210 - 240 min. Adsorption samples were 

collected, sealed, transported, and placed 

according to the US. Environmental Protection 

Agency Method TO-17 [40]. The percentage of 

toluene removal was calculated by Equation 2 

which Co is the initial concentration, Ce is the 

equilibrium concentration (ppm). 

 
(2) 

2.5. TD-GC-MS Analysis 

The gas-phase toluene concentration was 

measured using thermal desorption-gas 

chromatography-mass spectrometry (TD-

GC/MS). It is the addition of gas chromatography, 

which provides desorption of toluene heated by an 

inert carrier gas stream and injection or transfer to 

a carrier with selected ion monitoring (SIM) 

mode. Agilent 6890N Network Gas 

Chromatograph and Agilent 5975 Series Markes 

Unity-2 TD were used in experimental apparatus 

with Tenax TA sorbent tube. The calibration is 

based on the seven standards as 10, 20, 40, 60, 80, 

100, and 200 ng/μl for 1 μl of each concentration 

by TD-GC/MS to establish the calibration curves. 

The gas column was a DB-1 series J&W 123-

1063 (60 m × 0.32 mm ID × 1.0 μm, Agilent 

Technologies, Santa Clara, CA, USA). The 

injected sample volume was 1 μl the detector 

temperature was operated at 250°C. 40 ml/min 

hydrogen (H2) gas and 20 psi pure helium (He) 

gas. The utilized temperature program began at 

35°C min and then increased to 300°C with a rate 

of 5°C/min for 30 min. Each sampling tube was 

consecutively used with three sorbent tubes for 

the average value. 

3. RESULTS 

According to the American Society for Testing 

and Materials (ASTM), Robinia pseudoacacia L. 

as raw material made volatile matter, moisture, 
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and ash analysis by standards E872-82, E871–82 

D1102–84 [41-43].  

3.1. Yield of KNxAC 

One of the first targets aimed at producing 

activated carbon is to obtain as much activated 

carbon as possible from the raw material. 

Therefore, two factors to be considered during the 

production phase are the pyrolysis time and the 

carbonization temperature. These effects can keep 

the high or low product of KNxACs. The activated 

carbon production performance at 500 oC was 

found at 39.78%, while carbonization temperature 

increased to 900 oC was obtained at 21.45% after 

the process result. 

3.2. Characterization of KNxAC 

High porosity and BET surface area are required 

for a successfully activated carbon, measured 

with NOVA Touch LX4 nitrogen adsorption-

desorption analysis (Quantachrome Instruments, 

South San Francisco, CA, USA). Also, KNxACs 

were coded from KN1-25AC according to the 

several impregnation ratios of KOH. The 

cellulose, hemicellulose, and lignin content of the 

biomass was found in Table 2. 

Table 2 Cellulose, Hemicellulose, and Lignin content 

(wt%) 

 

Cellulose wt% Hemicellulose wt% Lignin wt% 

25.2 31.3 30.9 

The composition of Robinia pseudoacacia L. 

biomass is given in Table 3. 

Table 3 Composition of Robinia pseudoacacia L.      

biomass 
 

Ash 

% 

Moisture 

% 

Vol

atile 

% 

Fix 

C 

% 

C %  H

% 

N 

% 

O % 

1.

3 

11.88 82.7 4.2

8 

36.2

1 

9.1

3 

6.5

5 

34.9

3 

The highest surface area was obtained with 4:1 

KOH at 800 °C coded as KN24AC (1271.3 m2/g). 

Also, KN19AC, KN20AC, and KN25AC were 

found in high surface areas of 1142.7, 1067.5, and 

1202.8 m2/g, respectively. They were chosen for 

micro and total pore volume in Table 4. 

Table 4 The pore structure of KNxAC. 

Samples SBET 

(m2/g) 

Vmicro 

(cm3/g) 

Vtotal 

(cm3/g) 

KN19AC 1142.7 0.151 0.355 

KN20AC 1067.5 0.122 0.274 

KN24AC 1271.3 0.303 0.377 

KN25AC 1202.8 0.281 0.317 

The surface morphology of Robinia pseudoacacia 

L. biomass and KN24AC were present with solid 

residue and chemicals by SEM. Their surface area 

was calculated by the BET method [44]. As the 

carbonization process temperature increases, 

other compounds in the activated carbon structure 

are eliminated because of the pore formation. 

However, it is seen that the disinformation in the 

form becomes after a specific temperature in 

Figure 1. 

Figure 1 SBET values of KN24AC 

Scanning Electron Microscopy (SEM) graphs 

were described in the Robinia pseudoacacia L. 

biomass and KN24AC. The striking point is the 

existence of irregular structures and 

inhomogeneous order in the SEM microimages. 

The surface of raw material is smooth and has no 

porosity, although after the activating process has 

been seen. Also, their pore size has increased and 

become more regular in Figure 2. 
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(a) 

 
(b) 

Figure 2 SEM micrographs at 20 nm (a: Raw 

biomass, b: KN24AC) 

3.3. Adsorption of Toluene 

According to the IUPAC classification, the 

adsorption behavior of KN24AC was analyzed by 

N2 adsorption-desorption analysis that exhibited 

type IV isotherm at 77 K. It indicates the presence 

of mesopores sizes between 2 and 50 nm or 20 and 

500 Å. To determine the initial conditions of the 

experimental setup was operated multiple times 

without adding activated carbon to the system. 

There are several reasons for this, the most 

important of which is that toluene molecules are 

high-speed and active. It was run empty because 

the desire to cling to the wall and pipes of the 

reactor was high. The efficiency of adsorbents 

varies depending on initial concentration and 

contact time. The adsorption capacity of an 

adsorbent is the milligrams of adsorbate per 1 

gram of KNxACs. The highest surface area was 

obtained with KN24AC, although KN19AC, 

KN20AC, and KN25AC were used in the toluene 

capture test. Before the test conditions, it was 

waited for about 30 minutes for the system to 

steady-state conditions. 

3.3.1. Initial Concentration 

The initial concentrations used in the study were 

determined as 10, 50, 100, 150, 300, 600, 800, and 

1000 ppm, which are levels that can be commonly 

found indoors. At test conditions with 10 ppm was 

4 mg/g, 111 mg/g was obtained at 1000 ppm. 

There is a difference in saturation value of 

activated carbon at low concentration (10 ppm) 

and high concentration (1000 ppm) in Figure 3. 

 
Figure 3 The plots of initial concentration gas-

phase toluene according to types of KNxACs 

3.3.2. Experimental Time 

The effect of contact time was examined until 240 

min on the toluene adsorption study. Each 

measurement was made at 30-minute intervals. 

The retention time of toluene gas in activated 

carbon was fast until the 120th minute. Then, it 

showed a decreasing trend until the 180th minute 

and reached the saturation value between 180-240 

in Figure 4. 
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Figure 4 Variation of toluene adsorption capacity 

for experimental time 

The binding rate, shape, and desire of toluene are 

directly affected by the arrangement of its 

molecules. The adsorbate speed was affected by 

plugged pores, so the bond of speed toluene 

molecules was decreased during the adsorption. 

As the pores fill, the toluene molecules need more 

time. The maximum adsorption capacity of gas-

phase toluene was reached 111 mg/g in 1000 ppm 

for 240 min. 

4. DISCUSSION 

The performance of KNxACs was executed with 

several initial concentrations between 10 and 

1000 ppm at room temperature. Raw material 

impregnated with KOH and carbonized at 800 oC. 

The holding capacity of toluene molecules is 

higher in experiments due to the BET surface area 

of KN24AC being highly increased. The KN24AC 

was compared to other studies that the surface 

area seems tolerable for a lignocellulosic-based 

activated carbon [45]. Freitas et al. [37] were 

produced activated carbon derived from coconut 

shells (SBET: 560 m2/g, Vmicro: 0.19 cm3/g) and 

were exhibited surface areas. Also, they were 

analyzed commercial activated carbon and 

compared it with produced activated carbon 

(SBET: 799 m2/g, Vmicro: 0.24 cm3/g). Chung et al. 

[46] were used lignocellulosic waste materials 

such as Acacia mangium wood sawdust, coconut 

shell, sugarcane bagasse, and lignin-rich (SBET: 

307.92-937.43 m2/g). They were analyzed 

through BET, EDS, TPD-NH3, SEM, and FTIR. 

According to this study, the KN24AC was 

demonstrated high surface area and micropore 

volume as 1271.3 m2/g and 0.303 cm3/g, 

respectively. Various pollutants were also 

removed with the produced activated carbons 

[47]. Adsorption capacities varied according to 

pollutant type and ambient conditions. Andrade et 

al. [48] were investigated VOC removal by 

activated carbon from mango fruit shells. The 

adsorption capacity was found at 472 mg/g at 30 

°C and 363 mg/g at 50 °C for acetone gaseous. 

Shen and Zhang [29] were prepared with N-doped 

porous carbon from co-hydrothermal 

carbonization (co-HTC) of lignocellulose via 

KOH at 700 °C. It has 1396.5 m2/g, and an 

adsorption capacity was 394.2 mg/g for toluene 

removal. Anjum et al. [49] were modified 

activated carbon with benign oxidizing agents and 

were searched for physicochemical properties for 

BTX removal in aqueous. The ACs were used 

0.01-1 g, different temperature ranges (25-45 °C). 

They found contact time, adsorbent amount, 

initial concentration, temperature, and pH 

important factors for removing benzene as 

260.78 mg/g. Vikrant et al. [50] used a metal-

organic framework and referenced activated 

carbon to compare adsorption capacity. They 

were reported that the high degree of M199 was 

94.8 mg/g, although activated carbon was reached 

93.5 mg/g in the treatment of gaseous pollutants. 

He et al. [51] were produced with lignin-based 

pitch extracted from black liquor and were found 

to have a high surface area of 3652 m2/g. This 

high-powered activated carbon was obtained at 

1244.9 mg/g to capture gaseous benzene under 

5000 ppm.  

Generally, the variety and duration of chemical 

activation have been changed for high surface 

area in studies. The carbon and lignin contents of 

biomass were effectively used. Also, different 

molecular sizes and affinities were effective in 

toluene, which is desired to be removed. 

Adsorption studies were performed in a batch, 

continuous, and sequential reactor. However, 

these studies were tested in simultaneous high 

concentration indoor air. It is seen that the 

adsorbed amount decreases as it increases with 

reactor size. Thus, the material and experimental 
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setup are important for adsorption capacity and 

behavior.  

5. CONCLUSION 

The lignocellulosic biomass can be used as the 

raw material for activated carbon preparation. It is 

a valuable material for the removal of toluene 

from indoor air. Also, it is a substantial treatment 

in air pollution control. The lignocellulosic 

biomass can be regarded as ample agricultural or 

woodsy waste. An effort was made to obtain the 

optimum surface and micropore volume with the 

carbonization at the optimum temperature. It 

seems more appropriate to investigate the 

evaluation of optimum conditions with different 

conditions and activation agents. The carbon 

content of the raw material is an important factor 

in the production of activated carbon. In this 

study, the highest yield of activated carbon was 

carbonization at 800 °C and 90 min via KOH 

(4:1), resulting in activated carbon with a 

maximum total specific surface area of 1271.3 

m2/g. Temperature value has increased the 

adsorbent's performance through some groups 

(such as hydroxyl, ethers, and aromatic 

compounds). Toluene is an air pollutant released 

from various sources, deteriorating indoor air 

quality. It can be carcinogenic for human health 

when it is excessive. Toluene removal is a very 

significant issue that has been widely used in 

various industries and industries. The aim of the 

study was successfully performed with KN24AC, 

which was used as a filter for toluene removal 

from indoor air. As a result of the success of 

KNAC produced in the study in toluene gas, 

which is among the volatile compounds, its 

application to other volatile compounds is seen as 

a very reasonable and inexpensive method. 

Investigating the total removal of other VOCs on 

an industrial scale and conducting kinetic studies 

will be a pioneer for other researchers. 

Funding 

There is no financial support and commercial 

support. 

The Declaration of Conflict of Interest/ 

Common Interest 

No conflict of interest or common interest has 

been declared by the authors.  

Authors' Contribution 

The authors contributed equally to the study 

The Declaration of Ethics Committee Approval 

This study does not require ethics committee 

permission or any special permission"  

The Declaration of Research and Publication 

Ethics 

The authors of the paper declare that they comply 

with the scientific, ethical and quotation rules of 

SAUJS in all processes of the paper and that they 

do not make any falsification on the data 

collected. In addition, they declare that Sakarya 

University Journal of Science and its editorial 

board have no responsibility for any ethical 

violations that may be encountered, and that this 

study has not been evaluated in any academic 

publication environment other than Sakarya 

University Journal of Science. 

REFERENCES 

[1] H. M. Shin, T. E. McKone and D. H. 

Bennett, Contribution of low vapor 

pressure-volatile organic compounds (LVP-

VOCs) from consumer products to ozone 

formation in urban atmospheres, 

Atmospheric Environment, vol. 108, pp. 

98-106, 2015. 

[2] F. Qu, L. Zhu, & K. Yang, Adsorption 

behaviors of volatile organic compounds 

(VOCs) on porous clay heterostructures 

(PCH), Journal of hazardous materials, vol. 

170, no. 1, pp. 7-12, 2009. 

[3] G. R. Parmar, & N. N. Rao, Emerging 

control technologies for volatile organic 

compounds. Critical Reviews in 

Kaan IŞINKARALAR

Performance of Gas-phase Toluene by Adsorption onto Activated Carbon Prepared from Robinia pseudoacac...

Sakarya University Journal of Science 26(2), 410-420, 2022 416



Environmental Science and Technology, 

vol. 39, no. 1, pp. 41-78, 2008. 

[4] I. Dhada, M. Sharma, & P. K. Nagar, 

Quantification and human health risk 

assessment of by-products of photo 

catalytic oxidation of ethylbenzene, xylene 

and toluene in indoor air of analytical 

laboratories. Journal of hazardous 

materials, vol. 316, pp. 1-10, 2016. 

[5] O. Isinkaralar, K. Isinkaralar, A. Ekizler 

and C. Ilkdogan, Changes in the amounts of 

CO2 and particulate matter in Kastamonu 

Province depending on weather conditions 

and locations. Journal of Chemical, 

Biological and Physical Sciences, vol. 7, no. 

3, pp. 643-650, 2017. 

[6] H. X. Fu, & X. H. Liu, Review of the impact 

of liquid desiccant dehumidification on 

indoor air quality. Building and 

Environment, vol. 116, pp. 158-172, 2017. 

[7] H. BHuang, & D. Ye, Combination of 

photocatalysis downstream the non-thermal 

plasma reactor for oxidation of gas-phase 

toluene. Journal of hazardous materials, vol. 

171, no. 1-3, pp. 535-541, 2009. 

[8] N. Shinohara, Y. Okazaki, A. Mizukoshi, & 

S. Wakamatsu, Exposure to benzene, 

toluene, ethylbenzene, xylene, 

formaldehyde, and acetaldehyde in and 

around gas stations in Japan. Chemosphere, 

vol. 222, pp. 923-931, 2019. 

[9] N. Barros, M. Carvalho, C. Silva, T. Fontes, 

J. C. Prata, A. Sousa, & M. C. Manso, 

Environmental and biological monitoring of 

benzene, toluene, ethylbenzene and xylene 

(BTEX) exposure in residents living near 

gas stations. Journal of toxicology and 

environmental health, Part A, vol. 82, no. 9, 

pp. 550-563, 2019. 

[10] R. Fan, J. Li, L. Chen, Z. Xu, D. He, Y. 

Zhou, ... & J. Li, Biomass fuels and coke 

plants are important sources of human 

exposure to polycyclic aromatic 

hydrocarbons, benzene and toluene. 

Environmental research, vol. 135, pp. 1-8, 

2014. 

[11] S. V. Dozein, M. Masrournia, Z. Es'haghi, 

& M. R. Bozorgmehr, Determination of 

benzene, toluene, ethylbenzene, and p-

xylene with headspace-hollow fiber solid-

phase microextraction-gas chromatography 

in wastewater and Buxus leaves, employing 

a chemometric approach. Chemical Papers, 

pp. 1-12, 2021. 

[12] M. E. Meek, & P. K. L. Chan, Toluene: 

evaluation of risks to human health from 

environmental exposure in Canada. Journal 

of Environmental Science & Health Part C, 

vol. 12, no. 2, pp. 507-515, 1994. 

[13] P. Rashnuodi, B. F. Dehaghi, H. A. 

Rangkooy, A. Amiri, & S. M. Poor, 

Evaluation of airborne exposure to volatile 

organic compounds of benzene, toluene, 

xylene, and ethylbenzene and its 

relationship to biological contact index in 

the workers of a petrochemical plant in the 

west of Iran. Environmental Monitoring and 

Assessment, vol. 193, no. 2, pp. 1-10, 2021. 

[14] M. Kumar, B. S. Giri, K. H. Kim, R. P. 

Singh, E. R. Rene, M. E. López,... & R. S. 

Singh, Performance of a biofilter with 

compost and activated carbon based 

packing material for gas-phase toluene 

removal under extremely high loading rates. 

Bioresource technology, vol. 285, pp. 

121317, 2019. 

[15] K. Singh, R. S. Singh, B. N. Rai, & S. N. 

Upadhyay, Biofiltration of toluene using 

wood charcoal as the biofilter media. 

Bioresource Technology, vol. 101, no. 11, 

pp. 3947-3951, 2010. 

[16] H. Ukai, T. Kawai, O. Inoue, Y. Maejima, 

Y. Fukui, F. Ohashi,... & M. Ikeda, 

Comparative evaluation of biomarkers of 

occupational exposure to toluene. 

International archives of occupational and 

environmental health, vol. 81, no. 1, pp. 81-

93, 2007. 

Kaan IŞINKARALAR

Performance of Gas-phase Toluene by Adsorption onto Activated Carbon Prepared from Robinia pseudoacac...

Sakarya University Journal of Science 26(2), 410-420, 2022 417



[17] K. Grob, C. Frauenfelder, & A. Artho, 

Uptake by foods of tetrachloroethylene, 

trichloroethylene, toluene, and benzene 

from air. Zeitschrift für Lebensmittel-

Untersuchung und Forschung, vol. 191, no. 

6, pp. 435-441, 1990. 

[18] C. Treesubsuntorn, and P. Thiravetyan, 

Botanical biofilter for indoor toluene 

removal and reduction of carbon dioxide 

emission under low light intensity by using 

mixed C3 and CAM plants. Journal of 

Cleaner Production, vol. 194, pp. 94-100, 

2018. 

[19] K. Corey, and L. Zappa, Odor Control' 

ABC’s: How to Compare and Evaluate 

Odor Control Technologies. Global 

Environmental Solutions, Inc., 2018. 

[20] S. Fujii, H. Cha, N. Kagi, H. Miyamura, & 

Y. S. Kim, Effects on air pollutant removal 

by plant absorption and adsorption. 

Building and Environment, vol. 40, no. 1, 

pp. 105-112, 2005. 

[21] G. Soreanu, M. Dixon, and A. Darlington, 

Botanical biofiltration of indoor gaseous 

pollutants–A mini-review. Chemical 

engineering journal, vol. 229, pp. 585-594, 

2013. 

[22] M. Wen, G. Li, H. Liu, J. Chen, T. An, and 

H. Yamashita, Metal–organic framework-

based nanomaterials for adsorption and 

photocatalytic degradation of gaseous 

pollutants: recent progress and challenges. 

Environmental Science: Nano, vol. 6, no. 4, 

pp. 1006-1025, 2019. 

[23] W. Ghoma, H. Sevik and K. Isinkaralar, 

Using indoor plants as biomonitors for 

detection of toxic metals by tobacco smoke. 

Air Quality, Atmosphere & Health, 2022. 

[24] Q. Chen, F. Liu, and J. Mo, Vertical macro-

channel modification of a flexible 

adsorption board with in-situ thermal 

regeneration for indoor gas purification to 

increase effective adsorption capacity. 

Environmental Research, vol. 192, pp. 

110218, 2021. 

[25] J. Loipersböck, G. Weber, R. Rauch, and H. 

Hofbauer, Developing an adsorption-based 

gas cleaning system for a dual fluidized bed 

gasification process. Biomass Conversion 

and Biorefinery, vol. 11, no. 1, pp. 85-94, 

2021. 

[26] V. Presser, J. McDonough, S. H. Yeon, and 

Y. Gogotsi, Effect of pore size on carbon 

dioxide sorption by carbide derived carbon. 

Energy & Environmental Science, vol. 4, 

no. 8, pp. 3059-3066, 2011. 

[27] Y. H. Tan, J. A. Davis, K. Fujikawa, N. V. 

Ganesh, A. V. Demchenko, and K. J.  Stine, 

Surface area and pore size characteristics of 

nanoporous gold subjected to thermal, 

mechanical, or surface modification studied 

using gas adsorption isotherms, cyclic 

voltammetry, thermogravimetric analysis, 

and scanning electron microscopy. Journal 

of materials chemistry, vol. 22, no. 14, pp. 

6733-6745, 2012. 

[28] Y. Wang, L. Liu, and H. Cheng, Gas 

Adsorption Characterization of Pore 

Structure of Organic-rich Shale: Insights 

into Contribution of Organic Matter to 

Shale Pore Network. Natural Resources 

Research, vol. 30, no. 3, pp. 2377-2395, 

2021. 

[29] C. Zhang, J. Wu, R. Wang, E. Ma, L. Wu, 

J. Bai, & J. Wang, Study of the toluene 

absorption capacity and mechanism of ionic 

liquids using COSMO-RS prediction and 

experimental verification. Green Energy & 

Environment, vol. 6, no. 3, pp. 339-349, 

2021. 

[30] Z. M. Yunus, N. Othman, Al-A. Gheethi, R. 

Hamdan, and N. N. Ruslan, Adsorption of 

heavy metals from mining effluents using 

honeydew peels activated carbon; isotherm, 

kinetic and column studies. Journal of 

Dispersion Science and Technology, vol. 

42, no. 5, pp. 715-729, 2021. 

Kaan IŞINKARALAR

Performance of Gas-phase Toluene by Adsorption onto Activated Carbon Prepared from Robinia pseudoacac...

Sakarya University Journal of Science 26(2), 410-420, 2022 418



[31] M. A. E. S. El-Hashemy and N. F. Alotaibi, 

Purification of benzene-laden air by static 

adsorption of benzene onto activated carbon 

prepared from Diplotaxis acris biomass. 

Biomass Conversion and Biorefinery, pp. 1-

15, 2021. 

[32] A. Aziz, M. N. Nasehir Khan, M. F. 

Mohamad Yusop, E. Mohd Johan Jaya, M. 

A. Tamar Jaya, and M. A. Ahmad, Single-

Stage Microwave-Assisted Coconut-Shell-

Based Activated Carbon for Removal of 

Dichlorodiphenyltrichloroethane (DDT) 

from Aqueous Solution: Optimization and 

Batch Studies. International Journal of 

Chemical Engineering, 2021. 

[33] C. Djilani, R. Zaghdoudi, F. Djazi, B. 

Bouchekima, A. Lallam, A. Modarressi and 

M. Rogalski, Adsorption of dyes on 

activated carbon prepared from apricot 

stones and commercial activated carbon. 

Journal of the Taiwan Institute of Chemical 

Engineers, vol. 53, pp. 112-121, 2015. 

[34] K. Isinkaralar, G. Gullu and A. Turkyilmaz, 

Experimental study of formaldehyde and 

BTEX adsorption onto activated carbon 

from lignocellulosic biomass. Biomass 

Conversion and Biorefinery, 2022. 

[35] C. Bouchelta, M. S. Medjram, O. Bertrand, 

and J. P. Bellat, Preparation and 

characterization of activated carbon from 

date stones by physical activation with 

steam. Journal of Analytical and Applied 

Pyrolysis, vol. 82, no. 1, pp. 70-77, 2008. 

[36] K. Isinkaralar, Theoretical removal study of 

gas BTEX onto activated carbon produced 

from Digitalis purpurea L. biomass. 

Biomass Conversion and Biorefinery, 2022. 

[37] J. V. Freitas, F. G. Nogueira, and C. S. 

Farinas, Coconut shell activated carbon as 

an alternative adsorbent of inhibitors from 

lignocellulosic biomass pretreatment. 

Industrial Crops and Products, vol. 137, pp. 

16-23, 2019. 

[38] K. Isinkaralar, Production and 

Characterization of Activated Carbon Using 

with Althaea officinalis L. as a 

Lignocellulosic Waste, 2021 International 

Congress on Scientific Advances, pp. 926-

927, 2021. 

[39] Q. Bu, H. Lei, S. Ren, L. Wang, J. Holladay, 

Q. Zhang, ... & R. Ruan, Phenol and 

phenolics from lignocellulosic biomass by 

catalytic microwave pyrolysis. Bioresource 

technology, vol. 102, no. 13, pp. 7004-

7007, 2011. 

[40] U.S. Environmental Protection Agency 

(EPA). Compendium Method TO-17: 

Determination of Volatile Organic 

Compounds in Ambient Air Using Active 

Sampling onto Sorbent Tubes; EPA: 

Washington, DC, USA, pp. 1–53, 1999. 

[41] ASTM International, E872-82 Standard test 

method for volatile matter in the analysis of 

particulate wood fuels. Am Soc Mater Test 

Int., 2019. 

[42] ASTM International E871–82 Standard test 

method for moisture analysis of particulate 

wood fuels. Am Soc Mater Test Int. 2019. 

[43] ASTM International D1102–84 Standard 

test method for ash in wood. Am Soc Mater 

Test Int. 2021. 

[44] S. Brunauer, P. H. Emmett and E. Teller, 

Adsorption of gases in multimolecular 

layers. Journal of the American chemical 

society, vol. 60, no. 2, 309-319. 1938. 

[45] N. M. Nor, L. C. Lau, K. T. Lee, and A. R. 

Mohamed, Synthesis of activated carbon 

from lignocellulosic biomass and its 

applications in air pollution control—a 

review. Journal of Environmental Chemical 

Engineering, vol. 1, no. 4, pp. 658-666, 

2013. 

[46] N. H. Chung, N. T. Que, N. T. Thanh, and 

G. T. P. Ly, Comparative study on the 

conversion of Acacia mangium wood 

sawdust-derived xylose-containing acid 

Kaan IŞINKARALAR

Performance of Gas-phase Toluene by Adsorption onto Activated Carbon Prepared from Robinia pseudoacac...

Sakarya University Journal of Science 26(2), 410-420, 2022 419



hydrolysate to furfural by sulfonated solid 

catalysts prepared from different 

lignocellulosic biomass residues. Wood 

Science and Technology, pp. 1-21, 2021. 

[47] R. V. P. Antero, A. C. F. Alves, S. B. de 

Oliveira, S. A. Ojala, and S. S. Brum, 

Challenges and alternatives for the 

adequacy of hydrothermal carbonization of 

lignocellulosic biomass in cleaner 

production systems: A review. Journal of 

Cleaner Production, vol. 252, pp. 119899, 

2020. 

[48] R. C. de Andrade, R. S. G. Menezes, R. A. 

Fiuza-Jr, and H. M. C. Andrade, Activated 

carbon microspheres derived from 

hydrothermally treated mango seed shells 

for acetone vapor removal. Carbon Letters, 

pp. 1-15, 2020. 

[49] H. Anjum, K. Johari, N. Gnanasundaram, 

A. Appusamy, and M. Thanabalan, Impact 

of surface modification on adsorptive 

removal of BTX onto activated carbon. 

Journal of Molecular Liquids, vol. 280, pp. 

238-251, 2019. 

[50] K. Vikrant, C. J. Na, S. A. Younis, K. H. 

Kim, and S. Kumar, Evidence for 

superiority of conventional adsorbents in 

the sorptive removal of gaseous benzene 

under real-world conditions: Test of 

activated carbon against novel metal-

organic frameworks. Journal of Cleaner 

Production, vol. 235, pp. 1090-1102, 2019. 

[51] S. He, G. Shi, H. Xiao, G. Sun, Y. Shi, G. 

Chen, ... & X. Yang, Self S-doping 

activated carbon derived from lignin-based 

pitch for removal of gaseous benzene. 

Chemical Engineering Journal, vol. 410, pp. 

128286, 2021. 

Kaan IŞINKARALAR

Performance of Gas-phase Toluene by Adsorption onto Activated Carbon Prepared from Robinia pseudoacac...

Sakarya University Journal of Science 26(2), 410-420, 2022 420



Sakarya University Journal of Science
SAUJS

e-ISSN 2147-835X Period Bimonthly Founded 1997 Publisher Sakarya University
http://www.saujs.sakarya.edu.tr/

Title: The Variation of the Linewidths and Amplitudes of sub-Doppler Resonances of 87Rb
D2 Line with Laser Beam Intensity

Authors: Ersoy ŞAHİN

Recieved: 2022-02-10 00:00:00

Accepted: 2022-04-06 00:00:00

Article Type: Research Article

Volume: 26
Issue: 2
Month: April
Year: 2022
Pages: 421-428

How to cite
Ersoy ŞAHİN; (2022), The Variation of the Linewidths and Amplitudes of sub-
Doppler Resonances of 87Rb D2 Line with Laser Beam Intensity. Sakarya University
Journal of Science, 26(2), 421-428, DOI: 10.16984/saufenbilder.1071289
Access link
https://dergipark.org.tr/tr/journal/1115/issue/69580/1071289

New submission to SAUJS
http://dergipark.gov.tr/journal/1115/submission/start



The Variation of the Linewidths and Amplitudes of Sub-Doppler Resonances of 
87Rb D2 Line with Laser Beam Intensity 

Ersoy ŞAHİN*1 

Abstract 

The sub-Doppler resonances linewidths and amplitudes depend on the laser beam intensity. The 

effect of laser beam intensity on the resonance linewidths and amplitudes obtained from 

different energy transitions of atoms varies from resonance to resonance. The effect of laser 

beam intensity on resonance linewidths and amplitudes is of great importance for diode laser 

frequency stability applications. It needs to be determined by measuring. The effect of the laser 

beam intensity on the linewidths and amplitudes of sub-Doppler resonances were measured by 

laser heterodyne spectroscopy using the linearly polarized frequency stabilized extended cavity 

diode lasers. The measurements are compatible with the theory and the uncertainty of the 

measurements are fewer than 1.6 MHz and 0.3 mV for linewidths and amplitudes, respectively. 

Keywords: Sub-Doppler resonance, linewidth, amplitude, saturation absorption spectroscopy, 

laser frequency stability 

 

1. INTRODUCTION 

Sub-Doppler resonances are detected by the 

saturation spectroscopy method [1, 2]. Derivative 

signals obtained from saturation resonances by 

different spectroscopic methods are used to 

establish the frequency stability of lasers [3-6]. 

The level of frequency stability that the laser will 

reach depends on the linewidth and amplitude of 

the saturation resonance used as a reference, and 

high-frequency stability levels can only be 

achieved by using derivative signals obtained 

from resonances with narrow linewidth and high 

amplitude [7, 8]. Linewidth and amplitude of 

saturation resonances depend on the polarization 

of the laser beam, the laser beam intensity, the 

diameter of the laser beam, and the ambient 

temperature parameters where the atoms are 

 
* Corresponding author: ersoy.sahin@tubitak.gov.tr 
1 TÜBİTAK National Metrology Institute (TÜBİTAK UME) 

ORCID: https://orcid.org/0000-0002-0609-2079 

located [9-11]. The effect of laser beam intensity 

on the linewidths and amplitude of the hyperfine 

resonances of the 87Rb D2 line have not been 

measured. The polarization and the diameter of 

the laser beam on the linewidths and amplitude of 

the hyperfine resonances of the 87Rb D2 have been 

studied [9, 10]. Laser beam intensity increases the 

linewidth of the saturation resonance (saturation 

broadening) and causes a light shift of the 

resonance frequency [12, 13]. It is of great 

importance for applications that the laser beam 

intensity should be at a value that will both 

expand the resonance linewidth at the minimum 

level and shift the resonance frequency the least 

[14-18]. 

In this study, the effect of the laser beam intensity 

on the linewidths and amplitudes of the 
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F=1→F/=0,1,2 and F=2→F/=1,2,3 hyperfine 

resonances of 87Rb D2 line were measured. The 

linearly polarized counter-propagated pumping 

and probe beams were used for creating and 

detecting the resonances respectively. During the 

measurements, the laser beam intensity of the 

probe beam was constant, and the pumping beam 

was changed. The saturation resonances were 

recorded by using the computer-controlled lock-

in amplifier, digital multimeter, and frequency 

counter. The variation of the saturation 

resonances linewidths and amplitudes with laser 

beam intensity was investigated by statistical 

analysis of the measurements.  

2. MEASUREMENT METHOD 

The variation of the linewidths and amplitudes of 

the sub-Doppler resonances of 87Rb D2 energy 

transitions with laser beam intensity were 

determined by using two extended cavity diode 

recording (Lrec) and reference (Lref) lasers with a 

linewidth of less than 150 kHz and operating at a 

wavelength of 780 nm. The measurement setup is 

in Figure 1 and it is the experimental setup used 

in the previous study. [19]. For creating and 

detecting the resonances, counter-propagated 

pumping and probe laser beams with diameters of 

3 mm obtained from the Lrec were used. The two 

optical paths were obtained by splitting the beam 

of the Lrec laser with a beam splitter (BS1). To get 

rid of the back reflection from the optics to the Lrec 

laser, an optical isolator (OI) was placed in front 

of the laser. By using the beam splitter (BS3), the 

first optical path was divided into two parts and 

some part of it was used for the beat frequency 

measurements with a reference laser while the 

other part was sent to the temperature-controlled 

Fabry-Perot interferometer with the usage of a 

mirror (M4) for creating a transmission resonance 

of the interferometer. The beam expander (BE) 

was used to enlarge the laser beam of the second 

optical path and the diaphragm (D) was used for 

adjusting the beam diameter of the Lrec laser to 3 

mm. The counter-propagated pumping and probe 

laser beams were obtained by using the polarizing 

beam splitter (PBS). The laser beam reflected 

from the polarizing beam splitter was used for 

optical pumping (pumping beam), and the 

transmitted beam (probe beam) was used to detect 

resonances. By using the beam splitter (BS2) and 

mirror (M3), the reference laser beam constituted 

for removing background signal coming from the 

probe laser beam on the differential photodetector 

(DFD). For generating linear polarized parallel 

pumping and probe laser beams, the half-wave 

(λ/2) plate was used for adjusting the angle of the 

pumping beam polarization that was 90o different 

linearly polarized to the probe laser beam. The 

intensity of the pumping laser beam was changed 

with a neutral density filter (ND2), whereas the 

probe laser was kept constant at 0.1 mW/cm2 

usage of the neutral density filter (ND1).  

 

 

Figure 1 Measurement setup 

The pumping and probe laser beams were 

optically superimposed inside a cylindrical glass 

cell with a length of 5 cm and a diameter of 3 cm, 

in which there is enriched Rb atoms. To ensure 

that the linewidth and amplitude of the resonances 

are not affected by the external magnetic field and 

ambient temperature, the Rb glass cell was 

magnetically shielded by wrapping two layers 

with Mu-metal, and temperature stability was 

achieved with polyamide heaters wrapped on the 

shielding. The magnetic field was measured less 

than 1 µT inside the shielding, the Rb glass cell 

temperature was kept stable at 22.5 oC from peak 

to peak at 5 mK [20]. To perform precise and 

repeatable measurements, both lasers were 

frequency stabilized.  

The frequency stability of the Lrec laser was done 

by applying the first derivative of the transmission 
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resonance of the temperature-controlled Fabry-

Perot interferometer to both the laser current and 

the piezoelectric transducer as feedback. Neither 

the piezoelectric transducer nor the current of the 

Lrec laser was modulated because the frequency 

modulation [21], which must be applied to obtain 

the derivative of the transmission resonance, 

increases the linewidths of the saturation 

resonances and also causes fluctuations in their 

amplitudes. The derivation of the transmission 

resonances were obtained by modulating and 

demodulating the Fabry-Perot interferometer's 

piezoelectric transducer by using the locking 

amplifier sinus signal. The Lref laser frequency 

was stabilized by using the third derivative of 

saturation resonances of 87Rb as a feedback 

signal. The feedback signal was applied both to 

the current and piezoelectric transducer of the 

laser. The derivative signal of the saturation 

resonances were obtained by modulation of the 

Lref laser current with the sinus signal and 

demodulation from the lock-in amplifier. The beat 

frequency between the two lasers (laser 

heterodyne spectroscopy) was detected via a fast 

photodetector and recorded over a computer-

controlled frequency counter to perform the 

frequency scale of the measurements [22]. The 

Lrec frequency was scanned with the sawtooth 

signal applied to the piezoelectric transducer of 

the Fabry-Perot interferometer from the signal 

generator, and the F=1→F/=0,1,2 and 

F=2→F/=1,2,3 hyperfine resonances of the 87Rb 

transition line were recorded by using a computer-

controlled lock-in amplifier and digital 

multimeter. The variation of resonance linewidths 

and amplitudes with laser beam intensity was 

investigated by statistical analysis of repeated 

measurements. Each value of laser intensity in the 

graphs of resonance linewidths and amplitudes is 

the mean value of the resonances that have been 

recorded five times in consecutive, and the 

standard deviation around the mean value is given 

with uncertainty bars as k=1. 

3. LINEWIDTH AND AMPLITUDE 

MEASUREMENTS OF HYPERFINE 

RESONANCES OF 87Rb D2 LINE 

The energy level diagram of 87Rb is indicated in 

Figure 2. The fine structure is a result of the 

coupling between the orbital angular momentum 

L of the outer electron and its spin angular 

momentum S. The total electron angular 

momentum is given by J = L + S. For ground state  

L = 0 and S = 1/2, so J =1/2 and for the first 

excited state L = 1, so J = 1/2 or J = 3/2. According 

to the value of J, the transition split into two parts 

D1 line (52S1/2 → 52P1/2, 794 nm) and D2 line 

(52S1/2 → 52P3/2, 780 nm). The hyperfine structure 

is a result of the coupling of J with the total 

nuclear angular momentum I. The total atomic 

angular momentum F is then given by F = J + I. 

For the ground state, J = 1/2 and I = 3/2, so F = 1 

or F = 2. For the excited state of the D2 line, F can 

take the values 0, 1, 2, and 3 [23]. 

 

 

Figure 2 The fine and hyperfine structure energy 

levels of 87Rb D2 line 

 

 

Figure 3 shows the variation of the F=1→F/=0,1,2 

and F=2→F/=1,2,3 hyperfine resonances of the 
87Rb D2 line with pumping laser beam intensity. 

The left column of the figure is the spectrum of 

F=1→F/=0,1,2, and the recorded crossover (CO) 

resonances in the case of pumping laser beam 

intensity (a) 1.19, (b) 2.39 and (c) 3.98 mW/cm2. 
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The spectrum of F=2→F/=1,2,3, and crossover 

resonances recorded at (I) 0.4, (II) 1.59, and (III) 

3.58 mW/cm2 values of pumping laser beam 

intensity is in the right column of Figure 3.  

 

  

Figure 3 The effect of the laser beam intensity on 

linewidths and amplitudes of F=1→F/=0,1,2, 

F=2→F/=1,2,3, and crossover resonances 

3.1. Variation of Linewidths Hyperfine 

Resonances of 87Rb D2 Line with Pumping 

Laser Beam Intensity 

The variation of linewidths of F=1→F/=0,1,2, and 

crossover resonances with pumping laser beam 

intensity is shown in Figure 4. As can be seen 

from Figure 4, the full half-maximum linewidths 

(FWHM) of the CO11-12, CO10-11, and F=1→F/=2 

resonances have expanded with increasing 

pumping laser beam intensity. The linewidths of 

the F=1→F/=0 and F=1→F/=1 resonances have 

broadened to 2.4 and 3.2 mW/cm2 laser beam 

intensity values respectively and then began to 

narrow. Since the CO10-12 crossover resonance 

signal could not be detected from sufficient signal 

amplitude, the variation of the pumping laser 

beam intensity on the resonance linewidth could 

not be analyzed.  

 

  

Figure 4 Variation of linewidths of F=1→F/=0,1,2, 

and crossover resonances with laser beam intensity 

Figure 5 shows the variation of linewidths of 

F=2→F/=1,2,3, and crossover resonances with 

pumping laser beam intensity. The linewidths of 

CO22-23, CO21-23, and F=2→F/=3 transition 

resonances broadened with the increase of 

pumping laser beam intensity. The linewidth of 

CO21-22 and F=2→F/=2 transition resonances 

broadened up to the laser beam intensity value of 

0.8 mW/cm2, after this value, despite the increase 

in the laser beam intensity value, there is no 

visible broadening in the linewidth. Since 

F=2→F/=1 resonance amplitude could not be 

detected in the signal amplitude to be analyzed, 

the analysis of the linewidth could not be 

performed. 
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Figure 5 Variation of linewidths of F=2→F/=1,2,3, 

and crossover resonances with laser beam intensity 

The linewidth measurements of the saturation 

resonances are in agreement with the theory. The 

expansion of the laser beam intensity on the 

resonance linewidth is expressed  

Γ/ =  Γ. [1 + (
I

Isat
)]1/2 

by the equation where Γ is the natural linewidth 

of the resonance defined by the lifetime of the 

atoms at the upper energy level, and ISat is the 

saturation intensity value [12]. The lifetime of the 
87Rb atoms at the F=2→F/=3 transition at the F/=3 

level is 26.24 ns (6.065 MHz), ISat =2.5 mW/cm2 

for linearly polarized laser beam [23]. According 

to the equation, if the laser radiation intensity 

I=0.4 mW/cm2, the line broadening of the laser 

beam intensity on the resonance linewidth Γ/=6.5 

MHz is calculated. This value is in agreement 

with the measured value for the line width of the 

F=2→F/=3 saturation resonance and is within the 

measurement uncertainty (Figure 5). 

3.2. Variation of Amplitudes of Hyperfine 

Resonances of 87Rb D2 Line with Pumping 

Laser Beam Intensity 

The variation of amplitudes of F=1→F/=0,1,2, 

F=2→F/=1,2,3, and crossover resonances with 

pumping laser beam intensity is given in Figures 

6 and 7. Except for the F=2→F/=3 resonance, the 

amplitudes of the resonances increase up to the 

laser beam intensity value of 1.8 mW/cm2. After 

this value, there are no increase in resonance 

amplitudes and there are saturated. The amplitude 

of the F=2→F/=3 resonance increases as the laser 

beam intensity increases. CO10-12 and F=2→F/=1 

resonances could not be analyzed because their 

amplitudes could not be detected in the signal 

amplitude to be analyzed. 

 

  

Figure 6 Variation of amplitudes of F=1→F/=0,1,2, 

and crossover resonances with laser beam intensity 
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Figure 7 Variation of amplitudes of F=2→F/=1,2,3, 

and crossover resonances with laser beam intensity 

4. CONCLUSION 

The variation of the sub-Doppler resonance 

linewidths and amplitudes of 87Rb D2 energy 

transition line with the laser beam intensity was 

measured with linearly polarized laser beam 

precisely by using the laser heterodyne 

spectroscopy method. To perform the 

measurements sensitively and accurately, 

frequency stabilized extended cavity diode lasers, 

temperature-controlled magnetically shielded 
87Rb cell, and temperature-controlled Fabry-Perot 

interferometer were used. For each of the sub-

Doppler saturation resonances, it was investigated 

at which value the pumping laser beam intensity 

had the narrowest linewidth and the highest 

resonance amplitude, and values consistent with 

the theory were measured. The uncertainty of the 

measurements is fewer than 1.6 MHz and 0.3 mV 

for linewidths and amplitudes, respectively. The 

measurements made are important in terms of 

laser frequency stability studies and laser 

applications requirements. 
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Metabolism Determination by Soft Computing Methods From Breath 

Molecules 

Sedat METLEK1, Hatice AKMAN*2, Ismail BAYRAKLI3 

Abstract 

The breath analysis is a non-invasive risk-free and painless method used to diagnose specific 

diseases. Since the breath analysis method is a new study field than the other methods, there 

are many unsettled standards and unknown parameters. Numerous complex metabolisms are 

constantly working in the human body. Therefore, there are numerous unknown molecular 

relationships. ANN can produce solutions in these unexplained situations. 

In our pilot study, breath of 19 healthy people has been analyzed. The TD / GC-MS method, 

which is an analytical method of breath analysis, has been used to detect molecules in the 

breaths. Using soft computing methods to the results of the 19 breath samples, the relation 

between fermentation and carbon hydrate metabolism has been associated with breath analysis 

technique. The results indicated that, there can be a relationship between these metabolisms. 

There must be done more studies for the exact results.  

Keywords: Breath Analysis, Artificial Neural Network, acetone, hexanal, butanol. 

 

1. INTRODUCTION 

Breath analysis method gains importance day by 

day in the diagnosis of diseases and in monitoring 

the health status of the patient. Breath molecules 

are exhault by the different and unknown 

metabolisms. The present study has been done to 

understand the relationship between molecules 

from lipid metabolism and lipid peroxidation 

metabolism. Acetone and butanol molecules are 
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the products of lipid metabolism and hexanal is 

known as the product of the lipid peroxidation 

metabolism.  

Acetone is an organic compound that is one of 

three ketone bodies together with acetoacetate and 

3-β-hydroxybutyrate. These bodies are produced 

in the liver (Figure 1). Acetone is produced in two 

ways: by acetoacetate decarboxylation and by 

isopropanol dehydration. Acetone is produced by 

the spontaneous decarboxylation of acetoacetate  
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[1]. Acetone cannot be converted into acetyl-CoA 

[2] again and is therefore excreted with urine and 

breath. In the literature, acetone sources and 

formation ways are summarised in detail [3] The 

brain usually uses glucose necessarily as an energy 

source. However, when carbohydrates are limited 

with starvation, the brain cannot use glucose 

anymore. With the change of metabolism, the 

brain obtains ketone bodies from fats instead of 

carbohydrates, which are the main energy source. 

The fats taken generally dissolve into acetyl-CoA 

molecules by β-oxidation in the liver, then, 

produce energy through adenosine triphosphate 

(ATP) production by entering the cycle of the 

tricarboxylic acid (TCA). Acetyl-CoA, which is 

required for the biosynthesis of ketone bodies, is 

an important intermediate product in the energy 

metabolism. In the case of fasting, the tissues 

increase the fatty acid oxidation to meet the energy 

requirement, and as a result of this, a part of the 

excess acetyl-CoA is incorporated into the ketone 

body biosynthesis. The liver lacks the necessary 

enzymes to degrade ketone bodies. β-

hydroxybutyrate and acetoacetate participate in 

the circulation through tissues such as the brain 

and muscle. Thus, the brain is able to utilise 

ketones, which are the main oxidative substrates 

for cerebral metabolism, through fasting or high 

fat/low carbohydrate uptake. Due to fasting, the 

ketones pass through the blood-brain barrier with 

an easy diffusion with the monocarboxylate 

transporter. With fasting, the brain 

monocarboxylate transporter levels get better. 

Neurons and glial cells separate β-

hydroxybutyrate and acetoacetate into the acetyl-

CoA fragment. (β-hydroxybutyrate 

dehydrogenase and 3 oxoacid CoA-transferase) 

Acetyl-CoA molecules can be considered to enter 

the Krebs Cycle and produce energy [4, 5]. In the 

brain, ketone bodies are an essential source of 

energy during fasting or strenuous exercise. In the 

brain, ketone bodies are an essential source of 

energy during fasting or strenuous exercise. The 

studies indicated that breath acetone can be used 

for the ketogenic state during fasting [6-9]. 

 

Figure 1 Biochemical pathways of acetone and 

butanol [10, 11]  

Butanol can be produced from the microbial 

fermentation of carbohydrates such as glucose, for 

example, clostridium acetobutylicum [10]. This 

process has been metabolised to produce acetone 

and butanol from carbohydrates for various 

applications by means of acetone-butanol 

fermentation. Butyryl-CoA produced from 

acetoacetyl-CoA is converted to butanol in this 

process. Butanol was detected in human breath 

samples [12]. Filipiak et al. [13], analysed VOCs 

released by streptococcus pneumonia and 

haemophilus influenza cultures using the GC-MS 

method and found butanol at slightly high 

concentrations in both bacterial cultures. Kushch 

et al. [14], compared the breaths of smokers with 

those of non-smokers and found that the butanol 

molecule was not a significant biomarker for 

smokers. However, the butanol molecule was 

found at a significantly higher concentration in the 

breaths of lung cancer patients compared to the 

healthy control group. 

There is not enough information about how the 

butanol molecule is formed and its effects on the 

cellular system. Some studies have shown the 

effects of acetone and butanol as anti-

inflammatory agents [15, 16].  

During lipid peroxidation, along with the increase 

in the formation of reactive oxygen species (ROS) 

that cause the increase in oxidative stress and 

neurotoxicity in the brain, an increase in lipid 

peroxidation markers as hexanal [17]. Lipid 

peroxidation metabolism is shown in Figure 2. 

Hexanal lipid peroxidation during lipid 

peroxidation is the molecule that occurs in the 

breath as a biomarker [18-22]. 
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At the first stage of lipid peroxidation, lipid radical 

is formed by removing an H atom containing an 

electron from conjugated double bonds in fatty 

acids. The lipid radical forms the lipid peroxide 

radical (LOOH) by reacting with oxygen. LOOH 

degradation occurs with the ion catalysis of the 

transition metals. The cell membrane and 

organelle lipid peroxidation can be stimulated by 

free radicals and increases in the presence of 

transition metals. The formation of the hydroxyl 

radical (OH·) from hydrogen peroxide (H2O2) can 

initiate a chain reaction. As a result of these 

reactions, aldehydes (e.g. hexanal) emerge as end 

products [23]. The lipid peroxidation metabolism 

progressing without enzymes is a very harmful 

chain reaction. In these reactions, the membrane 

structure is directly damaged and the produced 

reactive aldehydes indirectly damage other cell 

components. This can cause many diseases [24], 

[25]. 

 

Figure 2 Lipid peroxidation metabolism [26] 

2. MATERIAL METHOD 

2.1. Breath Collection 

Breath of 19 healty people has been collected via 

tubes from markes and translated to TENAX-TA 

200 cartridge stored at the 4C0 to preserve VOCs 

(Figure 3). The information of the people breath 

collected from are shown at the Table 1.  

 

Figure 3 Breath collection tube and cartage 

Table 1 Breath Samples Collected Group 

Gender 

(male/female) 

10/9 

Age (years) Between 21 and 43 years 

Average: 28,8 years 

Standard Deviation (SD): 7,3 

BMI (kg m-2) Between 21 and 25,2 

Average :23,2 

SD: 1,5 

2.2. GC-MS/TD Method 

In conjunction with MS, GC is commonly used for 

breath analysis. In this study, TD ‐ GCMS was 

used for analysis of breath acetone hexanal and 

butanol levels (Agilent Technologies 7890A 

5975C). VOCs are thermally decomposed by 

thermal decomposers injected into GC / MS. 

Conditions for thermal decomposer are shown in 

Table 2. 

The undifferentiated (non-split) mode has been 

applied to the TD system. GC / MS injector 

temperature was set to 250 ° C and the flow rate 

was set to 20 psi. The column oven temperature 

was raised to 180 ° C by keeping it at 60 ° C for 4 

minutes and then increasing it by 20 ° C per 

minute. After holding at 180 ° C for 15 minutes, 

the temperature was raised again to 215 ° C at a 

rate of 4 ° C / min. It was held at this temperature 

for 20 minutes. In addition, the column oven was 

heated up to 240 ° C at 4 ° C per minute. It was 

held at this temperature for 35 minutes. Analytes 

were then injected into a DB-5 non-polar capillary 

column of 30 m length and 0.25 mm inner 

diameter. Selective ion tracking / imaging (SIM) 

mode was used to obtain lower detection limits. 

SIM mode allows us to get much more effective 

results in full scan mode. Helium gas (99.999%) 
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was used as a carrier in the analytical column with 

a flow of about 20 psi. Ionization of individual 

compounds was accomplished by electron impact 

ionization at 70 eV. 

Table 2 Thermal desorption unit settings 

Pre-desorption settings 

Split on in standby 

Flow path temperature                   200°C 

Minimum transporter pressure       5 psi 

Pre-purification time 1 min 

Tube / sample desorption settings 

Tube desorption time  5 min  

Tube desorption temperature

  

250°C 

Trap Settings 

Pre-trap fire purge  Minimum 1 min 

of trap flow 

Trap low   −10°C 

Trap heating rate Maximum 

Trap fixation / minute   3 min 

Split  Open 

Trap maximum  300°C 

2.3. ANN 

Artificial neural networks (ANN) are computer 

programs that are developed on the basis of the 

human brain, which are mainly connected to each 

other and which perform parallel and distributed 

information processing, each of which performs its 

own processing [27] 

Examples related to the operations to be made to 

artificial neural networks are given. Thus, ANN 

can collect relevant information, make 

generalizations, and then decide on those samples 

using information learned in comparison with 

samples that have never been seen. Due to these 

learning and generalization features, artificial 

neural networks now find wide application in 

many scientific fields and demonstrate their ability 

to solve complex problems successfully [28]. 

ANN can be applied to many fields such as control 

and system identification, image and voice 

recognition, prediction and estimation, failure 

analysis, medicine, communication, traffic, 

production management [29]. 

There are also many different types of ANN 

developed for linear and non-linear systems such 

as perceptron neural networks, multi-layered 

artificial neural networks (MLF-ANN), and 

ADALINE / MADALINE. Since the nonlinear 

data are used in the study, the MLF-ANN structure 

of ANN is preferred. 

2.3.1. Multi-layered Artificial Neural 

Networks (MLF-ANN) 

It is a structure developed for systems without 

linear solution. The MLF-ANN is a model in 

which the inputs are entered during the training 

phase and outputs are expected to be generated for 

these inputs.  

Generated output based on network input [30]. The 

Multilayer Network structure is shown in Figure 4. 

The layer that the incoming information is 

transmitted to the hidden layer is the input layer. 

The hidden can be one or more. Here, the 

information received at the input layer is 

processed. On the output layer, the output values 

are calculated for each input against the 

information received from the hidden layer.  

2.3.2. Feedback 

Feedback in Artificial Neural Networks is done 

when the output of at least one neuron enters itself 

or other neurons and obtain error is usually made.  

The feedback can be between neurons in a layer as 

well as between neurons in a layer. With this 

structure, feedback-driven ANN shows a non-

linear dynamic behavior. Therefore, the feedbacks 

with different structures and behavior can be 

obtained according to the shape of the artificial 

neural networks.  

Figure 4. below shows an ANN structure with 

three layers and feedback to the input layer. 
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Figure 4 Feedback Neural Network 

2.3.3. Back Propagation Algorithms 

The backpropagation algorithm finds the error 

signal between the inputs and outputs, and the 

weights are updated with this error signal. The 

error e(t) is the difference between the actual 

output t(t) and the output of the neural network y(t) 

[31]. 

e(t) = t(t) − y(t);       t = 1, . . , m                      (1) 

The backpropagation algorithm spreads the effects 

of the e(t) function on all weights on the network. 

Thus, the total error value is the lowest. 

TH =
1

2
∑ E2

m                                                     (2) 

In Equation 2, TH represents the Total Error value. 

m is the output layer m. it is the element. Equation 

2 shows that if the TH value is reduced in any 

experiment, the system error will decrease.  

Methods that re-update the weight values on the 

network based on the decrease in system error and 

to support this decrease are used. The training 

process is based entirely on this update process. 

With this algorithm xi. For input, the wji (t) change 

in weights between the i and j times processing 

elements is calculated. This expression is given in 

Equation 3. 

∆wji(t) = ηδjxi + αΔwji(t − 1)                        (3) 

In Equation 3, η is the learning coefficient, α is the 

momentum coefficient, and δj is a factor of any j-

neuron at the intermediate or output level. For the 

output stage, this factor is given as follows. 

δj =
∂f

∂netj
(yj

(t)
− yj)                                             (4) 

Where yj
(t)

is the target output of the j processor 

element. For the Process Elements (PE) in the 

hidden layers (Process Elements - Neurons), this 

factor is expressed as in Equation 5.     

δj = (
∂f

∂netj
) ∑ wqiδq                                          (5) 

Since there is no target output for neurons in 

hidden layers, Equation 5 is used instead of 

Equation 4. Depending on this situation, starting at 

the output layer, δj factor is calculated for neurons 

in all layers. The weights are then updated for all 

links based on the form in Equation 3. The 

activation function to be used in the 

backpropagation algorithm should have several 

important properties. 

The activation function must be a continuous, 

derivative-derived function that does not degrade 

in a uniform manner. The reason for this 

preference is that the derivation of this function is 

easy. In general, the function is expected to lie 

between the minimum and maximum asymptotes 

[32]. 

In our study, the breathing of 19 healthy persons 

was examined. The TD / GC-MS method, which is 

an analytical method of breath analysis, has been 

used to detect molecules in the breaths. Breath 

samples taken from 19 individuals are shown in 

Table 3 and structure of prepared MLF-ANN 

Model is created.  

Table 3 Inputs and outputs used in Feedback 

Multilayer Artificial Neural Network 

  Inputs Outputs 

  Hexanal 

(ppb)  

Acetone 

(ppb) 

Butanol  

1 0,62 92 0,18 

2 2,02 97 0,57 

3 1,13 97 0,25 
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4 2,23 114 0,63 

5 8,22 119 0,67 

6 5,55 148 1,26 

7 1,11 148 1,12 

8 5,69 199 0,25 

9 0,98 210 0,89 

10 2,56 216 0,36 

11 6,56 219 0,36 

12 0,85 243 1,25 

13 1,62 267 0,44 

14 0,82 305 0,3 

15 2,5 305 0,56 

16 1,99 307 1,51 

17 1,25 309 0,75 

18 1,92 317 0,56 

19 5,05 772 0,28 

MATLAB 2017a version was used to process the 

data. The structure of the prepared model is shown 

in Figure 5. In this structure Hexanal and Aceton 

were taken as input and Butanol was taken as 

output. Thirteen of the data in the Table 1 are used 

for training (70%), 3 data (15%) for testing, and 3 

data (15%) for validation. 

Levenberg-Marquart, Bayesian Regularization 

and Scaled Conjugate Gradient functions were 

tested for training. The results obtained are shown 

in Table 4. Mean squared error values are used to 

evaluate the performance of the system. 

When Table 4 and Figures 5,6,7 examined, it is 

seen that the Bayesian Regularization method 

gives better results in training and test results in 

two-input, 10 hidden-layer and one output system 

than the other two methods. 

 

Figure 5 Levenberg-Marquart 

 

Figure 6 Bayesian Regularization 

 

Figure 7 Scaled Conjugate Gradient 

Table 4 Results Obtained from Feedback Model 

Neural Network Model 
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Despite the small number of data used in the study, 

high accuracy was obtained in the training and 

testing processes as the data completely covered 

the research subject. 

3. CONCLUSIONS 

Hexanal and acetone is the end product of the 

carbon hydrate metabolism and can be detected 

from breath. Butanol is the end product of the 

carbon hydrate fermentation. Many complex 

metabolisms occur in the body and there are lots 

of undefined metabolisms. This pilot study is done 

to understand the indeterminate metabolisms’ 

products. This is a preliminary study to discover 

metabolism, and can be a method to diagnose 

diseases but more data is needed.  Hexanal and 

Acetone are defined as input and Butanol as a 

output at the model which is prepared by using 

feedback artificial neural network method which is 

a flexible calculation method. The prepared ANN 

model is also an example of human metabolism. 

According to this pilot study there can be a 

relationship between fermentation and carbon 

hydrate metabolism.  

An association is established between these non-

linear data. It is a preliminary study of what 

chemicals will enter the human metabolism in the 

future and which components will result in a 

reaction. If there are more and more data from 

human metabolism, they can be explained more 

clearly in relation to each other. As a result, the 

personalized ANN model can be obtained. Thus, 

according to certain chemical results to be taken 

from the person, the anomalies of the person's 

body can be determined much more quickly and 

accurately.  
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