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PREFACE 

Dear scientist, 

I am happy to announce that Volume VIII - Issue I of the Eastern Anatolian Journal of Science (EAJS) 

has been published.  This issue is composed of 4 research articles that possess some of the leading and 

advanced techniques of natural and applied sciences. On behalf of the owner of EAJS, I would like to 

thank all authors, referees, our editorial board members and section editors that provide valuable 

contributions for the publication of the issue. 

EAJS will publish original and high-quality articles covering a wide range of topics in scientific 

research, dedicated to promoting high standards and excellence in the creation and dissemination of 

scientific knowledge. EAJS published in English is open access journal and abstracting and indexing 

by various international index services.   

Authors are solicited to contribute to the EAJS by submitting articles that illustrate research results, 

projects, surveying works and industrial experiences that describe significant advances in the 

following areas, but are not limited to: 

➢ Biology 

➢ Chemistry 

➢ Engineering 

➢ Mathematics 

➢ Nanoscience and Nanotechnology 

➢ Physics 

Our previous issues have an attraction in terms of scientific quality and impact factor of articles by 

favorable feedbacks of readers. Our editorial team lend wings to be an internationally reputable and 

pioneer journal of science by their outstanding scientific personality. I am hoping to work effectively 

with our editorial team in the future. 

I’d like to express my gratitude to all authors, members of editorial board and contributing reviewers. 

My sincere thanks go to Prof. Dr. Abdulhalik KARABULUT, the rector of Ağrı İbrahim Çeçen 

University, sets the goal of being also a top-ranking university in scientific sense, for supporting and 

motivating us in every respect. I express my gratitude to the members of technical staff of the journal 

for the design and proofreading of the articles. Last but not least, my special thanks go to the 

respectable businessman Mr. İbrahim ÇEÇEN who unsparingly supports our university financially and 

emotionally, to his team and to the director and staff of IC foundation. 

I invite scientists from all branches of science to contribute our journal by sending papers for 

publication in EAJS. 

 

           Prof. Dr. İbrahim HAN 

      Editor-in-Chief  
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Abstract 

 

        In this study, conformal bi-slant Riemannian 

maps from an almost Hermitian manifold to a 

Riemannian manifold are defined. Integrability 

conditions of certain distributions on total manifolds 

are examined. Also, we studied that under which 

conditions, the distributions can define a totally 

geodesic foliation. 

 

Keywords: Riemannian map, Conformal Riemannian 

map, Conformal bi-slant Riemannian map. 

 

1. Introduction 

 

        At first, the notion of submersion was introduced 
by O’Neill (O’Neill 1966) and Gray (Gray 1967). 

Submersions between almost Hermitian manifolds 

were studied by Watson (Watson 1976). Then, this 

notion was studied in various types and generalized to 

Riemannian maps by Fischer (Fischer 1992). 

Riemannian maps between Riemannian manifolds are 

generalization of isometric immersions and 

Riemannian submersions. Let Φ: (M1, g1) → (M2, g2) 

be a smooth map between Riemannian manifolds 

such that 0 < 𝑟𝑎𝑛𝑘Φ < 𝑚𝑖𝑛 {𝑑𝑖𝑚(𝑀1), 𝑑𝑖𝑚(𝑀2)}. 

Then, the tangent bundle of 𝑇𝑀1 of 𝑀1 has the 

following decomposition: 

𝑇𝑀1 = 𝑘𝑒𝑟Φ∗ ⊕ (𝑘𝑒𝑟Φ∗)⊥. 

Since 𝑟𝑎𝑛𝑘Φ < 𝑚𝑖𝑛 {𝑑𝑖𝑚(𝑀1), 𝑑𝑖𝑚(𝑀2)}, we have 
(𝑟𝑎𝑛𝑔𝑒Φ∗)⊥. Therefore, tangent bundle of 𝑇𝑀2 of 

𝑀2 has the following decomposition: 
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𝑇𝑀2 = 𝑟𝑎𝑛𝑔𝑒Φ∗ ⊕ (𝑟𝑎𝑛𝑔𝑒Φ∗)⊥. 
A smooth map Φ: (M1

𝑚 , g1) → (M2
𝑚 , g2) is called 

Riemannian map at 𝑝1 ∈ 𝑀1 if the horizontal 

restriction Φ∗𝑝1
ℎ : (𝑘𝑒𝑟Φ∗𝑝1

)
⊥

⟶ (𝑟𝑎𝑛𝑔𝑒Φ∗) is a 

linear isometry. Hence the Riemannian map satisfies 

the equation 

𝑔1(𝑋, 𝑌) = 𝑔2(Φ∗(𝑋), Φ∗(𝑌))         

for 𝑋, 𝑌 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). So that isometric 

immersions and Riemannian submersions are 

particular Riemannian maps, respectively, with 

kerΦ∗ = {0} and (rangeΦ∗)⊥ = {0} (Fischer 1992). 

Moreover, Şahin and Yanan searched conformal 

Riemannian maps (Şahin and Yanan 2018), (Şahin 

and Yanan 2019), (Yanan and Şahin 2022), see also 

(Yanan 2021). We say that Φ: (Mm, gM) ⟶ (Nn, gN) 

is a conformal Riemannian map at 𝑝 ∈ 𝑀 if 0 <

𝑟𝑎𝑛𝑘Φ∗𝑝 ≤ 𝑚𝑖𝑛{𝑚, 𝑛} and Φ∗ maps the horizontal 

space (ker(Φ∗p)
⊥

) conformally onto 𝑟𝑎𝑛𝑔𝑒(Φ∗𝑝), 

i.e., there exist a number λ2(p) ≠ 0 such that  

𝑔𝑁 (Φ∗𝑝(𝑋), Φ∗𝑝(𝑌)) = λ2(𝑝)𝑔𝑀(𝑋, 𝑌) 

for 𝑋, 𝑌 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). Also, Φ is called conformal 

Riemannian if Φ is conformal Riemannian at each 

𝑝 ∈ 𝑀. Here, λ is the dilation of Φ at a point 𝑝 ∈ 𝑀 

and it is a continuous function as λ: 𝑀 → [0, ∞) 

(Şahin 2010), (Şahin 2017). If anyone wants to have 

more knowledge on submersion theory and bi-slant 

structure, the studies written by Aykurt Sepet could 

be seen (Akyol and Şahin 2019, Aykurt Sepet 2020), 

(Aykurt Sepet 2021). 

         An even-dimensional Riemannian manifold 

(𝑀, 𝑔𝑀, 𝐽) is called an almost Hermitian manifold if 

there exists a tensor field 𝐽 of type (1,1) on 𝑀 such 

that 𝐽2 = −𝐼 where 𝐼 denotes the identity 

transformation of 𝑇𝑀 and 

𝑔𝑀(𝑋, 𝑌) = 𝑔𝑀(𝐽𝑋, 𝐽𝑌), ∀𝑋, 𝑌 ∈ Γ(𝑇𝑀). 

Let (𝑀, 𝑔𝑀, 𝐽) be an almost Hermitian manifold and 

its Levi-Civita connection ∇ with respect to 𝑔𝑀. If 𝐽 is 

parallel with respect to ∇, i.e. 

(∇𝑋𝐽)𝑌 = 0, 

mailto:syanan@adiyaman.edu.tr
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we say 𝑀 is a Kaehler manifold (Yano and Kon 

1984).  

          

          Therefore, we define conformal bi-slant 

Riemannian maps from an almost Hermitian manifold 

to a Riemannian manifold as a generalization of 

conformal anti-invariant Riemannian maps (Şahin and 

Yanan 2018), conformal semi-invariant Riemannian 

maps (Şahin and Yanan 2019), conformal semi-slant 

Riemannian maps (Yanan 2022b) and conformal 

hemi-slant Riemannian maps (Yanan 2022a). Also, an 

explicit example is given. Some geometric properties 

of this type maps are examined. 

   

         

2. Materials and Methods 

 

        In this section, we give several definitions and 

results to be used along the study for conformal bi-

slant Riemannian maps. Let Φ: (𝑀, 𝑔𝑀) ⟶ (𝑁, 𝑔𝑁) 

be a smooth map between Riemannian manifolds. 

The second fundamental form of Φ is defined by 

(∇Φ∗)(𝑋, 𝑌) = ∇𝑋
ΦΦ∗(𝑌) − Φ∗(∇𝑋𝑌) 

for 𝑋, 𝑌 ∈ Γ(𝑇𝑀). The second fundamental form 

(∇Φ∗) is symmetric. Note that Φ is said to be totally 

geodesic map if (∇𝐹∗)(𝑋, 𝑌) = 0 for all 𝑋, 𝑌 ∈

Γ(𝑇𝑀) (Nore 1986). Here, we define O'Neill's tensor 

fields 𝒯 and 𝒜 as 

𝒜𝒳𝑌 = ℎ∇ℎ𝑋𝑣𝑌 + 𝑣∇ℎ𝑋ℎ𝑌, 

𝒯𝒳 𝑌 = ℎ∇𝑣𝑋𝑣𝑌 + 𝑣∇𝑣𝑋ℎ𝑌, 

for 𝑋, 𝑌 ∈ Γ(𝑇𝑀) with the Levi-Civita connection ∇ 

of 𝑔𝑀.  Here, we denote by 𝑣 and ℎ the projections on 

the vertical distribution 𝑘𝑒𝑟Φ∗ and the horizontal 

distribution (𝑘𝑒𝑟Φ∗)⊥, respectively. For any 𝑋 ∈

Γ(𝑇𝑀), 𝒯𝒳  and 𝒜𝒳  are skew-symmetric operators on 

(Γ(𝑇𝑀), 𝑔) reversing the horizontal and the vertical 

distributions. Also, 𝒯 is vertical,  𝒯𝒳 = 𝒯𝓋𝒳  and 𝒜 

is horizontal, 𝒜𝒳 = 𝒜𝒽𝒳 . Note that the tensor field 

𝒯 is symmetric on the vertical distribution (O’Neill 

1966). In addition, by definitions of O’Neill’s tensor 

fields, we have 

∇𝑈𝑉 = 𝒯𝒰𝑉 + 𝑣∇U𝑉, 

∇𝑈𝑋 = ℎ∇𝑈𝑋 + 𝒯𝒰𝑋, 

∇𝑋𝑉 = 𝒜𝒳𝑉 + 𝑣∇𝑋𝑉, 

∇𝑋𝑌 = ℎ∇𝑋𝑌 + 𝒜𝒳𝑌 

for 𝑋, 𝑌 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥) and 𝑈, 𝑉 ∈ Γ(𝑘𝑒𝑟Φ∗) 

(Falcitelli et al. 2004).  

        If a vector field 𝑋 on 𝑀 is related to a vector 

field 𝑋′ on 𝑁, we say 𝑋 is a projectable vector field. 

If 𝑋 is both a horizontal and a projectable vector field, 

we say 𝑋 is a basic vector field on 𝑀 (Baird and 

Wood 2003). Throughout this study, when we 

mention a horizontal vector field, we always consider 

a basic vector field. 

       On the other hand, let Φ: (𝑀𝑚 , 𝑔𝑀) ⟶ (𝑁𝑛 , 𝑔𝑁) 

be a conformal Riemannian map between Riemannian 

manifolds. Then, we have 

(∇Φ∗)(𝑋, 𝑌) ∣𝑟𝑎𝑛𝑔𝑒Φ∗

= 𝑋(ln λ)Φ∗(𝑌) + 𝑌(ln λ)Φ∗(𝑋)

− 𝑔𝑀(𝑋, 𝑌)Φ∗(𝑔𝑟𝑎𝑑(ln λ)) 

where 𝑋, 𝑌 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥) (Şahin 2010). Hence, we 

obtain ∇𝑋
ΦΦ∗(𝑌) as  

∇𝑋
ΦΦ∗(𝑌) = Φ∗(ℎ∇𝑋𝑌) + 𝑋(ln λ)Φ∗(𝑌)

+ 𝑌(ln λ)Φ∗(𝑋)

− 𝑔𝑀(𝑋, 𝑌)Φ∗(𝑔𝑟𝑎𝑑(ln λ))

+ (∇Φ∗)⊥(𝑋, 𝑌) 

where (∇Φ∗)⊥(𝑋, 𝑌) is the component of 

(∇Φ∗)(𝑋, 𝑌) on (𝑟𝑎𝑛𝑔𝑒Φ∗)⊥ for 𝑋, 𝑌 ∈

Γ((𝑘𝑒𝑟Φ∗)⊥)  (Şahin and Yanan 2018).  

           

 

3. Results 

 

       In this section, we define conformal bi-slant 

Riemannian maps and give an example. In addition, 

we present conditions to be integrable and to define 

totally geodesic foliation for distributions. 

 

Definition 3.1. Let (𝑀, 𝑔𝑀, 𝐽) be an almost Hermitian 

manifold and (𝑁, 𝑔𝑁) be a Riemannian manifold. 

Then, a conformal Riemannian map Φ: (𝑀, 𝑔𝑀, 𝐽) ⟶

(𝑁, 𝑔𝑁) is called a conformal bi-slant Riemannian 

map if and only if  𝐷1 and 𝐷2 are slant distributions 

with their slant angles θ1 and θ2, respectively, such 

that 

𝑘𝑒𝑟Φ∗ = 𝐷1 ⊕ 𝐷2. 

Here, if the slant angles satisfy that θ1, θ2 ≠ 0,
π

2
, Φ is 

called a proper conformal bi-slant Riemannian map. 

 

Therefore, suppose that the dimensions of  𝐷1 and 𝐷2 

are 𝑚1 and 𝑚2, respectively. Then, we have the next 

notions. 
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i. If 𝑚1 = 0 and 𝜃2 =
𝜋

2
, then Φ is a conformal 

anti-invariant Riemannian map (Şahin and 

Yanan 2018), 

ii. If 𝑚1, 𝑚2 ≠ 0, 𝜃1 = 0 and 𝜃2 =
𝜋

2
, then Φ is 

a conformal semi-invariant Riemannian map 

(Şahin and Yanan 2019), 

iii. If 𝑚1, 𝑚2 ≠ 0,  𝜃1 = 0 and 0 < θ2 <
π

2
 , 

then then Φ is a conformal semi-slant 

Riemannian map (Yanan 2022b), 

iv. If 𝑚1, 𝑚2 ≠ 0,  𝜃1 =
π

2
 and 0 < 𝜃2 <

𝜋

2
 , 

then then Φ is a conformal hemi-slant 

Riemannian map (Yanan 2022a). 

 

After these cases, we give an explicit example for 

proper conformal bi-slant Riemannian map.  

 

Example 3.2.  Let Φ be a map defined as 

Φ: 𝑅8 ⟶ 𝑅5: 𝑒2 (
𝑥1 − 𝑥7

√2
, 𝑥4,

𝑥5 − 𝑥6

√2
, 𝑥2, 𝛾) 

where 𝛾 is the real number. The almost complex 

structure 𝐽β on 𝑅8 is 

𝐽β = (𝑐𝑜𝑠 β)𝐽1 + (𝑠𝑖𝑛 β)𝐽2, 0 < β ≤
π

2
 

where  

𝐽1 = (−𝑎2, 𝑎1, −𝑎4, 𝑎3, −𝑎6, 𝑎5, −𝑎8, 𝑎7) 

and 

𝐽2 = (−𝑎8, −𝑎7, −𝑎6, −𝑎5, 𝑎4, 𝑎3, 𝑎2, 𝑎1). 

 

Then, we have the horizontal distribution as 

(𝑘𝑒𝑟Φ∗)⊥ = {𝑋1 =
𝑒2

√2
(

∂

∂x1

−
∂

∂x7

) , X2 = 𝑒2
∂

∂x4

, 

𝑋3 =
𝑒2

√2
(

∂

∂x5

−
∂

∂x6

) , X4 = 𝑒2
∂

∂x2

} 

and the vertical distribution as 

𝑘𝑒𝑟Φ∗ = {𝑈1 =
1

√2
(

∂

∂x1

+
∂

∂x7

) , U2 =
∂

∂x3

, 

 

𝑈3 =
1

√2
(

∂

∂x5

+
∂

∂x6

) , X4 =
∂

∂x8

}. 

Here, we say Φ is a conformal Riemannian map with 

λ = 𝑒2 𝑎𝑛𝑑 𝑟𝑎𝑛𝑘Φ∗ = 4. Then, by some calculations 

we obtain the slant distributions as 𝐷1 = {𝑈1, 𝑈2 } and 

𝐷2 = {𝑈3, 𝑈4 }. Hence, Φ is a proper conformal bi-

slant Riemannian map with respect to the slant 

distributions 

𝐷1 = {𝑈1, 𝑈2 } , 𝐷2 = {𝑈3, 𝑈4 } 

and the slant angles 

𝑐𝑜𝑠 θ1 =
1

√2
(𝑐𝑜𝑠 β + 𝑠𝑖𝑛 β) ,  𝑐𝑜𝑠 θ2 =

1

√2
𝑠𝑖𝑛 β. 

    

Now, we explain decomposition of distributions for a 

conformal bi-slant Riemannian map. 

 

Assume that Φ be a conformal bi-slant Riemannian 

map from an almost Hermitian manifold (𝑀, 𝑔𝑀, 𝐽) to 

a Riemannian manifold (𝑁, 𝑔𝑁). For any 𝑈 ∈

Γ(𝑘𝑒𝑟Φ∗), we have 

𝑈 = 𝑃𝑈 + 𝑄𝑈, 

where 𝑃𝑈 ∈ Γ(𝐷1) and 𝑄𝑈 ∈ Γ(𝐷2). On the other 

hand, we have 

𝐽𝑈 = ψ𝑈 +  ϕ𝑈, 

for 𝑈 ∈ Γ(𝑘𝑒𝑟Φ∗) where ϕ𝑈 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥) and 

ψ𝑈 ∈ Γ(𝑘𝑒𝑟Φ∗).  Also, for any 𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥), 

we write 

𝐽𝑋 = 𝐵𝑋 + 𝐶𝑋, 

where  𝐵𝑋 ∈ Γ(𝑘𝑒𝑟Φ∗) and 𝐶𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). 

Therefore, the horizontal distribution (𝑘𝑒𝑟Φ∗)⊥ can 

be decomposed as 

(𝑘𝑒𝑟Φ∗)⊥ = ϕ𝐷1 ⊕ ϕ𝐷2 ⊕  μ, 

where μ is the orthogonal complementary distribution 

of ϕ𝐷1 ⊕ ϕ𝐷2 in (𝑘𝑒𝑟Φ∗)⊥. 

 

We have the following theorem same for conformal 

bi-slant Riemannian maps (Aykurt Sepet 2021). 

 

Theorem 3.3.  Let Φ be a conformal bi-slant 

Riemannian map from an almost Hermitian manifold 

(𝑀, 𝑔𝑀, 𝐽) to a Riemannian manifold (𝑁, 𝑔𝑁) with 

slant angles θ1 and θ2. Then, we have 

ψ2𝑈𝑖 = −(𝑐𝑜𝑠2 θ𝑖)𝑈𝑖  

for 𝑈𝑖 ∈ Γ(𝐷𝑖), 𝑖 = 1,2. 

 

 After then, we examine integrability conditions for 

certain distributions. 

 

Theorem 3.4.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the distribution 𝐷1 is integrable if 

and only if  

𝑔𝑁 ((∇Φ∗)(𝑉1, 𝑈2), Φ∗(ϕ(𝐽𝑈1))) 

= λ2 𝑐𝑜𝑠2 θ1 𝑔𝑀(𝑣∇𝑉1
𝑈1, 𝑈2) 

−𝑔𝑀(𝑣∇𝑈1
𝑉1 + 𝑣∇𝑉1

ψϕ𝑈1, 𝑈2) 

for 𝑈1, 𝑉1 ∈ Γ(𝐷1) and 𝑈2 ∈ Γ(𝐷2). 
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Proof. Since the vertical distribution 𝑘𝑒𝑟Φ∗ is always 

integrable, we only examine 0 = 𝑔𝑀([𝑈1, 𝑉1], 𝑈2) for 

𝑈1, 𝑉1 ∈ Γ(𝐷1) and 𝑈2 ∈ Γ(𝐷2). To get this equality, 

we write 

[𝑈1, 𝑉1] = ∇𝑈1
𝑉1 − ∇𝑉1

𝑈1 

             = 𝑣∇𝑈1
𝑉1 − ∇𝑉1

ψ2𝑈1 + ∇𝑉1
ϕψ𝑈1 

                +∇𝑉1
ψϕ𝑈1 

             = 𝑣∇𝑈1
𝑉1 − 𝑐𝑜𝑠2 θ1∇𝑉1

𝑈1 + ℎ∇𝑉1
ϕψ𝑈1 

                +𝒯𝒱1
ϕψ𝑈1 + ℎ∇𝑉1

ϕ2𝑈1 + 𝒯𝒱1
ϕ2𝑈1 

                +𝒯𝒱1
ψϕ𝑈1 + 𝑣∇𝑉1

ψϕ𝑈1. 

Now, for 𝑈2 ∈ Γ(𝐷2), we get 

𝑔𝑀([𝑈1, 𝑉1], 𝑈2) = 𝑔𝑀(𝑣∇𝑈1
𝑉1 − 𝑐𝑜𝑠2 θ1∇𝑉1

𝑈1 , 𝑈2) 

                             +𝑔𝑀(𝒯𝒱1
ϕ(𝐽𝑈1) + 𝑣∇𝑉1

ψϕ𝑈1, 𝑈2). 

Since 𝒯 is an anti-symmetric tensor field with respect 

to 𝑔𝑀, we have 

𝑔𝑀(𝒯𝒱1
ϕ(𝐽𝑈1), 𝑈2) = −𝑔𝑀 (𝒯𝒱1

𝑈2, ϕ(𝐽𝑈1)). 

Then, since the map Φ is conformal by using 

definition of second fundamental form of the map, we 

get 

     −𝑔𝑀 (𝒯𝒱1
𝑈2, ϕ(𝐽𝑈1)) 

 =
1

λ2 𝑔𝑁 ((∇Φ∗)(𝑉1, 𝑈2), Φ∗(ϕ(𝐽𝑈1))). 

At last, we obtain 

𝑔𝑀([𝑈1, 𝑉1], 𝑈2) 

= − 𝑐𝑜𝑠2 θ1𝑔𝑀(𝑣∇𝑉1
𝑈1, 𝑈2) 

                        +𝑔𝑀(𝑣∇𝑈1
𝑉1 + 𝑣∇𝑉1

ψϕ𝑈1, 𝑈2) 

                        +
1

λ2 𝑔𝑁 ((∇Φ∗)(𝑉1, 𝑈2), Φ∗(ϕ(𝐽𝑈1))). 

The proof is complete. 

 

Theorem 3.5.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the distribution 𝐷2 is integrable if 

and only if  

𝑔𝑁 ((∇Φ∗)(𝑉2, 𝑈1), Φ∗(ϕ(𝐽𝑈2))) 

= λ2 𝑐𝑜𝑠2 θ2 𝑔𝑀(𝑣∇𝑉2
𝑈2, 𝑈1) 

                       −𝑔𝑀(𝑣∇𝑈2
𝑉2 + 𝑣∇𝑉2

ψϕ𝑈2, 𝑈1) 

for 𝑈2, 𝑉2 ∈ Γ(𝐷2) and 𝑈1 ∈ Γ(𝐷1). 

Proof. The proof of the Theorem 3.5. can be done in 

a similar way as Theorem 3.4. 

 

Theorem 3.6.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the distribution 𝐷1 defines a totally 

geodesic foliation on 𝑀 if and only if  

i. 𝑔𝑁((∇Φ∗)(𝑈1, ψ𝑉1), Φ∗(ϕ𝑈2)) −

𝑔𝑁((∇Φ∗)(𝑈1, 𝑉1), Φ∗(𝜙𝜓𝑈2)) 

                                 = −λ2 𝑐𝑜𝑠2 θ2 𝑔𝑀(𝑣∇𝑈1
𝑈2, 𝑉1) 

                                     −λ2𝑔𝑀(ℎ∇𝑈1
ϕ𝑈2, ϕ𝑉1) 

ii. 𝑔𝑁((∇Φ∗)(𝑈1, 𝐵𝑋), Φ∗(ϕ𝑉1))     

                                             = λ2𝑔𝑀(ℎ∇𝑈1
ϕψ𝑉1, 𝑋) 

                                                +λ2𝑔𝑀(ℎ∇𝑈1
ϕ𝑉1, 𝐶𝑋) 

for 𝑈1, 𝑉1 ∈ Γ(𝐷1), 𝑈2 ∈ Γ(𝐷2) and 𝑋 ∈

Γ((𝑘𝑒𝑟Φ∗)⊥). 

Proof. If the distribution 𝐷1 defines a totally geodesic 

foliation on 𝑀, we have 0 = 𝑔𝑀(∇𝑈1
𝑉1, 𝑈2) and 0 =

𝑔𝑀(∇𝑈1
𝑉1, 𝑋) for 𝑈1, 𝑉1 ∈ Γ(𝐷1), 𝑈2 ∈ Γ(𝐷2) and 

𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). At first, we get 

𝑔𝑀(∇𝑈1
𝑉1, 𝑈2) = 𝑔𝑀(∇𝑈1

ψ2𝑈2, 𝑉1)

+ 𝑔𝑀(∇𝑈1
ϕψ𝑈2, 𝑉1) 

                                         +𝑔𝑀(𝒯𝒰1
ψ𝑉1, ϕ𝑈2) 

                                         −𝑔𝑀(ℎ∇𝑈1
ϕ𝑈2, ϕ𝑉1) 

for 𝑈1, 𝑉1 ∈ Γ(𝐷1) and 𝑈2 ∈ Γ(𝐷2). On the other 

hand, we have from definition of the second 

fundamental form of the map Φ and 𝒯 is an anti-

symmetric tensor field with respect to 𝑔𝑀 

𝑔𝑀(𝒯𝒰1
ϕψ𝑈2, 𝑉1) 

= −𝑔𝑀(𝒯𝒰1
𝒱1, ϕψ𝒰2) 

                         =
1

λ2 𝑔𝑁((∇Φ∗)(𝑈1, 𝑉1), Φ∗(ϕψ𝒰2)) 

and  

𝑔𝑀(𝒯𝒰1
ψ𝑉1, ϕ𝑈2) 

                      = −
1

λ2 𝑔𝑁((∇Φ∗)(𝑈1, ψ𝑉1), Φ∗(ϕ𝒰2)). 

By using these equalities and from Theorem 3.3., we 

obtain  

𝑔𝑀(∇𝑈1
𝑉1, 𝑈2) = − 𝑐𝑜𝑠2 θ2 𝑔𝑀(𝑣∇𝑈1

𝑈2, 𝑉1) 

                                     −𝑔𝑀(ℎ∇𝑈1
ϕ𝑈2, ϕ𝑉1) 

                            +
1

λ2 𝑔𝑁((∇Φ∗)(𝑈1, 𝑉1), Φ∗(ϕψ𝒰2)) 

                           −
1

λ2 𝑔𝑁((∇Φ∗)(𝑈1, ψ𝑉1), Φ∗(ϕ𝒰2)). 

From last equation, we have the proof of i. Now, we 

examine 0 = 𝑔𝑀(∇𝑈1
𝑉1, 𝑋) for 𝑈1, 𝑉1 ∈ Γ(𝐷1) and 

𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). By some similar computations, we 

have 

𝑔𝑀(∇𝑈1
𝑉1, 𝑋) = 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑈1

𝑉1, 𝑋) 

                           −𝑔𝑀(ℎ∇𝑈1
ϕψ𝑉1, 𝑋) 

                           +𝑔𝑀(𝒯𝒰1
ϕ𝑉1, 𝐵𝑋) 

                           −𝑔𝑀(ℎ∇𝑈1
ϕ𝑉1, 𝐶𝑋) 
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𝑠𝑖𝑛2 θ1 𝑔𝑀(∇𝑈1
𝑉1, 𝑋) = −𝑔𝑀(ℎ∇𝑈1

ϕψ𝑉1, 𝑋) 

                                        −𝑔𝑀(ℎ∇𝑈1
ϕ𝑉1, 𝐶𝑋) 

                                        −𝑔𝑀(𝒯𝒰1
𝐵𝑋, ϕ𝑉1) 

𝑠𝑖𝑛2 θ1 𝑔𝑀(∇𝑈1
𝑉1, 𝑋) = −𝑔𝑀(ℎ∇𝑈1

ϕψ𝑉1, 𝑋) 

                                        −𝑔𝑀(ℎ∇𝑈1
ϕ𝑉1, 𝐶𝑋) 

                             +
1

λ2 𝑔𝑁((∇Φ∗)(𝑈1, 𝐵𝑋), Φ∗(ϕ𝑉1)). 

From the last equation, we obtain ii. Hence, the proof 

of Theorem 3.6. is complete. 

 

Theorem 3.7.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the distribution 𝐷2 defines a totally 

geodesic foliation on 𝑀 if and only if  

 

i. 𝑔𝑁((∇Φ∗)(𝑈2, ψ𝑈1), Φ∗(ϕ𝑉2)) −

𝑔𝑁((∇Φ∗)(𝑈2, 𝑈1), Φ∗(𝜙𝜓𝑉2)) 

                               = λ2𝑔𝑀(ℎ∇𝑈2
ϕ𝑉2, ϕ𝑈1) 

 

ii. 𝑔𝑁((∇Φ∗)(𝑈2, 𝐵𝑋), Φ∗(ϕ𝑉2)) 

                                = λ2𝑔𝑀(ℎ∇𝑈2
ϕ𝑉2, 𝐶𝑋) 

                                 −λ2𝑔𝑀(ℎ∇𝑈2
ϕ𝜓𝑉2, 𝑋) 

for 𝑈1 ∈ Γ(𝐷1), 𝑈2, 𝑉2 ∈ Γ(𝐷2) and 𝑋 ∈

Γ((𝑘𝑒𝑟Φ∗)⊥).  

Proof. Here, we search 0 = 𝑔𝑀(∇𝑈2
𝑉2, 𝑈1) and 0 =

𝑔𝑀(∇𝑈2
𝑉2, 𝑋) to get conditions i. and ii. for 𝑈1 ∈

Γ(𝐷1), 𝑈2, 𝑉2 ∈ Γ(𝐷2) and 𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). Firstly, 

we have 

𝑔𝑀(∇𝑈2
𝑉2, 𝑈1) = 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈2

𝑉2, 𝑈1) 

                                      −𝑔𝑀(∇𝑈2
ϕψ𝑉2, 𝑈1) 

                                       +𝑔𝑀(𝒯𝒰2
ϕ𝑉2, ψ𝑈1) 

                                       +𝑔𝑀(ℎ∇𝑈2
ϕ𝑉2, ϕ𝑈1) 

for 𝑈1 ∈ Γ(𝐷1) and 𝑈2, 𝑉2 ∈ Γ(𝐷2). By using anti-

symmetry property of 𝒯 and from Theorem 3.3., we 

get 

𝑠𝑖𝑛2 θ2 𝑔𝑀(∇𝑈2
𝑉2, 𝑈1) = 𝑔𝑀(𝒯𝒰2

𝑈1, ϕψ𝑈1) 

                                                −𝑔𝑀(𝒯𝒰2
ψ𝑈1, ϕ𝑉2) 

                                                +𝑔𝑀(ℎ∇𝑈2
ϕ𝑉2, ϕ𝑈1). 

Since the map Φ is conformal, we obtain 

𝑠𝑖𝑛2 θ2 𝑔𝑀(∇𝑈2
𝑉2, 𝑈1) = 𝑔𝑀(ℎ∇𝑈2

ϕ𝑉2, ϕ𝑈1) 

                            −
1

λ2 𝑔𝑁((∇Φ∗)(𝑈2, ψ𝑈1), Φ∗(ϕ𝑉2)) 

                           +
1

λ2 𝑔𝑁((∇Φ∗)(𝑈2, 𝑈1), Φ∗(𝜙𝜓𝑉2)). 

From the last equation, we have the proof of i. Now, 

we examine 0 = 𝑔𝑀(∇𝑈2
𝑉2, 𝑋) for 𝑈2, 𝑉2 ∈ Γ(𝐷2) 

and 𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). By similar calculations, we 

have 

𝑔𝑀(∇𝑈2
𝑉2, 𝑋) = 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈2

𝑉2, 𝑋) 

                                       −𝑔𝑀(ℎ∇𝑈2
ϕψ𝑉2, 𝑋) 

                                       −𝑔𝑀(𝒯𝒰2
𝐵𝑋, ϕ𝑉2) 

                                       +𝑔𝑀(ℎ∇𝑈2
ϕ𝑉2, 𝐶𝑋) 

for 𝑈2, 𝑉2 ∈ Γ(𝐷2) and 𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥). At last, 

from conformality of the map, we obtain 

𝑠𝑖𝑛2 θ2 𝑔𝑀(∇𝑈2
𝑉2, 𝑋) 

= 𝑔𝑀(ℎ∇𝑈2
ϕ𝑉2, 𝐶𝑋) − 𝑔𝑀(ℎ∇𝑈2

ϕψ𝑉2, 𝑋) 

      −
1

𝜆2 𝑔𝑁((∇Φ∗)(𝑈2, 𝐵𝑋), Φ∗(ϕ𝑉2)). 

Hence, we have the proof of ii. clearly. 

 

Theorem 3.8.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2.  Then the vertical distribution 𝑘𝑒𝑟Φ∗ is a 

locally product as 𝑀𝐷1
× 𝑀𝐷2

 if and only if the 

equations in Theorem 3.6. and Theorem 3.7. are hold 

where 𝑀𝐷1
 and 𝑀𝐷2

 are integral manifolds of the 

distributions 𝐷1 and 𝐷2, respectively. 

 

Theorem 3.9.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the distribution (𝑘𝑒𝑟Φ∗)⊥ defines a 

totally geodesic foliation on 𝑀 if and only if  

λ2{𝑋(𝑙𝑛 λ)𝑔𝑀(𝐶𝑌, ϕ𝑈𝑖) + 𝐶𝑌(𝑙𝑛 λ)𝑔𝑀(𝑋, ϕ𝑈𝑖)

− ϕ𝑈𝑖(𝑙𝑛 λ)𝑔𝑀(𝑋, 𝐶𝑌)

− 𝑋(𝑙𝑛 λ)𝑔𝑀(𝑌, ϕψ𝑈𝑖)

− 𝑌(𝑙𝑛 λ)𝑔𝑀(𝑋, ϕψ𝑈𝑖)

+ ϕψ𝑈𝑖(𝑙𝑛 λ)𝑔𝑀(𝑋, 𝑌)} 

= 𝑔𝑁 ((∇Φ∗)(𝑋, 𝐵𝑌) + ∇𝑋
ΦΦ∗(𝐶𝑌), Φ∗(ϕ𝑈𝑖)) 

−𝑔𝑁 (∇𝑋
ΦΦ∗(𝑌), Φ∗(ϕψ𝑈𝑖)) , 𝑖 = 1,2 

for 𝑋, 𝑌 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥), 𝑈1 ∈ Γ(𝐷1) and 𝑈2 ∈ Γ(𝐷2). 

Proof. Since Φ is a proper conformal bi-slant 

Riemannian map, we have two orthogonal 

complement distribution that 𝐷1 and 𝐷2 in 𝑘𝑒𝑟Φ∗, 

respectively. So, we examine 0 = 𝑔𝑀(∇𝑋𝑌, 𝑈1) and 

0 = 𝑔𝑀(∇𝑋𝑌, 𝑈2) for  𝑋, 𝑌 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥), 𝑈1 ∈

Γ(𝐷1) and 𝑈2 ∈ Γ(𝐷2). Since we will use the same 

calculations for these two cases, we examine just one 

for 𝑈1.  Then, it will be same for  𝑈2. Firstly, since 𝑀 

is a Kaehler manifold, we get 

𝑔𝑀(∇𝑋𝑌, 𝑈1) = 𝑔𝑀(𝒜𝒳𝐵𝑌, ϕ𝑈1)

+ 𝑔𝑀(ℎ∇𝑋𝐶𝑌, ϕ𝑈1) 
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                                          + 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑋𝑌, 𝑈1) 

                                          −𝑔𝑀(ℎ∇𝑋𝑌, ϕψ𝑈1). 

Since the map Φ is conformal Riemannian map, we 

obtain 

𝑠𝑖𝑛2 θ1 𝑔𝑀(∇𝑋𝑌, 𝑈1) 

=
1

λ2 𝑔𝑁((∇Φ∗)(𝑋, 𝐵𝑌), Φ∗(ϕ𝑈1))                                                

+
1

λ2 {𝑔𝑁 (∇𝑋
ΦΦ∗(𝐶𝑌), Φ∗(ϕ𝑈1)) 

−𝑋(𝑙𝑛 λ)𝑔𝑁(Φ∗(𝐶𝑌), Φ∗(ϕ𝑈1)) 

−𝐶𝑌(𝑙𝑛 λ)𝑔𝑁(Φ∗(𝑋), Φ∗(ϕ𝑈1)) 

            +𝑔𝑀(𝑋, 𝐶𝑌)𝑔𝑁 (Φ∗(𝑔𝑟𝑎𝑑(𝑙𝑛 λ)), Φ∗(ϕ𝑈1))} 

−
1

λ2
{𝑔𝑁 (∇𝑋

ΦΦ∗(𝑌), Φ∗(ϕψ𝑈1)) 

−𝑋(𝑙𝑛 λ)𝑔𝑁(Φ∗(𝑌), Φ∗(ϕψ𝑈1)) 

−𝑌(𝑙𝑛 λ)𝑔𝑁(Φ∗(𝑋), Φ∗(ϕψ𝑈1)) 

            

+𝑔𝑀(𝑋, 𝑌)𝑔𝑁 (Φ∗(𝑔𝑟𝑎𝑑(𝑙𝑛 λ)), Φ∗(ϕψ𝑈1))} 

𝑠𝑖𝑛2 θ1 𝑔𝑀(∇𝑋𝑌, 𝑈1) 

=
1

λ2 𝑔𝑁((∇Φ∗)(𝑋, 𝐵𝑌), Φ∗(ϕ𝑈1))                                                

+
1

λ2 {𝑔𝑁 (∇𝑋
ΦΦ∗(𝐶𝑌), Φ∗(ϕ𝑈1)) 

                  −𝑔𝑁 (∇𝑋
ΦΦ∗(𝑌), Φ∗(ϕψ𝑈1)) 

                  −𝑋(𝑙𝑛 λ)𝑔𝑀(𝐶𝑌, ϕ𝑈1) 

                  −𝐶𝑌(𝑙𝑛 λ)𝑔𝑀(𝑋, ϕ𝑈1) 

                 +𝑔𝑀(𝑋, 𝐶𝑌) ϕ𝑈1(𝑙𝑛 λ) 

                 +𝑋(𝑙𝑛 λ)𝑔𝑀(𝑌, ϕψ𝑈1) 

                 +𝑌(𝑙𝑛 λ)𝑔𝑀(𝑋, ϕψ𝑈1) 

                  −𝑔𝑀(𝑋, 𝑌) ϕψ𝑈1(𝑙𝑛 λ). 

It is clear that the distribution (𝑘𝑒𝑟Φ∗)⊥ defines a 

totally geodesic foliation on 𝑀 for 𝑋, 𝑌 ∈

Γ((𝑘𝑒𝑟Φ∗)⊥)  and 𝑈1 ∈ Γ(𝐷1).  

 

Theorem 3.10.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the distribution 𝑘𝑒𝑟Φ∗ defines a 

totally geodesic foliation on 𝑀 if and only if  

𝑔𝑁((∇Φ∗)(ϕψ𝑉, 𝑈), Φ∗(𝑋))

= λ2 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑈𝑃𝑉, 𝑋)

+ λ2 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈𝑄𝑉, 𝑋)

+ λ2𝑔𝑀(∇𝑈ϕ𝑉, 𝐽𝑋) 

for 𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥)  and 𝑈, 𝑉 ∈ Γ(𝑘𝑒𝑟Φ∗).  

Proof. Now, we examine 0 = 𝑔𝑀(∇𝑈𝑉, 𝑋) to show 

that the distribution 𝑘𝑒𝑟Φ∗ defines a totally geodesic 

foliation on 𝑀. Hence, we get 

𝑔𝑀(∇𝑈𝑉, 𝑋) = −𝑔𝑀(∇𝑈𝐽𝜓𝑃𝑉, 𝑋) 

                      +𝑔𝑀(ℎ∇𝑈ϕ𝑃𝑉 + 𝒯𝒰ϕ𝑃𝑉, 𝐵𝑋 + 𝐶𝑋)     

                      −𝑔𝑀(∇𝑈𝐽ψ𝑄𝑉, 𝑋) 

                      +𝑔𝑀(ℎ∇𝑈ϕ𝑄𝑉 + 𝒯𝒰ϕ𝑄𝑉, 𝐵𝑋 + 𝐶𝑋) 

𝑔𝑀(∇𝑈𝑉, 𝑋) = −𝑔𝑀(∇𝑈ψ2𝑃𝑉 + ∇𝑈ϕψ𝑃𝑉, 𝑋)

− 𝑔𝑀(∇𝑈ψ2𝑄𝑉 + ∇𝑈ϕψ𝑄𝑉, 𝑋)

+ 𝑔𝑀(ℎ∇𝑈ϕ𝑃𝑉 + ℎ∇𝑈ϕ𝑄𝑉, 𝐶𝑋)

+ 𝑔𝑀(𝒯𝒰ϕ𝑃𝑉 + 𝒯𝒰ϕ𝑄𝑉, 𝐵𝑋) 

𝑔𝑀(∇𝑈𝑉, 𝑋) = 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑈𝑃𝑉, 𝑋)

− 𝑔𝑀(ℎ∇𝑈ϕψ𝑃𝑉, 𝑋)

+ 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈𝑄𝑉, 𝑋)

− 𝑔𝑀(ℎ∇𝑈ϕψ𝑄𝑉, 𝑋)

+ 𝑔𝑀(ℎ∇𝑈ϕ𝑉, 𝐶𝑋)

+ 𝑔𝑀(𝒯𝒰ϕ𝑉, 𝐵𝑋) 

𝑔𝑀(∇𝑈𝑉, 𝑋) = 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑈𝑃𝑉, 𝑋) 

                                      + 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈𝑄𝑉, 𝑋) 

                                      −𝑔𝑀(ℎ∇𝑈ϕψ𝑉, 𝑋) 

                                      +𝑔𝑀(∇𝑈ϕ𝑉, 𝐽𝑋) 

for 𝑋 ∈ Γ((𝑘𝑒𝑟Φ∗)⊥)  and 𝑈, 𝑉 ∈ Γ(𝑘𝑒𝑟Φ∗). By 

using symmetry properties of second fundamental 

form of the map and conformality of the map, we 

obtain 

𝑔𝑀(∇𝑈𝑉, 𝑋) = 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑈𝑃𝑉, 𝑋) 

                                    + 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈𝑄𝑉, 𝑋)                                                                                        

                                         −
1

λ2 𝑔𝑁 (Φ∗(𝒜ϕψ𝒱𝑈), Φ∗(𝑋)) 

                                    +𝑔𝑀(∇𝑈ϕ𝑉, 𝐽𝑋)                          

𝑔𝑀(∇𝑈𝑉, 𝑋) = 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑈𝑃𝑉, 𝑋) 

                                    + 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑈𝑄𝑉, 𝑋)                                                                                        

                                         −λ−2𝑔𝑁((∇Φ∗)(ϕψ𝑉, 𝑈), Φ∗(𝑋)) 

                                    +𝑔𝑀(∇𝑈ϕ𝑉, 𝐽𝑋).                          

From the last equation, we obtain the proof. 

 

Theorem 3.11.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2.  Then the total space 𝑀 is a locally product 

manifold as 𝑀𝐷1
× 𝑀𝐷2

× 𝑀(𝑘𝑒𝑟Φ∗)⊥ if and only if the 

equations in Theorem 3.6., Theorem 3.7. and 

Theorem 3.9. are hold where 𝑀𝐷1
, 𝑀𝐷2

 and 𝑀(𝑘𝑒𝑟Φ∗)⊥ 

are integral manifolds of the distributions 𝐷1, 𝐷2 and 

(𝑘𝑒𝑟Φ∗)⊥, respectively. 

 

Theorem 3.12.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2.  Then the total space 𝑀 is a locally product 

manifold as 𝑀(𝑘𝑒𝑟Φ∗)⊥ × 𝑀𝑘𝑒𝑟Φ∗
 if and only if the 

equations in Theorem 3.9. and Theorem 3.10. are 
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hold where 𝑀(𝑘𝑒𝑟Φ∗)⊥ and 𝑀𝑘𝑒𝑟Φ∗
 are integral 

manifolds of the distributions (𝑘𝑒𝑟Φ∗)⊥ and 𝑘𝑒𝑟Φ∗, 

respectively. 

Theorem 3.13.  Let Φ be a proper conformal bi-slant 

Riemannian map from a Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) 

to a Riemannian manifold (𝑁, 𝑔𝑁) with slant angles 

θ1 and θ2. Then, the map Φ is a totally geodesic map 

if and only if  

𝑔𝑁 (∇ℎ𝐸
Φ Φ∗(ℎ𝐺) − ∇𝐸

ΦΦ∗(ℎ𝐺), Φ∗(𝐹))

= λ2 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑣𝐸𝑃𝑣𝐺, 𝐹)

+ λ2 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑣𝐸𝑄𝑣𝐺, 𝐹)

+ λ2𝑔𝑀(ℎ∇𝑣𝐸ϕψ𝑣𝐺 + ϕ𝒯𝓋ℰϕ𝑣𝐺

+ 𝐶ℎ∇𝑣𝐸ϕ𝑣𝐺 − 𝒜𝒽ℰ𝑣𝐺

− ℎ∇𝑣𝐸ℎ𝐺, 𝐹)

+ λ2{ℎ𝐸(𝑙𝑛 λ)𝑔𝑀(ℎ𝐺, 𝐹)

+ ℎ𝐺(𝑙𝑛 λ)𝑔𝑀(ℎ𝐸, 𝐹)

− 𝐹(𝑙𝑛 λ)𝑔𝑀(ℎ𝐸, ℎ𝐺)} 

for 𝐸, 𝐹, 𝐺 ∈ Γ(𝑇𝑀). 

Proof.  Now, recall that Φ is said to be totally 

geodesic map if (∇𝐹∗)(𝐸, 𝐺) = 0 for all 𝐸, 𝐺 ∈

Γ(𝑇𝑀). By using this notion, we have 

(∇Φ∗)(𝐸, 𝐺) = ∇𝐸
ΦΦ∗(ℎ𝐺)

− Φ∗(∇𝑣𝐸𝑣𝐺 + 𝒜𝒽ℰ𝑣𝐺 + ℎ∇𝑣𝐸ℎ𝐺)

+ (∇Φ∗)(ℎ𝐸, ℎ𝐺) − ∇ℎ𝐸
Φ Φ∗(ℎ𝐺) 

                      = ∇𝐸
ΦΦ∗(ℎ𝐺) 

                             −Φ∗(∇𝑣𝐸𝑣𝐺 + 𝒜𝒽ℰ𝑣𝐺 + ℎ∇𝑣𝐸ℎ𝐺) 

                             +(∇Φ∗)⊥(ℎ𝐸, ℎ𝐺) − ∇ℎ𝐸
Φ Φ∗(ℎ𝐺) 

                             +ℎ𝐸(𝑙𝑛 λ)Φ∗(ℎ𝐺) 

                             +ℎ𝐺(𝑙𝑛 λ)Φ∗(ℎ𝐸) 

                             −𝑔𝑀(ℎ𝐸, ℎ𝐺)Φ∗(𝑔𝑟𝑎𝑑(𝑙𝑛 λ)). 

On the other hand, we get 

−Φ∗(∇𝑣𝐸𝑣𝐺) = 𝑐𝑜𝑠2 θ1 Φ∗(∇𝑣𝐸𝑃𝑣𝐺)

+ 𝑐𝑜𝑠2 θ2 Φ∗(∇𝑣𝐸𝑄𝑣𝐺)

+ Φ∗(ℎ∇𝑣𝐸ϕψ𝑣𝐺 + ϕ𝒯𝓋ℰϕ𝑣𝐺

+ 𝐶ℎ∇𝑣𝐸ϕ𝑣𝐺). 

Hence, by putting this equation into (∇Φ∗)(𝐸, 𝐺), we 

obtain, 

(∇Φ∗)(𝐸, 𝐺) = ∇𝐸
ΦΦ∗(ℎ𝐺) − ∇ℎ𝐸

Φ Φ∗(ℎ𝐺)

+ 𝑐𝑜𝑠2 θ1 Φ∗(∇𝑣𝐸𝑃𝑣𝐺)

+ 𝑐𝑜𝑠2 θ2 Φ∗(∇𝑣𝐸𝑄𝑣𝐺)

+ Φ∗(ℎ∇𝑣𝐸ϕψ𝑣𝐺 + ϕ𝒯𝓋ℰϕ𝑣𝐺

+ 𝐶ℎ∇𝑣𝐸ϕ𝑣𝐺) − Φ∗(𝒜𝒽ℰ𝑣𝐺

+ ℎ∇𝑣𝐸ℎ𝐺) + ℎ𝐸(𝑙𝑛 λ)Φ∗(ℎ𝐺) 

                                +ℎ𝐺(𝑙𝑛 λ)Φ∗(ℎ𝐸) 

                                −𝑔𝑀(ℎ𝐸, ℎ𝐺)Φ∗(𝑔𝑟𝑎𝑑(𝑙𝑛 λ)). 

For 𝐹 ∈ Γ(𝑇𝑀), by applying Φ∗(𝐹) to last equation 

and since the map is conformal Riemannian, we 

obtain  

𝑔𝑁((∇Φ∗)(𝐸, 𝐺), Φ∗(𝐹)) = 

      𝑔𝑁 (∇𝐸
ΦΦ∗(ℎ𝐺) − ∇ℎ𝐸

Φ Φ∗(ℎ𝐺), Φ∗(𝐹)) 

     +λ2 𝑐𝑜𝑠2 θ1 𝑔𝑀(∇𝑣𝐸𝑃𝑣𝐺, 𝐹)               

      +λ2 𝑐𝑜𝑠2 θ2 𝑔𝑀(∇𝑣𝐸𝑄𝑣𝐺, 𝐹) 

+𝜆2𝑔𝑀(ℎ∇𝑣𝐸ϕψ𝑣𝐺 + ϕ𝒯𝓋ℰϕ𝑣𝐺 + 𝐶ℎ∇𝑣𝐸ϕ𝑣𝐺

− 𝒜𝒽ℰ𝑣𝐺 − ℎ∇𝑣𝐸ℎ𝐺, 𝐹) 

+λ2{ℎ𝐸(𝑙𝑛 λ)𝑔𝑀(ℎ𝐺, 𝐹) + ℎ𝐺(𝑙𝑛 λ)𝑔𝑀(ℎ𝐸, 𝐹)

− 𝐹(𝑙𝑛 λ)𝑔𝑀(ℎ𝐸, ℎ𝐺)}. 

Therefore, the proof is clear. 

 

4. Discussion 

 

        Since we have the definition of conformal 

Riemannian map and bi-slant structure properties, 

these notions are combined as conformal bi-slant 

Riemannian map. In this study, we examine its some 

geometric properties. 
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Abstract 

 

        Although great advances have been made in the 

treatment of Multiple Sclerosis (MS), a 

neurodegenerative disease due to autoimmune 

inflammation, the etiopathogenesis of the disease has 

not yet been fully understood. Therefore, current 

treatment strategies may be insufficient. This study, it 

was aimed to quantitatively measure the expression 

levels of some cytokines determined in patients 

receiving MS treatment. This study was carried out on 

patients diagnosed with MS and healthy volunteers 

followed in Atatürk University Health Research and 

Application Center Neurology Department, Erzurum, 

Turkey. mRNA expression changes of IL-10, IL-12, 

TGF-β, FOXP3, and IFN genes in blood samples 

taken from both groups were determined by 

quantitative Real-Time PCR. It was determined that 

there was no statistically significant difference 

between the patient and control group in the mRNA 

expression levels of the IL-10 and FOXP3 genes. A 

statistically significant difference was observed 

between the patient and control group in TGF-β, IL-

12, and IFN mRNA levels.  
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In this study, it was determined that important 

information about the course of the disease can be 

obtained by evaluating the expression levels of 

regulator genes in MS, together. 

 

1. Introduction 

 

        Multiple sclerosis (MS) is common and a 

chronic neurological disease characterized by damage 

to axons and myelin in the central nervous system, 

leading to various manifestations such as cognitive 

problems, motor control, depression, and fatigue 

(Ascherio et al., 2012; Dobson & Giovannoni, 2019). 

Although genetic predisposition contributes to MS 

pathology, environmental factors such as ultraviolet 

exposure, obesity, and smoking are also known to 

play a role in the onset and progression of the disease 

(Ascherio, 2013). However, the etiology of MS 

remains unclear, as it is a multifactorial, 

heterogeneous, and immune-mediated 

neurodegenerative disease (Filippi et al., 2018). 

        Genome-wide association (GWAS) studies have 

identified more than 200 risk variants, most of which 

are associated with genes that control immune cell 

function and contribute to genetic susceptibility to 

disease risk (Baranzini & Oksenberg, 2017). The 

results show that the disease is mostly due to the 

dysregulation of pro and anti-inflammatory cytokines. 

Pro-inflammatory cytokines cause an increase in the 

permeability of the blood-brain barrier (BBB), 

leading to neurodegeneration and demyelination of 

the central nervous system, while anti-inflammatory 

cytokines can suppress the secretion of pro-

inflammatory cytokines (Hashemi et al., 2018). 

Therefore, it is emphasized that inflammation may 

play a crucial roles in axon and neuron degeneration, 

mailto:aysealbayrak13@hotmail.com
mailto:edadiyarbakir@atauni.edu.tr
mailto:nuray.bilge@atauni.edu.tr
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which is prominent in MS pathology (Hashemi et al., 

2020). 

        Autoreactive CD4+ T cells differentiate into 

pathogenic helper T (Th) cells (Th1 and Th17) in 

secondary lymphoid organs, causing the production 

of proinflammatory cytokines and increased subpial 

blood vessel permeability, resulting in the escape of 

circulating autoreactive T cells and effector myeloid 

cells. Cytokines produced by these subtype cells such 

as Th1 and Th17 are dynamic players of the 

inflammatory process, which is considered important 

for the development of MS (Arellano et al., 2017). 

Cytokines produced by infiltrating immune cells are 

implicated throughout the entire course of the disease, 

from T-cell differentiation  to tissue inflammation and 

damage in the CNS (Palle et al., 2017). Thus, 

previous studies have proven that cytokine 

availability and/or signaling management can be an 

effective approach for the therapy of MS as in 

different autoimmune diseases (Mirshafiey & 

Mohsenzadegan, 2009; Williams et al., 2014). 

        Considering this complex and heterogeneous 

mechanism of MS, detecting the change in immune 

response may help identify validated biomarkers that 

can be used in disease diagnosis and diagnosis. 

Defining the alterations in the expression levels of 

critical genes involved in the disease is considered 

very valuable in terms of contributing to the 

determination of the effective treatment approach to 

be applied to individuals who have been treated for 

MS, as well as elucidating the critical molecular 

mechanisms for the disease (Hendrickx et al., 2017). 

This study, it was aimed to contribute to the 

elucidation of the etiology of the disease through 

relevant molecular factors by detecting the changes in 

the mRNA expression levels of some cytokines in 

patients diagnosed with MS and healthy control 

groups. 
 

 

2. Materials and Methods 

 

2.1. Sample collection and ethics statement 

 

        This study was carried out in a patient group 

consisting of 30 patients (18 females - 12 males, 

newly diagnosed with MS and not taking any 

medication) who were followed in Erzurum Atatürk 

University Health Research and Application Center 

Directorate Neurology Department Polyclinic and 

diagnosed with MS (according to 2010 McDonald 

Diagnostic Criteria) and 20 healthy (13 females - 7 

males) without any systemic disease carried out on a 

control group of individuals. Those who were in the 

MS attack period and received cortisone treatment in 

the last three months were excluded from the study.  

The patient and control group who agreed to 

participate in the study signed the informed consent 

form, and the clinical and laboratory parameters of 

the patient group and the drugs used were recorded in 

the Neurology Patient Anamnesis Forms. This study 

was approved by the Atatürk University Faculty of 

Medicine Clinical Research Ethics Committee (05/01-

07.06.2018). Detailed sampling informations are 

summarized in Table 1. 

 

Table 1. Demographic and clinical characteristics of 

the samples. EDSS: Extended Disability Status Scale, 

RRMS: Relapsing remitting multipl skleroz 

 

 MS (30) Control (20) 

Age (mean ± SD) 38.43 ± 7.62 35.37 ± 8.81 

Sex (% female/male) 60/40 65/35 

EDSS (mean ± SD) 1.72  ± 0.87 1.82  ± 1.24 

MS Type RRMS - 

Sampling Date(s) 01/09/2018-01/01/2019 

 

2.2. Gene expression analysis 

         

        Total RNA extraction from the blood samples 

collected from the patient and control groups was 

performed using a commercial isolation kit 

(NucleoSpin® RNA Blood, Macherey-Nagel, 

Germany). The procedure and chemicals 

recommended by the manufacturer were used for 

isolation. The concentration and purity of the 

obtained RNAs were determined using a NanoDrop 

spectrophotometer (MaestroNano - USA). The 

obtained products were stored at -80 °C until use. 

cDNA was synthesized using the ProtoScript® II 

First Strand cDNA Synthesis Kit (NEB, USA) 

according to the manufacturer's protocol. All cDNAs 

were stored at –20°C until use. 

        mRNA expression profiles of interleukin 10 (IL-

10), interleukin 12 (IL-12), transforming growth 

factor-beta (TGF-β), interferon (IFN), and forkhead 

box P3 (FOXP3) genes were measured using the 

Taqman (GoTaq® Probe qPCR Master Mix, 

Promega) based qPCR method. qPCR reactions were 
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performed in a Roche LightCycler 480 (Roche 

Diagnostics). The amounts of the components that 

make up the reaction mixture in each tube and the 

amplification temperature conditions were determined 

following the protocol recommended by the 

manufacturer. All measurements were analyzed in 

triplicate for each sample. Beta-actin (ACTB) was 

used as a reference gene (housekeeping) for the 

normalization of target genes. 

2.3. Statistical analysis 

        SPSS 20.0 (Statistical Packages for the Social 

Sciences for Windows XP Release 20.0 version) 

program was used to evaluate all statistical data 

related to the study. A Chi-square test was performed 

on the patient and control groups. Statistically 

significant differences are presented as follows: 

p > 0.05 (not significant, ns) and p < 0.05 

(significant). 

 

3. Results 

 

        In this study, the mRNA expression levels of IL-

10, IL-12, TGF-β, IFN, and FOXP3 genes were 

investigated from peripheral blood samples collected 

from 30 patients with MS and 20 healthy individuals. 

        According to the findings; It was determined that 

there was a significant difference in the mRNA 

expression levels of IL-12, IFN, TGF-β genes in 

patients diagnosed with MS compared to the control 

group. There was no significant difference between 

the patient and control groups in IL-10 and FOXP3 

expression levels. The averages and significance 

levels of the expression levels of the relevant genes 

are summarized in Figure 1 and Table 1. 

 

 
Figure 1. Comparison of expression levels of all 

genes (*: p<0.005) 

 

Table 1. Patient and control group gene expression 

levels. MS: Multiple sclerosis, n: total number of 

subjects sampled 

 

Gene 

symbol 

MS (30) 

median 

Control (20) 

median 
p value 

IL-10 7.41 10.183 >0.05 

IL-12 15.54 10.056 <0.05 

TGF-β 13.9 9.736 <0.005 

FOXP3 10.02 10.179 >0.05 

IFN 18.05 12.087 <0.005 

4. Discussion 

 

        The incidence of MS, a common non-traumatic 

disease that mostly affects young adults, is increasing 

worldwide, due to the socioeconomic impact of the 

disease (Balkan & Bilge, 2021; Kobelt et al., 2017). 

Although the mechanisms underlying the disease are 

not fully understood, gene-environment interactions 

are thought to play an prominent role (Browne et al., 

2014). Today, advances in the diagnostic methods and 

criteria used for MS, together with the developing 

technology, enable the diagnosis of the disease to be 

made at earlier stages. For this reason, the hypothesis 

that key genes identified in the light of available 

information and determined to be associated with the 

disease can be used as biomarkers gains more 

importance (Monforte & McPhail, 2005). 

Identification of confirmed biomarkers based on gene 

expression approach increases the chance of early 

diagnosis/diagnosis for the related disease, as well as 

in terms of determining an effective treatment 

approach (van't Veer et al., 2005; Wei et al., 2004). 

Therefore, in this study, the most important members 

of many different major gene groups known to be 

associated with MS (IL-10, IL-12, TGF-β, IFN, and 

FOXP3) were selected and their mRNA expression 

levels were evaluated together. 

        It is known that IL-12 production is very 

important systemically, as it can negatively affect the 

Th1 response and increase susceptibility to 

intercellular pathogens (Trinchieri, 1995). It has been 

determined by previous studies that the amount of 

IFN also increases by means of T cells that can be 

activated depending on the increased IL-12 (Balashov 

et al., 1997). Accordingly, in a study by Reiche et al., 

IL-12 and serum IFN levels were found to be higher 

in RR-MS (Relapsing-remitting MS) patients 

compared to controls (Kallaur et al., 2013). Different 
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studies have also shown that IL-12 and IFN levels are 

increased in the brain, cerebrospinal fluid (CSF), and 

peripheral blood of the patients (Huang et al., 2004). 

The results obtained in the present study are also in 

line with previous research. 

        TGF-β is a pleiotropic cytokine involved in the 

differentiation and function of T cells. Therefore, it is 

considered that it may have important functions in an 

immune system-related disease such as MS (Lee et 

al., 2017). Its immunosuppressive nature supports the 

hypothesis that a therapeutic approach to suppressing 

autoimmunity of TGF-β may be effective. In this 

direction, studies with rodent models suggest that the 

administration of TGF-β1 and TGF-β2 during the 

induction and progression stages of the disease shows 

positive results in terms of MS. It has been stated that 

relapse formation is prevented in mice injected with 

TGF-β1 and that TGF-β1 can be used as an anti-

inflammatory due to its immunosuppressive feature 

against proinflammatory cytokines such as IL-1 

(Kuruvilla et al., 1991). In addition, many studies 

have shown that fewer CNS lesions occur by reducing 

neurological damage with TGF-β administration 

(Johns et al., 1991). In the current study, results were 

obtained in parallel with previous studies, and it was 

observed that the expression level of TGF-β in MS 

patients increased significantly compared to the 

control as a result of drug treatment. 

 

        Finally, mRNA expression levels of the FOXP3 

gene were investigated in our study. FOXP3 is a 

transcription factor involved in the production and 

normal functioning of T cells (Isik et al., 2014). 

recent studies have confirmed the involvement of 

FOXP3 in the regulation of CD4+, CD25+, and Treg 

cells (Li et al., 2015). In the study performed by 

Taheri et al., it was observed that single nucleotide 

polymorphisms (SNPs) in the promoter seciton of the 

gene in question can change the expression level of 

the gene and the disease susceptibility may increase, 

consequently (Eftekharian et al., 2016). Studies 

conducted by different groups also reveal that the 

insufficiency of FOXP3 and similar mechanisms that 

prevent the development of pathogenic T cells may be 

a significant factor in the formation of autoimmune 

diseases such as MS (Huan et al., 2005). The results 

of our study also show that FOXP3 mRNA 

expression is decreased in the MS group compared to 

the control group. 

5. Conclusion 

 

        Although the etiology of MS is unknown, 

previous studies strengthen the hypothesis that it is a 

T cell-mediated autoimmune disease. Major genes 

related to MS were evaluated together in the current 

study to help understand the pathogenesis of MS and 

improve the life quality of patients by mediating the 

development of new and more effective methods in 

the treatment of the disease. It is thought that the 

findings obtained have the potential to shed light and 

form a basis for studies to be carried out to elucidate 

the molecular etiology of MS. However, there are 

several limitations to this study that should also be 

noted. The first of these is the small sample size. 

Therefore, further works should consider sampling 

size. Secondly, the genes targeted in this study need 

to be further examined at the protein level to verify 

the analysis results. 
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Abstract 

 

        In this article, we extend Padovan and Pell-

Padovan numbers to Hyperbolic Padovan and 

Hyperbolic Pell-Padovan numbers, respectively. 

Moreover, we obtain Binet-like formulas, generating 

functions and some identities related to Hyperbolic 

Padovan and Hyperbolic Pell-Padovan numbers.  

 

Keywords: Padovan numbers, Pell-Padovan numbers, 

Hyperbolic numbers, Hyperbolic Padovan numbers, 

Hyperbolic Pell-Padovan numbers.. 

 

1. Introduction 

 

        Hyperbolic numbers have applications in 

different areas of mathematics and theoretical physics. 

In particular, they are related to Lorentz-Minkowski 

(Space-time) geometry in the plane as well as complex 

numbers (Catoni 2008). The work on the function 

theory for hyperbolic numbers can be found in (Aydın 

2019, Barreira 2016, Berzsenyi 1977, Deveci 2020, 

Güncan 2012, Horadam 1963, Khadjiev 2016, Motter 

2016, Taş 2021, Taşçı 2018). The set of hyperbolic 

numbers H can be described in the form  

ℍ = {𝑧 = 𝑥 + ℎ𝑦 | ℎ ∉ ℝ, ℎ2 = 1, 𝑥, 𝑦 ∈ ℝ} 

Addition, subtraction and multiplication of two 

hyperbolic numbers 𝑧1 and 𝑧2 are defined by 

𝑧1 ± 𝑧2 = (𝑥1 + ℎ𝑦1) ± (𝑥2 + ℎ𝑦2)

= (𝑥1 ± 𝑥2) + ℎ(𝑦1 ± 𝑦2) 

                             𝑧1 × 𝑧2 = (𝑥1 + ℎ𝑦1) × (𝑥2 +

ℎ𝑦2) = (𝑥1𝑥2) + (𝑦1𝑦2) + ℎ(𝑥1𝑦2 + 𝑦1𝑥2) 

 

Received:05.04.2022 

Accepted:11.05.2022 

Published:30.06.2022 
*Corresponding author: Sait TAŞ, PhD 

Atatürk University, Faculty of Science, Department of  

Mathematics, Erzurum, Turkey  

E-mail: saittas@atauni.edu.tr   

Cite this article as: S.Taş, On Hyperbolic Padovan and Hyperbolic 

Pell-Padovan Sequences, Eastern Anatolian Journal of Science, Vol. 

8, Issue 1, 15-19, 2022. 

 

On the other hand, the division of two hyperbolic 

numbers is given by 

𝑧1

𝑧2

=
𝑥1 + ℎ𝑦1

𝑥2 + ℎ𝑦2

 

 

(𝑥1 + ℎ𝑦1)(𝑥2 − ℎ𝑦2)

(𝑥2 + ℎ𝑦2)(𝑥2 − ℎ𝑦2)

=
𝑥1𝑥2 + 𝑦1𝑦2

𝑥2
2 − 𝑦2

2 + ℎ
(𝑥1𝑦2 + 𝑦1𝑥2)

𝑥2
2 − 𝑦2

2  

 

If 𝑥2
2 − 𝑦2

2 ≠ 0, then the division 
𝑧1

𝑧2
  is possible. The 

hyperbolic conjugation of 𝑧 = 𝑥 + ℎ𝑦 is defined by 

�̅� = 𝑥 − ℎ𝑦. 

         

2. Materials and Methods 

 

        Padovan sequence is named after Richard 

Padovan (Voet 2012) and ( Çağman 2021a, Çağman 

2021b, Deveci 2015, Deveci 2018, Shannon 2006, Taş 

2014) studied Padovan sequence and Pell- Padovan 

sequence. 

The Padovan sequence is the sequence of integers 𝑃𝑛 

defined by the initial values 𝑃0 = 𝑃1 = 𝑃2 = 1 and the 

recurrence relation 

𝑃𝑛 = 𝑃𝑛−2 + 𝑃𝑛−3 

 

for all 𝑛 ≥ 3. The first few values of 𝑃𝑛 are 

1, 1, 1, 2, 2, 3, 4, 5, 7, 9, 12, 16, 21, 28, 37. 

 Pell-Padovan sequence is defined by the 

initial values 𝑅0 = 𝑅1 = 𝑅2 = 1 and the recurrence 

relation 

𝑅𝑛 = 2𝑅𝑛−2 + 𝑅𝑛−3 

 

for all 𝑛 ≥ 3. The first few values of 𝑅𝑛 are 

1, 1, 1, 3, 3, 3, 7, 9, 17, 25, 43, 67, 111, 177, 289. 
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3. Results 

 

Firstly, we give the definition of Hyperbolic Padovan 

sequence. 

Definition 3.1. The Hyperbolic Padovan sequence is 

the sequence of hyperbolic numbers 𝐻𝑃𝑛 defined by 

the initial values 𝐻𝑃0 = 1 + ℎ, 𝐻𝑃1 = 1 + ℎ, 𝐻𝑃2 =

1 + 2ℎ and the recurrence relation 

𝐻𝑃𝑛 = 𝑃𝑛 + ℎ𝑃𝑛+1 

𝐻𝑃𝑛 = 𝐻𝑃𝑛−2 + 𝐻𝑃𝑛−3 

for all 𝑛 ≥ 3.  

The first few values of 𝐻𝑃𝑛 are 1 + ℎ, 1 + ℎ, 1 +

2ℎ, 2 + 2ℎ, 2 + 3ℎ, 3 + 4ℎ, 4 + 5ℎ, 5 + 7ℎ, 7 +

9ℎ, 9 + 12ℎ, 12 + 16ℎ, 16 + 21ℎ, 21 + 28ℎ, 28 +

37ℎ. 

Theorem 3.1. The generating function of the 

Hyperbolic Padovan sequence is 

𝑔(𝑥) =
1 + ℎ + (1 + ℎ)𝑥 + ℎ𝑥2

1 − 𝑥2 − 𝑥3
 

Proof. Let 

𝑔(𝑥) = ∑ 𝐻𝑃𝑛𝑥𝑛

∞

𝑛=0

= 𝐻𝑃0 + 𝐻𝑃1𝑥 + 𝐻𝑃2𝑥2 + 𝐻𝑃3𝑥3

+ ⋯ + 𝐻𝑃𝑛𝑥𝑛 + ⋯ 

be generating function of the Hyperbolic Padovan 

sequence. On the other hand, since 

𝑥2𝑔(𝑥) = 𝐻𝑃0𝑥2 + 𝐻𝑃1𝑥3 + 𝐻𝑃2𝑥4 + 𝐻𝑃3𝑥5 + ⋯

+ 𝐻𝑃𝑛−2𝑥𝑛 + ⋯ 

and 

𝑥3𝑔(𝑥) = 𝐻𝑃0𝑥3 + 𝐻𝑃1𝑥4 + 𝐻𝑃2𝑥5 + 𝐻𝑃3𝑥6 + ⋯

+ 𝐻𝑃𝑛−3𝑥𝑛 + ⋯ 

we write 

(1 − 𝑥2 − 𝑥3)𝑔(𝑥)

= 𝐻𝑃0 + 𝐻𝑃1𝑥 + (𝐻𝑃2 − 𝐻𝑃0)𝑥2

+ (𝐻𝑃3 − 𝐻𝑃1 − 𝐻𝑃0)𝑥3 

 

                                                   + ⋯ + (𝐻𝑃𝑛 −

𝐻𝑃𝑛−2 − 𝐻𝑃𝑛−3)𝑥𝑛 + ⋯ 

Now consider 𝐻𝑃0 = 1 + ℎ, 𝐻𝑃1 = 1 + ℎ, 𝐻𝑃2 = 1 +

2ℎ and 𝐻𝑃𝑛 = 𝐻𝑃𝑛−2 + 𝐻𝑃𝑛−3. Thus, we obtain 

(1 − 𝑥2 − 𝑥3)𝑔(𝑥)

= 𝐻𝑃0 + 𝐻𝑃1𝑥 + (𝐻𝑃2 − 𝐻𝑃0)𝑥2  

 

                                    (1 − 𝑥2 − 𝑥3)𝑔(𝑥) = 1 + ℎ +

(1 + ℎ)𝑥 + ℎ𝑥2 

or 

𝑔(𝑥) =
1 + ℎ + (1 + ℎ)𝑥 + ℎ𝑥2

1 − 𝑥2 − 𝑥3
 

Hence the proof is completed. 

Now we give Binet-like formula for the Hyperbolic 

Padovan sequence. 

Theorem 3.2. Binet-like formula for the Hyperbolic 

Padovan sequence is  

𝐻𝑃𝑛 = (𝑎 + ℎ
𝑎

𝑟1

) 𝑟1
𝑛 + (𝑏 + ℎ

𝑏

𝑟2

) 𝑟2
𝑛

+ (𝑐 + ℎ
𝑐

𝑟3

) 𝑟3
𝑛 

where 

𝑎 =
(𝑟2 − 1)(𝑟3 − 1)

(𝑟1 − 𝑟2)(𝑟1 − 𝑟3)
, 𝑏 =

(𝑟1 − 1)(𝑟3 − 1)

(𝑟2 − 𝑟1)(𝑟2 − 𝑟3)
, 𝑐

=
(𝑟1 − 1)(𝑟2 − 1)

(𝑟1 − 𝑟3)(𝑟2 − 𝑟3)
 

and 𝑟1, 𝑟2 , 𝑟3  are the roots of the equation 𝑥3 − 𝑥2 −

1 = 0. 

Proof. It is easily seen that 

𝐻𝑃𝑛 = 𝑃𝑛 + ℎ𝑃𝑛+1 

On the other hand, we know that the Binet-like formula 

for the Padovan sequence is 

𝑃𝑛 =
(𝑟2 − 1)(𝑟3 − 1)

(𝑟1 − 𝑟2)(𝑟1 − 𝑟3)
𝑟1

𝑛 +
(𝑟1 − 1)(𝑟3 − 1)

(𝑟2 − 𝑟1)(𝑟2 − 𝑟3)
𝑟2

𝑛

+
(𝑟1 − 1)(𝑟2 − 1)

(𝑟1 − 𝑟3)(𝑟2 − 𝑟3)
𝑟3

𝑛 . 

 

Theorem 3.3.  

∑ 𝐻𝑃𝑘

𝑛

𝑘=0

= 𝐻𝑃𝑛 + 𝐻𝑃𝑛+1 + 𝐻𝑃𝑛+2 − (2 + 3ℎ). 

Proof. By the definition of Hyperbolic Padovan 

sequence recurrence relation 

 

𝐻𝑃𝑛 = 𝐻𝑃𝑛−2 + 𝐻𝑃𝑛−3 

and 

                         𝐻𝑃0 = 𝐻𝑃2 − 𝐻𝑃−1 

                         𝐻𝑃1 = 𝐻𝑃3 − 𝐻𝑃0 

𝐻𝑃2 = 𝐻𝑃4 + 𝐻𝑃1 

 

⋮ 

 

𝐻𝑃𝑛−2 = 𝐻𝑃𝑛 − 𝐻𝑃𝑛−3 

 

                         𝐻𝑃𝑛−1 = 𝐻𝑃𝑛+1 − 𝐻𝑃𝑛−2 

 

                             𝐻𝑃𝑛 = 𝐻𝑃𝑛+2 − 𝐻𝑃𝑛−1 

Then we have 
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∑ 𝐻𝑃𝑘

𝑛

𝑘=0

= 𝐻𝑃𝑛 + 𝐻𝑃𝑛+1 + 𝐻𝑃𝑛+2 − 𝐻𝑃−1 − 𝐻𝑃0

− 𝐻𝑃1. 

 

Now considering 𝐻𝑃−1 = ℎ, 𝐻𝑃0 = 1 + ℎ, 𝐻𝑃1 = 1 +

ℎ we write 

∑ 𝐻𝑃𝑘

𝑛

𝑘=0

= 𝐻𝑃𝑛 + 𝐻𝑃𝑛+1 + 𝐻𝑃𝑛+2 − (2 + 3ℎ) 

 

and hence the proof is completed. 

 Now we investigate the new property of 

Hyperbolic Padovan numbers in relation to the 

Padovan matrix formula. We consider the following 

matrices: 

 

𝑄3 = [
0 1 1
1 0 0
0 1 0

] , 𝐾3 = [
1 + 2ℎ 1 + ℎ 1 + ℎ
1 + ℎ 1 + ℎ ℎ
1 + ℎ ℎ 1

] 

and 

𝑀3
𝑛 = [

𝐻𝑃𝑛+2 𝐻𝑃𝑛+1 𝐻𝑃𝑛

𝐻𝑃𝑛+1 𝐻𝑃𝑛 𝐻𝑃𝑛−1

𝐻𝑃𝑛 𝐻𝑃𝑛−1 𝐻𝑃𝑛−2

] 

Theorem 3.4. For all 𝑛 ∈ ℤ+ we have 

𝑄3
𝑛𝐾3 = 𝑀3

𝑛. 

 

Proof. The proof is easily seen that using the induction 

on 𝑛. 

As well-known Pell-Padovan sequence is defined by 

the recurrence relation 

𝑅𝑛 = 2𝑅𝑛−2 + 𝑅𝑛−3 

and the initial values 𝑅0 = 𝑅1 = 𝑅2 = 1. 

 Now we define Hyperbolic Pell-Padovan 

sequence. 

Definition 3.2. The Hyperbolic Pell-Padovan 

sequence is defined by the recurrence relation 

𝐻𝑅𝑛 = 𝑅𝑛 + ℎ𝑅𝑛−1 

                                                          𝐻𝑅𝑛 =

2𝐻𝑅𝑛−2 + 𝐻𝑅𝑛−3 

and the initial values 𝐻𝑅0 = 1 − ℎ, 𝐻𝑅1 = 1 +

ℎ, 𝐻𝑅2 = 1 + ℎ. 

The first few values of 𝐻𝑅𝑛 are 1 − ℎ, 1 + ℎ, 1 +

ℎ, 3 + ℎ, 3 + 3ℎ, 7 + 3ℎ, 9 + 7ℎ. 

Theorem 3.5. Be the generating function of 

Hyperbolic Pell-Padovan sequence is 

𝑔(𝑥) =
1 − ℎ + (1 + ℎ)𝑥 + (−1 + 3ℎ)𝑥2

1 − 2𝑥2 − 𝑥3
 

Proof. Let 

𝑔(𝑥) = ∑ 𝐻𝑅𝑛𝑥𝑛

∞

𝑛=0

= 𝐻𝑟0 + 𝐻𝑅1𝑥 + 𝐻𝑅2𝑥2 + 𝐻𝑅3𝑥3

+ ⋯ + 𝐻𝑅𝑛𝑥𝑛 + ⋯ 

be the generating function of the Hyperbolic Pell-

Padovan sequence. On the other hand, since 

 

2𝑥2𝑔(𝑥) = 2𝐻𝑅0𝑥2 + 2𝐻𝑅1𝑥3 + 2𝐻𝑅2𝑥4

+ 2𝐻𝑅3𝑥5 + ⋯ + 2𝐻𝑅𝑛−2𝑥𝑛 + ⋯ 

and 

𝑥3𝑔(𝑥) = 𝐻𝑅0𝑥3 + 𝐻𝑅1𝑥4 + 𝐻𝑅2𝑥5 + 𝐻𝑅3𝑥6 + ⋯

+ 𝐻𝑅𝑛−3𝑥𝑛 + ⋯ 

we write 

(1 − 2𝑥2 − 𝑥3)𝑔(𝑥)

= 𝐻𝑅0 + 𝐻𝑅1𝑥

+ (𝐻𝑅2 − 2𝐻𝑃0)𝑥2

+ (𝐻𝑅3 − 2𝐻𝑅1 − 𝐻𝑅0)𝑥3 

 

                                    + ⋯ + (𝐻𝑅𝑛 − 2𝐻𝑅𝑛−2 −

𝐻𝑅𝑛−3)𝑥𝑛 + ⋯ 

 

Now consider 𝐻𝑅0 = 1 − ℎ, 𝐻𝑅1 = 1 + ℎ, 𝐻𝑅2 =

1 + ℎ and 𝐻𝑅𝑛 = 2𝐻𝑅𝑛−2 + 𝐻𝑅𝑛−3. Thus, we obtain 

(1 − 2𝑥2 − 𝑥3)𝑔(𝑥)

= 𝐻𝑅0 + 𝐻𝑅1𝑥

+ (𝐻𝑅2 − 2𝐻𝑅0)𝑥2 

 (1 − 2𝑥2 − 𝑥3)𝑔(𝑥) = 1 − ℎ + (1 + ℎ)𝑥 + (−1 +

3ℎ)𝑥2 

or 

𝑔(𝑥) =
1 − ℎ + (1 + ℎ)𝑥 + (−1 + 3ℎ)𝑥2

1 − 2𝑥2 − 𝑥3
 

Hence the proof is completed. 

Theorem 3.6. The Binet-like formula of Hyperbolic 

Pell-Padovan sequence is 

 

𝐻𝑅𝑛 =
2(𝛼 + ℎ)

𝛼 − 𝛽
(1 −

1

𝛼
) 𝛼𝑛 −

2(𝛽 + ℎ)

𝛼 − 𝛽
(1 −

1

𝛽
) 𝛽𝑛

+ (1 − ℎ)𝛾𝑛  

 

where 

𝛼 =
1 + √5

2
, 𝛽 =

1 − √5

2
, 𝛾 = −1 

 

are roots of the equation 𝑥3 − 2𝑥 − 1 = 0. 

Proof. The Binet-like formula of Pell-Padovan 

sequence is given 
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𝑅𝑛 = 2
𝛼𝑛+1 − 𝛽𝑛+1

𝛼 − 𝛽
− 2

𝛼𝑛 − 𝛽𝑛

𝛼 − 𝛽
+ 𝛾𝑛+1. 

 

Now consider 

𝐻𝑅𝑛 = 𝑅𝑛 + ℎ𝑅𝑛−1 

so the proof is easily. 

Theorem 3.7.  

∑ 𝐻𝑅𝑘

𝑛

𝑘=0

=  
1

2
[(−1 − 3ℎ) − 𝐻𝑅𝑛+1 + 𝐻𝑅𝑛+2

+ 𝐻𝑅𝑛+3]. 

Proof. We know that 

∑ 𝑅𝑘

𝑛

𝑘=0

=  
1

2
[−1 − 𝑅𝑛+1 + 𝑅𝑛+2 + 𝑅𝑛+3] 

and 

∑ 𝑅𝑘−1

𝑛

𝑘=0

=  
1

2
[−3 − 2𝑅𝑛 − 𝑅𝑛+1 + 𝑅𝑛+2 + 𝑅𝑛+3]. 

Since 

𝐻𝑅𝑛 = 𝑅𝑛 + ℎ𝑅𝑛−1 

we have 

∑ 𝐻𝑅𝑘

𝑛

𝑘=0

= ∑ 𝑅𝑘

𝑛

𝑘=0

+ ℎ ∑ 𝑅𝑘−1

𝑛

𝑘=0

. 

So the theorem is proved. 

Theorem 3.8.  

∑ 𝐻𝑅2𝑘

𝑛

𝑘=1

=  𝑅2𝑛+1 + ℎ𝑅2𝑛 − (𝑛 + 1) + ℎ(𝑛 − 1). 

Proof. If we consider the following equalities, then the 

proof is seen 

∑ 𝑅2𝑘

𝑛

𝑘=1

=  𝑅2𝑛+1 − (𝑛 + 1)  

and 

∑ 𝑅2𝑘−1

𝑛

𝑘=1

=  𝑅2𝑛 + (𝑛 − 1) . 

Since 

𝐻𝑅𝑛 = 𝑅𝑛 + ℎ𝑅𝑛−1 

we have 

∑ 𝐻𝑅2𝑘

𝑛

𝑘=1

= ∑ 𝑅2𝑘

𝑛

𝑘=1

+ ℎ ∑ 𝑅2𝑘−1

𝑛

𝑘=1

. 

So the theorem is proved. 

Now we investigate the new property of Hyperbolic 

Pell-Padovan numbers in relation to the Pell-Padovan 

matrix formula. We consider the following matrices: 

𝑄3 = [
0 2 1
1 0 0
0 1 0

] ,

𝐾3

= [
1 + ℎ 1 + ℎ 1 − ℎ
1 + ℎ 1 − ℎ −1 + 3ℎ
1 − ℎ −1 + 3ℎ 3 − 5ℎ

] 

and 

𝑀3
𝑛 = [

𝐻𝑅𝑛+2 𝐻𝑅𝑛+1 𝐻𝑅𝑛

𝐻𝑅𝑛+1 𝐻𝑅𝑛 𝐻𝑅𝑛−1

𝐻𝑅𝑛 𝐻𝑅𝑛−1 𝐻𝑅𝑛−2

] 

 

 

Theorem 3.9. For all 𝑛 ∈ ℤ+ we have 

𝑄3
𝑛𝐾3 = 𝑀3

𝑛. 

Proof. The proof can be obtained easily by induction 

on 𝑛. 

Theorem 3.10. If  

𝑃 = [
0 1 0
0 0 1
1 2 0

]   

then we have 

[
0 1 0
0 0 1
1 2 0

]

𝑛

[
1 − ℎ
1 + ℎ
1 + ℎ

] = [
𝐻𝑅𝑛

𝐻𝑅𝑛+1

𝐻𝑅𝑛+2

]. 

Proof. The proof can be seen by mathematical 

induction on 𝑛 .  

  

4. Discussion 

 

        We defined Hyperbolic Padovan and Hyperbolic 

Pell-Padovan numbers and we obtain Binet-like 

formulas, generating functions and some identities 

related to Hyperbolic Padovan and Hyperbolic Pell-

Padovan numbers. 
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Abstract 

 

        For companies operating in the call center 

service sector, it is essential to plan and manage call 

center employees regularly and optimize the costs. 

Therefore, agent planning needs to be performed in an 

optimum way in the call center sector. To make 

customer representative planning, information on the 

number of incoming calls is needed to forecast call 

counts. This study aims to forecast the number of 

calls using the Extreme Gradian Boosting (XGBoost) 

combined with consecutive and periodic lookback to 

be able to plan the number of representatives at 

specified intervals per operation in the call center 

sector. Models based on Moving Average (MA) have 

also been developed for comparison purposes. Mean 

Absolute Error (MAE) has been used to evaluate the 

performance of forecast models whereas the 

generalization errors of the models were evaluated 

using 80/20 split for training and testing. Forecasts 

were generated in daily format for four different 

weeks. The results show that XGBoost performs 

better than MA for all four different weeks and 

produces predictions within limits of acceptable 

accuracy. 

 

Keywords: Machine learning, Regression, 

Forecasting, Call center. 
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1. Introduction 

        Call Centers are interaction centers consisting of 

software, hardware, human resources, and workflows, 

where institutions communicate with the people or 

institutions they are in contact with. It is an inclusive 

name generally given to structures such as reservation 

centers, help desks, information lines, and customer 

relations. The main purpose of a call center for a 

company is to meet product or information requests 

from customers. The biggest advantage of call centers 

is that they increase the efficiency of the transaction 

depending on the business processes and add a plus to 

the customer transactions.  

        Call center managers are faced with multiple 

operational decision-making tasks. One of the most 

common tasks is to determine the weekly workforce 

limit to meet the customers’ needs and ensure their 

satisfaction while keeping the service costs at a 

minimum level. The first step in producing a weekly 

schedule is to determine the number of agents that 

will work at intervals determined by the operation. 

        Representatives working in call centers are 

usually paid for the hours they work. However, an 

insufficient number of representatives to provide 

service in a busy working day planned in advance 

causes the call traffic to not be kept up and the 

waiting times to increase. This directly leads to 

customer dissatisfaction and complaints. On the other 

hand, hiring too many representatives for a day with 

low call traffic causes unnecessary travel, food, and 

wage expenses for the call center. Therefore, 

determining the number of customer representatives 

for the operation is crucial. Information on the 

number of incoming calls is needed in advance to 

plan the number of representatives to work at 

intervals determined based on the operation. 
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        Numerous methods have been used to forecast 

call arrivals in call centers in the last few years. 

(Albrecht et al., 2021) introduced the capabilities of 

Machine Learning (ML) models for forecasting call 

center log calls regarding forecast accuracy and 

applicability. Relevant ML approaches and the most 

commonly used time series models were compared 

via cross-validation. Historical call center data was 

examined in (Kanthanathan et al., 2020). The study 

intended to learn the data trends and then estimate the 

number of incoming calls for the contact center. 

Traditional Recurrent Neural Networks (RNN) and 

their variants Long-Short-Term Memory (LSTM), 

Gated Repetitive Unit (GRU), and Bidirectional 

Long-Short-Term Memory-Bi-LSTM methods have 

been found to be successful in estimation. (Zhang et 

al., 2021) developed an Autoregressive Integrated 

Moving Average (ARIMA) model and a Long Short-

Term Memory (LSTM) neural network model based 

on time series used to predict call traffic. (Ballouch et 

al., 2021) proposed MLP-based and LSTM-based 

models combined with time lags to forecast the 

number of call arrivals in a call center. (Leszko, 2020) 

estimated the expected number of calls from any 

company in the next 40 days. According to the study 

results, it was seen that the Seasonal Auto-Regressive 

Integrated Moving Average (SARIMA) model, which 

is one of the evaluated ML models, achieved the best 

result. (Cao et al., 2020) predicted forward call traffic 

using a holistic method which analyzes and 

categorizes call traffic data for temporal features. 

After data preprocessing, an Erlang formula-

supported method was developed for extracting time-

dependent features to train the prediction model. In 

(Cao et al. 2019), an effective method was proposed 

to predict search traffic with multiple forecast results 

for future periods. In the method, seasonal 

dependencies are summarized by data analysis, and 

then different features based on these dependencies 

are extracted to train the forecast model. (Barrow and 

Kourentzes 2018) evaluated various univariate Time 

Series forecasting methods to predict intraday outlier 

call arrivals. In addition to statistical methods, ANNs 

were also evaluated. The results show that ANNs 

accurately predict call center data and can model 

complex outliers using simple modeling approaches. 

(Jalal et al., 2016) proposed a model consisting of a 

combination of Elman and NARX Neural Networks 

for call duration estimation. The data was divided into 

training and test sets for model performance review. 

80% and 20% of the data were used for training and 

testing, respectively. As a result, it has been seen that 

E-NARXNN, which incorporates the advantages of 

Elman and NARX networks, is more successful than 

other evaluated models. (Li, 2018) aimed to predict 

the next peak season call volume using the time series 

approach. ARIMA and Holt-Winters Exponential 

Smoothing (HWES) methods were used to estimate 

call volume’s baseline and peak season. The results 

show that the HWES model outperforms the ARIMA 

model. In (Motta et al. 2013), a hybrid system using 

ARIMA and Erlang model for call prediction was 

introduced. While training the model, day and time 

parameters were considered. (Kim et al., 2012) 

forecasted peak call arrivals of rural electric 

cooperatives call center. They used Gaussian copula 

to capture the dependence between non-normal 

distributions. (Rafiq 2017) proposed an agent 

personalized call prediction method that encodes 

agent skill information as the prior knowledge for call 

prediction and distribution. (Moazeni and Andrade 

2018) used a data-driven approach to predict an 

individual customer’s call arrival in multichannel 

customer support centers. 

        This study aims to forecast the number of calls 

using the XGBoost method combined with a 

consecutive and periodic lookback. Models based on 

MA were also developed for comparison purposes. 

The MAE has been used for evaluating the 

performance of the forecast models, whereas the 

generalization errors of the models were evaluated 

using 80/20 split for training and testing. Forecasts 

were generated in daily format for four different 

weeks. The results show that XGBoost performs 

better than MA for all four different weeks and 

produces predictions within limits of acceptable 

accuracy. 

This paper is structured as follows. Section 2 

provides information on dataset and methodology. 

Section 3 presents the results and discussion. Section 

4 concludes the paper along with possible future 

research direction. 

 

2. Dataset Generation and Methodology  

        This study utilized a data set collected in hourly 

time intervals obtained from Comdata in Turkey. The 

dataset includes call counts that arrived at the call 

center from January 1st, 2018, to October 31st, 2021, 
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on an hourly basis. Figure 1 illustrates the number of 

calls on an hourly basis. The predictor variables are 

year, month, hour, and weekday and the target 

variable is the number of call arrivals.  

The boosting algorithm creates new weak learners 

and sequentially combines their predictions to 

improve the model’s overall performance. For any 

incorrect prediction, larger weights are assigned to 

misclassified samples and lower ones to correctly 

classified samples. Weak learner models that perform 

better have higher weights in the final ensemble 

model.  

Another variation of the boosting algorithms is 

XGBoost. The most important features of the 

algorithm are that it can achieve high predictive 

power, prevent over-learning, manage empty data and 

perform quickly. Software and hardware optimization 

techniques have been applied to obtain superior 

results using fewer resources. XGBoost is considered 

as one of the best decision tree-based algorithms.  

One of the important factors that make the 

XGBoost algorithm powerful is that the tree structure 

created tends to minimize the error of the next tree 

from the previous tree. The important parameters that 

will affect the successful performance of the 

XGBoost model are the booster value, the learning 

rate, the gamma (i.e., minimum split loss), the 

maximum depth, the minimum number of leaves, 

lambda (i.e., the parameter that prevents over-

learning), and alpha (i.e., the parameter that controls 

the regulation of the weights). 

Consecutive and Periodic Lookback Integration is 

an algorithmic improvement developed to use the 

historical data of the target variable to be predicted on 

the side of supervised learning in the training dataset. 

Sequential lookback is how much data of the target 

variable will be taken as a basis for predicting, e.g.,  

how much past sales will be used to estimate future 

sales. There are two values in periodic lookback. The 

first value is the number of periods which indicates 

how many times the operation to be entered into the 

second value will be performed, e.g., if a daily 

forecast is to be made, how many Fridays will go 

back to predict the next day. The second value is 

calculated according to the period of the series (i.e., 

weekly: 4, daily: 7, hourly: 7x24, etc.). To 

summarize, if the values of 2-7 are selected in a 

dataset in the periodic lookback daily format, this 

means that one goes back 7 days from the day the 

training data ended and adds that value to the training 

set, and repeats this process 2 times. In future 

forecasting problems, the size of the sequential and 

periodic historical data to create forecasting models 

plays an important role.  

The performance of the models has been 

evaluated by calculating the MAE metric, shown in 

Eq. (1).   n  is the number of forecasts, 𝐴 is the actual 

value, and 𝐹 is the forecasted value. The 

 

Figure 1: Number of calls on an hourly basis  
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generalization errors of the models were evaluated 

using 80/20 split for training and testing.  

 

MAE =
1

𝑛
∑|𝐴 − 𝐹|

𝑛

𝑖=1

, (1) 

 

3. Results and Discussion 

 

The hourly call counts in the fourth week of June, 

the second week of July, the third week of August, 

and the second week of September were forecasted, 

and the rest of the data was used to train the models. 

According to weekly forecasts, the consecutive and 

periodic lookback values are 7/8-7, 14/4-7, 7/4-7, and 

21/8-7, respectively. 

Figure 2 through Figure 5 show MAEs of 

XGBoost-based models combined with consecutive 

and periodic lookbacks and MA-based models. 

 

 
Figure 2. MAEs of forecast models for the fourth 

week of June using XGBoost and MA 

 

 
Figure 3. MAEs of forecast models for the second 

week of July using XGBoost and MA 

 

 
Figure 4. MAEs of forecast models for the third week 

of August using XGBoost and MA 

 

 
Figure 5. MAEs of forecast models for the second 

week of September using XGBoost and MA 

 

The results show that 

• the MAE values of XGBoost-based forecast 

models for the fourth week of June change 

between 4.11 and 8.39, whereas the MAE 

values of the MA-based models range from 

4.95 to 8.39. 

• the MAE values of XGBoost-based forecast 

models for the second week of July change 

between 4.70 and 7.94, whereas the MAE 

values of the MA-based models range from 

5.55 to 8.50. 

• the MAE values of XGBoost-based forecast 

models for the third week of August change 

between 4.23 and 6.61, whereas the MAE 

values of the MA-based models range from 

6.00 to 9.54. 

• the MAE values of XGBoost-based forecast 

models for the second week of September 

change between 4.23 and 7.04, whereas the 
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MAE values of the MA-based models range 

from 6.08 to 9.70. 

 

It is clearly seen that the XGBoost-based models 

consistently outperform the MA-based models in 

forecasting the call center arrivals. It can be 

concluded that 

- the average MAE value obtained with 

XGBoost in the fourth week of June is 

15.59% lower than that obtained with MA. 

- the average MAE value obtained with 

XGBoost in the second week of July is 

16.78% lower than that obtained with MA. 

- the average MAE value obtained with 

XGBoost in the third week of August is 

28.01% lower than that obtained with MA. 

- the average MAE value obtained with 

XGBoost in the second week of September 

is 24.41% lower than that obtained with MA. 

 

4. Conclusion and Future Work 

In this study, we proposed XGBoost-based models 

combined with consecutive and periodic lookback for 

forecasting the number of call arrivals in call centers. 

For comparison purposes, models based on MA were 

also developed. The dataset was created by including 

call counts that arrived at the call center of Comdata 

in Turkey from January 1st, 2018, to October 31st, 

2021, on an hourly basis. Weekly forecasts have been 

produced on hourly periods. MAE has been utilized 

to assess the performance of the forecasting models. 

Models’ generalization errors were evaluated using 

80/20 split for training and testing. The results show 

that XGBoost models combined with consecutive and 

periodic lookbacks are superior to MA models. We 

can conclude that XGBoost-based forecasting models 

can be effectively used for predicting the call arrivals 

of a call center. 

As future research direction, another interesting 

direction would be extending the existing forecasting 

models to simultaneously predict different call types, 

such as call counts related to receiving information 

about products, campaigns, and solutions to technical 

problems. Furthermore, quarterly and yearly call 

arrival forecasting models can be developed to enable 

long-term capacity planning in call centers. 
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