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Abstract 

In this study, the sacrificial anode cathodic protection system, which is one of the 

electrical protection methods in the prevention of corrosion in ships, was examined. 

Within the scope of the study, the potential effects of corrosion current density, which 

is an important parameter for cathodic protection design, were studied. The study 

includes cathodic protection calculations for a bulker with a protected hull area of 

9406 m2 and a general cargo ship with a protected hull area of 1770 m2. As a result, 

it was estimated that each 1 mA/m2 change in the electric current density parameter 

changes the anode usage amount by 64 kg in bulker and 12 kg in general cargo, 

depending on the reference parameters such as protected hull area, anode type, and 

design life. It can be stated that the evaluation of the corrosion current density 

parameter, taking into account the operating conditions of each ship, will be 

beneficial in terms of optimizing the sacrificial anode consumption. 
 

 
1. Introduction 

 

Cathodic protection is an electrical control method 

that protects metallic structures in contact with soil or 

water from corrosion [1]. In the Earth's atmosphere, 

most alloys and metals have an unstable structure. As 

a result, it will always be undefended against 

corrosion as it will decompose into a lower-energy 

inorganic compound [2]. Corrosion can be defined as 

the damage to metallic structures as a result of 

chemical or electrochemical interactions with their 

environment [3]. Depending on the characteristics of 

the deterioration in the metallic structure, corrosion is 

divided into various classes, such as intergranular 

corrosion, crevice corrosion, and pitting corrosion. 

However, methods such as coating, alloying, anodic 

protection, and cathodic protection are used to 

minimize the formation of corrosion in the metal [4]. 

Although the effect of corrosion is limited in an 

individual sense, it causes serious costs in a global 

sense. Globally, the cost of corrosion is 

approximately US$4 trillion per year [5]. Therefore, 

                                                           

*Corresponding author: kyigit@yildiz.edu.tr               Received: 21.06.2022, Accepted: 19.06.2023 

many industries, such as oil, gas, and maritime, work 

hard to control corrosion. 

When the subject is observed from a maritime 

perspective, seawater causes an aggressive 

environment on ships and offshore structures due to 

its high oxygen content and high electrical 

conductivity [6]. In addition to offshore structures, the 

protection of ships from corrosion is one of the 

industry's main priorities. Also, the most vulnerable 

area of a ship to corrosion is the hull [7]. In general, 

the ship hull is protected against corrosion by both 

passive (coating) and active (cathodic) protection. In 

addition to factors such as chlorine ions, chlorine 

compounds, humidity, and oxygen content in the 

marine environment, interactions arising from 

frictional resistance increase the importance and role 

of cathodic protection [8]. The sacrificial anode 

cathodic protection system is one of the most widely 

used cathodic protection methods on ships [9]. In the 

literature, cathodic protection systems used to prevent 

corrosion on ships have been discussed from different 

perspectives. Kim et al. [10] investigated the effect of 

anode amount and location on underwater electric 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1133653
https://orcid.org/0000-0002-4165-4081
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fields for cathodic protection of ship hulls. Koli et al. 

[11] suggested the aluminum-based (Al-based) 

sacrificial anode alloy to improve the cathodic 

protection quality of ship hulls. Kalovelonis et al. [12] 

designed the impressed current cathodic protection 

system to protect a container ship from corrosion 

using the boundary element method. Kramar et al. 

[13] developed a cathodic protection model for ship 

hull structures using neural network technology. 

Clematis et al. [14] analyzed the sacrificial anode 

cathodic protection system for ships, compared it to 

the ISO (International Organization for 

Standardization), and actually implemented corrosion 

protection schemes. Yiğit and Adanur [15] compared 

the potential economic effects of Al and zinc (Zn) 

anodes, which are preferred for sacrificial anode 

cathodic protection for a cruise ship.  

As can be seen in the literature, various 

studies have been carried out on corrosion and 

cathodic protection in ships. While some studies 

focus on passive protection systems to prevent 

corrosion, others emphasize the importance of active 

protection systems. It can be said that sacrificial 

anode cathodic protection is one of the most common 

methods used for active protection on ships. At this 

point, the choice of parameters necessary for the 

ship's cathodic protection design will affect the 

amount of sacrificial anode. One of the most 

important parameters affecting cathodic protection is 

the electrical current density of the structure. To the 

best of the authors’ knowledge, although various 

cathodic protection designs have been made in the 

literature, the impact of corrosion current density on 

the amount of sacrificial anode has not been 

adequately studied. For this reason, in this study, the 

effect of corrosion current density on the design of a 

sacrificial anode cathodic protection system for ship 

hulls has been analyzed. The aim of this study is to 

examine and compare the impact of corrosion current 

density on the sacrificial anode consumption rate of 

Al during cathodic protection of steel hulls. 

 

2. Material and Method 

 

The technique of eliminating anodic currents from a 

metal surface by converting the metal to be protected 

into the cathode of the electrochemical cell to be 

constructed is known as cathodic protection. The 

metal can be protected by applying an external current 

to it or by connecting it to a more active metal, such 

as a sacrificial anode [16]. In this study, the effect of 

the corrosion current density parameter on the 

sacrificial anode cathodic protection design in ship 

hulls was examined. In the cathodic protection design, 

first the total net anode weight needed on the ship was 

defined. The total net anode weight can be calculated 

using Equation 1 [17]. 

 

𝑊 =
𝐴 × 𝑖 × 𝐶 × 𝑇

1000
 (1) 

 

Here, W is the total net anode weight (kg), A is the 

protected area of the ship (m2), i is the corrosion 

current density of the structure (mA/m2), C is the 

sacrificial anode consumption rate (kg/A/y), and T is 

the design life of the system (year). 

In this study, two different hull areas were 

considered for cathodic protection design. The 

protected areas for a bulker and a general cargo were 

taken as 9406 m2 and 1770 m2, respectively. These 

values reflect the average wetted surface areas for the 

two different ship types [18]. Some metals, such as 

Al, Zn, and magnesium (Mg), can be preferred as 

sacrificial anodes in cathodic protection. However, 

the Mg anode is not recommended for use in ship 

hulls due to the high release of hydrogen gas during 

corrosion in seawater (saline or brackish water) 

environments. In addition, it has been stated that the 

use of Al anodes in the ship's hull provides an 

economic advantage over the use of Zn anodes [17], 

[19]. Therefore, it is assumed that an Al anode alloy 

is used in the design. For the consumption rate, the 

value of 3.39 kg/A/y given by the supplier was taken 

[17]. In general, the design life of the system varies 

between one and four years [20]. A two-year design 

life was determined for this study. The required 

current density of the ship's hull structure depends on 

different parameters, such as coating specifications, 

seawater characteristics, and flow conditions. For this 

reason, evaluations were made, considering different 

current density values for different situations in the 

literature. Within the scope of this study, current 

density values that can be used for cathodic protection 

of coated ship hulls were explored as far as can be 

obtained from the literature. The current density 

values expressed in various studies are shown in 

Figure 1 [17], [20-23]. 
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Figure 1. Electrical current density range required for 

coated ship hulls. 

 

As seen in Figure 1, it can be said that the required 

current density values for the whole wetted surface 

area vary between 5 mA/m2 and 90 mA/m2 according 

to different situations. The frequency of the current 

density values expressed in the studies can also be 

seen in Figure 2. 

 

 

Figure 2. Distribution by current density. 

 

Figure 2 shows that the most common electric current 

density reference value for a coated hull is 20 mA/m2. 

Figure 1 and Figure 2 also show that the current 

density requirement of the material to be protected 

can significantly affect the cathodic protection design. 

It is therefore critical to obtain as much information 

as possible about the average current density of each 

ship’s hull. This situation may not mean much for a 

single ship. However, considering the world maritime 

fleet, a significant increase in efficiency can be 

achieved in the use of sacrificial anodes in the process 

of protecting ships from corrosion. Therefore, in this 

study, the impact of the corrosion current density 

parameter on sacrificial anode cathodic protection 

design has been estimated in terms of two different 

ship models. Thus, the potential effect of sacrificial 

anode consumption on ships, depending on the 

current density parameter, is emphasized. 

 

3. Results and Discussion 

 

In order to show the effect of corrosion current 

density in the sacrificial anode cathodic protection 

design, two different ship models are considered. In 

the cathodic protection calculation, it is assumed that 

the required corrosion current density value for each 

ship hull varies between 5 mA/m2 and 90 mA/m2. In 

this case, the total net Al anode alloy weight required 

for cathodic protection is calculated for two ship 

models and shown in Figure 3. 

 

 
(a) 

 
(b) 

Figure 3. Total net anode weight depending on current 

density. 

 

Figure 3(a) shows that the total net anode weight 

required to protect the hull of the bulker is calculated 

as 319 kg if the corrosion current density is taken as 

5 mA/m2. When the corrosion current density is taken 

as 90 mA/m2, this amount is 5740 kg. Figure 3(b) 

shows that if the corrosion current density varies 

between 5 mA/m2 and 90 mA/m2 on the general 

cargo, the total net anode requirement is between 

60 kg and 1080 kg. The difference between these two 

extreme corrosion current densities gives remarkable 

results in terms of efficiency. For this reason, a 

calculation to be made over the corrosion current 

density value (20 mA/m2), which was determined to 

be emphasized more as a result of the literature study, 

may give more reasonable results. If the corrosion 

current density is taken as 20 mA/m2, the total net 

amount of anode required for bulker and general 

cargo is 1275 kg and 240 kg, respectively. 
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The percent change in total net anode weight 

for different corrosion current densities compared to 

20 mA/m2 in cathodic protection calculations is 

shown in Figure 4. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4. Change in anode use for different corrosion 

current densities compared to 20 mA/m2. 

 

Figures 4(a) and (b) show that choosing a corrosion 

current density of less than 20 mA/m2 in the cathodic 

protection calculation reduces the total amount of 

anode required for the bulker and general cargo hulls. 

In the opposite case, the amount of sacrificial anode 

required will increase. As seen in Figure 4(c), this 

means that the amount of sacrificial anode to be used 

is reduced by 75% when the corrosion current density 

drops from 20 mA/m2 to 5 mA/m2 for both ship types. 

If the corrosion current density rises from 20 mA/m2 

to 90 mA/m2, the increase in the amount of sacrificial 

anode will be 350%. 

In this study, the effect of corrosion current 

density change on anode consumption is tried to be 

explained by taking average bulker and general cargo 

ship hulls as a reference. Thus, the effect of this 

parameter, which is used in the calculation of 

sacrificial anode cathodic protection in ships, on 

anode consumption is emphasized. As seen in 

Figure 1, the corrosion current density of the ship hull 

may vary depending on different parameters such as 

sea water, material, and environment. Also, Figure 3 

shows that the change in this parameter significantly 

changes the sacrificial anode consumption. Here, it is 

possible to say that while some studies emphasize 

generally accepted values, in others, more specific 

values are emphasized according to ship types. 

Therefore, in order to determine the average Al anode 

alloy consumption values for these two ships, [23] can 

also be taken into account. In other words, if the 

corrosion current density is taken as 15 mA/m2, the 

total net amount of anode required for bulker and 

general cargo is 959 kg and 181 kg, respectively. 

Moreover, each 1 mA/m2 change in the corrosion 

current density parameter will decrease or increase 

the amount of anode used in selected bulker and 

general cargo hulls by 64 kg and 12 kg, respectively. 

In the design of sacrificial anode cathodic 

protection for ships, attention should be paid to the 

anode distribution in the hulls as well as the amount 

of sacrificial anode. The anodes should be distributed 

symmetrically on both sides of the wetted surface area 

to protect the entire ship and obtain good current 

distribution. Placing a large number of small anodes 

evenly spaced along the hull can also further increase 

efficiency. The anodes are placed on the hull at 

intervals of about 6 m. About 25–30% of the anodes 

to be used are also placed on the stern. In the hull, flat 

anodes should be preferred to minimize flow 

resistance [20], [22]. To summarize, the corrosion of 

the ship's hull and the design and application 

examples of sacrificial anode cathodic protection to 

prevent this corrosion are illustrated, respectively, in 

Figure 5 [24]-[26]. 
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(a) 

 

 
(b) 

 

 
(c) 

Figure 5. Ship hull corrosion and sacrificial anode 

cathodic protection. 

 

As a result, corrosion-related deterioration in 

ship hulls is highly dependent on environmental 

factors, seawater compositions, and the protection 

quality of steel structures. Many parameters, such as 

deterioration in the protective layer of the ship's hull 

in contact with seawater, changes in the temperature, 

flow rate, and chemical components of seawater, can 

affect the rate of corrosion. The uncertainties in these 

parameters make it difficult to determine the amount 

of anode to be used in the design of the sacrificial 

anode cathodic protection system on board. There are 

international organizations that have published 

specifications that address these variables, and they 

may offer slightly different values. Therefore, it may 

not be appropriate to state whether the specified 

characteristics are strictly true or false, as the methods 

for collecting the calculated data may differ [27]. As 

a result of shipyards' long years of experience, 

adaptation of previous cathodic protection systems to 

similar ships may also affect sacrificial anode 

consumption [14]. Such reasons may indirectly cause 

the calculated amount of sacrificial anode to be less 

or more. Obviously, the corrosion current density 

values specified in the literature for different 

situations make a great contribution to reducing such 

errors. To minimize these errors, various solutions 

can also be evaluated. e.g., for cathodic protection 

optimization, physical modeling technique and 

computational simulation techniques such as 

boundary element, finite difference, and finite 

element methods can be used [28], [29]. Since 

electrochemical protection techniques depend on the 

nature of the material and ambient conditions, the 

cathodic protection design can be supported by 

experimental studies that take into account the 

operating conditions of the ship [30]. Thus, it can 

contribute to reducing the global effects of corrosion. 

 

4. Conclusion and Suggestions 

 

In this study, the impact of the corrosion current 

density parameter on sacrificial anode cathodic 

protection design in ships was investigated. For the 

calculation of cathodic protection, a bulker model 

with a 9406 m2 hull to be protected and a general 

cargo model with a 1770 m2 hull to be protected were 

considered. Then, the amount of Al alloy anode to be 

used for each ship model was calculated if the 

electrical current density of the coated hull changed 

between 5 and 90 mA/m2. As a result, for the 5–

90 mA/m2 range, the amount of sacrificial anode used 

in the bulker and general cargo over the two-year 

design life is expected to range between 319–5740 kg 

and 60–1080 kg, respectively. In addition, it was 

concluded that each 1 mA/m2 change in current 

density will change the anode usage amount by 64 kg 

in bulker and 12 kg in general cargo.  

It can be stated that the evaluation of the 

corrosion current density parameter for each ship as 

much as possible in the cathodic protection design 

will contribute to the increase in efficiency in this 

area. In this context, increasing experimental studies 

as well as computational simulation techniques can 

contribute to the improvement of reference 

parameters. In addition, examining the historical 

navigation plans of existing ships can also reduce the 

error in the cathodic protection calculation. Because 

if the ship is constantly navigating the same route, 

cathodic protection parameters can be determined by 

considering the environmental conditions of that 

route. In this way, a clearer approach can be presented 

for the reference value of the corrosion current density 

parameter to be considered during the replacement 

phase of the sacrificial anodes on the ship. For new 

ships under construction, estimating the corrosion 

current parameters for the conditions of that area may 

be a more efficient approach if the ship is to be 

operated on a particular course. Thus, the anode 

consumption in the cathodic protection design can be 

optimized, and the negative effects of corrosion can 

be reduced further. 

 

 

 

sacrificial anode
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Abstract 

Principal Component Analysis is a method for reducing the dimensionality of datasets 

while also limiting information loss. It accomplishes this by producing uncorrelated 

variables that maximize variance one after the other. The accepted criterion for 

evaluating a Principal Component’s (PC) performance is 
𝜆𝑗

𝑡𝑟(𝑺)
 where 𝑡𝑟(𝑺) indicates 

the trace of the covariance matrix S. It is standard procedure to determine how many 

PCs should be maintained using a specified total variance. In this study, the diagonal 

elements of the covariance matrix are used instead of the eigenvalues to determine how 

many PCs need to be considered to obtain the defined threshold of the total variance. 

For this, an approach which uses one of the important theorems of majorization theory 

is proposed. Based on the tests, this approach lowers computational costs. 
 

 
1. Introduction 

 

In many disciplines, high-dimensional datasets are 

becoming more common. Although researchers 

intend to collect more detailed information with every 

added dimension, higher dimensional datasets have 

several drawbacks. They require more sophisticated 

methods to analyze, interpret, and visualize. Even 

processing is impractical or impossible in some cases. 

Additionally, storing the data and related costs, such 

as maintenance and security, are more expensive. 

However, these drawbacks are avoidable with no 

considerable information lost. One of the solutions is 

the reorganization of the dataset (a.k.a. dimension 

reduction). Thus, the dimensions can be described by 

a linear combination of newly defined dimensions 

since in high-dimensional data, dimensions are 

generally correlated and the data has a lower 

dimensional structure in essence. 

                                                           

*Corresponding author: igumus@adiyaman.edu.tr             Received: 17.07.2022, Accepted: 23.02.2023 

Dimension reduction, taking the correlation 

of dimensions into account, is the process of obtaining 

a representation of the data that has lower dimensions. 

Dimensionality can be reduced by using the Principal 

Component Analysis (PCA) algorithm, which is 

suggested by [1] and [2]. Although more than 100 

years have passed, it is still a widely used data 

reduction method. Its objective is to preserve as much 

variability as possible while lessening the dataset's 

dimensionality [3].  Namely, PCA extracts new 

variables that are linear functions of the variables in 

the original dataset for maximized variance. These 

new variables are called Principal Components (PCs). 

The spectral decomposition of the covariance matrix, 

which defines the PCs' variance by their eigenvalues 

and their directions by their eigenvectors, is the key 

to PCA. In other words, the process of obtaining PCs 

is mathematically an eigenvalue/eigenvector 

problem. Since the covariance matrix's eigenvectors 

and eigenvalues are used to define PCA, many matrix 

https://dergipark.org.tr/tr/pub/bitlisfen
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analysis methods can be used to improve the quality 

of the newly defined dataset. 

Despite being frequently used for 

unsupervised linear dimensionality reduction and 

visualization, PCA has also been employed to solve 

statistical problems like regression, clustering, and 

nonlinear dimensionality reduction [4-6]. Because the 

utility of PCA has been discovered in many different 

scientific fields, it is called by many different names 

today. In numerical analysis and matrix analysis, it is 

known as Singular Value Decomposition, Karhunen-

Loẽve transforms in signal processing, and 

characteristic vector analysis in the physical sciences. 

Thurstone and other psychologists pioneered the 

development of Factor Analysis (FA) in the 1930s [7]. 

This is worth mentioning because FA and PCA are 

very related, and these two methods are sometimes 

confused. Incorrectly, these two names are used 

interchangeably. 

In recent years, important research has been 

done using PCA. In [8], a method for investigating 

systematic co-variation of vowels has been presented 

by using PCA. In [9], an application of principal 

component analysis has been obtained to reduce the 

dimensionality of variables representing the speech 

signal. The obtained results have been used for the 

disturbed and fluent speech recognition processes. In 

[10], a new combination strategy based on PCA to 

increase the predictability of crude oil futures market 

returns has been proposed. In [11], the status of PCA 

in the area of ECG signal processing has been 

reviewed. The use of PCA for spectral data reduction 

and colorant estimation has been illustrated in [12]. 

For interested readers, there are many excellent works 

investigating the various facets of PCA [13-16]. In 

addition, there are works in the literature examining 

how many principal components should be in PCA. 

For example, see [17-20] and the references therein. 

In this study, a method is proposed to help 

select the right number of dimensions in the newly 

defined dataset quickly and efficiently. In section 2, 

the method and its theoretical basis are given. In 

section 3, the proposed method is tested for various 

datasets and extreme cases. In the last section, 

concluding remarks and future works are presented. 

 

2. Material and Method 

 

As a data analysis tool, PCA involves a dataset with 

observations on 𝑝 features for 𝑛 samples. These data 

values define an 𝑛 ×  𝑝 data matrix 𝑿. The 𝑗𝑡ℎ 

column of 𝑿 is the vector 𝒙𝒋 of observations on the 

𝑗𝑡ℎ  feature. The purpose of PCA is to find a linear 

combination of the columns of the matrix 𝑿 that has 

the optimal variance. These linear combinations are 

obtained by 𝑿𝒂 such that 𝒂 = [𝑎1, 𝑎2, … , 𝑎𝑝 ]
𝑇
 is a 

𝑝 ×  1 vector where 𝑇 stands for transpose. Finding 

the linear combination which has the optimal variance 

is equivalent to the computation of a 𝑝-dimensional 

vector that maximizes the 𝒂 𝑻𝑺𝒂 where 𝑺 is data 

covariance matrix, namely 𝑉𝑎𝑟(𝑿𝒂) =  𝒂 𝑻𝑺𝒂. It is 

worth noting that increasing the magnitude of the 

vector arbitrarily increases variance. 

Therefore, ‖𝒂‖ = 1 is taken, resulting in a 

constrained optimization problem in which we look 

for the data in the most variable direction. This 

constrained optimization problem can be written in 

the following form 

max
𝒂
𝒂 𝑻𝑺𝒂  

𝑠. 𝑡. ‖𝒂‖2 = 1 
(1) 

For solving this optimization problem, we write the 

Lagrangian  

𝑳 = 𝒂 𝑻𝑺𝒂 + 𝜆(1 − 𝒂𝑻 𝒂) (2) 

By computing the partial derivative of 𝑳 with respect 

to 𝒂 and 𝜆 and equating these partial derivatives to 𝟎, 

we get  

𝑺𝒂 = 𝜆𝒂 
𝒂𝑻 𝒂 = 1. 

(3) 

 

So, the Lagrange multiplier acts as the corresponding 

eigenvalue and must be an eigenvector of the data 

covariance matrix 𝑺. By multiplying both sides of 

𝑺𝒂 = 𝜆𝒂 with 𝒂𝑇from the left side, the following 

equation is obtained. 

 

𝑉𝑎𝑟(𝑿𝒂) = 𝒂 𝑻𝑺𝒂 = 𝒂𝑻 𝜆𝒂 = 𝜆 (4) 

This means that the eigenvalue associated with the 

basis vector that spans this subspace is equal to the 

variance of the data projected onto a one-dimensional 

subspace. As a result, the selected basis was related to 

the greatest eigenvalue of the data covariance matrix 

to optimize the variance of the low-dimensional 

representation. Since 𝑺 is a symmetric matrix, it has 

exactly 𝑝 real eigenvalues. The eigenvectors 

corresponding to these eigenvalues can be 

constructed to create an orthonormal set of vectors. 

By adding restrictions of orthogonality of different 

coefficient vectors on the Lagrange multipliers 

method, we can obtain all eigenvectors of 𝑺. These 

answers to the problem of producing up to 𝑝 new 

linear combinations 𝑿𝒂𝑘 = ∑ 𝑎𝑗𝑘𝒙𝑗
𝑝
𝑗=1  and 

maximizing variance that is uncorrelated with earlier 

linear combinations [3].  
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The linear combinations 𝑿𝒂𝑘 are the 

Principal Components (PCs) of the dataset. 

Sometimes, many researchers also use the term PCs 

when mentioning to the eigenvectors 𝒂𝑘. The 

variance associated with the set of retained PCs can 

be used to assess the quality of any 𝑞-dimensional 

subspace. The trace of the covariance matrix 𝑺 is the 

sum of variances of the 𝑝 original variables. It is 

simple to prove that this value is exactly the sum of 

the variances of all PCs. As a result, the accepted 

gauge of a PC’s quality is 
𝜆𝑗

𝑡𝑟(𝑺)
 where 𝑡𝑟(𝑺) denotes 

the trace of matrix 𝑺. Determination of how many PCs 

should be preserved is usual practice to utilize a 

predetermined percentage of the total variance. This 

predetermined percentage is commonly 70% [21]. As 

noticed, in order to obtain the predetermined 

percentage of the total variance, we need to find all 

the eigenvalues of the matrix. Then, it is necessary to 

identify the 
𝜆𝑗

𝑡𝑟(𝑺)
 values whose sum exceeds this 

predetermined percentage of the total variance.  

It is known that the eigenvalues of a matrix 

are obtained by finding the roots of the characteristic 

polynomial of that matrix. It is not possible to obtain 

these roots analytically for matrices larger than 4 × 4. 

Based on the Abel-Ruffini theorem, for polynomials 

of degree 5 or more, there is no algebraic solution. As 

a result, eigenvalues are obtained by using numerical 

methods. However, this means extra time for a data 

analyst who decides how many PCs to take based on 

finding the 
𝜆𝑗

𝑡𝑟(𝑺)
. 

Now let’s introduce the concept of 

majorization, which allows us to compare two vectors 

and observe which has "less spread out" components. 

Comparison of two vectors frequently leads to 

inequalities that can be expressed as majorization 

relations. Let 𝑧 = (𝑧1, 𝑧2, … , 𝑧𝑛) ∈ ℝ
𝑛 and 𝑧↓ be the 

vector obtained by repositioning the coordinates of 𝑧 

in decreasing order. Thus if 𝑧↓ = (𝑧1
↓, 𝑧2

↓, … , 𝑧𝑛
↓) ∈

ℝ𝑛, then 𝑧𝑛
↓ ≤ ⋯ ≤ 𝑧2

↓ ≤ 𝑧1
↓.  

For  𝑥, 𝑦 ∈ ℝ𝑛, 𝑦 majorizes 𝑥 (or 𝑥 is majorized by 

𝑦), written as 𝑥 ≺ 𝑦, if   
 

 

    ∑𝑥𝑗
↓ ≤

𝑘

𝑗=1

∑𝑦𝑗
↓

𝑘

𝑗=1

  
 

(5) 

 

for 1 ≤ 𝑘 < 𝑛  and 

 

 

 ∑𝑥𝑗
↓ =

𝑛

𝑗=1

∑𝑦𝑗
↓.

𝑛

𝑗=1

 
 

(6) 

 

If inequality is put in place of the equality 

 

 
∑𝑥𝑗

↓ ≤

𝑛

𝑗=1

∑𝑦𝑗
↓,

𝑛

𝑗=1

 
 

(7) 

we state that 𝑦 weakly majorizes 𝑥, and is indicated 

by 𝑥 ≺𝑤 𝑦. 

Majorization theory is a crucial tool that enables us to 

solve problems in various disciplines. One of these 

disciplines is matrix theory. Let’s write the diagonal 

elements and eigenvalues of a 𝑛 × 𝑛 symmetric 

matrix 𝑿 as vectors, respectively, by  

𝑑(𝑿) = (𝑑1(𝑿), 𝑑2(𝑿),… , 𝑑𝑛(𝑿)) (8) 

and 

𝜆(𝑿) = (𝜆1(𝑿), 𝜆2(𝑿),… , 𝜆𝑛(𝑿))    (9) 

Note that the components of these vectors are always 

arranged in decreasing order throughout the paper. 

The following theorem which is known as Schur’s 

Theorem has a key role in our study, which can be 

found in [22]. 

Theorem: Let 𝑿 be a 𝑛 × 𝑛 symmetric matrix. Then 

 

 

 

𝑑(𝑿) ≺ 𝜆(𝑿). 
 

(10) 

 

This theorem says that  

 

𝑑1(𝑿) ≤ 𝜆1(𝑿) 
𝑑1(𝑿) + 𝑑2(𝑿) ≤ 𝜆1(𝑿) + 𝜆2(𝑿) 
𝑑1(𝑿) + 𝑑2(𝑿) +⋯+ 𝑑𝑛(𝑿)

= 𝜆1(𝑿) + 𝜆2(𝑿)
+⋯+ 𝜆𝑛(𝑿)
= 𝑡𝑟(𝑿) 

 

(11) 

 

for symmetric matrix 𝑿. Namely, the total of the 

largest 𝑘 eigenvalues of a symmetric matrix is 

bounded below by the total of the largest 𝑘 diagonal 

elements of that matrix. Considering the fact that the 

covariance matrix is a symmetric matrix, if we want 

to use a predetermined percentage of the total 

variance, instead of calculating the total of the 𝑘 

largest eigenvalues of the covariance matrix that 

exceed this value, it will be sufficient to calculate the 

total of the 𝑘 largest diagonal elements of the 

covariance matrix that exceeds this value. Using 

diagonal elements instead of calculating eigenvalues 

will provide us processing speed and convenience. 

In this study, the diagonal elements of the 

covariance matrix are used instead of the eigenvalues. 

For this, we will make use of the majorization theory, 

which is commonly used to obtain inequalities. Thus, 

before starting the PCA process, the predetermined 
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percentage of the total variance will be obtained more 

quickly with the help of the diagonal elements. The 

approach is validated by numerical simulations (See 

Hata! Başvuru kaynağı bulunamadı.). Let’s 

illustrate this fact with examples in the following 

section.

Figure 1. Flowchart of the proposed approach 
 

 

3. Results and Discussion 

 

The proposed approach is tested for 5 different 

datasets. Also, the method is tested for symmetric 

matrices up to 100 × 100. Yeast dataset is selected to 

exemplify the approach  [23, 24]. Since this dataset 

has 8 features, the covariance matrix is an 8 × 8 

which is obtained as 

 

𝒀 =

(

 
 
 
 
 

355.953 82.8840 −21.243 21.7097 0.44443 −0.8670 4.14396 −17.0248
82.8840 325.978 −14.622 22.9344 0.33581 −4.3622 7.31506 −7.0348
−21.243 −14.622 258.660 −0.8992 −0.1108 −2.1924 −2.49194 3.07863
21.7097 22.9344 −0.8992 206.712 −0.0527 −0.8870 −10.7392 −2.3823
0.44443 0.33581 −0.1108 −0.0527 0.23378 −0.0296 0.34835 −0.2966
−0.8670 −4.3622 −2.1924 −0.8870 −0.0296 50.7703 −1.0152 −1.6376
4.14396 7.31506 −2.4919 −10.739 0.34835 −1.0152 227.085 8.58366
−17.024 −7.0348 3.07863 −2.3823 −0.2966 −1.6376 8.58366 117.485 )
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When we computed the components of the diagonal 

elements and eigenvalues of this covariance matrix in 

descending order, we get the following two vectors 

 

𝑑(𝒀) = (355.953, 325.978, 258.660, 227.085, 206.712, 117.485, 50.7703, 0.23378)        (12) 

and 

𝜆(𝒀) = (434.575, 259.07, 253.696, 231.774, 197.33, 115.579, 50.6234, 0.231774)           (13) 

As noticed,  

355.953 ≤ 434.575 

 

355.953 +  325.978 ≤ 434.575 + 259.07 

 

355.953 +  325.978 +  258.660 ≤ 434.575 + 259.07 + 253.696 

⋮ 

355.953 + 325.978 + 258.660 +  227.085 +  206.712 + 117.485 +  50.7703
+  0.23378 

= 434.575 + 259.07 +  253.696 +  231.774 +  197.33 + 115.579 + 50.6234
+ 0.231774 

 

 

 

 

(14) 

 

Both sides of the last equality give us the trace of the 

covariance matrix, 𝑡𝑟(𝒀) = 1542,879. Cumulative 

percentage values of sums of  
λj(𝐘)

tr(𝐘)
  and 

dj(𝐘)

tr(𝐘)
   for j =

1,2,… ,8 are depicted in Hata! Başvuru kaynağı 

bulunamadı.. 

 
Figure 2. Cumulative summation of eigenvalues and   

                   diagonals are shown in percentage for Yeast  

                   dataset. 

It is observed that the cumulative sums of eigenvalues 

and diagonals are almost the same. In the specified 

example, the ratio of the sum of the four largest 

eigenvalues to the trace of the covariance matrix is 

approximately 76% which is higher than 70%. This 

result shows that the first 4 largest eigenvalues (i.e. 4 

PCs) should be taken for no considerable information 

lost.  Additionally, corresponding diagonal values are 

approximately 76%. Therefore, instead of computing 

how many eigenvalues provide the predetermined 

percentage of the total variance (70%), as claimed in 

the previous sections, we can utilize the information 

from the diagonal elements of the covariance matrix. 

To highlight the value of the proposed 

approach, computational times of eigenvalue and 

diagonal calculations are compared for 5 datasets. 

The list of datasets is given in Table 1. Here, Yeast is 

a medical dataset and consists of a protein-protein 

network [23, 24]. Accelerometer is used to estimate 

the engine failure time. Data obtained from the 

vibrations of the cooling fan with weights on its 

blades. It can be used for classification and other 

purposes for situations requiring vibration analysis 

[25]. Breast Cancer Coimbra is a medical dataset, 

anthropometric data and parameters that can be 

collected in routine blood analysis. These data 

indicate the presence and absence of cancer and are 

all quantitative data [26]. Cardiotocography is also a 

medical dataset, consisting of measurements of fetal 

heart rate and uterine contraction properties in 

cardiotocograms. This dataset is classified and 

labeled by expert obstetricians [27]. Combined Cycle 

Power Plant dataset is the data collected from a power 

plant operating at full load for six years. It is aimed to 

estimate the hourly net electrical energy output of the 

facility from the hourly average Temperature, 

Ambient Pressure, Relative Humidity and Exhaust 
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Vacuum characteristics [28, 29]. All features of 

datasets consist of numeric values. They are 

frequently used in machine learning classification and 

regression studies.  The datasets are collected from 

different fields. Variation in the number of features 

requires different computation times. The 

computation efforts are shown in Figure 1. The results 

show the computation with eigenvalues requires more 

time than diagonals in every case. This difference is 

as great as 30 times for Cardiotocography datasets at 

maximum because of the higher number of features. 

Table 1. 5 different datasets are selected from various subjects 

Datasets Number of features Number of samples 

Yeast [23, 24] 8 1484 

Accelerometer [25] 5 153000 

Breast Cancer Coimbra [26] 10 116 

Cardiotocography [27] 23 2126 

Combined Cycle Power Plant [28, 29] 4 9568 

 

Figure 1. Computation time varieties for datasets, but the computation of eigenvalues requires more time than  

                               the computation of diagonal elements. 

The covariance matrix of the listed datasets 

changes from 4 × 4 to 25 × 25. Computation of 

eigenvalues is relatively efficient. However, it is a 

known fact that increasing the size of the matrices will 

complicate the calculation of their eigenvalues. To 

illustrate this situation, let's take a randomly chosen 

positive semi-definite matrix (for an 𝑛 × 𝑛 matrix 𝑀, 

𝑀𝑇𝑀 is always positive semidefinite, and elements in 
[1,5]). Increment in the size of this matrix regularly 

up to 100 × 100 shows that computation with 

diagonals has linear complexity and eigenvalues have 

exponential complexity. 
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Figure 2. Required computational time is shown for eigenvalues (a), and diagonals (b). 

4. Conclusion 
 

In Principal Component Analysis, it is a standard 

procedure to determine how many Principal 

Components should be retained using a 

predetermined percentage of the total variance. For 

this, it is necessary to calculate all the eigenvalues of 

the covariance matrix. Then the necessary step is to 

identify how many of the largest eigenvalues we need 

so that the cumulative sum of the 
𝜆𝑗

𝑡𝑟(𝑺)
 exceeds the 

specified threshold. However, calculating the 

eigenvalues of the covariance matrix brings a 

computational cost. In this study, this process was 

done by using the diagonal elements of the covariance 

matrix instead of the eigenvalues of the covariance 

matrix. For this, Schur's theorem, which is well 

known in majorization theory, was used. The time 

savings of using diagonal elements was demonstrated 

using five different datasets. In addition, the increase 

in time required for computations as a result of 

increasing the matrix size is illustrated using 

randomly taken positive semi-definite matrices. As a 

result, it is seen that it is advantageous to use diagonal 

elements instead of calculating eigenvalues. 
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Abstract 

As a potential alternative for heavy metal removal, adsorption using various low-cost 

materials is one of the most effective methods. This study presents the efficiency of 

local diatomite modified by ferrous chloride and heat treatment in removing Co(II) 

from an aqueous solution. The samples were characterized by ICP, XRD, TG-DTA, 

FTIR, SEM, and BET analyses and the adsorption efficiency of the samples for 

Co(II) ions was investigated under different factors such as contact time and pH. The 

adsorption equilibrium was well described by the Langmuir isotherm model, with the 

maximum adsorption capacities of DA, DM, DM-550°C and DM-850°C at about 18.18 mg 

L-1, 28.65 mg L-1, 48.30 mg L-1, and 66.22 mg L-1, respectively. The kinetic data were 

best fitted to the pseudo-second-order model. In addition, ion exchange and 

electrostatic surface complexation were predicted to play dominant roles in the 

adsorption mechanism. The results showed that the selected modification methods 

were effective in removing heavy metals from aqueous solutions, making the samples 

potentially cost-effective adsorbents to remove the water pollution problem. 

 

 
1. Introduction 

 

The advantages of developing technology to facilitate 

life lead to irreversible damage. Threats from 

numerous fields such as solid fuel consumption, 

exhaust emissions, domestic waste, mining and 

uncontrolled industrialization, rechargeable batteries, 

military, strategic, and critical industrial applications 

have started to provide negative notifications, 

especially for the natural environment [1], [2]. In 

particular, the pollution of water resources causes the 

waste to decompose during movement, causing 

irreversible damage to the environment and living 

beings [3]. It is a well-known fact that the 

concentration of heavy metals in wastewater, when 

the concentration significantly exceeds the limit of 

mg L-1, has a toxic effect on all living things [1]. 

Among these heavy metals, the removal of cobalt (II) 

ions, which leads to the production of new-generation 

materials, is crucial for the future [2]. Cobalt and its 

salts are used in nuclear medicine, enamels, and 

semiconductors, in the coloring of glass and 
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porcelain, in the hygrometer and electroplating, in the 

manufacture of vitamin B12, as a desiccant for 

lacquers, varnishes and dyes and as a catalyst for 

organic chemical reactions. Also, exposure to 

ionizing radiation is associated with an increased risk 

of developing cancer. The uncontrolled concentration 

of cobalt negatively affects all living species. It can 

cause paralysis, diarrhea, lung irritation, bone defects, 

and genetic changes in living cells [4]–[8]. 
Conventional methods such as membrane filtration 

[9], chemical precipitation [10], ion exchange [11], 

and adsorption [12]  have been used to remove heavy 

metals from wastewater. Adsorption is the most 

widely used method with practical, economical, and 

recyclable properties. Industrial raw materials are 

widely used for adsorption applications [13], [14]. 

The main reason for this is the cheaper cost of 

industrial raw materials compared to production 

adsorbents and the financial contribution to the region 

[15], [16]. Among these industrial raw materials, fine-

grained, physically and chemically inert diatomite, 

80–90% of the pores consist mainly of amorphous 

https://dergipark.org.tr/tr/pub/bitlisfen
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silica (SiO2. nH2O), which consists of diatom shells. 

The diatomite surface has many active sites due to the 

silanol groups dispersed in the silica matrix [17]. 

These functional groups play a very active role in 

removing contaminants from the aqueous solution. 

Additionally, many modification processes are used 

to further functionalize the diatomite to increase its 

adsorption capacity. Modification methods are used, 

such as modification with transition metals, heat 

treatment, treatment with acids or bases, and 

organosilane. This leads to more attractive surfaces 

for adsorption [18], [19].  

In this study, diatomite samples were first 

prepared by washing them with an acid solution for 

modification. In this study, environmentally harmless 

iron oxide was selected for surface modification of 

local diatomite. Iron oxide occurs naturally in several 

primary forms: ferrihydrite, hematite, goethite, 

lepidocrocite, and maghemite [20]. Ferrihydrite 

would be an optimal structure of iron oxide to modify 

diatomite due to its relatively high solubility in water 

for adsorption. In the ferrihydrite conversion process, 

a stable ferrihydrite should be preferred for the 

diatomite modification so that the adsorbed impurities 

are not released back into the solution over time. More 

Fe3+ vacancies caused by chemically absorbed Si4+ 

loosen the crystal lattice and inhibit the maturation 

and accumulation of Si4+ Fe-oxide particles. For this 

reason, stable ferrihydrite could be formed by Fe+2 

oxidation in the presence of dissolved silica (Si). 

Dissolved silica could be prepared by treating crude 

diatomite with NaOH. Consequently, the dissolved Si 

provided by the diatomite contributes to the formation 

of stable ferrihydrite from the oxidation of Fe(II) [21], 

[22]. In the next step, ferrihydrite-modified diatomite 

samples were thermally treated at 550 ℃ and 850 ℃. 

The samples with enriched surface properties were 

characterized. Its effectiveness in the removal of 

heavy metals from aqueous solutions was 

investigated, and its possible mechanism was 

interpreted. 

2. Materials and Method 

 

2.1. Materials 

 
Raw diatomite samples obtained from the Çaldıran-

Van region were ground and sieved to 350 mesh 

particle size, washed with distilled water, and then 

dried at 100 °C. The chemical composition of 

diatomite is mainly SiO2 (69.70%) [18]. All the 

chemicals (Ferrous chloride (FeCl2) 98%, NaOH  

98%, HCl %37, AgNO3 99%, KNO3 99%, HNO3 

70%, and Co(NO3)2.6H2O were purchased from 

Sigma Aldrich, and no purification was performed. 

 

2.2. Preparation of adsorbents 

 

The diatomite sample was stirred with a 2 M HCl 

solution at 105° C for 4 hours. At the end of this 

process, it was washed several times to ensure Cl- 

(tested by AgNO3) was removed and named as DA. 

90° C was dried in the oven and stored in a clear glass 

jar with a lid. Then, in step 15, g of DA were mixed 

with 6 M NaOH at 80° C for 2 hours. The mixture was 

added to 1 M FeCl2 by keeping the pH between 1 and 

2 using HCl, and stirring was continued at room 

temperature for 10 hours. To increase the rate of 

formation of iron (II) hydroxide, the sample was 

treated again with 6 M NaOH at room temperature for 

6 h, filtered, washed several times with distilled 

water, and dried in a drying oven at 105 °C. The 

resulting sample was named as DM and stored in a 

clear glass jar with a lid. In the final step, the DM 

sample was thermally treated at 550 °C and 850 °C 

for 3 hours. These samples were named as DM-550°C 

and DM-850°C and kept for later use in a clear glass jar 

(Scheme 1). 

 

 

Scheme 1.  Scheme of the process for the preparation of modified diatomite.
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2.3. Preparation of Co (II) ion solutions 

 

A Co(NO3)2.6H2O stock solution (1000 mg L-1) was 

prepared with distilled water. It was diluted at 

different concentrations in the range of 10-50 mg L-1. 

 

2.4. Characterization of the adsorbents 

 

DA, DM, DM-550°C, and DM-850°C materials were 

characterized by Inductively Coupled Plasma Optical 

Emission Spectrometer (ICP-OES, Perkin Elmer 

Optima 4300DV), X-ray diffraction analysis (XRD, 

Philips PW 1830-40 with Cu-K radiation), Thermal 

analysis using a thermal analyzer (TG-DTA, Rigaku 

2.22E1), Fourier transform infrared measurement 

(FT-IR, Bio-Rad Win-IR spectrometer at a resolution 

of 2 cm-1 in KBr pellet at room temperature), and 

Scanning Electron Microscopy (SEM), Multi-point 

BET Analysis (Quantachrome Nova 2200E Surface 

Area & Pore Size Analyzer), and Mastersizer analysis 

(Malvern) the zero point of charge (pHzpc) of 

adsorbents were obtained by mass titration [18]. 

 

2.5. Batch Adsorption Experiments 

 

The adsorption nature of the samples, the effects of 

changing contact times (1-120 min.), concentration, 

and pH (2-9) change were observed. The effect of pH 

was examined dropwise by adding 0.1 M NaOH or 

0.1 M HCl solutions. Experiments were performed on 

a thermal shaker at a controlled temperature (298 K) 

using 20 ml glass vials containing 0.1 mg adsorbent 

and 10 mL of different concentrations (10-50 mg L-1) 

of adsorbent (in Scheme 2).  

 

Scheme 2. Schematic illustration of Co (II) 

adsorption process. 

 

In the last step, the adsorbents were removed 

by centrifugation. In the analysis of adsorption data, 

the percentage of removal (% Removal) was 

calculated according to Eq. 1; 

 

                                               (1)                                                                                                                                

 

The adsorption capacity (qe) (mg g-1) was 

calculated using Eq. 2; 

                                                          (2) 

                                                                                                   

where qe (mg L-1) is the equilibrium 

adsorption capacity of the adsorbent, C0 and Ce (mg 

L-1) are the initial and final concentrations of the Co 

(II) ions quantity in solution, V (mL) is the volume of 

solution and m (mg) is the mass of DA, DM, DM-550°C, 

and DM-850°C used.   

Equilibrium data were applied to Langmuir, 

Freundlich, and Dubinin-Radushkevich isotherm 

models. Pseudo-first-order (PFO) and second-order 

(PSO) models, intraparticle diffusion models, and the 

Boyd model were applied to define adsorption 

behavior. The equations for all models are presented 

in Tables S1-2. 

 

3. Results and Discussion 

 

3.1. Characterizations of Adsorbents 

 

The change in percentages of diatomite compounds in 

different regions depends on geological effects. The 

rates of diatomite obtained in the Van-Çaldıran region 

are presented in a previous study [18]. The compound 

percentages of the DA, DM, DM-550°C, and DM-850°C 

samples obtained are presented in Table 1. 

 

Table 1. Oxide Content (% weight) in DA, DM,        

DM-550°C and DM-850°C 

Chemical 

Composition 
DA DM DM-550°C DM-850°C 

SiO2 71.44 49.82 59.57 56.82 

Fe2O3 6.22 18.20 20.30 20.72 

Na2O 2.61 7.64 8.44 8.31 

Al2O3 1.64 8.46 9.21 9.59 

K2O 0.37 0.85 0.96 1.04 

TiO2 0.30 0.35 0.39 0.40 

% LOI 17.42 14.68 1.13 3.12 

 

The increased amount (71.44%) in the DA 

sample showed the effect of acid washing. In addition, 

changes in the ratios of other compounds (Fe2O3, 

Na2O, Al2O3, K2O, and TiO2) are observed. Since the 

diatomite samples consist of very different-sized 

particles, after acid treatment, they were transformed 

from the destroyed/broken oxide particles into 

crystallite/oxide complex compounds [23].  

It was observed that ferrous chloride 

modified diatomite (DM, DM-550°C, and DM-850°C) 

samples decreased SiO2 contents (49.82%, 59.57%, 

and 56.82%, respectively). This could be explained 
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because the SiO2 compound in the material 

composition produces sodium silicate (Na2SiO3) with 

NaOH since a 6 M NaOH solution is used during the 

modification process [24], [25]. Furthermore, the 

increase in Fe2O3 ratio (18.20%, 20.30%, and 

20.72%, respectively) of DM, DM-550 °C and DM-850 °C 

samples supports the modification process. In 

addition, especially after heat treatment, the loss of 

ignition rate is reduced. The volatile substances lost 

are usually hydrates, unstable hydroxy compounds, 

and carbon dioxide from carbonates. The new 

materials obtained with this decrease became more 

stable [26]. 

 

 

Figure 1. XRD patterns of a) DA, b) DM, c) DM-550°C 

and d) DM-850°C. 

 

The wide range of 2θ = 5–8°, 2θ = 18–28°, 

and at 2θ = 36° in the XRD pattern of the DA sample 

indicated amorphous structure in Figure 1. A 

characteristic quartz peak of DM, DM-550°C, and DM-850°C 

were observed at 2θ = 26.72°, 26.84°, and 26.72°, 

respectively.  Table S3. shows that the quartz 

structure maintains its dominance. However, in the 

data of DM, DM-550°C and especially DM-850°C, FexOy 

density increased, and again, the intensity of the 

characteristic quartz peak decreased in DM-850°C. The 

obtained data are compatible with the studies 

presented in Table S3, and it was observed that the 

magnetic structures in the structure increased with 

modification, especially in the DM-850°C sample. 

 

Figure 2. TG-DTA plots of DA sample. 

  

Thermogravimetric analysis (TG-DTA) was 

performed to determine the thermal degradation 

behavior and investigate the absolute stability. Only 

the TG-DTA thermogram of the DA sample was 

obtained between the samples prepared in the 25-

1100 °C temperature range (Fig. 2). A three-step 

characteristic mass loss of diatomite is observed as the 

TG plot is examined. The dramatic mass loss (2.7%) 

between 25-100 °C was associated with mechanically 

trapped or physically adsorbed water. This peak 

depends, for example, on its morphological 

properties, such as surface area and particle size, 

rather than its chemical structure. Partially slow mass 

loss of between 120 and 360 °C (2.5%) was related to 

the nature of the opal phase, the hydrous silica with 

an irregular and amorphous structure, the main 

component of diatomite. The mass loss of 360- 920 

°C (3.3%) was expressed by the decomposition of 

alkali metal and alkaline earth metal carbonates of 

diatomite. The sample did not decrease in weight 

upon further heating after 900 °C, indicating that the 

oxygenolysis process or decomposition reaction was 

complete.  DTA curves were observed (Fig. 2), 

showing that two endothermic peaks appearing at 40 

and 690 °C could be identified by dehydroxylation of 

silanol groups absorbed on diatomite and the outer 

surface of diatomite, respectively. Furthermore, at 

260 °C, there was a solid exothermic peak due to the 

oxidation reactions of organic matter in the diatomite 

[27]. 
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Figure 3. SEM micrographs of the DA (a), DM (b), DM-550°C (c) and DM-850°C (d). 

 

In Figure 3, SEM morphologies of samples 

confirmed that diatomite particles consist of various 

morphologies such as a sphere, capsule, disc, and 

bilaterally symmetrical structure. The acid-washed 

(DA) diatomite sample was compared with the SEM 

image of the crude diatomite sample obtained in 

previous studies, and it was observed that the 

impurities accumulated in the pores were removed 

[16]. The SEM image of the ferrous chloride modified 

sample showed that the pores are enlarged and that 

some pores of the diatomite are filled and the rest are 

adsorbed on the surface of the diatomite. Following 

this treatment, in the 550 °C heat treated diatomite 

sample (DM-550°C), the diatomite retained its partially 

skeletal structure; some pores were still open. 

Furthermore, it was seen that metallic salts are also 

agglomerated on the surface by the effect of the 

modification. It could be seen that the skeletal 

structure of the 850 °C heat treated diatomite (DM-

850°C) had completely changed and the spaces in the 

system had increased, as seen from the visual [28]. 

 

 

Figure 4. FTIR analysis of the DA, DM,DM-550°C,  and 

DM-850°C . 

 

The FTIR of the DA sample is presented in Figure 

4. The characteristic vibrational peaks of smectite 

were at 3628 cm-1 (O-H stretch), and the broadband 

centered at 3441 cm-1 and 1633 cm-1 was attributed to 

the -OH vibrational mode of physically adsorbed H2O 

[29]. The peaks at 470 and 1095 cm-1 were from the 

asymmetric stress modes of Si–O–Si bonds; the weak 

absorption peaks at 695 cm-1, and 796 cm-1  were 

probably due to Si–O deformation and Al–O 

stretching; and the peak at 800 cm-1 could be due to 

the stretching vibration of Al-O-Si [30], [31]. 

According to the FTIR results of the DM-550°C sample, 

the wide ~3400 cm-1 band disappeared when the 

sample temperature was increased to about 550 °C. 

The narrow band at ~3700 cm-1 was assigned to the 

strain mode of the free surface OH groups bound as 

Si–O–H [32]. 

The 3726 cm-1 shoulder band became denser 

after thermal treatment at 550 °C (Figure 4). At 850 

°C (Figure 4), the band shifted to a lower wave 

number at 3780 cm-1 with increased symmetry and a 

significant decrease in intensity [33]. After thermal 

treatment, the density of the bands increased with 

water desorption and exposure to more silanol [34]. 

The results of the BET surface area analysis were 

summarized in Table S4; the BET surface area of the 

DA sample increased by 12.5% compared to the 

original diatomite sample previously used. This 

increase could be due to cleaning the blocked pores 

by opening siloxane bridges with acid treatment [35]. 

The surface area of the DM sample increased by 

20.8%. The surface area increased with the removal 

of impurities and the opening of micropore areas due 

to the effect of the modification. The micropore areas 

(83.39 m2 g-1) presented in Table S4 also support this. 

In the DM-550°C and DM-850°C samples, microporous 

walls could be destroyed by the effect of heat, and 

micro-pore width increased (37,12 Å and 58,84 Å) 

 

 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/scanning-electron-microscopy
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and surface area decreased by 29% and 96%, 

respectively. The pore diameters obtained after the 

modification are presented in Table S4, and it was 

observed that the mesoporous (pore diameters in the 

range of 2-50 nm) structure dominates. The 

morphology analysis expected that the sample’s 

surface area and pore volume would increase due to 

the porous structure [36]. However, during the 

thermal treatment at 850 °C, the blocked pores on the 

surface of the diatomite pores could not be determined 

by the BET N2 adsorption method. Therefore, very 

low surface pore volume values were recorded with 

low surface area [37].  The data obtained from 

Matersizer analysis of samples with a wide variety of 

shapes are presented in Table S5, and the graphs are 

shown in Figure S1. In Figure S1, the size distribution 

of the DA particles widened from 0.2 to 90 µm, and D 

(0.5) 32.01 µm was obtained. After the modification, 

the DM-850°C expanded as the size range (10 to 900 µm 

in Figure S1) increased as D (0.5): 135.1 µm and the 

main peak shifted to the right. D (0.5), median, 

diameter distribution and surface area, and volume 

width were highest at DM-850°C, while specific surface 

area was lowest. This reduction in the specific surface 

area and the increased pore-size diameter after 

heating could be demonstrated by sintering [38]. 

 

3.2. Adsorption experiments 

 

3.2.1. Effect of pH 

 

The effect of pH on the adsorption of Co(II) by DA, 

DM, DM-550°C, and DM-850°C is shown in Figure 5. 

 

 

Figure 5. Effect of pH on the adsorption of Co(II) 

onto DA, DM, DM-550°C and DM-850°C. 

 

Another important factor affecting the 

adsorption capacity of the adsorbent is the pH of the 

solution. Therefore, the adsorption experiments for 

Co(II) were carried out under the conditions of C0 = 

30 mg L-1 and 298 K, ranging from pH 2 to 9. It 

increased between pH=4-8, as shown in Figure 5. The 

C=O and OH groups on the surface of the sample are 

more easily protonated under acidic conditions (< 

pH=7). It reduces the binding sites of the sample by 

causing them to bind with H+ in the solution and 

prevents the adsorption of Co+2. It is conceivable that 

as the pH of the solution increases from 4 to 8, more 

negative charges could be used for adsorption. At pH 

values > 8, Co+2 ions begin to precipitate as ions [39]. 

Therefore, a higher Co(II) adsorption capacity was 

obtained under pH=7 conditions. 

 

 

Figure 6. Effect of contact time on the adsorption of 

Co(II) onto DA, DM, DM-550°C, and DM-850°C. 

 

The effect of contact time on the adsorption of 

Co(II) from aqueous solutions DA, DM, DM-550°C and 

DM-850°C samples was investigated. Figure 6 shows 

that the ion adsorption rate is constant due to a greater 

interaction with the vacant adsorption sites on the 

upper surface of the adsorbent, and then saturation 

occurs [40]. The removal of Co(II) ions from DM-550°C 

reached 94% at 10 minutes and its maximum (99.6%) 

after 90 minutes. Then the adsorption slowed down 

and reached equilibrium due to the reduced surface 

area that could be occupied by the adsorbate 

molecules. 

 

3.3. Adsorption isotherm studies 

 

Isotherm models (Langmuir, Freundlich, and 

Dubinin-Radushkevich) were used to describe the 

equilibrium between adsorbate and adsorbent systems 

(Figure 7), and correlation coefficients were 

calculated to assess the best fit (Table 2). 
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Figure 7. Adsorption nonlinear isotherm model for the DA (a), DM (b), DM-550°C (c) and DM-850°C (d). 

 

 

Table 2. Isotherm parameters obtained by nonlinear fitting for the DA (a), DM (b), DM-550°C (c) 

and DM-850°C (d) 

Isotherm/Model   DA SE DM SE DM-550°C SE 
DM-

850°C SE 
          

Langmuir qM (mg g-1) 18.18 1.1581 28.65 0.5287 48.30 1.5358 66.22 0.3382 

 KL 0.4041 0.1622 0.4586 0.4492 0.3545 0.9333 0.2211 1.335 

 RL 0.1984  0.1790  0.2200  0.3114  

 R2 0.9992  0.9813  0.9396  0.9091  

 X2 0.0285  0.0791  0.1030  0.2632  

Freundlich KF 5.4853 0.1677 10.7920 1.2798 10.1953 1.1735 9.5214 1.4017 
 1/n 0.8690 0.0766 0.9371 0.1345 0.7624 0.2941 0.7803 0.3156 

 R2 0.9969  0.9749  0.9146  0.8742  

 X2 0.0247 
 

0.0805  0.2295  0.2931  

Dubinin-

Radushkevcih 
qM (mg g-1) 11.7190 0.6261 15.5897 1.0058 16.2665 0.3546 18.5100 0.8197 

 KD-R 0.0005 0.0953 0.0005 0.0582 0.0004 0.0181 0.0004 0.0476 

 ED-R 0.3162  0.3162  0.3536  0.3536  

 R2 0.9941  0.9726  0.9376  0.8903  

  X2 0.1313  0.1246  0.0435  0.2400  

 

The data for four nonlinear isotherm models are 

shown in Table 2. The values showed the fit of the 

Langmuir model to the experimental data, as it had 

higher R2 values. In this study, the maximum 

adsorption capacities of DA, DM, DM-550°C, and DM-850°C 

were 18.18 mg L-1, 28.65 mg L-1, 48.30 mg L-1, and 

66.22 mg L-1, respectively. The constant KL, 

separation factor RL values related to the binding 

energy of the adsorption system, the best fit of the 

models to the experimental data, chi-square (χ2), and 

error analysis (SE) are presented in Table 2. The 

Freundlich model shows a surface characterized by 
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multilayer inhomogeneous adsorption on the 

adsorbent surface. KF (mg L-1) defines the amount of 

metal ions adsorbed on the adsorbent at equilibrium, 

while n measures the adsorption density or surface 

heterogeneity. The Freundlich model showed poor 

agreement with the experimental data for Co(II) metal 

ion at DA, DM, DM-550°C, and DM-850°C (Fig. 7 A−D). The 

1/n <1 values of the Freundlich model indicated that 

the adsorption levels were excellent. In this study, the 

n values are 0.8690 for DA, 0.9371 for DM, 0.7624 for 

DM-550°C, and 0.7803 for DM-850°C, which means proper 

adsorption. The Freundlich isotherm provided a less 

reasonable fit to the experimental data compared to 

the Langmuir models. On the other hand, the E values 

generated using the Dubinin–Radushkevich (D–R) 

model (E<8 kJ mol-1, 298 K) were the values of 

samples that confirmed the physical adsorption 

behaviour (Table 2). 

 

3.4. Adsorption kinetics studies 

 

Kinetic models were used to test the experimental 

data to investigate the mechanism of adsorption of 

Co(II) to modified DA, DM, DM-550°C, and DM-850°C and 

potential rate control steps such as mass transfer and 

chemical reactions. The adsorption kinetic model is 

usually defined by one of the following models: 

pseudo-fırst-order, pseudo-second-order, intraparticle 

diffusion model, and Boyd model. 

 

Table 3. Kinetic parameters obtained using pseudo-

fırst-order and pseudo-second-order 

kinetic models 
Kinetic   DA DM DM-550°C DM-850°C 

Models      
 

 qe (exp) (mg g-1) 3.0495 3.0761 3.0810 3.084 

Pseudo-

first 

order 

qe. (cal) (mg g-1) 0.1230 0.2586 0.1086 0.1353 

 k1 (min-1) 0.0519 0.0807 0.0234 0.0907 
 R2 0.8846 0.9199 0.9205 0.8753 

Pseudo-

second 

order 

qe. (cal) (mg g-1) 3.0581 3.0807 3.0303 3.0845 

 k2 (g mg-1 min-1) 0.0093 0.0121 0.0095 0.0097 

  R2 1 1 1 1 

 

Adsorption data were fitted using pseudo-

fırst-order and pseudo-second-order kinetic models in 

Table 3. This fitting demonstrates that the pseudo-

second-order kinetic model successfully describes the 

kinetics of Co(II) adsorption onto DA, DM, DM-550°C, 

and DM-850°C. Moreover, the qe value was close to the 

experimental data calculated using the pseudo-fırst-

order kinetic model, confirming that the studied 

adsorption systems belong to the pseudo-second-

order kinetic model.  

 
Figure 8. Intraparticle diffusion model for Co(II) 

adsorption onto theDA, DM, DM-550°C and 

DM-850°C samples. 

 

Table 4.  Intraparticle diffusion model data of Co(II) 

adsorption onto the DA, DM, DM-550°C and DM-850°C 

samples 

İntraparticle     

Diffusion DA DM DM-550°C DM-850°C 

Model     

ki(mg L-1 min -1(1/2)) 0.0123 0.03 0.0122 0.024 

C ( mg L-1) 2.9409 2.8545 2.963 2.8964 

R2 0.9351 0.8001 0.947 0.939 

 

Figure 8 shows that the plot of qt versus t0.5 is 

an intraparticle diffusion model, indicating that three 

steps occurred. The boundary layer diffusion 

controlled the adsorption to some extent; as the 

drawing did not pass through the origin, it could be 

assumed that intraparticle diffusion was not the sole 

mechanism that controlled the adsorption. It could be 

concluded that three processes control the rate of 

adsorption of molecules, but only one was rate-

limiting at any given time interval. The first process 

could be attributed to the diffusion of the bulk 

adsorbent to the outer surface, while the second 

process could be attributed to the diffusion into the 

mesopores. The third part was attributed to the 

equilibrium stage, where diffusion within the particles 

began to slow down due to the low concentration of 

chromium in the solution. The slope of the second 

linear section was defined as a velocity parameter (kin) 

[41]. This range was characteristic of the adsorption 

rate, with intraparticle diffusion reported as the rate-

limiting factor and the R2 value ranging between 

0.8001 and 0.9470 (Table 4). 
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Figure 9. Boyd models of for Co(II) adsorption onto 

the DA, DM, DM-550°C and DM-850°C samples. 

 

The plot of Bt versus t is called a Boyd plot in 

Figure 9, where a straight line through the origin 

means that the adsorption process is driven by 

diffusion within the particles. Otherwise, the 

adsorption process is controlled by either diffusion in 

the film or diffusion within the particles [42], [43]. 

From Figure 9, the plot did not pass through the 

origin, suggesting that film diffusion dominated the 

adsorption process. 

 

3.7. Comparison with other adsorbents 

 

Fu-qiang et al. (2013) investigated whether fly ash 

modified with ferrous chloride is an effective 

adsorbent in the removal of Mo(VI) from aqueous 

solutions. The adsorption equilibrium data agreed 

well with the Langmuir model, and the Langmuir 

adsorption capacity (Q0) is 17.83 mg L-1. They 

reported that the method is inexpensive, effective, and 

simple compared to existing treatment technologies 

[44]. Salmani et al. (2016), prepared activated carbon 

from pomegranate peel (PPC), modified it with FeCl3 

(Fe3+PPC) and FeCl2 (Fe2+PPC) solutions, and studied 

the removal of Pb+2 from the aqueous solution. The 

maximum adsorption capacity estimated by the 

Langmuir model was 34.5 and 17.8 mg L-1 for 

Fe2+PPC and Fe3+PPC for Pb (II) ions, respectively. 

This was interpreted by the presence of chelating 

functional groups such as carboxyl, phenol, and OH 

on the Fe2+PPC surface, which has a high affinity for 

removing Pb(II) ions [45]. Chunhui et al. (2018), 

obtained biochar (BC) using yak dung and modified 

it with FeCl2 (Fe-BC3). Adsorption results showed 

that the maximum adsorption capacities of F- and As 

(V) on Fe-BC3 were 3.928 mg L-1 and 2.926 mg L-1, 

respectively [46]. Qi et al. (2020) studied how FeCl2 

was dissolved in anhydrous ethanol and further 

impregnated cotton textile waste (CTW) to prepare 

activated carbons (ACs) by pyrolysis. Afterwards, the 

physicochemical properties for ACs and adsorption 

capacities of Cr(VI) were evaluated. The maximum 

adsorption amount of AC-AE was 137.289 mg L-1 for 

Cr(VI). Also, in this study, it was emphasized that 

FeCl2 exhibited better impregnation on raw materials 

compared to FeCl3 [47]. 

 

3.8. Predicting mechanism of adsorption 

 

Adsorption processes result in different adsorption 

interactions due to the various designs of adsorbents 

and consequent changing surface properties. It is 

explained by physical mechanisms such as van der 

Waals forces, hydrogen bonding, stacking, 

electrostatic interaction, and hydrophobic interaction. 

The chemical adsorption mechanism with more 

pronounced forces can also be effective due to the 

development of chemical bonds between the 

adsorbent and the adsorbate through electron sharing 

[48]. The more effective adsorption capacity of the 

modified samples may be the result of some important 

changes. In physisorption, the pore-filling effect may 

dominate due to the wide pore size distribution of 

heavy metals [49]. The adsorption of heavy metals on 

the surface of the adsorption material can cause a 

surface reaction. The pH of the aqueous solution is an 

important factor affecting the heavy metal species, the 

protonation of functional groups, the electric double 

layer on the surface, and the adsorption process. Its 

important effect on the heavy metal adsorption 

process is the protonation and deprotonation of 

hydroxyl groups in materials. According to the 

experimental results of pH change, electrostatic 

interactions could occur between positively charged 

adsorbates (Co(II)) and negatively charged functional 

groups containing residual oxygen [50]. Also, 

different fractions of Co(II) species could be an 

effective factor in pH environments. Surface 

complexation, including coordination and chelation, 

was an important mechanism for the removal of ionic 

species, mainly metal ions, from samples (in Fugure 

10). 
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Figure 10. Plausible adsorption mechanism of Co (II) ions onto the DA, DM, DM-550°C and DM-850°C samples. 

 

In the adsorption processes, the complex 

formation is strongly influenced by the pH of the 

solution, as it could involve the uptake/release of 

hydrogen ions [51]. The adsorption study showed that 

monolayer adsorption took place on the homogeneous 

surfaces of the samples. It could largely contribute to 

the adsorption behavior due to the domains provided 

by the oxygen-containing functional groups [52]. 

 

4. Conclusion  

 

The aim of this study was to functionalize the surface 

of the adsorbent, which is a very effective method for 

removing waste from aqueous solutions. In this 

context, inspired by the previous work [18], it was 

modified with transition metal oxides, taking into 

account the high efficiency of the active groups on the 

surface, with ferrous chloride, and thermal treatment 

at two different temperatures (550 °C and 850 °C). In 

the elemental analysis, it was observed that the 

content of ferrous chloride (FeCl2) compounds 

increased and became more stable as a result of the 

reduction of ignition rate loss with thermal treatment. 

It was noticed that the FexOy density increased with 

the modification according to the XRD pattern. It 

appeared that there were significant changes in pore 

structure and surface shape with modification, 

according to the SEM image. The change in samples 

with modification was supported by FTIR peaks. The 

results of the BET analysis and the Mastersizer 

analysis showed clear changes in the pore structure 

and the pore size distribution due to the effect of the 

modification. The pH of a solution is an important 

parameter affecting adsorption of metal ions on 

adsorbents. The adsorption capacities were measured 

at different pH values and pH=7 was found to be the 

most suitable for Co(II). The effect of time on the 

adsorption capacity was studied, and it was observed 

to reach equilibrium in approximately 90 minutes. 

From the correlation coefficients of the adsorption 

isotherms, the type of adsorption was more consistent 

with the Langmuir isotherm (R2> 0.9). Also, it was 

found that DM-850°C adsorbed approximately 3.6 times 

better than DA according to the adsorption capacities 

obtained from the Langmuir isotherm. It was found to 

be more compatible with the pseudo-second-order 

kinetics model using kinetic calculations. The 

adsorption processes of Co(II) on DA, DM, DM-550°C, 

and DM-850°C samples were controlled by its 

monolayer and homogeneous surface, and physical 

adsorption, ion exchange, and electrostatic surface 

complexation were predicted to play a dominant role. 

It was concluded that ferrous chloride and thermally 

modified diatomite samples could be used as an 

effective, low-cost, and environmentally friendly 

adsorbent for the removal of Co(II) from an aqueous 

solution. 
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Abstract 

Plant extracts are efficient reducing agents for the synthesis of oxide materials and 

can regulate fiber diameter, pore size, and phase structure in these materials because 

of their high organic macromolecule content. In this study, titanium 

tetraisopropoxide (TTIP) was used as a TiO2 precursor, and PVP polymer was used 

as the carrier polymer for electrospinning. Avocado seed extract (ASE), which is a 

new and valuable source of phenolic compounds, was used for the coordination and 

reduction of TTIP. ASE was obtained by methanol-water extraction. The total 

phenolic content of ASE was calculated to be 0.16 g GAE / g dry ASE, and the total 

dissolved protein amount of ASE was calculated to be equivalent to 0.78 g BSA / g 

dry ASE. TiO2-PVP-Avocado seed extract (T/P/A) composite nanofibers were 

produced at different voltages, distances, and polymer concentrations. Crystalline 

TiO2 formation was not observed in as-spun nanofibers; thus, selected nanofibers 

were heat treated at 500 oC for 3 h. Smooth and integrated TiO2 nanofibers prepared 

by using 5 w% PVP at 15 kV and 15 cm distance with or without ASE were imaged 

by Scanning Electron Microscopy (SEM). X-ray Diffraction (XRD) patterns of heat 

treated TiO2 nanofibers prepared in the presence of ASE crystallized mainly in 

anatase form. However, both anatase and rutile phases were detected in the 

crystalline structure of TiO2 nanofibers when ASE was not used. ASE incorporation 

affected the phase transformation of TiO2 nanofibers, indicating that the anatase-

rutile ratio of TiO2 nanofibers may also be controlled by the presence of ASE.  

 

 

1. Introduction 

Electrospinning is a method that utilizes electrostatic 

force to form polymer fibers from a wide variety of 

materials that contain polymers, metals, composites, 

and ceramics [1], [2]. Electrospinning is a cheap and 

sophisticated method to form nano and micro-scale 

fibers [3], [4]. Electrospun nanofibers have high 

surface area to volume ratios, and their pore sizes and 

diameters can easily be modified by changing the 

spinning parameters  [5]–[7]. Electrospun nanofibers 

are widely used in different areas such as tissue 

engineering, cosmetics, filtration processes, nano-

sensors, military protective clothing [8], wound 

healing dressings, nanocatalysts, pharmaceuticals, 

and probiotic encapsulation [5], [7].  

 Titanium dioxide has antimicrobial, 

photocatalytic, self-cleaning, and biocompatible  
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properties. Commercially pure titanium is a 

biologically compatible metallic material due to its 

surface properties, resulting in the self-deposition of 

stable and inert titanium dioxide [9]. Titanium tetra 

isopropoxide (an organic titanium precursor), TTIP, 

is often mixed with polyvinyl pyrrolidone (PVP) as 

the carrier polymer in order to synthesize TiO2 

nanofibers via electrospinning [10], [11].  PVP is also 

widely used in food additives, personal care products, 

pharmaceutical technology, drug delivery systems, 

and bioactive packaging applications [12]. In a study, 

TiO2 nanofibers were obtained by electrospinning 

PVP solutions at 3 different TTIP concentrations. 

Smooth TiO2 fibers were obtained after calcination of 

the electrospun nanofibrous membranes at 600 oC 

[13]. In another study, a water soluble form of Ti-

precursor, titanium (IV) bis (ammonium lactato) 
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dihydroxide (TiBALDH), was used to obtain TiO2 

nanofibers in the presence of PVP. The electrospun 

nanofibers were heat treated up to 600 oC. After heat 

treatment, the TiO2 nanofibers preserved their 

integrity and showed smaller fiber diameters when 

compared to the diameters of as-spun nanofibers [14]. 

The formation of crystalline TiO2 nanoparticles often 

requires high temperatures, starting at 400 °C. 

However, crystalline TiO2 nanoparticles can be 

synthesized at low temperatures without requiring 

heat treatment. For this long-term aging process [15], 

concentrated acid solutions [16] and water soluble 

titanium precursors or biomolecules are used [17], 

[18]. 

The green synthesis of crystalline TiO2 

nanoparticles has been studied in the presence of 

different types of plant extracts and microorganisms. 

These biological samples include many types of 

polyphenols, flavonoids, proteins, etc., which may 

behave as reducing agents [19]. This environment-

friendly approach both reduces the undesired effects 

of chemical methods and may play an important role 

either in the structure of TiO2 nanoparticles or in their 

properties such as antimicrobial and photocatalytic 

activity [20]. In a recent study, TiO2 nanoparticles 

were obtained at room temperature in the presence of 

L. acutangula leaf extract. Titanium sulfate was used 

as a precursor, and the synthesis was conducted in a 

water environment without a calcination step. The 

green synthesized nanoparticles showed very good 

antimicrobial activity across a wide-spectrum [21]. In 

addition, the beneficial effects of TiO2 nanoparticles 

as a growth regulator and nanofertilizer-like agent on 

plant growth have been well described in the studies 

[19], [22].  The properties of green synthesized TiO2 

nanoparticles have been discussed in many studies; 

however, this study emphasizes the effects of avocado 

seed extract (ASE) on the morphology and 

crystallinity of green synthesized TiO2 electrospun 

nanofibers for the first time.  

Avocado, with its rich nutritional value, is a 

fruit that is frequently found on dining tables today 

and is also grown in Türkiye. The effects of extracts 

from leaves, ripe and unripe fruits, or seeds of 

different avocado species on microorganisms and 

mammalian cells, as well as their effects on 

nanoparticle production, were studied [23]. Avocado 

fruit and leaf extracts have been investigated for many 

years; however, ASE has recently been studied in the 

literature [24]. Avocado seed extracts show 

antioxidant, anticarcinogenic, and antimicrobial 

properties that make avocado seed a precious source 

for obtaining valuable extracts from plant waste [25], 

[26]. The effectiveness of the surface-active 

properties of polyols from ASE was examined in a 

self-emulsifying drug delivery system. It was stated 

that the encapsulation efficiency of drugs with low 

water solubility, naproxen, and curcumin, was 

increased in the presence of ASE [27]. In another 

study, phospholipids obtained from avocado seeds 

were used to form a stable oil-in-water emulsion [28]. 

In the literature, no study was found in which ASE 

was used in the production of TiO2 nanofibers. 

In this study, electrospun TiO2 nanofibers 

were synthesized in the presence of ASE. The 

morphology of the as-spun and heat-treated 

nanofibers was characterized by SEM analysis. 

Crystalline and chemical structures were determined 

by XRD and FTIR analysis, respectively.  

 

2. Material and Method 

 

2.1. Preparation of Avocado Seed Extract 

 

A bacon type avocado was purchased from the 

commercial market. The seeds were separated from 

the fruit, and their shells were peeled off. Then, they 

were cut into small pieces. Approximately 150 g of 

avocado seed pieces were homogenized in a blender 

with 500 mL of deionized water. 500 mL of methanol 

was added to the blended seeds, and they were stirred 

at 500 rpm at room temperature (RT) for 2 h. Then, 

the mixture was centrifuged at 8000 rpm for 10 

minutes, 3 times. The supernatant was collected and 

methanol was removed from the rotary evaporator at 

50 oC. Water remaining in the samples was removed 

by freeze-drying at -80 oC (Labconco, FreeZone 2.5 

Liter Benchtop Freeze Dryers). The freeze-dried ASE 

was stored at RT for further use. 

 

2.2. Total Phenolic and Protein Content of 

Avocado Seed Extract 

 

Folin Ciocalteu reagent (FC, Sigma, Germany) was 

used to determine the total phenolic content of ASE. 

Gallic acid (GA, Sigma, Germany) was used as the 

standard to express the phenolic content of ASE as g 

GA equivalent / dry weight of avocado seed extract (g 

GAE / g dry ASE). ASE samples were dissolved in a 

methanol/water (1:1) mixture at 1mg/mL 

concentration. The working solution for FC was 

prepared in ultra-pure water (UPW, 1:10 dilution). 7.5 

w% Na2CO3 solution was prepared in UPW. All 

reagents were prepared freshly just before use. 

Analysis was performed in triplicate on a 96-well 

plate. 10 µL sample or control without ASE was 

added to the wells. 100 µL FC working solution was 

added and waited for 3 min at RT. Then, 90 µL of 7.5 

w% Na2CO3 solution  
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was added, and the absorbance values of the resulting 

solutions were recorded at 765 nm after 1 h of 

incubation by a spectrophotometer (BMG Labtech, 

SPECTROstar Nano, Germany).  

The total protein amount of ASE was 

determined by the Lowry protein assay. Bovine serum 

albumin (BSA) was used as the standard protein. A 

solution of 0.1 mg/mL ASE was prepared in UPW. 77 

µL of samples with or without ASE were added to the 

wells. Then, 108 µL Lowry solution (it was modified 

from [29]) and 15 µL FC solution (1:10 dilution in 

UPW) were mixed with the samples, respectively. 

Absorbance values were recorded at 750 nm after 1 h 

of incubation at RT in the dark.  

 

2.3. Preparation of Electrospinning Solutions 

 

Polyvinylpyrrolidone was supplied from Sigma (Mw 

360,000 g/mol). Other chemicals were obtained from 

Sigma, unless stated. 0.25 g and 0.3 g of PVP were 

dissolved in 3.12 mL of absolute ethanol under 

stirring at RT overnight. 1.25 mL of acetic acid and 

0.62 mL of TTIP were added to the PVP solutions, 

respectively, and stirred for 1.5 hours to obtain a 

homogeneous mixture. It is frequently seen in the 

literature that acetic acid is generally used to dissolve 

TTIP and trigger its coordination [27]–[29]. Then, 0.9 

mg of ASE was added to the PVP/TTIP mixture and 

sonicated for 5 min at RT for a complete dissolution 

of the extract in the solution. The solution, including 

TTIP, PVP, and ASE, was taken into a 5 mL syringe 

with a blunt end 21-gauge needle. Electrospinning 

conditions are given in Table 1 and a photograph of 

the electrospinning apparatus is given in Figure 1 

(Fytronix, electrospinning apparatus).  Random 

nanofibers were collected for 30 min for each sample 

and they were dried overnight at RT. Then they were 

kept at RT for further analysis. The selected samples 

were heat treated at 500 oC for 3h (Carbolite, 

RHF1400). The heating ramp was 5oC/min. 

Nanofibers without ASE were used as control 

nanofibers. 

 

2.4. Characterization of Electrospun Nanofibers 

The surface morphology of as-spun and heat-treated 

nanofibers was analyzed by Scanning Electron 

Microscopy (SEM, FEI, Quanta 650 Field Emission). 

 

Figure 1. Photograph of electrospinning apparatus. 

 

The electrospun nanofibers were sputtered with gold 

before imaging. The crystalline structure of TiO2 was 

characterized by X-ray Diffraction (XRD, Rigaku 

MiniFlex 600) analysis. XRD patterns were fitted 

with the Pseudo-Voigt function. The crystallized size 

was calculated by using Scherrer’s equation 

(Equation 1) by using (101) reflection of anatase, and  

the rutile weight percent was calculated by using 

(101) reflection of anatase and (110) reflection of 

rutile (Equation 2) [30]. 

 

d  
k.

β.cosθ
  (1) 

            where d is the average crystallite size (nm), k 

is a constant (0.9), λ is the X-ray wavelength (nm), β 

is the full width half maximum and θ is the Bragg’s 

angle. 

 

xR = 1 − (1 + 1.26
IR

IA
)

−1
      (2) 

 

            where xR is the rutile weight fraction, IR and IA 

are the intensities of the rutile (110) peak and anatase 

(101) peak, respectively. 

Chemical characterization was carried out by 

the Fourier Transform Infrared Spectroscopy (FTIR, 

Perkin Elmer Spectrum 2). Fiber diameters were 

calculated by the Image J software (NIH, USA). 

Statistical analysis was carried out using GraphPad 

Prism 9, USA. Unpaired t test was selected to 

compare the difference within fiber diameters.   

Table 1. Electrospinning parameters 

Polymer 

Concentration 

(w/v%) 

TTIP 

(mL) 

Ethanol 

(mL) 

Acetic 

Acid (mL) 

ASE/PVP 

(w/w%) 

ASE/TTIP 

(w/w%) 

Voltage 

(kV) 

Distance 

(cm) 

Flow rate 

(mL/h) 

5 / 6 0.62 3.12 1.25 0.36 / 0.30 0.15 15 / 17 15 / 20 0.5 
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3. Results and Discussion 

 

ASE is a precious source due to its rich nutritional and 

phenolic content [31], as was also demonstrated in 

this study. The total phenolic content of ASE was 

calculated to be 0.16 g GAE / g dry ASE. Total 

dissolved protein amount of ASE was calculated to be 

equivalent to 0.78 g BSA / g dry ASE. These values 

were within the range of the literature [24]. The 

effects of PVP concentration, the presence of ASE, 

electrospinning voltage, and the distance from the tip 

of the needle to the surface of the collection plate on 

the morphology of nanofibers were investigated. Two 

different polymer concentrations were selected. 

Uniform and homogeneously distributed nanofibers 

were obtained at a 5 w% PVP concentration, as shown 

in the SEM images (Figure 2).  

 

 
Figure 2. SEM images of as-spun nanofibers obtained 

with 5w% PVP solution, magnification: 20.000x. 

 

Different voltage and distance values were 

studied for 6 a w% PVP concentration for only the 

fibers prepared in the presence of ASE. Wavy and 

non-homogenous nanofibers were obtained for the 

selected conditions, as seen in Figure 3. Further 

studies were carried out with electrospun nanofibers 

prepared using a 5 w% PVP concentration. PVP 

polymers with different molecular weights have been 

used as carriers to obtain TiO2 nanofibers [28], [30]. 

The selected concentration of carrier polymer and the 

solvent for electrospinning can change according to 

their Mw. Here, PVP with an Mw:360,000 g/mol was 

used at 5 w% as a carrier polymer. In the literature, 

high molecular weight 1,300,000 g/mol PVP was 

generally used for electrospinning [32], however, in a 

study, electrospun TiO2/PVP nanofibers were 

successfully obtained by using PVP with a relatively 

lower Mw (360,000 g/mol) [33]. Here we 

successfully obtained homogeneous TiO2 / PVP 

nanofibers with PVP having Mw 360,000 g/mol. 

 

 

Figure 3. SEM images of as-spun nanofibers obtained 

with 6w% PVP solution, magnification: 20.000x. 

 

Nanofibers with ASE showed different fiber 

morphology when compared to the control 

nanofibers. The average nanofiber diameter was 

increased; however, there were some thinner 

nanofibers in the structure of ASE, including groups, 

resulting in increased standard deviations in the 

nanofiber diameters. Nanofiber diameters are given in 

Table 2. 

TiO2 has three main crystalline phases named 

anatase, rutile, and brookite. Anatase and brookite are 

metastable forms that have tetragonal and 

orthorhombic crystalline phase structures, 

respectively. Rutile is the stable form of TiO2, which 

has a tetragonal phase structure [34]. No diffraction 

peaks of the crystalline phases of TiO2 were observed 

in the XRD patterns (not shown) of the as-spun 

nanofibers. This result was expected for a control 

group without any plant extract when compared to the 

literature [35]. In addition, crystal growth of TiO2 did 

not occur in the presence of ASE for the 

electrospinning conditions given in Table 1.  

15kV 20cm + ASE15kV 20cm 

17kV 15cm 17kV 15cm + ASE

17kV 20cm + ASE17kV 20cm

5 w% PVP 
15kV 15cm 15kV 15cm + ASE

15kv 15cm + ASE 17kv 15cm + ASE

17kv 20 cm + ASE

6 w% PVP 
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The formation of crystalline phases of TiO2 in 

a mild environment depends on the precursor of TiO2. 

It was shown that anatase TiO2 can be obtained from 

TTIP in the presence of acetic acid and water at RT 

after one week of aging [36]. Here, electrospinning 

solutions were prepared just before use to prevent 

precipitation. The interaction time between ASE and 

TTIP may not be enough to start the crystallization of 

TiO2 at RT. 

The selected nanofibers (15 kv, 15 cm, 5 w% 

PVP) were heat-treated at 500 oC for 3 hours in order 

to crystallize TiO2. The heat-treated nanofibers 

retained their integrity, as seen in the SEM images 

(Figure 4). PVP polymer (Mw:360,000) loses more 

than 95% of its weight below 500 oC heat treatment 

[36], thus these nanofibers may be referred to as TiO2 

nanofibers as the new structure is nearly 100% TiO2.  

 

 

Figure 4. SEM images of heat treated (HT) nanofibers 

obtained with the electrospinning of 5 w% PVP including 

solution. Magnifications of the images are 150,000x and 

2,000x. 

 

There was less beading formation in TiO2 

nanofibers when they were obtained in the presence 

of ASE. The distribution of fiber diameter was 

changed after heat treatment. TiO2 nanofibers with 

ASE showed smaller diameter and narrower size 

distribution, 181  2 nm, when compared to the 

 

diameters of control TiO2 nanofibers without ASE, 

203  4 nm (p<0.01, **).  

Figure 5. XRD patterns of nanofibers with or without 

ASE (15 kV, 15 cm, 5 w% PVP) heat treated at 500 oC for 

3 hours. 

 

The crystalline properties of the heat-treated 

nanofibers were determined by XRD analysis. Figure 

5 shows the XRD patterns of selected composite 

nanofibers at the specified conditions. In the presence 

of ASE, the main phase was found to be anatase with 

trace amounts of rutile phase (corresponding to the 

JCPDS cards given in the figure; JCPDS: Joint 

Committee on Powder Diffraction Standards). 

However, without ASE, the crystalline structure is 

still dominated by the anatase phase, but with 

relatively higher amounts of the rutile phase (about 9 

w%). This finding indicated that ASE has a 

significant effect on the phase evolution of TiO2. The 

phase transformation from anatase to rutile could 

possibly be hindered by organic molecules in the ASE 

[30]. The crystallite sizes for the control and ASE-

containing samples were determined to be 11.6 and 

12.6 nm, respectively. It is known that anatase is more 

15kV 15cm + ASE / HT15kV 15cm / HT

15kV 15cm + ASE / HT 

15kV 15cm / HT
Rutile: JCPDS card:01-087-0920

Anatase: JCPDS card:01-084-1286

Table 2. Average diameters of as-spun TiO2 nanofibers 

Condition 
Average Fiber 

Diameter (nm) 
Condition 

Average Fiber 

Diameter (nm) 
Condition 

Average Fiber 

Diameter (nm) 

5 w% PVP - ASE 5 w% PVP + ASE 6 w% PVP + ASE 

15kV, 15cm 163.4  45.6 15kV, 15cm 214.7  83.6 15kV, 15cm 257.5  184.4 

15kV, 20cm 297.4  69.4 15kV, 20cm 274.9  83.5 17kV, 15cm 215.1  101.3 

17kV, 15cm 149.6  48.5 17kV, 15cm 195.1  68.9 17kV, 20cm 178.9  77.9 

17kV, 20cm 189.6  16.2 17kV, 20cm 167.4  58.6   
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photocatalytically active than rutile, whereas rutile 

absorbs light in a wider wavelength range than 

anatase. Therefore, the presence of both anatase and 

rutile phases in the nanostructure may contribute to 

the photocatalytic activity. The XRD patterns of the 

heat-treated nanofibers revealed that an optimization 

in the anatase-rutile ratio in the nanostructure can be 

realized by the modification of the ASE amount in the 

as-spun nanofibers along with the heat treatment 

temperature, as discussed for metal dopants in the 

literature [37]. 

 

 

Figure 6. A) FTIR spectra of PVP, ASE and nanofibers 

heat treated (HT) at 500oC for 3 hours. B) The magnified 

image of FTIR spectra between 1250-3500 cm-1. 

 

The bending vibration of Ti-O-Ti bonds in the 

TiO2 lattice was observed in the range of 500-600    

cm-1 [39] by FTIR analysis, as seen in Figure 6. 

Characteristic bands of PVP at 1644 cm-1 and 1345 

cm-1 were attributed to the vibration of the C=O bond 

and the stretching vibration of the C-N bond, 

respectively [40]. The strong peak at 1025 cm-1 in 

ASE was attributed to the vibrations of C-O stretching 

in ester groups. The wide peak at 3414 cm-1 was 

attributed to the O-H stretching [41]. Here, it was 

expected for the polymer to burn completely; 

however, there are still some peaks that may be 

related to PVP, ASE, or TiO2 interaction. These peaks 

were between 2250-3000 cm-1 and the intensities of 

the peaks were higher for nanofibers with ASE when 

compared to the control nanofibers. ASE is an organic 

mixture of plants, so it was also expected to burn after 

heat treatment. However, the peaks between 2250-

3000 cm-1 may be an indication that organic 

molecules are not completely burned. On the other 

hand, specific bonds for PVP and ASE mostly 

disappeared after heat treatment.  

 

4. Conclusion and Suggestions 

 

Pure TiO2 nanofiber networks can be prepared by the 

electrospinning method. Herein, the green synthesis 

and characterization of electrospun TiO2 nanofibers in 

the presence of avocado seed extract (ASE) were 

performed. As-spun TiO2 nanofibers with or without 

ASE were amorphous, whereas crystalline nanofibers 

were obtained after heat treatment. ASE has a 

significant effect on the phase evolution of heat-

treated TiO2 nanofibers. Anatase is the main phase in 

the crystalline structure of TiO2 nanofibers with or 

without ASE. However, 9 w% rutile phase was 

detected in TiO2 nanofibers without ASE which was 

at trace amounts in TiO2 nanofibers with ASE. In 

addition, smaller diameter fibers were obtained in the 

presence of ASE. Fiber diameter and crystalline 

structure are important parameters that may affect the 

photocatalytic activity, antimicrobial, and 

biocompatibility properties of the synthesized 

material. Further studies are needed to show how ASE 

will affect the functional properties of TiO2 

nanofibers.  
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Abstract 

2-Aminobenzylamine derived Schiff base and its Cu(II), Ni(II),Co(II)  and  Fe(III)  

metal  complexes  were  researched  in  terms  of their antioxidant and antibacterial 

activities in this study. 1,1-Diphenyl-2-picrylhydrazyl radical scavenging (DPPH) 

method, ferric reducing antioxidant power (FRAP) method and cupric reducing 

antioxidant capacity (CUPRAC) method were carried out for determination of 

antioxidant effects of compounds. The antioxidant activity of the compounds was 

compared with the standard antioxidants butylated hydroxyanisole (BHA) and 

butylated hydroxytoluene (BHT). Fe, Ni and Cu complexes exhibited more 

scavenging activity than BHT. All compounds exhibit lower ferric reducing activity 

than BHA and BHT. Fe complex, Ni complex and the ligand have more antioxidant 

capacity than corresponding to BHT according to CUPRAC method. These assays 

showed that all compounds researched can use as synthetic antioxidants. 

Antibacterial effects of Schiff base and its metal complexes were investigated by agar 

disc diffusion method. Antibacterial studies of the compounds were achieved against 

some gram-positive and gram-negative bacteria. Enterococcus faecium, 

Pseudomonas aeroginosa, Klebsiella pneumoniae and Escherichia coli were used as 

bacterial strains. The beneficial datas were acquired. 
 

 
1. Introduction 

 

Shiff bases are obtained from the reaction of 

aldehydes and ketones with primary amines. Then, 

these synthesized Schiff bases form complex 

compounds with transition metal ions [1]. In addition, 

Schiff bases are useful ligands and employed in 

biochemistry field such as effects of antioxidants to 

oxidative stress damage of cells [2]. Therefore, they 

have been researched for their antioxidant, 

antibacterial and antifungal effects [3-5]. Similarly, 

Schiff bases and their metal complexes show 

important biological activity and they have been 

considered because of these properties recently [6-

11].  

Various properties of metal complexes are 

effected by the structure of the metal ion and the 

ligand. Metal ions increase the activity of the ligand 

due to the synergistic effect. Accordingly, metal 

complexes of salen-type Schiff bases are found to 

                                                           

*Corresponding author: sezersav@gmail.com             Received: 06.10.2022, Accepted: 08.06.2023 

have antioxidant effects [12]. Moreover salen-type 

Schiff bases show antimicrobial activity as they have 

donor O and N atoms [13]. 

After the COVID-19 epidemic, which 

effected the whole world, studies on new antioxidant 

and antibacterial agents has increased. Because, 

antioxidant substances make the body more resistant 

to diseases, while antibacterial substances are seen as 

an important factor in preventing the further spread of 

this epidemic. As a result, Schiff bases and metal 

complexes appear as alternative substances that can 

be investigated with their antioxidant and 

antibacterial properties. For that reason, 2-

Aminobenzylamine derived Schiff base and its Cu(II), 

Ni(II), Co(II) and Fe(III) metal complexes were 

investigated in terms of  their antioxidant and 

antibacterial activities in this study. Different 

methods were used for antioxidant analysis of the 

compounds. Antibacterial effects of Schiff base and 

https://dergipark.org.tr/tr/pub/bitlisfen
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its metal complexes were investigated by agar disc 

diffusion method. 

 

2. Material and Method 

 

2.1. Material 

 

Schiff base and its metal complexes were prepared 

according to reported method [14]. Structures of the 

compounds are shown in Figure 1. 1 represents Schiff 

base structure. 2 represents general formulas of the 

metal complexes of Schiff base which M indicates 

Cu(II), Ni(II), Co(II) and Fe(III) seperately. Other 

chemicals were bought from Sigma Aldrich. Bacterial 

strains were obtained from Hatay Mustafa Kemal 

University Research Hospital Microbiology 

Laboratory. Antioxidant effects of samples were 

examined in spectrophotometer. Antibacterial studies 

were carried out with incubator.  Autoclave was used 

for sterilization of tools. The assays were achieved in 

triplicate.  

 

 

 

NN

HO HO

 

NN

O

M

O

 
                               H2L                                           M: Cu(II), Ni(II), Co(II) and Fe(III) 

1      2 

Figure 1. Structures of the compounds 

 

1: FT-IR (U-ATR, cm−1 ): 3062 cm−1 (Ar-H), 2978–

2850 cm−1 (CH2), 1611 cm−1 (CH=N). 

1H NMR (CDCl3 as solvent, δ in ppm): 16.0 (s, OH), 

12.9 (s, OH), 8.6 (s, CH=N), 8.5–6.7 (m, Ar-H), 4.9 

(s, CH2), and 2.5 ppm (s, -CH3).  

13C NMR (CDCl3 as solvent, δ in ppm): 175 (C=N), 

172 (CH=N), 163 (C-OH), 144–109 (Ar), 45 (-CH2-), 

and 15 ppm (-CH3). 

[CuL]; FT-IR (U-ATR, cm−1): 3442 (O-H), 3047 

(Ar,C-H), 2926 (C-H), 1608 (C=N), 1258 (C-O), 549 

(Cu-O), 459 (Cu-N).  

 

[NiL]; FT-IR (U-ATR, cm−1): 3045 (Ar,C-H), 2997 

(C-H), 1608 (C=N), 1255 (C-O), 556 (Ni-O), 465 (Ni-

N).  

[CoL]; FT-IR (U-ATR, cm−1): 3300 (O-H), 3049 (Ar, 

C-H), 2950 (C-H), 1594 (C=N), 1259 (C-O), 582 (Co-

O), 462 (Co-N).  

[FeL]; FT-IR (U-ATR, cm−1): 3048 (Ar, C-H), 2920 

(C-H), 1609 (C=N), 1251 (C-O), 574 (Fe-O), 477 (Fe-

N). 
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2.2. Methods 

 

2.2.1. Antioxidant Activity 

 

2.2.1.1. Free Radical Scavenging (DPPH) Assay 

2,2-diphenyl-1-picrylhydrazyl (DPPH) was used to 

determinate radical scavenging activities of samples.  

The method was modified by Brand-Williams [15] 

and used by Blois firstly [16]. 3.75 mL of 0.06 mM 

DPPH in methanol was added into various 

concentrations (1.25 mL) of DMSO solutions of 

compounds. Absorbances of solutions were observed 

at 517 nm by spectrophotometrically. BHA and BHT 

were used as standards. Percentage inhibition was 

calculated by using the following formula: 

% Inhibition =[(Acontrol−Asample)/Acontrol]×100              (1)                                                   

 Acontrol: DPPH absorbance only, Asample: DPPH 

absorbance with an antioxidant. 

Furthermore, IC50 values mean that   

concentrations of  antioxidants  cause 50 % 

scavenging of DPPH radical were calculated.                                        

 

2.2.1.2. Ferric Reducing Antioxidant Power 

(FRAP) Assay 

 

Reducing activities of compounds were investigated 

according to the FRAP method [17]. DMSO solutions 

of samples in various concentrations added to 

phosphate buffer. Then, the mixtures were incubated 

at 50 °C for 20 min. After addition of potassium 

ferricyanide (1.0 mL, 1.0%). Trichloroacetic acid 

(10%) was added, and the mixtures were utilized for 

10 min. centrifugation. 1.0 mL of the supernatants 

were mixed with FeCl3 and the absorbances were 

measured at 700 nm. FRAP values were calculated for 

the compounds as the ratio of compounds’ molar 

absorptivities to ascorbic acid’s molar absorptivity. 

 

  2.2.1.3. CUPRAC Antioxidant Capacity Assay 
 

The antioxidant effects of the compounds were 

investigated by CUPRAC method [18]. CuCl2.2H2O, 

Nc, ammonium acetate buffer solution and sample 

solution were mixed. Mixtures were incubated at 

25οC for 30 min., and the absorbances were measured 

at 450 nm. The ratio of each compound’s molar 

absorptivity to molar absorptivity of trolox were 

calculated as TEAC values (trolox equivalent 

antioxidant capacity). 

 

2.2.2. Antibacterial Activity 

Antibacterial effects of Schiff base and its metal 

complexes were investigated by agar disc diffusion 

method [19]. Enterococcus faecium, Pseudomonas 

aeroginosa, Klebsiella pneumoniae and Escherichia 

coli were used as bacterial strains. Besides, 

chloramphenichol was used as standard antibacterial 

agent. The bacteria were cultured at 37 οC. The 

bacterial suspensions were transferred to sterile Petri 

plates covered by Muller Hinton agar medium. Filter 

paper disks were placed on to sterile Petri plates. 

Solutions of the compounds were dissolved in 

DMSO. The disks were saturated with 30 𝜇L of the 

samples. Incubation was applied to plates at 37 οC. 

Diameter of the inhibition zones were measured for 

determination of antibacterial activity of compounds 

[20]. 

 

3. Results and Discussion 

 

3.1. Synthesis 

 

The 1H NMR and 13C NMR spectra of Schiff base are 

given in Figure 2 and Figure 3, respectively. The 

observation of peaks in the 1H NMR spectrum at 8.6 

ppm and 12.9 ppm attributed to the formation of 

CH=N and OH, respectively, are the most important 

evidences of the formation of 1. In addition, the 

multiplets in the 6.5–8.5 ppm range can be attributed 

to the protons of benzene rings of H2L. Also, the -

CH2- protons of these compounds were observed in 

the 4.9–5.2 ppm region. In the 13C NMR spectrum of 

H2L, a band observed at 170 ppm due to CH=N 

carbon atom. In addition, in the 13C NMR spectrum of 

this compound, the peaks of the carbon atoms of -CH3 

and -CH2- are observed at 15 ppm and 45 ppm, 

respectively. 

 

Figure 2. The 1H-NMR spectrum of 1. 
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Figure 3. The 13C-NMR spectrum of 1. 

 

The FT-IR spectra of the ligand and its metal 

complexes are given in Figure 4. The FT-IR spectrum 

Schiff base ligand, H2L, exhibit strong band 1611 cm-

1, attributed to the characteristic peak of CH=N 

stretching vibration frequency. The spectrum also 

shows several weak bands for the aliphatic and 

aromatic C-H stretching vibration frequencies at the 

region of 2845-3070 cm-1 and strong bands. The band 

at 1205 cm-1 for H2L is ascribed to the phenolic C-O 

stretching vibration. 

The FT-IR spectra of the metal complexes 

also showed new bands in the 582–549 and 477–459 

cm−1 regions, which are probably due to the formation 

of M-O and M-N bonds, respectively. The peak 

observed in the FTIR spectra of metal complexes at 

around 1600 cm−1, partially differ from the ligand. 

This can be explained by the formation of a 

coordination bond between the C=N group of the 

ligand and the metal ion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The FT-IR spectra of H2L(a), [CuL] (b), [NiL](c), [CoL](d) and [FeL](e). 

 

 3.2. Antioxidant Activity 

 

3.2.1. Free Radical Scavenging (DPPH) Assay 
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Radical scavenging activity of the samples and 

standards were determined by DPPH assay. IC50 

values (amount of antioxidant that scavenged 50% 

of DPPH radical) were given in Table 1. Low IC50 

value represents more scavenging activity. 

Therefore, BHA is the best antioxidant in Table 1. 

According to free radical scavenging (DPPH) assay 

results the metal complexes showed more 

scavenging activity than the ligand because of 

chelation theory [21-24]. Ni complex with the 

lowest IC50 value has the highest scavenging 

activity among the all metal complexes and the 

ligand has the lowest scavenging activity because 

of the highest IC50 value. Furthermore, Fe, Ni and 

Cu complexes exhibited more scavenging activity 

than BHT.  

 

Table 1. IC50 values of compounds and standards 

Compounds IC50 

Fe complex 0.265 ± 0.056 

(mg/mL) 

Co complex 0.430 ± 0.018 

(mg/mL) 

Ni complex 0.050 ± 0.006 

(mg/mL) 

Cu complex 0.067 ± 0.008 

(mg/mL) 

Ligand 0.477 ± 0.079 

(mg/mL) 

BHA 7.335 ± 0.870 

(µg/mL) 

BHT 0.359 ± 0.013 

(mg/mL) 

 

3.2.2. Ferric Reducing Antioxidant Power 

(FRAP) Assay 

 

Reducing power of the samples and standards were 

determined by FRAP assay. FRAP values for 

FRAP assay were given in Table 2. High FRAP 

value means high activity whereas low FRAP value 

means low activity. For that reason, the metal 

complexes showed more reducing activity than the 

ligand as FRAP assay results [25]. Even if all of the 

metal complexes have similar reducing activity, it 

is observed that Cu complex has the most reducing 

activity. Fe complex comes after Cu complex. 

Besides, ligand has the lowest reducing activity. 

Both metal complexes and ligand exhibit lower 

reducing activity than BHA and BHT. 

 

Table 2. FRAP values of compounds and standards 

Compounds FRAP values 

Fe complex 0.153 ± 0.07 

Co complex 0.110 ± 0.001 

Ni complex 0.103 ± 0.006 

Cu complex 0.158 ± 0.002 

Ligand 0.015 ± 0.005 

BHA 2.695 ± 0.311 

BHT 1.479 ± 0.234 

 

 

3.2.3. CUPRAC Antioxidant Capacity Assay 

 

Cupric reducing antioxidant activity of the Schiff 

base ligand, its metal complexes and standards 

were determined by CUPRAC assay. TEAC values 

for CUPRAC assay were given in Table 3. High 

TEAC value shows more antioxidant capacity. In 

accordance with CUPRAC assay results, the metal 

complexes exhibited less antioxidant activity than 

the ligand due to donor phenolic hydroxyl groups 

[26, 27 ]. Ligand has the most antioxidant capacity. 

Among the metal complexes, Co complex has the 

lowest antioxidant capacity while Ni complex has 

the highest antioxidant capacity. Additionally, Fe 

complex, Ni complex and the ligand have more 

antioxidant capacity than corresponding to BHT. 

 

Table 3. TEAC values of compounds and standards 

Compounds TEAC values 

Fe complex 1.573 ± 0.119 

Co complex 0.997 ± 0.036 

   Ni complex 2.210 ± 0.031 

Cu complex 1.235 ± 0.064 

Ligand 2.437 ± 0.026 

BHA 3.928 ± 0.181 

BHT 1.412 ± 0.248 

 

3.3. Antibacterial Activity 

 

In vitro antibacterial activity of compounds was 

investigated against Enterococcus faecium, 

Pseudomonas aeroginosa, Klebsiella pneumoniae 

and Escherichia coli strains by agar disc diffusion 
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method. Zone of inhibition data was given in Table 

4. Accordingly, chloramphenicol performed more 

antibacterial activity on each bacterium than  the 

other compounds. Fe complex showed antibacterial 

effect to all bacteria except Klebsiella pneumoniae. 

Co and Cu complexes inhibited the growth of 

Pseudomonas aeroginosa and Escherichia coli 

only. Ni complex exhibited antibacterial effect 

against to all bacteria except to Enterococcus 

faecium. Finally, ligand showed antibacterial effect 

to all bacteria. 

 

Table 4. Antibacterial activity values of compounds 

Compounds Zone of inhibition (mm) 

 E. faecium P. aeroginosa K. pneumoniae E. coli 

Fe complex 13 9 - 10 

Co complex - 12 - 10 

Ni complex - 10 12 10 

Cu complex - 13 - 13 

Ligand 15 10 11 13 

Chloramphenichol 35 25 30 13 

 

4. Conclusion and Suggestions 

 

In this study, 2-Aminobenzylamine derived Schiff 

base and its Cu(II), Ni(II), Co(II) and Fe(III) metal 

complexes were investigated in terms of  their 

antioxidant and antibacterial activities. Different 

methods were used for antioxidant analysis of the 

compounds. According to the results, all of the 

compounds can be utilized as antioxidant. Likewise, 

all of the compounds exhibited important 

antibacterial activities. 
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Abstract 

In this study, we introduce and examine a certain subclass of analytic functions in the open 

unit disk in the complex plane. Here, we give coefficient bound estimates and investigate the 

Fekete-Szegö problem for the introduced class. Some interesting special cases of the results 

obtained here are also discussed. 
 

 
1. Introduction 

 

In the study, by A  we denote the class of all complex 

valued functions f  which are analytic in the open 

unit disk  : 1t t  A  in the complex plane  

and written in the form  

 

  2

2

2

       ,  .

n

n

n

n

n

f t t a t a t

t a t t




     

  
             (1)                              

 

Then, the family of all univalent functions in A  is 

denoted by .S  Next, let  0,1   then,  *S   

denotes the starlike function classes of order   and 

 C   denotes the convex function classes of order 

  in A . By definition, we have 

 

 
 

 
* : Re ,  

tf t
S f S t

f t
 

   
      
   

A  and 

 
 

 
: Re 1 ,  

tf t
C f S t

f t
 
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          

A . 

 

Moreover, if f  and g  are analytic functions in A , 

then we say that f   is subordinate to g  and denote 

this condition by    f t g t  when an analytic 
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function   can be found such that it satisfies the 

conditions 

 

   0 0,  1t    and     f t g t . 

 

The researchers agree that the coefficient problem is 

one of the crucial subjects of the geometric function 

theory. Many different and interesting subclasses of 

analytic functions have been defined and investigated 

by many researchers and some estimates on the first 

two coefficients for the functions of these classes have 

been found by them (see [2, 3, 10, 15, 19, 22]).  

In the literature, the functional 
2

2 3 2(1)H a a   is 

known as the Fekete-Szegö functional. Actually, the 

further generalized functional 
2

2 3 2(1)H a a   for 

real or complex number    is known as the Fekete-

Szegö functional in analytic functions theory (see 

[7]). In this theory, the Fekete-Szegö problem is to 

estimate the upper bound of 
2

3 2a a . Many 

researchers have investigated this problem for 

different subclasses of analytic functions (see [12, 13, 

21]). Very recently, the Fekete-Szegö problem for the 

subclass of bi-univalent functions in relation with a 

shell shaped region was studied by Mustafa and 

Mrugusundaramoorthy in [14] and associated with a 

nephroid domain in [20]. Also, the Fekete-Szegö 

problem is investigated for subclasses of bi-univalent 

functions with respect to the symmetric points defined 

by Bernoulli polynomials in [1], for bi-univalent 
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functions related to the Legendre polynomials in [4], 

for m-fold symmetric bi-univalent functions in [16]. 

In [18] for the function f A , the following 

differential operator was introduced by Sălăgean and 

is known in the literature as the Sălăgean operator 

 

         0 1,  S f t f t S f t tSf t tf t   , 
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n n

S f t tS Sf t tf t

S f t tS S f t

n



 





  

 

From this definition, it can be clearly seen that 
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Sălăgean differential operator is used in recent 

research related to Janowski type p  harmonic 

functions [11], meromorphic harmonic functions [5] 

and starlike functions [9]. 

Now, we define some new subclasses of analytic and 

univalent functions as follows. 

Definition 1.1.  We will say a function f S  is in 

the class  * ,S n   if it satisfies  

 

  
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for 0,1,2,...n   . 

In the case 0n  , we have the subclass 

   * * 0,S S  . 

In the Definition 1.1,   21t t t     and the 

branch of the square root is chosen with the initial 

value  0 1.   It can be clearly seen that by 

  21t t t    , the unit disc A  is mapped onto a 

shell shaped region on the right half plane and   is 

univalent and analytic in  A . Respect to real axis, the 

range   A  is symmetric and   has positive real 

part in A  such that    0 0 1.    Furthermore, 

with respect to point  0 1  ,   A  is a starlike 

domain. 

Let,   be the set of the functions  tk  analytic in A  

and satisfying  Re ( ) 0,   and (0) 1t t  k kA

with power series 
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We will need the lemmas below (see [6, 8]) for the 

functions with positive real part so that we can show 

our main results. 

 

Lemma 1.2. Let k , then 2n k  for 1,2,...n   

and 
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Lemma 1.3. Let k , then 2n k  for each 

1,2,...n   and 
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for some  and x z  with 1 and 1x z  . 

Lemma 1.4. Let k ,  0,1b  and

 2 1b b d b   . Then,  
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Remark 1.5. As can be seen from the serial expansion 

the function   given in Definition 1.1, belong to the 

class  .  

In this paper, we give coefficient bound estimates and 

solve the Fekete-Szegö problem for the class 

 * , .S n    

 

2. Main Results 

 

In this section, firstly we present the below theorem 

on the coefficient bound estimates for the class 

 * , .S n   In the study of bi-univalent functions, 

estimates on the first two Taylor–Maclaurin 

coefficients are usually given. We go further in the 

present paper and bounds of the first three coefficients 

as seen also in paper [17]. 

Theorem 2.1. Let the function f  given by (1) be in 

the class  * ,S n  . Then, 

 

2

1

2n
a  ,  3 1

1

4 3n
a





 and 

4

5

6 4n
a 


. 

 

Proof. Let  * ,f S n  . Then, according to 

Definition 1.1 there is an analytic function 

: A A  with  0 0   and   1t   satisfying 

the following condition 

 

  
 

  

   2                  1 ,  

n

n

t S f t
t

S f t

t t t

 

 





   A.

     (2)                                                              

 

Let, we define the function t  as follows 

 

 
 

 
2 3

1 2 3

1

1

1

       1

       1 ,  

n

n

n

n

n

t
t

t

t t t t

t t














       

  

k

k k k k

k A.

 

It follows from that 

 
 

 
2 2

2 31 1
1 2 3 1 2

1

1

1
       ,  

2 2 4

         

t
t

t

t t t

t







    
           

    



k

k

k k
k k k k k

A .

         (3) 

 

Changing the formulation of the function   in (2) 

with formulation in (3), we get 

 

  
 

2
2 331 2 1 1 21 ...,

2 2 8 2 4

n

n

t S f t

S f t

t t t

t



   
         

  



kk k k k k

A.

   (4)         

    

If necessary derivative operations and simplifications 

are made to the left-hand side of (4), we get 

 

 

 

2 2

2 3 2

3 3

4 2 3 2

2
2 331 2 1 1 2

1 2 2 3 4

3 4 3 6 8

1 ...,
2 2 8 2 4

.

n n n

n n n

a t a a t

a a a a t

t t t

t

   

      

   
         

  



kk k k k k

A

       (5)              

 

Then, by equalizing the coefficients of the terms of 

the same degree, are obtained the following equalities 

for 2 3 4,  and a a a  

1
22

2

n a 
k

, 

2
2 2 1

3 22 3 4
2 8

n na a   
k k

, 

3 3 1 2
4 2 3 23 4 3 6 8

2 4

n n na a a a     
k k k

; 

 

that is, 

1
2 1

,
2n

a



k

               (6)                                                                   

2
2 1

3 2 2

1 4 1
,

2 3 4 3 4

n

n
a a

  
    

   

k
k         (7)                                             
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3 1 2
4 2 3 2 3

3 2 1
.

2 3 6 4 2

n n

n
a a a a

  
      

   

k k
k    (8)  

                                       

By applying the Lemma 1.2 to the equality (6), 

immediately obtained first result of theorem.  

Now, considering equality (6) and applying the 

Lemma 1.3, then applying triangle inequality and 

Lemma 1.2 to the equality (7), we get the following 

inequality as 

 

 
2

2

3

3 4
,  0,1 ,

16 3 8 3n n

z
a z  


  

 
        (9)  

                                    

with 1z  k , 1x   . If we maximize the right-

hand side of the inequality (9) respect to the parameter 

 , we obtain   

 

 
2

2

3

3 4
,  0,2

16 3 8 3n n

z
a z z


  

 
; 

 

that is, 

 

 
2

3

1 1
,  0,2

3 16 2n

z
a z

 
   

 
. 

 

From the last inequality obtained the second result of 

theorem. 

Finally, let's find an upper bound estimate for the 

coefficient 4a . From the equalities (6)-(8), we write 

 
2 3

1 1 1 2 1
4 2 32 3

1

2 4 6 4 2 8n n
a



   
       

   

k k k k k
k k  

 

that is,  

 

 2 31
4 2 1 3 1 2 12 3

1
2 ,

2 2 6 4n n

c
a b d



 
     

 

k
k k k k k k  

with 
1 1 1

,   and 
2 4 8

c b d   . Using triangle 

inequality to the last equality, we get 

 

1 2 3

4 2 1 3 1 2 12 3

1
2

2 2 6 4n n

c
a b d


    



k
k k k k k k . 

 

Also, since  

 

1 2k , 
2

2 1 2
2

c
 k k  and 

3

3 1 2 12 2b d  k k k k , 

 

according to Lemma 1.2 and Lemma 1.4, 

respectively, we obtain desired estimate for 4a . 

Therefore, the proof of Theorem 2.1 is done. 

In the case 0n  , from the Theorem 2.1 obtained the 

following result. 

 

Corollary 2.2. Assume that f  given by (1) is in the 

class  *S  . Then, 

 

2 1a  ,  3

3

4
a   and 

4

5

6
a  . 

 

Now, we give the following theorem on the Fekete-

Szegö problem for the class  * ,S n  . 

 

Theorem 2.2. Assume that f  given by (1) is in the 

class  * ,S n   and   . Then, 

 
2

3 2

4 4
2                                   2 2 ,

3 31

4 3 4 3 4 4
2 2 1   2 2 .

3 4 3 3

n n

n n n n n

a a

if

if





 



    
     

   
 

         
          

       

 

 

Proof. Let  * ,f S n   and   . Then, from the 

expressions for the coefficients 2a  and 3a  in the 

equalities (6) and (7), we can write 

 

2
2 2 1

3 2 2 2

1 4 1
2

2 3 4 3 4

n

n
a a a 

    
        

     

k
k . 

 

Considering equality (6) and applying Lemma 1.3, we 

write the following equality  
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 
2 2

2 21 1
3 2 1

1 4 1
2 4

8 3 4 3 2

n

n n
a a x 

      
         

       

k k
k  

 

for some x  with 1x  . From this, using triangle 

inequality we obtain 

 

 

2

3 2

2
21 4 1 1 4

2 ,  
8 3 4 2 3 3

0,1

n

n n n

a a

z
z



 



 

     
     

     



 

 

with 1z  k , x  . If we maximize the right-hand 

side of this inequality with respect to the parameter 

,  we get 

 

 

2 2

3 2

1 4 3 1
2 4 ,  

8 3 3 4 2

0,2 .

n n

n
a a z

z

 
      

         
        



                  

(10) 

 

Now, we define the function  : 0, 2   as 

follows 

 

   24 3 1
2 4,  0, 2

3 4 2

n n

z z z 
    

        
     

. 

 

It is clear that the function   is a decreasing function 

if  

 

4 4
2 2

3 3

n n


   

    
   

 

 

and 

 

       max : 0,2 0 4.z z           (11)    

                              

Additionally, the function   is an increasing function 

if  

 

4 4
2 2

3 3

n n


   

    
   

 

 

and  

 

      max : 0,2 2

4 3
                                 4 2 2.

3 4

n n

z z 



 

   
     

   

 (12) 

                     

Considering (11) and (12) in the inequality (10), we 

arrive at the result. 

That is, the proof of Theorem 2.2 is done. 

In the cases 0n   and 0  , respectively from the 

Theorem 2.2, the following results are obtained. 

 

Corollary 2.3. Let  *f S   and   , then 

 

2

3 2

2                    2 1 2 1,1

4 2 1 2 1   2 1 2 1.

if
a a

if




 

  
  

   

 

 

Corollary 2.4. Let  * ,f S n  , then  

 

3 1

1

4 3n
a





. 

 

Corollary 2.5. Let  * ,f S n  , then  

 
2

3 2

4 4
2                                 2 2 ,

3 31

4 3 4 3 4 4
2 2 1   2 2 .

3 4 3 3

n n

n n n n n

a a

if

if

 

    
     

   


         
          

       

 

 

Remark 2.6. Result obtained in the Corollary 2.4 

confirm the second inequality obtained in Theorem 

2.1. 
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Abstract 

Working life has a great impact on other areas of people's lives. Efforts made at work 

lead to attrition, exhaustion, and health problems. Employers need to take the necessary 

steps to keep employees motivated by helping them balance work and personal lives. 

Employers can use many different techniques to measure and analyse the work-life 

balance of their employees, such as questionnaires and machine learning techniques. 

This research was conducted to group workers based on turnover levels using effort 

and work-life balance parameters. Machine learning, including ensemble learning 

techniques, is used to achieve this. One ensemble learning algorithm, Random Forest, 

performed almost as well as Support Vector Machine with the highest score of 95%. 

Almost all algorithms, regardless of whether they are part of ensemble learning or not, 

achieved an f-score of 86%. However, one of the ensemble learning models, xGBoost, 

performed poorly with the lowest f-score of 69%. All algorithms predicted the lowest 

and highest work-life balance scores but were confused when predicting the middle 

scores (class 2 and class 3). 
 

1. Introduction 

 

While it is a challenge in the labour market to find a 

suitable job or a competent employee, one of the 

biggest problems after recruitment is the attrition rate. 

This problem affects both employees and employers, 

and it is not a sector-specific problem. Whether it is 

government or private institutions in various sectors, 

from medicine [1] to education [2, 3] to engineering 

[4], attrition rate is considered a problem. Researchers 

therefore examined the problem from different 

angles, e.g. private government institutions [5], 

employee age [6, 7], maternity leave [8], and so on. 

Evidence from the literature shows that many 

factors can lead to a high attrition rate. For example, 

researchers from India found that for engineers, salary 

is the most important factor affecting attrition rates, 

while for non-engineers, the most important factor is 

the boss, which is made up of boss, stress and salary 

factors [9]. In [10], the causes of turnover were 

analysed in depth using both contextual factors 

(gender, generation, tenure) and 12 human resource 

                                                           

*Corresponding Author: vtumen@beu.edu.tr                          Received: 31.10.2022, Accepted: 17.04.2023 

factors, including better career opportunities, 

enriching work content, reward and recognition, and 

work-life balance. The authors also found that gender 

and work-life balance are positively correlated. This 

is also noted by [4] in their study. The respondents 

identified the problem of work-life balance and 

categorised it into lack of personal life, long working 

hours and work pressure, shift hours and night shifts, 

and insufficient holidays and lack of national 

holidays. Nevertheless, work-life balance is 

becoming more and more important in our lives, as 

one of the consequences of the COVID -19 pandemic 

is remote working with flexible working hours, which 

could make it more difficult to balance private and 

professional life [11-13]. 

These identified characteristics, including 

work-life balance, help researchers predict attrition 

before it occurs so employers can be aware of the 

problem to make preventative decisions. Machine 

learning techniques are often used to predict attrition 

[14]. Some research uses regression or tree-based 

models to determine which features best predict 

https://dergipark.org.tr/tr/pub/bitlisfen
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https://orcid.org/0000-0002-0836-5616
mailto:vtumen@beu.edu.tr


V. Tümen, A. S. Sunar / BEÜ Fen Bilimleri Dergisi 12 (2), 344 -353, 2023 

345 
 

turnover. For example, [15] uses XGBoost and [16] 

uses a regression model. Apart from that, [17] 

compares a number of machine learning algorithms 

and finds that the decision tree model has the best 

predictive model. 

In this study, ensemble learning algorithms 

were used to evaluate, compare and optimise 

performance metrics. This method, in which 

predictions are made by using many different model 

algorithms, has been widely used in the field of 

artificial intelligence for a variety of applications in 

recent years [18]. Ensemble learning algorithms 

produce successful results in various machine 

learning systems, such as feature extraction, 

confidence estimation, error correction, unbalanced 

data, and learning the variance in non-stationary 

distributions. Ensemble learning is a method of 

combining multiple models and usually improves the 

predictive performance of the model and increases 

confidence in the decision to be made [19]. 

The ensemble learning method has led to 

successful results in many different fields. For 

example, in health science, machine learning 

techniques were used to diagnose Alzheimer's disease 

[20], and in sports science, machine learning 

techniques were used to determine a position based on 

the performance of football players [21], and high 

success was achieved. To predict the presence of 

salmonella in agricultural surface waters [22], a study 

[23] was conducted to estimate how many sensor 

nodes are needed to install sensors in the field of 

wireless sensor networks and how large the distance 

between nodes should be examined [24]. 

 How machine learning can predict effective 

work schedules and patterns that increase worker 

productivity. Estimation results were evaluated using 

the Random Forest Classifier, SVM, and Naïve Bayes 

algorithms. The algorithms estimated WLB with a 

best accuracy of 71.5%. The selectKbest algorithm 

was used to examine the factors that influence the 

subjective feeling of work-life balance of 800 workers 

in a country. In the tests, it predicted WLB with 81% 

accuracy based on the prepared data set and the 

selected characteristics [25]. 

While these studies predict turnover based on 

parameters that include work-life balance, in this 

study we predict work-life balance values based on 

some indicative characteristics from the data 

collected from the workers at IBM. The aim of this 

study is to use ensemble learning to predict the work-

life balance of employees in a company. 

 

2. Dataset 
 

The dataset used is a freely available Kaggle dataset, 

namely the IBM HR Analytics Employee Attrition & 

Performance Dataset (https://www.kaggle.com/ 

datasets/pavansubhasht/ibm-hr-analytics-attrition-

dataset IBM HR Analytics Employee Attrition & 

Performance Dataset). As it is a freely available, 

anonymous dataset provided by IBM and Kaggle, it is 

also used as a trusted resource by other researchers for 

the implementation of the developed models [16]. 

There are 35 non-null features derived from the 

responses of the 1470 employees of IBM. The 

information collected consists of data on 

demographics, position, salary, and promotion 

status in the company, as well as personal 

opinions on job satisfaction and work-life 

balance. The parameters that impact work-life 

balance in this 35-attribute database include the 

attributes of education, satisfaction with work 

environment, job engagement, job satisfaction, 

performance evaluation, satisfaction with 

relationship, and work-life balance, as shown in 

Table 1. 

 

Table 1. Possible flood flow rates of E26A010 AGI. 

Education Environment 

Satisfaction 

Job 

Involvement 

Job 

Satisfaction 

Performance 

Rating 

Relationship 

Satisfaction 

Work Life 

Balance 

Below College 
Low / 

Medium / 

High / Very 

High 

Low / 

Medium / 

High / Very 

High 

Low / 

Medium / 

High / Very 

High 

Low / 

Medium / 

High / Very 

High 

Low / 

Medium / 

High / Very 

High 

bad / good / 

better / the 

best 

College 

Bachelor 

Master 

Doctor 

 

3. Methodology 

 

This study takes a quantitative research approach to 

quantitatively analyse the results of the IBM 

employee survey by applying machine learning 

techniques to predict work-life balance. To perform 

the basic machine learning and ensemble learning 

algorithms, the Python language and its libraries were 

used. 

The questionnaire asks employees to rank 

their work-life balance in one of four categories: bad, 

good, better, and best. Apart from these questions, the 
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IBM survey asks employees about demographic 

information, income, distance from home, job 

satisfaction, environment satisfaction, business 

travel, working hours, etc. 

The algorithms used are divided into two sets: 

80% for training and 20% for testing. They are trained 

on the parameters contained in the answers to the 

questions in order to categorize workers based on the 

answers to the work-life balance question.

 

 
Figure 1. Methodological approach taken. 

 

3.1. Ensemble Learning 
 

Researchers and developers are searching for the 

most appropriate algorithm to achieve more accurate 

prediction results for classification and regression 

problems. One of the approaches in this search is 

ensemble learning, which combines the predictions 

of multiple machine learning models to achieve 

better predictive performance. Ensemble learning 

aims to create multiple classifiers with similar bias (a 

systematic error that occurs due to incorrect 

assumptions in the ML process) and reduce the 

variance by combining their results [18]. Although 

an unlimited number of ensemble learning models 

can be developed, there are three main families of 

ensemble learning methods: Bagging, Stacking and 

Boosting [19]. 

 

 

Figure 2. Proposed Ensemble Learning Method. 

  

Bagging fits many decision trees to different 

samples of the same data set and averages the 

predictions, i.e., packed decision trees, Random 

Forest [26]. Stacking applies many different models 

to the same data and uses a different model for 

learning to find the best combination of predictions, 

i.e. voting, weighted average. Boosting uses the 

prediction errors of the previous models and adds 

models to the ensemble one by one so that the last 

model corrects the predictions of the previous models 

and outputs a weighted average of the predictions 

[26], e.g., AdaBoost, XGBoost. 

In this study, we used the ensemble learning 

techniques k-nearest neighbours (kNN), random 

forest (RF), gradient boosting (GB), and extreme 

gradient boosting (XGBoost) in comparison to the 

decision tree (DT) and support vector machine (SVM) 

models as non-ensemble learning techniques. 

 

4. Analysis and Result 

 

Since the aim of the study is to predict work-life 

balance using ensemble learning models, Figure 4 

shows the distribution of workers according to the 

degree of work-life balance. The classification was 

divided into four categories. The classification 

parameters obtained are shown in Table 2. 
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Table 2. Classification results. 

Classes Precision Recall F1-

score 

Accuracy Data Size 

Bad 0.96 1.00 0.98 

0.87 

173 

Good 0.79 0.89 0.84 184 

Better 0.84 0.56 0.67 168 

Best 0.88 1.00 0.94 190 

 

Table 2 shows that the average accuracy 

value is 0.87. It can be seen that the highest success 

parameters are in the "Poor" category (Precision:0.96, 

Recall:1.00, f-score:0.98). The lowest results were 

obtained in the "Better" class with 168 data. 

The results of the ensemble model are shown in the 

rest of the section, and then they are compared at the 

end.  

4.1. Imbalanced Data Problem 

 

The distribution of employees according to work-life 

balance classes is uneven. Class 3 has the highest 

proportion at over 60.75%, while Class 1 has the 

lowest proportion at almost 5.44%. This may result in 

the minority class being left out. To solve this 

problem, we need to balance the data. We used the 

random oversampling method [27] as one of the 

methods to manipulate the data. In this method, the 

minority class data is duplicated until the distribution 

of the classes is balanced. After redistribution of the 

data, the data is split into a test and a training data set 

at a rate of 20% and 80%, respectively. 

 

4.2. k-Nearest Neighbor Method 

 

The kNN algorithm classifies similar things in close 

proximity. It is an ensemble learning algorithm on a 

single basis. k stands for the distance between 

neighbors. The calculation of the distance can vary, 

but Euclidean distance is the most commonly used 

method. To determine the number k, we plotted the 

test error rate. The kNN algorithm is one of the 

sample-based classification methods based on the 

different distance measures (Euclidean distance, 

Manhattan distance, and Minkowski distance) of the 

samples in the known class dataset. It is usually 

calculated using the Euclidean distance given in 

Equation (1): 

 

√∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1                                             (1) 

Figure 3 shows the k in the range 1 to 30 and 

the error rate. The k for this model is determined as 1. 

 

 
Figure 3. The result confusion matrix of kNN. 

 

Figure 3 shows the heat map of the predicted 

and true labels. The figure shows that the algorithm 

correctly classifies between "bad' and 'best" in most 

cases, but confuses some between "good' and "better". 

The accuracy rate of the kNN algorithm was found to 

be 86.85%. 

 

4.3. Support Vector Machine Method 
 

Founded in 1963 by Vladimir Vapnik and Alexey 

Chervonenkis, the Support Vector Machine (SVM) is 

one of the supervised learning methods generally used 

in classification problems. The SVM algorithm draws 

a line to separate points lying on a plane by linear or 

non-linear methods. It is an ensemble learning 

algorithm on a single basis. These separations are to 

achieve the maximum distance between the points of 

the two classes [28]. The goal of the SVM algorithm 

is to maximize the distance between the data to be 

separated. Figure 3 shows the operating principle of 

the SVM algorithm. 

 

Figure 4. The goal of the SVM algorithm [29]. 
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Looking at Figure 4, the lines are drawn using 

linear or non-linear methods based on the furthest data 

in the clustered data with different values. By 

optimizing these lines, the most distant lines and the 

lines closest to the data are selected and a new line is 

drawn over which the average is taken and the 

separation process is performed. Parameters of the 

SVM algorithm: The gamma value was set at 0.001 

and the class number at 4. The result of the 

classification process with the SVM algorithm is 

shown in Figure 5 as a confusion matrix. 

 

 

Figure 5. The confusion matrix result of SVM algorithm. 

 

Figure 5 shows that all the data in the 'Bad', 

'Better', and 'Best' classes were correctly classified, 

while 28 of the 'Good' data were incorrectly classified 

as 'Better'. Figure 5 shows the heat map of the 

predicted and true labels. The accuracy rate of the 

SVM algorithm was found to be 96.08%. 
 

4.4. Random Forest 

 

The RF model is one of the most widely used 

ensemble learning methods that use a set of decision 

trees and find the most optimal combination from the 

results of the decision trees. The RF method consists 

of compilations of the classification tree or the RF 

tree, depending on the purpose, as many as the 

number of trees to be created. Therefore, one of the 

most commonly used algorithms among ensemble 

methods is RF [30]. In Random Forest, the estimator 

is 100 and the random value is 101. In addition, the 

value for the maximum features is set to auto. Since 

the algorithm randomly selects estimators, the 

accuracy of the model is higher because less 

correlation is achieved between the relationships 

formed in a data set [31]. 

 

 
Figure 6. The confusion matrix result of Random Forest 

method. 

 

Figure 6 shows that the model predicts 'bad' 

and 'best" perfectly but confuses "good" and "better". 

The accuracy rate of the random forest method was 

found to be 95.38%. 

 

4.5. Decision Tree Algorithm 

Results were obtained using the Decision tree 

method, and the comparison matrix is shown in 

Figure 7.  

 

 
Figure 7. The confusion matrix result of Decision Tree 

method. 
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Figure 7 shows that the model predicts 'bad' 

and 'best" perfectly but confuses "good" and "better". 

For the "better" data, the model DT showed high 

mixing (error). The accuracy rate of the decision tree 

method was found to be 87.08%.  

 

4.6. Gradient Boosting 

 

The gradient boosting method (GBM) is a technique 

used to solve classification and regression problems 

and it is a very successful model used to combine 

several models whose individual performance can be 

considered poor [32]. The GBM is one of the very 

popular boosting examples for ensemble learning 

models. It uses Loos functions, weak learners 

(decision trees), and an additive model to improve 

performance over basic algorithms. The parameters of 

Gradient Boosting are listed in Table 3. 

 
Table 3. The parameters of Gradient Boosting. 

Parameters Value 

Number of estimators 100 

Max features 0.9 

Learning rate 0.3 

Depth 4 

Minimum samples leaf 2 

Sub sample 1 

Figure 8 shows the predictions made by the 

Gradient Boosting method. 

 
 

Figure 8. The confusion matrix result of Gradient 

Boosting method. 
 

 

 

 

4.7. Light Gradient Boosting 

 

Light Gradient Boosting (LGBoost) is a based 

algorithm that offers leaf-shaped growth with depth 

constraints to speed up the training process and reduce 

memory consumption. The structure produces a 

histogram of width k by separating k bins of 

continuous floating point eigenvalues. The parameters 

of LGBoost are set to the values 0.9 for the bagging 

portion, 0.9 for the feature portion, and 0.2 for the reg 

lambda [33]. Figure 9 shows the predictions made by 

the Light Gradient Boosting method.  

 

 

Figure 9. The confusion matrix result of Light Gradient 

Boosting. 

 

4.8. Comparison of the Results 

Table 4 shows the precision, recall, f-score, and 

accuracy of each algorithm, including the decision 

tree algorithm and the support vector machine model, 

for comparison with the models without ensemble 

learning. DT models propose a tree-like model of 

decisions with conditional control statements. The 

SVM algorithm finds a hyperplane in a dimensional 

space that provides a unique classification of the data. 

The dimension is the number of features. The 

algorithm is quite successful in terms of accuracy, 

misclassifying only some class 2 members as class 3. 
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Table 4. Classification performance results of algorithms. 

Models Precision Recall f-Score Accuracy 

Decision Tree  0.87 0.87 0.86 0.87 

SVM 0.97 0.96 0.96 0.96 

kNN 0.87 0.86 0.86 0.87 

RF 0.96 0.95 0.95 0.95 

GBM 0.91 0.91 0.91 0.91 

LightGBM 0.91 0.91 0.91 0.91 

Average 0.92 0.91 0.91 0.91 

 

To evaluate the performance of a 

classification algorithm, there are a number of 

metrics. Among them, accuracy and f-score are the 

most commonly used. Accuracy simply calculates the 

proportion of correctly categorised examples out of 

the total number of examples [34]. However, it does 

not take into account the unbalanced categories or the 

false negative and false positive examples. On the 

other hand, the f-score is calculated as the harmonic 

mean of the precision and recall of the model, which 

takes into account the proportion of false-positive and 

false-negative examples. All performance values of 

the algorithms used in this study are listed in Table 3. 

Shown are the average performance values of the 

algorithms used in the study. The average accuracy is 

91%. 

 

5. Discussion 

 

In this study, the SVM algorithm achieved the best 

result, while the k-NN and DT algorithms achieved 

the worst result. While the RF method achieved high 

success with an accuracy of 0.95, the ensemble 

models studied showed lower success. Although the 

performance values of the models differed 

fundamentally, their results were close to each other 

and showed similarity. 

 

5.1. Benefits of Proposed Study 

In this proposed study, information about the work-

life balance of employees at a workplace was 

analyzed using machine learning techniques, and 

conclusions were drawn. This result can be used to 

evaluate employee satisfaction in any workplace. In 

addition, other benefits are mentioned below. 

● With the help of artificial intelligence 

techniques, it has been possible to determine 

work-life balance with great success. 

● The proposed method can be used to determine 

employee satisfaction in a workplace with high 

efficiency without manager intervention. 

● The managers of workplaces can increase the 

efficiency of their employees by considering the 

results of this method. 

● Considering this study, the performance of 

monthly or yearly employees can be measured 

again with this study and the changes can be 

evaluated. 

● With an account to be opened at Google Colab, 

the results of this study can be accessed free of 

charge by providing the data. 

 

6. Conclusion 

The random forest model as an ensemble of decision 

trees outperforms the decision tree model by 9%. RF 

also provides the best results among the ensemble 

models. Furthermore, the boosting ensemble models 

(GBM, LightGBM) show relatively poor 

performance. The reasons for these results are the 

small number of data, the inconsistency of some 

relationships between values, and the large imbalance 

between classes. Table 5 shows the average result of 

this study and the results of similar studies in the 

literature. 

 
Table 5. Comparison of own method with the literature. 

Models Accuracy 

Radha et all.[24] 71.50 

Pawlicka et all. [25] 81.00 

Toğaçar [36] 87.76 

Mansor [37] 84.59 

Our Method 91.05% 

 

In the [24] study, a total of 12,756 individuals' 

work-life balance data were used with different 

machine learning techniques, and the highest success 

rate (SVM algorithm) was 71.50%. In the [25] study, 

the artificial neural network method was used to 

measure the work-life balance of 800 people (Male: 

389, Female: 411) in a workplace, and a success rate 

of 81.00% was achieved. The average success rate of 

this study was found to be 91.05%. There are many 

similar studies in the literature. A large amount of data 

was used in these studies. The study examined in [36] 

found 87.66% success for work-life balance, while 

[37] found 84.59% success. Although we used a small 

number of data in our study, better results were 

obtained. Although the amount of data was 

insufficient and had low quality features, the method 

we proposed was quite successful. 
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Abstract 

The scale removing process with acid, generally called as the pickling process, is 

accepted by the steel producers and applied satisfactorily. However, most of the 

producers tend to develop scale removing process without acid due to the 

environmental regulations. In the related literature, some methods were studied for 

finding eco-friendly solutions. Although these studies seem to be promising, pickling 

process is still dominant as a descaling process before cold rolling applications. In 

this study, efficient surface cleaning method which is called as dry ice blasting 

method was used under different parameters on the carbon steel surface as it might 

be used instead of pickling process. Results of the experiments were studied by 

observing cross-sectional microstructure of samples. In addition, before destroying 

samples for hot mounting application, the surface topographies were measured by 

non-contact device. Finally, surface roughness values of the samples were showed 

on figures. 

 

 
1. Introduction 

 

The formation of the scale is a natural process in 

which surface of the hot steel alloy is faced with air. 

While the magnetite and hematite are formed in steel 

below temperature of 570 °C, at above this 

temperature, wustite, magnetite and hematite appear 

on the surface of metal alloy [1]. The chemical 

composition of the material is less effective in the 

formation of scale, but the temperature and cooling 

rate of the material are more effective [2]. 

The scale layer on the steel is an undesired sh

ell because of the quality requirements. Therefore, it 

should be cleared before cold rolling and coating pro

cesses. The scale removal process is called as picklin

g process and it needs to use acid for cleaning of carb

on steels [3]. Pickling process is the chemical or elec

trochemical reaction process that cleans surface of m

etal by etching [4]. The HCl and H2SO4 acid is used 

for carbon steel pickling process while HF and HNO

3 acid is used for stainless steel [5]. However, HCl ac

id is widely used by steel producers located in Europ

e generally [2]. HCI acid is preferred due to three ma
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in reasons: its low cost, swift pickling process and ge

tting better surface quality after pickling [5].  

The most important problem in pickling 

process with acid is waste of liquor. The waste of this 

media is hazardous for the environment. Therefore, 

most of the countries have limit values for discharge 

of waste [6]. Although the pickling process has been 

accepted by iron-steel producers, the environmental 

regulations as well as the operation and maintenance 

costs of this process urge steel producers to find eco-

friendly solutions. For this purpose, gas reduction and 

slurry blast methods have been developed [7]. 

Gas reduction method is a chemical process 

reducing iron oxide under heated atmosphere. There 

are many studies in the related literature about iron 

oxide reduction. However, there is limited research on 

the scale surface on hot rolled steel sheet. The first 

experiment on hot rolled sample was conducted by 

Robert M. Hudson. He kept the samples in stainless 

steel box under the H2 or H2-N2 mixture atmosphere 

whose temperature was 635 °C throughout 24 hours. 

Due to the beneficial results of gas reduction method 

which is published in academic papers, some patents 

https://dergipark.org.tr/tr/pub/bitlisfen
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have been released related to this method. One of 

them is construction named Acid-Free Scale Removal 

(AFSR) line and belongs to Danieli Wean United [8].  

AFSR line consists of three main 

components. The first section of this line is heating 

section that heats sheet metal up to 400 °C. After that, 

sheet metal is moved by the table roller to the 

reduction section. In reduction section, reductive 

atmosphere is supplied by nozzles to the sheet metal 

surface. Thanks to turbulence effect of reduction 

atmosphere, most of the oxide is reduced in this area. 

Finally, sheet metal surface is cooled down in cooling 

section to prevent oxide layer emergence again [9]. 

The other method which is alternative to the 

pickling is slurry blast method. This method uses 

water-iron pellets mixture as a blasting media and this 

media is applied to the steel surface by the pressure 

which comes from rotational movement of dispersion 

head. Although, one of the challenging conditions of 

this method is non-homogenous scale distribution on 

steel surface, it is solved with mounting combination 

of dispersion head which is developed by The 

Material Works Company. After blasting process, 

sheet metal surface is cleaned form residual scale and 

blasting media with water and blasting mixture can be 

filtered to use again [7]. 

In a test report comparing the slurry blasted 

samples and the pickled samples, different tests are 

applied to the slurry blasted samples. According to the 

result, it was decided that the slurry blasting method 

can be applied instead of pickling process [10]. 

Although these methods seem to be 

environment-friendly, slurry blast method has high 

energy and operation costs [11]. The gas reduction 

method, on the other hand, has poor descaling 

properties and requires additional mechanical 

brushing [12]. 

In this research, dry ice blasting method, one 

of the eco-friendly and efficient cleaning methods 

was used for scale removing. Although there is only 

one study of the dry ice blasting method on hot rolled 

carbon steel slab, it is thought that this method can be 

used for scale removal due to its surface cleaning 

performance. 

Dry ice blasting process is a simple, 

environment-friendly, low cost and abrasive-free 

surface cleaning method. Dry ice pellets transmit their 

kinetic energy to the surface when they blast with air. 

After pellets bump into surface, their solid phase 

changes to the gaseous and this is called as 

sublimation. In this way, dry ice blasting method 

reduces second waste ratio up to 95% [13]. The most 

important advantage of cleaning with dry ice blasting 

method is eco-friendly. After application, the CO2 gas 

formation occurs besides contamination leaving of 

the surface. The CO2 is not harmful for the 

environment. However, after dry ice blasting it should 

not be exceeded the allowed concentration [14]. 

The temperature of dry ice is -78.5 °C under 

normal conditions. The temperature difference with 

dry ice pellets and surface creates a thermal shock 

effect. Due to this effect, contamination of the steel 

surface is more brittle and bonds between 

contamination and surface are weaker [15]. The 

difference between dry ice blasting and other 

blasting-based cleaning methods is that dry ice 

blasting method has thermal, mechanical and 

expansion effects [16]. 

The application of dry ice blasting on to the 

steel surface for removal of scale surface was patented 

in 1994 by Sumitomo Metal Industries Ltd. In this 

research, inventors applied five different blasting 

methods to the surface of slab which is 235 mm 

thickness and 1140 °C surface temperatures. 

 Method A: Water spraying at 60 °C temperature 

and 150 bar pressure. 

 Method B: Stainless steel brushing under 100 

kg/m pressure 

 Method C: Slurry blasting under 150 bar 

pressure with iron pellets, which constitute 

20% of the total weight, and water at 60 °C. 

 Method D: Water ice blasting under 20 bar 

pressure in which the ice dimension is 5 mm. 

 Invention Method: Dry ice blasting under 20 

bar pressure and 720 kg/h flow rate in which 

the diameter of ice pellets is 5 mm. 

  As a result, invention method has a definite 

solution for removing scale from slab surface. In 

addition, it presents better solution compared to 

Method A and Method D, especially Method D [17]. 

 

2. Material and Method 

 

The samples were chosen from commercial products 

of Ereğli Iron-Steel Production Company, widely 

known as Erdemir. The pseudonym of the samples 

indicates which properties would have been gained 

after cold rolling operations. Each sample group has 

different quality that includes different chemical 

composition. All samples were taken from coil tail 

and/or head. The mechanical descaling such as 

tension leveling were not applied to these samples.  

Dry ice blasting was applied to the samples 

which are shown in Table 1 with fixed pressure of 10 

bar. Diameter of dry ice pellet was 3 mm. Dry ice 

blasting nozzle was approximately at the same 

distance to all samples and angle between nozzle and 

sample was about 90°. The experimental mechanism 

is shown in Figure 1.
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Figure 1. Schematic drawing of the dry ice blasting experiment 

 
Table 1. Dry ice blasting parameters 

Samples Flow Rate 

(m3/h) 

Time (min) 

TNR1 0.5 1 

TNR2 2.0 2 

TNR3 3.5 3 

ICCR1 0.5 1 

ICCR2 2.0 2 

ICCR3 3.5 3 

RP1 0.5 1 

RP2 2.0 2 

RP3 3.5 3 

 

3. Results and Discussion 

After dry ice blasting process, surface 

roughness of samples was measured to observe 

blasting effect on scale layer by Nanofocus MarSurf 

CM Mobile. The surface topographies are shown in 

Figure 2, Figure 3 and Figure 4. The surface 

roughness values with standard deviations after dry 

ice blasting are listed in Table 2. The same threshold 

values were chosen in each sample. The top and 

valley points of surface could be obtained by 

automatic topography measurement system. Similar 

morphological features such as depth profile and 

distribution of points were observed according to the 

colored scale next to the figures.  

The roughness of the surface was decreased 

by decreasing flow rate value under 2.0 m3/h. It 

should here be noted that, the critical flow rate value 

could be higher than 0.5 m3/h. As shown in the Figure 

2, Figure 3 and Figure 4, there are no crucial 

differences between 2.0 and 3.5 m3/h. According to 

the roughness values which are shown in Table 2, IC

CR samples are more stable than TNR and RP sa

mples with respect to the Ra values. Since some 

scale remains on the surface after the dry ice pro

cess, the roughness values may be affected. 

 

Figure 2. Topography of metal surface a) 

TNR1, b) TNR2, c) TNR3 

 

 

Figure 3. Topography of metal surface a) 

ICCR1, b) ICCR2, c) ICCR3 
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Figure 4. Topography of metal surface a) 

RP1, b) RP2, c) RP3 

Table 2. Surface roughness values and standard 

deviations after dry ice blasting 

Samples Ra (µm) 

Std 

Deviation 

TNR1 0.931 0.055 

TNR2 0.948 0.061 

TNR3 0.902 0.051 

ICCR1 0.454 0.027 

ICCR2 0.921 0.071 

ICCR3 0.836 0.057 

RP1 0.971 0.083 

RP2 1.030 0.061 

RP3 0.922 0.068 

 

After surface roughness measurement, 

samples were prepared according to the ASTM E3 

[18]. The samples were hot mounted with Struers 

Citopres-20 machine. Struers Tegra Pol-21 and 

Struers Tegra Force-5 devices were used for grinding 

and polishing, respectively.  Then, they were etched 

according to the ASTM E407 with 2% nitrile solution 

[19].  

Prepared samples were examined with 

microscope of Nikon Epiphot 200 according to the 

ASTM E45 and ASTM E112 to observe deformation 

of scale layer [20-21]. The sectional view of scale 

layers is shown with x500 scale in Figure 5, Figure 6 

and Figure 7. The scale on the surface is crushed by 

the effect of dry ice blasting deformation. 

As there are some porosity and crack on the 

scale layer, especially in ICCR samples which are 

shown in Figure 6, it could be seen that dry ice 

blasting applications which are applied in all different 

parameters are effective.  

In RP named samples whose cross-sectional 

view is shown in Figure 7, RP1 was more affected one 

compared to the others even though all three samples 

were taken from same sheet. 

In TNR samples, it could be said that dry ice 

blasting application had limited effect. Especially 

small cracking on scale surface of TNR2 samples 

might have happened while preparing for hot 

mounting application. 

 

Figure 5. Sectional view of scale layer a) 

TNR1, b) TNR2, c) TNR3 

 

Figure 6. Sectional view of scale layer a) 

ICCR1, b) ICCR2, c) ICCR3 

4. Conclusion and Suggestions 

  In some samples, dry ice blasting method 

achieves to break surface layer on carbon steel 

samples. However, this method is not enough for 

descaling by itself. According to the surface 

roughness value, it can be seen that, dry ice blasting 

method affected scale layer of some samples more 

than the other samples. 

In blasting methods, there are many 

parameters on method achievement. Some of these 

parameters are pressure, flow rate, dry ice pellet 

diameter, nozzle type, angle of nozzle, distance from 

sample, etc. Therefore, dry ice blasting method should 
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be applied again with different parameters. 

 

 

Figure 7. Sectional view of scale layer a) 

RP1, b) RP2, c) RP3 
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Abstract 

This study aimed to investigate both qualitative and quantitative changes in the taste 

and aroma components of grape juice during the production of traditional molasses 

(pekmez). For this purpose, the changes in some physicochemical properties, such as 

sugar, organic acid, and volatile compound contents, in fresh Verdani grape (Vitis 

vinifera L.) juice (FGJ) were evaluated in the production of its traditional molasses. 

After the production, the total soluble solid (TSS), titratable acidity (TA), glucose, 

fructose, malic, citric, and succinic acid concentrations were increased (P<0.05) with 

the rising concentration. However, the level of glucose and fructose in TSS decreased 

by 4.67% and 11.78%, respectively (P<0.05), based on their degradation. Similarly, 

as the major organic acids, the rates of tartaric and malic acids in the TSS were 

decreased by 73.91% and 67.25%, respectively. These reductions raised the pH value 

of molasses (P<0.05). In addition, the majority of volatile compounds in FGJ 

disappeared after the production of molasses, whereas some volatile furans were 

formed in significant amounts. 
 

 
1. Introduction 

 

Grape (Vitis vinifera L.) is one of the most consumed 

fruits worldwide. The annual amount of grapes 

produced in the world is approximately 78 million 

tons. Türkiye is the sixth largest country in the world, 

with an annual grape production of 4.2 million tons, 

depending on its suitability for growing conditions 

[1]. This fruit is mostly consumed fresh in the 

country, but it is also used in the production of its 

juice, wine, raisins, vinegar, and certain traditional 

foods, including molasses and orcik [2]. In 2021, 

50.6% of grapes produced in Türkiye were table 

varieties, 39 percent were raisin varieties, and the rest 

were wine varieties [3]. In addition to these uses, it is 

estimated that 10-20% of the total amount of grapes 

harvested in Türkiye is used in the production of 

molasses, although the exact amount is unknown [4].

                                                           

*Corresponding author: azizkorkmaz@atuklu.edu.tr             Received: 30.10.2022, Accepted: 09.03.2023 

Molasses is a traditional Turkish food and has been 

produced in Anatolia for a long time, from certain 

fruits such as grape and mulberry [5]. It is a nutritious 

food in terms of its high sugar, mineral, and organic 

acid contents. Moreover, molasses is also used to 

prepare various desserts due to its typical taste, 

consistency, and caramel color [6]. The quality of 

molasses types generally depends on their 

physicochemical proporties, and the composition of 

their sugars, organic acids, and volatile compounds, 

as well as their non-enzymatic browning levels. Also, 

there are some phenolic and flavonoid components in 

both grapes and molasses that can function as 

bioactive substances [5]. These properties are affected 

by the variety, ripening degree, and growing 

conditions of the grape used [7], but also depend on 

the production method used [4], [8]. 

In Turkey, molasses is produced in two ways: 

traditional and industrial (vacuum) methods. The 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1207755
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main difference between these two productions is the 

concentration method followed by the deacidification 

and clarification of fresh grape juice (must) during the 

production process. In the vacuum method, the must 

of grapes is concentrated under a vacuum at a lower 

temperature (60-70 °C), whereas in the traditional 

method, the concentration is done by cooking the 

must in a wide and shallow copper cauldron for a 

longer time. On the other hand, in some regions of 

Turkey, the deacidified and clarified must of grapes is 

concentrated by laying it thinly on the trays and 

keeping them under the sun, as an alternative 

traditional method. The molasses obtained in this way 

is called ‘gün pekmezi’ or ‘gün balı’ (like-honey) [2]. 

Mardin, a province located in the southeast of Turkey, 

is a region where traditional molasses is widely made. 

Mardin has the second-largest area of vineyards in the 

country [3]. In this region, around 30 different local 

varieties of grapes are grown [9]. 

There are several studies on the general 

physicochemical properties of grape molasses. Some 

of these studies were carried out on molasses whose 

varieties are known, while [2], [10], some of them 

were conducted on molasses whose grape variety is 

not known [11]. Studies have also been conducted to 

determine the imitation and the adulteration [12]; the 

rheological properties [13], [14]; changes in the 

amount of hydroxymethylfurfural [15], [16]; and 

bioactive properties [17], [8] of the kinds of molasses. 

As a result of the literature research, it has been seen 

that the studies comparing the main quality 

characteristics of some grape varieties with their 

traditional molasses are limited. Therefore, the 

purpose of this study is to evaluate the changes in 

some physicochemical properties, volatile 

compounds, sugars, and organic acids of Verdani 

(Werdani) grape during its production of traditional 

molasses. 

 

2. Material and Method 

 

2.1. Material 

 

The mature grapes of a variety of Mardin (Vitis 

vinifera L. cv. Verdani) (red) used in this study were 

collected from a vineyard (37°24'12.4"N 

41°16'35.2"E) in Gelinkaya village of Midyat district, 

Mardin, Türkiye. Approximately 100 kg of the 

bunches of this grape were harvested (28 October 

2019) and transferred to the house where molasses is 

made by the traditional method, locally called 

‘mahsere’. The manufacturing of molasses started 

early the next day. Meanwhile, about one liter of 

squeezed FGJ obtained from the variety used was 

stored at -18 °C until analysis. 

2.2. Production of Molasses 

 

In this study, the sweet molasses type with a liquid 

consistency was produced, as specified in the Turkish 

Food Codex for grape molasses [18]. It was produced 

by the traditional method (Figure 1). First, the rotten 

or damaged berries were removed from the bunches, 

and then the bunches were washed with potable water. 

After that, the bunches were placed in porous bags 

and crushed with foot (by using clean plastic boots) 

on a specially designed sloped concrete floor to 

collect the squeezed juice into a cauldron. After that, 

the grape juice (must) obtained (~83 L) was mixed 

with molasses soil (1.7 kg) with high a CaCO3 (80-

90%) content, then boiled for 10 minutes and also 

rested for 2 hours to deacidify and clarify it. After this 

period, the must was taken into an open cauldron 

(85x25 cm) without removing the sediment and 

boiled using wood fire for 3.5 hours till it reached a 

Brix of 70. The foams that formed on the edge of the 

cauldron during boiling were taken continuously. In 

addition, the foams adhering to the wall of the 

cauldron were periodically cleaned with a clean 

cotton rag during this time. The temperature of the 

molasses during boiling ranged between 101-112 °C. 

At the end of production, the obtained molasses was 

cooled, and a sufficient amount of its samples, taken 

into plastic tubes, was stored at -18 °C until analysis. 

 

2.3. Physicochemical Analyses 

 

The dry matter (DM) content of samples was 

determined according to the AOAC (2000) method 

[19]. The amount of TSS (ᵒBirix) in samples was 

determined using a digital refractometer (HI 96801, 

Hanna Instruments Inc., Woonsocket, RI, USA) at 22 

°C. The amount of TA was determined 

potentiometrically by the titration method [20]. The 

pH value of the samples was measured with a digital 

pH meter (HI 2211, Hanna Instrument Inc., Limena, 

Italy). 

 

2.4. Sugar Analyses 

 

The sugar (glucose, fructose, and sucrose) contents of 

the samples were determined by an HPLC (Waters 

e2695, Waters, Milford, MA, USA) system by adapting 

the IHC (2002) method to molasses [21]. A 1 g of 

sample was dissolved in 10 ml of deionized water and 

centrifuged at 5000 rpm (2300 g) (Hettich Mikro 220 

R; Tuttlingen, Germany) for 5 minutes at 4 °C. The 

supernatant liquid was passed through a 0.45 μm 

porous PVDF filter and injected into HPLC. The 

separations and detection were performed by a YMC-

Pack Polyamine II (250x4.6 mm, 5μm) carbohydrate 
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column and a Refractive Index detector (Waters, USA), 

respectively. The acetonitrile-water (80:20) mixture 

was used as the mobile phase with an isocratic flow. 

The furnace temperature was set to 25 °C, the flow rate 

to 1.2 ml min.-1 and the injection volume to 20 μl. The 

quantitation of sugars was made with calibration curves 

obtained from commercial standard (Sigma-Merck) 

solutions prepared at different concentrations, and the 

results were expressed as g 100 g-1. 

 

 

Figure 1. The flow chart of production of the traditional grape molasses

 

2.5. Organic Acid Analyses 

 

Organic acid (tartaric, citric, malic, and succinic 

acids) contents were determined by an HPLC (Waters 

e2695) system [22]. A 2 g of molasses was weighed 

(10 g for FGJ) and the volume was adjusted to 50 ml 

with deionized water. Then, the mixture was 

homogenized, and centrifuged at 5000 rpm for 20 

minutes. The supernatant was passed through a 0.45 

μm porous PVDF filter and injected into HPLC. The 

HPLC system was equipped with an Atlantis dC18 

(4.6x250 mm, 5 μm,) column at 25 °C and a PDA 

detector (photodiode array) (Waters) set at 210 nm. 

20 mM NaH2PO4 solution acidified with H3PO4 

until pH 2.7 was used as an isocratic elution. The flow 

rate of the mobile phase was 0.8 ml min.-1, and the 

injection volume was 10 μl. The quantification of 

organic acids was performed with calibration curves 

obtained from solutions prepared at different 

concentrations from the commercial standards 

(Sigma-Merck) of each compound, and the results 

were expressed as g kg-1. 

 

2.6. Volatile Compound Analysis 

 

Volatile compounds were analyzed by gas 

chromatography-mass spectrometry (GC-MS) using 

the Solid Phase Micro-Extraction (SPME) according 

to Korkmaz et al. (2020) [23]. 

 

2.7. Statistical analyses 

 

The statistical differences between the means of the 

data were determined by the independent sample test 
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(t-Test) (P<0.05). This statistical analysis was carried 

out by SPSS (SPSS 16.0 for Windows, IBM, New 

York, USA) software package. 

 

3. Results and Discussion 

 

3.1. Changes in Physicochemical Properties 

 

DM, TA, and TSS contents and pH values of the FGJ 

and molasses of the Verdani grape are given in Table 

1. TSS (20.60±0.15%) in the FGJ of the grape used 

was similar to that of 6 different Brazilian grape 

varieties [22], whereas it was higher than that of other 

grape varieties of the same country [24]. Additionally, 

Dölek (2017) found that TSS and TA in Verdani 

grape ranged from 17.0% to 19.8% and from 0.61% 

to 0.78% [25]. The main physicochemical properties 

such as TSS, DM, TA, and pH in grape varieties are 

primarily affected by their genetic variability, 

growing conditions, and ripening degree [26]. 

TSS and TA increased to 70.61 ±0.65% and to 

0.921±0.010%, respectively (P<0.05), with the 

increase in the concentration of molasses during 

production. The increase in TA level in molasses 

compared to its level in FGJ was due to the increase 

in DM during molasses production. It was found that 

the amount of TA per dry matter decreased by 30.63% 

during molasses production (P<0.05). This is mostly 

possible because the main organic acids in the grape 

are neutralized during the deacidification treatment. 

Also, it is reported that long-term cooking in molasses 

production can cause some losses in organic acid [27]. 

 
Table 1. Values of quality parameters of the fresh grape 

juice and the molasses sample 

Quality 

parameters 

Fresg grape 

juice 
Molasses 

Dry matter (DM) (%) 21.13±0.65b 74.81±0.37a 

pH 4.23±0.01b 5.09±0.02a 

Titratable acidity 

(TA) (%)* 

0.375±0.014b 0.921±0.010a 

Total soluble solid 

(TSS) (°Brixs, %) 

20.60±0.15b 70.61±0.65a 

*g Tartaric acid 100 g-1, TA: Titratable acidity, a-b Means 

with different lowercase in some rows were significantly 

different between samples (P<0.05). 

 

The increase (by 20.33%) (P<0.05) in pH value 

at the end of production was the result of this decrease 

in TA. Türkben et al. (2016) found that the TSS, TA, 

and pH values of molasses samples made by the 

traditional method from 14 different grape cultivars 

ranged between 66.30%-80.27%, 0.27%-1.81% and 

3.59-5.23, respectively [28]. These characteristics of 

molasses types produced from grapes can vary 

depending on the concentration method or the 

production conditions as well as the grape variety 

used. On the other hand, the molasses obtained in this 

study was classified as sweet and liquid molasses in 

terms of pH and TSS [18]. 

 

3.2. Changes in Sugar Content 

 

The composition of the sugar and organic acid in 

fruits has critical effects on their taste and flavor 

properties and therefore on consumer perception [29]. 

The sugar and organic acid contents of the samples 

are presented in Table 2. As the main sugars in grapes, 

glucose (9.57±0.50 g 100-1) and fructose (9.97±0.41 g 

100 g-1) contents in FGJ were found to be close to 

each other. Their sum (19.55±0.12 g 100 g-1) 

accounted for 92.47% of the DM in the FGJ. The 

amount of sucrose was negligible in both GFJ and 

molasses. Aubert and Chalot (2018) reported that the 

glucose and fructose contents in six different mature 

grape varieties varied between 7.58-9.37 g 100 g-1 and 

7.91-10.21 g 100 g-1, respectively [30]. 
 

Table 2. Sugar and organic acid contents of the fresh 

grape juice and the molasses 

Component 
Fresh grape 

juice 
Molasses 

Sugar (g 100 g-1)   

Glucose 9.57±0.50d 32.30±0.29a 

Fructose 9.97±0.41d 31.14±0.32a 

Total sugar 19.55±0.12d 63.44±0.17a 

Fructose/glucose 1.04±0.01a 0.96±0.02a 

Organic acid (g kg-1)   

Tartaric 4.06±0.05a 3.75±0.06a 

Malic 1.38±0.03a 1.60±0.10a 

Citric 0.09±0.00b 0.45±0.03a 

Succinic 0.20±0.00a 0.35±0.02a 

Total organic acid 5.72±0.07b 6.15±0.05a 
a-b Means with different lowercase in some rows were 

significantly different between samples (P<0.05). 

 

In the molasses sample, glucose and fructose 

contents increased to 32.30±0.29 g 100 g-1 and 

31.14±0.32 g 100 g-1, respectively, due to the 

concentration process during production. However, as 

a point to be noted, it was found that during the 

conversion of FGJ into molasses, there were 

decreases in the amounts of both glucose (4.67%) and 

fructose (11.78%) based on their percent in DM 

(P<0.05). The fructose/glucose ratio decreased 

partially (P>0.05) as a result of the decrease in the 

amount of fructose being higher than that of glucose. 

The higher decrease in fructose during the molasses 

production could be explained by the greater 

participation of this sugar in Maillard and/or 

caramelization reactions compared to glucose [31]. 
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Türkben et al. (2016) reported that the amounts of 

glucose and fructose in 14 different traditional 

molasses from different varieties of grapes ranged 

from 27.57 g 100-1 to 41.11 g 100-1 and from 22.34 g 

100-1 to 34.69 g 100 g-1, respectively [28]. The sugar 

content of different molasses types is mostly affected 

by the duration of the concentration process. 

 

3.3. Changes in Organic Acid Content 

 

Tartaric and malic acids are the main organic acids in 

grape varieties and the total amount of the two 

accounts for more 80% of the total organic acid 

contents in many grapes [24]. It was found that the 

sum of (5.44±0.08 g kg-1) of tartaric (4.06±0.05 g kg-

1) and malic (1.38±0.03 g kg-1) acids in the FGJ 

corresponded to 94.93% of the total organic acid 

content (Table 2). In a previous study, it was reported 

that the tartaric, malic, and citric acid contents in 11 

different cultivars of grapes were between 4.98-7.48, 

g l-1, 1.43-3.40 g l-1 and 0.03-0.164 g l-1, respectively 

[7]. In another study, it was found that tartaric and 

malic concentrations in 6 different varieties of grapes 

ranged between 4.3-6.2 g l-1 and 1.5-2.9 g l-1, 

respectively [30]. The organic acid content in grapes 

depends on genetic characteristics, growing 

conditions, and maturity level [24]. 

Tartaric, malic, citric, and succinic acid 

contents in the molasses sample were found to be 

3.75±0.06 g l-1, 1.60 ± 0.10 g l-1, 0.45 ± 0.03 g l-1 and 

0.35±0.02 g l-1, respectively. The amount of major 

organic acids in FGJ decreased during the production 

of molasses, probably due to the deacidification 

process, which precipitated tartaric and malic acids as 

salts of calcium tartrate and calcium maleate, 

respectively. Based on the ratios of tartaric and malic 

acids in the DM, it was also found that the initial 

contents of tartaric and malic acid were decreased by 

73.91% and 67.25%, respectively (P<0.05). In 

addition, some of the reductions in organic acid 

amounts could be due to the boiling treatment during 

production [27]. It was reported that the reductions in 

malic, citric, and tartaric acid of a grape molasses type 

produced by the traditional method were 9.19%, 

24.61%, and 3.89%, respectively [32]. 

 

3.4. Changes in volatile compounds 

 

The profile of volatile compounds in fruits and 

vegetables has a wide diversity and affects their 

aroma characteristics [33]. The volatile compounds 

identified in FGJ and molasses are given in Table 3. 

In the FGJ sample, a total of 28 different volatile 

compounds were identified in different groups: 

terpenoid (6), aldehydes (7), alcohols (10), ketones 

(2), ester (1), acid (1) and other (1). 

Terpenoids and various aldehydes, alcohols, 

and ketones formed by lipoxygenase (LOX) enzyme 

activity were the most common volatile compounds 

in FGJ, both quantitatively and qualitatively. 

Terpenoids in grapes are generally responsible for 

their characteristic floral odor [30]. D-Limonene 

(152.91 ±5.07 mg kg-1), ß-linalool (11.40±0.58 mg 

kg-1), carvone (43.02 ±4.62 mg kg-1) and o-cymene 

(10.65±0.49 mg kg-1) compounds were found as the 

most common terpenoids in FGJ. Hexanal 

(14.05±2.27 mg kg-1), (E)-2-hexenal (27.81±8.94 mg 

kg-1), 1-hexanol (178.92±9.21 mg kg-1), (Z)-3-

hexenol (11.68±0.43 mg kg-1) and (E)-2-hexenol 

(50.04±2.69 mg kg-1), which have fresh leaf grassy 

aroma, were found to be other compounds with higher 

amounts in the FGJ sample. Most of these volatile 

compounds, known also as C6-compounds, are 

formed by the LOX activity of certain unsaturated 

fatty acids. These compounds have also been found as 

predominant volatile compounds in different grape 

varieties in previous studies [34, 35]. Apart from 

these, hexyl phenylacetate (23.11±2.05 mg kg-1), 

nonanal (15.13±1.48 mg kg-1), ethanol (11.35±2.06 

mg kg-1), 6-methyl-5-hepten-2-one (13.36±0.26 mg 

kg-1) and nonanoic acid (36.59±4.11 mg kg-1) were 

found to be other important volatile compounds in 

FGJ. 

The composition of volatiles in FGJ changed 

markedly during its conversion into molasses. The 

majority of the number (20) of compounds 

responsible for freshness and fruity odors in FGJ 

disappeared during the production of molasses, 

probably because of their degradation and/or 

volatilization during the production processes [36]. 

Conversely, 11 new compounds responsible for 

typical grape molasse were formed in the molasses. In 

particular, some volatile furans were formed 

abundantly during molasses production. As the newly 

formed furans, the concentration of furfural, 2-

acetylfuran, 5-methylfurfural, dihydro 2 (3H)-

furanone, 2-furanmethanol and methyl 2-furoate in 

molasses were 319.16±36.61 mg kg-1, 24.53±2.92 mg 

kg-1, 21.93±3.95 mg kg-1, 7.28±2.24 mg kg-1, 

16.12±0.53 mg kg-1, 6.11±1.53 mg kg-1, respectively. 

Among these, only the amount of furfural 

corresponded to 57.37% of the total amount of 

volatile compounds in the molasses sample. These 

furans are responsible for the characteristic caramel, 

roasted-cooked and coffeelike aromas of grape 

molasses. They can be formed by Maillard reactions 

[32], Strecker degradation [23] and caramelization 

reactions [37] during the cooking process in 

production. Various volatile furan compounds have 
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also been found in other molasses types made from 

various grapes [38], [32]. 

 

 

Table 3. Volatile compound contents in the fresh grape juice and the molasses (mg kg-1) 

No Compound RI* Fresgh grape juice Molasses 

 Total terpenoid  231.65±5.66a 4.39±1.38b 

1 D-Limonene  1231 152.91±5.07a nd 

2 1,8-Cineole  1233 7.33±2.01a nd 

3 ɣ-Terpinene 1268 6.35±0.98a nd 

4 o-Cymene  1287 10.65±0.49a nd 

5 ß-Linalool 1553 11.40±0.58a 4.39±1.38b 

6 Carvone 1760 43.02±4.62a nd 

 Total aldehyde  84.60±9.77a 31.71±7.38b 

7 2-Methylbutanal 979 5.57±0.19a 6.16±1.91a 

8 3-Methylbutanal 983 4.71±0.55a 7.71±1.23a 

9 Hexanal  1121 14.05±2.27a nd 

10 (E)-2-Hexenal 1245 27.81±8.94a nd 

11 (Z)-2-Heptenal 1344 8.69±1.47a nd 

12 Nonanal  1410 15.13±1.48a nd 

13 Phenylmethanal 1546 8.62±0.24a nd 

14 Phenylethanal 1666 nd 10.52±1.95a 

15 2,4-Dimethylbenzaldehyde 1840 nd 7.31±2.28a 

 Total alcohol  329.31±8.78a 17.07±5.34a 

16 Ethanol 997 11.35±2.06a 2.31±0.28b 

17 3-Methylbutanol 1230 28.17±2.53a nd 

18 1-Hexanol 1366 178.92±9.21a nd 

19 (Z)-3-Hexenol 1396 11.68±0.43a nd 

20 (E)-2-Hexenol  1418 50.04±2.69a nd 

21 1-Heptanol 1464 3.91±0.37a nd 

22 2-Ethylhexanol 1497 16.98±2.47a 5.81±0.61a 

23 2-Heptenol 1520 8.17±1.29a nd 

24 1-Octanol  1565 10.69±0.56a nd 

25 2-Tridecanol  1723 nd 1.47±0.10a 

26 β-Phenylethanol 1928 8.76±0.44a 8.94±2.58a 

 Total cetone  19.87±1.49a 9.87±2.85a 

27 3-Octanone 1277 6.51±0.88a nd 

28 Hydroxyacetone 1323 nd 9.87±2.85a 

29 6-Methyl-5-hepten-2-one 1357 13.36±0.26a nd 

 Total ester  23.11±2.05a nd 

30 Hexyl phenylacetate 1666 23.11±2.05a nd 

 Total acid  36.59±4.11b 109.77±16.96a 

31 Acetic acid 1475 nd 51.92±5.61a 

32 Nonanoic acid 2184 36.59±4.11a 49.51±1.08a 

33 Decanoic acid 2271 nd 8.34±2.27a 

 Total furan  nd 395.15±46.66a 

34 Furfural  1484 nd 319.16±36.61a 

35 2-Acetylfuran 1524 nd 24.53±2.92a 

36 5-Methylfurfural 1592 nd 21.93±3.95a 

37 Dihydro 2(3H)-furanone 1653 nd 7.28±2.24a 

38 2-Furanmethanol 1671 nd 16.12±0.53a 

39 Methyl 2-furoate 2040 nd 6.11±1.53a 

 Miscellaneous  3.31±0.63a 3.56±0.34a 

40 2,3-Bütandiol  1557 3.31±0.63a 3.56±0.34a 

 Total  728.17±18.44a 556.27±61.30a 
*RI: Retention index calculated on DB-HeavyWax column, nd: not detected, a-b Means with different lowercase in 

some rows were significantly different between samples (P<0.05) 
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4. Conclusion and Suggestions 

 

In this study, the changes in physicochemical 

properties, sugar, organic acid, and volatile 

compound content of the Verdani grape variety were 

evaluated for the first time during the production of 

its molasses by the traditional method. The initial 

TSS, TA, sugar, and organic acid contents increased 

depending on the rising concentration during the 

processing of FGJ into the molasses. However, the 

results showed that the method of traditional molasses 

production caused significant losses in the amounts of 

glucose, fructose, tartaric acid, and malic acid, 

indicating that this method can reduce their portion in 

the total dry matter after the molasses production. On 

the other hand, the data showed that the most of 

volatile compounds in FGJ disappeared during the 

conversion into its molasses, and also indicated that 

the traditional manufacturing method of grape 

molasses can lead to the generation of volatile furans 

in large amounts. Based on the results of this study, 

an evaporation under vacuum or open natural 

conditions instead of the long-term and high-

temperature cooking process in the traditional method 

can be more suitable for the concentration process in 

molasses production. In future studies, the effects of 

this production method on hydroxymethylfurfural 

(HMF) and bioactive properties in grapes should be 

investigated. 
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Abstract 

In this study, the structural and basic astrophysical parameters of the poorly studied 

open cluster Berkeley 6 are calculated. Analyses of the cluster are carried out using 

the third photometric, spectroscopic, and astrometric data release of Gaia (Gaia 

DR3). The membership probabilities of stars located in the direction of the cluster 

region are calculated by considering their astrometric data. Thus, we identified 119 

physical members for Berkeley 6. The colour excess, distance, and age of the cluster 

are determined simultaneously on the colour-magnitude diagram. We fitted solar 

metallicity PARSEC isochrones to the colour-magnitude diagram by considering the 

most probable member stars and obtained E(GBP-GRP) colour excess as 0.9180.145 

mag. The distance and age of the cluster are determined as d=2625±337 pc and 

t=350±50 Myr, respectively. 

 

 
1. Introduction 

 

Open star clusters (OCs) are groups of stars that are 

bound under weak gravitational forces and formed 

from the same molecular cloud that collapses under the 

same physical conditions. Therefore, the distance, 

metallicity, and age of the stars are similar, whereas 

their masses are different. So as the ages of OCs range 

from a few million to billions of years, they are 

essential objects to understand the star formation 

process and stellar evolution theories ([1]; [2]). OCs are 

located on the Galaxy disc. These characteristics make 

OCs important tools to understand the structure and 

dynamical evolution of the Galaxy disc (e.g., [3]; [4]; 

[5]). 

The available information in the literature for the 

Berkeley 6 (α2000.0 = 01h51m12.7s, δ2000.0 = 61o03'40";        

l = 130o.1008, b = -00o.9760; [6]) is as follows: [7] 

analysed the CCD UBVRI observations of Be 6 and 

determined its structural and fundamental astrophysical 

parameters. 

                                                           

*Corresponding author: seliskoc@gmail.com             Received: 01.12.2022, Accepted: 08.06.2023 

 

They considered the radial density profile model of [8] 

and determined the core radius of the cluster as                

rc = 0.54±0.29 arcmin. By fitting theoretical isochrones 

of [9] to the observed (B-V) × (V-I) colour-colour 

diagram, [7] obtained the reddening of the Be 6 as    

E(B-V) = 0.90±0.05 mag. Also, they shifted theoretical 

isochrones to the observed (B-V) × V, (V-R) × V, and 

(V-I) × V colour-magnitude diagrams and found the 

distance modulus, distance and age of Be 6 as                   

µV = 14.80 mag, d = 2.52±0.12 kpc and log t = 7.5±0.1 

yr, respectively. [10] improved an algorithm to obtain 

simultaneously reddening, distance, and age of 

clusters, and obtained parameters of Be 6 as                 

E(B-V)=0.781 mag, d = 2.5 kpc, and log t = 8.6 yr, 

respectively. [6] estimated the distance and age of the 

Be 6 as d = 3.05 kpc and log t =8.35 yr using Gaia DR2 

astrometric and photometric data. The mean proper-

motion components of the cluster were calculated as 

(µαcosδ, µδ) = -0.857±0.076, -0.485±0.094 mas/yr by 

[6] (Table 1). 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1213059
https://orcid.org/0000-0001-7420-0994
https://orcid.org/0000-0002-5657-6194
mailto:seliskoc@gmail.com
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Table 1: Fundamental parameters for Berkeley 6 gathered from the literature. Columns denote the colour excess (E(B-V)), 

metallicity ([Fe/H]), distance moduli and distance (µ, d), age (t), proper-motion components (µαcos δ, µδ), trigonometric 

parallaxes () and reference. Errors of the parameters are shown in parenthesis. 

E(B-V) [Fe/H] µ d t µαcos δ µδ  Reference 

(mag) (dex) (mag) (pc) (Myr) (mas/yr) (mas/yr) (mas)  

0.90 

(0.05) 
 

14.80 
2520 

(120) 

32        

(8) 
   

 
[7] 

0.781   2500 400 -1.29 -3.22  [10], [11] 

 
  2950 

(932) 
 

-0.857 

(0.076) 

-0.485 

(0.094) 

0.31 

(0.05) 
[12], [13] 

0.581 
 

12.42 3051 224 
-0.857 

(0.076) 

-0.485 

(0.094) 

0.31 

(0.05) 
[6] 

0.758 

(0.032) 

-0.182 

(0.095) 
 

2417 

(212) 

110   

(150) 

-0.858 

(0.090) 

-0.495 

(0.105) 

0.310 

(0.048) 
[14] 

2. Material and Method 

2.1 Astrometric and Photometric Data 

The third data release of Gaia (hereafter Gaia DR3, 

[17]) provides high quality astrometric and photometric 

data on more than 1.5 billion celestial objects. By using 

the equatorial coordinates of Be 6 given by [6] as the 

center of the cluster, we obtained 23,139 stars within a 

20 arcmin radius with a magnitude range of 7 < G ≤ 22 

mag. The obtained data from the catalogue are radius 

distance (r) from the centre, equatorial coordinates       

(α, δ), photometric magnitude and colours                          

(G, GBP-GRP), The third data release of Gaia (hereafter 

Gaia DR3, [17]) provides high quality astrometric and 

photometric data on more than 1.5 billion celestial 

objects. By using the equatorial coordinates of Be 6 

given by [6] as the center of the cluster, we obtained 

23,139 stars within a 20 arcmin radius with a 

magnitude range of 7 < G ≤ 22 mag. The obtained data 

from the catalogue are radius distance (r) from the 

centre, equatorial coordinates (α, δ), photometric 

magnitude and colours (G, GBP-GRP), proper-motion 

components (µαcosδ, µδ) and trigonometric parallaxes 

(). The identification map of the open cluster Be 6 is 

shown in Figure 1. 

2.2 Photometric Completeness Limits and 

Photometric Errors 

 

To derive precise parameters, we identified the 

photometric completeness limit according to the G 

magnitude of the stars. For this, we constructed star 

count versus G magnitude histograms, as shown in  

Figure 2. In the figure, it can be seen that the star counts 

increase up to G=21 mag and start to decrease after this 

limit, which indicates that stellar incompleteness has 

set in. Thus, we adopted this value as the cluster 

photometric completeness limit and took into account 

the stars brighter than this limit for further analyses. 

The uncertainties of the Gaia DR3 photometric data 

were adopted as their interval errors. We calculated the 

mean errors of the G magnitudes and GBP-GRP colours 

of detected stars as a function of G interval magnitudes 

and listed them in Table 2. Considering the adopted 

photometric completeness limit G=21 mag for Be 6, it 

can be seen from Table 2 that the mean internal errors 

for G magnitudes and GBP-GRP colours of the stars 

reach up to 0.007 and 0.146 mag, respectively. 

 

Figure 1: Identification chart of stars located in the region 

of Berkeley 6. Field of view of the optical chart is 20' × 20'. 

North and East correspond to the up and left directions, 

respectively. 
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Figure 2: Histogram of number of stars according to G 

apparent magnitude intervals. The red arrow represents the 

faint limiting magnitude of the Berkeley 6. 

 

Table 2: Mean photometric errors calculated for apparent G 

magnitude for Berkeley 6. N indicates the number of stars 

within the selected G magnitude intervals. 

G        

(mag) 

N G 

(mag) 

GBP-GRP  

(mag) 

( 6,  12]   51 0.003 0.005 

(12, 14]   238 0.003 0.005 

(14, 15]   301 0.003 0.005 

(15, 16] 703 0.003 0.006 

(16, 17] 1319 0.003 0.008 

(17, 18] 2050 0.003 0.014 

(18, 19] 3393 0.003 0.031 

(19, 20] 5232 0.004 0.063 

(20, 21] 7556 0.007 0.146 

(21, 22] 2296 0.025 0.397 

3. Results and Discussion 

3.1 Structural Parameters of the Berkeley 6 

To determine structural parameters such as the limiting and 

effective radii of the core region of Be 6, we carried out the 

Radial Density Profile (RDP) model given by [15]. For this, 

we first divided the cluster area into the series of concentric 

rings, which were adjusted to the central coordinates taken 

from [6]. Then we calculated the stellar densities (ρ) for each 

ring by dividing the number of stars by the ring area. We 

plotted stellar densities versus radius from the cluster centre 

(Figure 3) and fitted the RDP model of [15] to this 

distribution by following 2 minimization. [15] described the 

model as ρ(r) = fbg+(f0  ⁄ (1+(r/rc)2), where r is the radius from 

the cluster centre, fbg, f0 and rc are the background stellar 

density, the central density and the core radius, respectively. 

Figure 3 shows the RDP of the cluster together with the best 

fitting [15] model for it. The best fit resulted in the core 

radius, background stellar density and central density, being 

rc = 0.501±0.029 arcmin, fbg = 10.705±0.269 stars/arcmin2 

and f0 = 38.844±1.226 stars/arcmin2, respectively. Also, we 

took into account the radius value at which stellar density is 

about to meet the background density (Figure 3 a grey 

horizontal line) as the cluster limiting radius (rlim). This limit 

was adopted as r = 5 (3.82 pc) for Be 6, and we used only 

the stars inside this limiting radius in further analyses. 

 

Figure 3: Radial density profile of Berkeley 6. Errors were 

derived using the expression of 1/√𝑁, where N represents 

the number of stars used in the density estimation. The solid 

line represents the optimal [15] profiles. The background 

density level and its errors are the horizontal grey bands. The 

King fit uncertainty (1σ) is shown with the red shaded 

region. 

3.2 Membership Probabilities of Stars 

Because the OCs are located near the Galactic plane, their 

members are highly affected by background star 

contamination. This makes it difficult to identify cluster 

members using only photometric data. Instead of this, the 

radial velocity and proper-motion values of stars are more 

useful in determining the membership. Astrometric and 

spectroscopic observations provide information on the radial 

velocity and proper-motion components of stars. However, 

spectroscopic observations of a great number of objects 

require much observing time, including larger telescopes. 

For this reason, the radial velocities of stars remain incapable 

of determining their membership. Because the components 

of OCs share a common origin, their movement vectors in 

the sky commonly point in the same direction. These 

properties make proper-motion components useful tools to 

separate cluster stars from field stars. Thanks to the 

astrometric data with high accuracy of Gaia DR3, the cluster 

members can be separated more precisely. In the study, we 

took into account Gaia DR3 proper-motion components as 

well as the trigonometric parallaxes of stars in the direction 

of Be 6 to calculate the membership probabilities of each. 

Membership analyses were utilized by using the UPMASK 

(Unsupervised Photometric Membership Assignment in 

Stellar Clusters; [16]) method. UPMASK is based on the 

clustering method, which is represented by k-means 

clustering, by detecting spatially concentrated groups and 

identifying the most likely cluster members. k-means is an 

integer number that varies from 5 to 25 and is not set directly 

by the user ([16]; [13]).  [13] used Gaia DR2 astrometric data 

on 1,481 open clusters with the UPMASK methodology, and 

[6] successfully calculated the membership probabilities of 

stars in these clusters as a continuation of his work. We 

applied UPMASK by considering five-dimensional 

astrometric parameters of stars that contain positions (α, δ), 

proper-motion components (µαcosδ, µδ), trigonometric 
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parallaxes (), and their uncertainties. During the 

application, we run 1000 iterations for Be 6. Membership 

probability is defined as the frequency with which a star is 

defined as a part of a clustered group. We reached the best 

result when the k-means value was set to 11 for Be 6. The 

possible cluster members were selected among the stars that 

were brighter than G=21 mag with membership probabilities 

P ≥ 0.5 and located on the inside of the cluster limiting radius 

(r = 5). These stars were adopted as physical members of Be 

6. Thus, the number of member stars we reached for Be 6 is 

119. These stars were used in the determination for the 

astrometric and astrophysical parameters of Be 6.  In order 

to visualize the positions of the most probable member stars 

in Be 6, we constructed a vector-point diagram (VPD), as 

shown in Figure 4. It can be seen in the figure that Be 6 is 

embedded in the field stars. In Figure 4, the intersection of 

blue dashed lines represents the values of mean proper-

motion components calculated from the most probable 

cluster members (119 stars with P0.5). These values were 

estimated as (µαcosδ, µδ) = (-0.894±0.004,  -0.533±0.004) 

mas/yr, which are compatible with the results of all studies 

performed with Gaia observations for the Be 6 (see Table 1). 

To calculate the mean trigonometric parallax () of Be 6 we 

plotted the parallax histogram considering the most probable 

cluster members and applied the Gaussian fit to the 

histogram of the selected stars (Figure 5). During the 

calculation of , we considered the stars with a relative 

parallax error (/) of less than 0.2 to minimize 

uncertainties. We obtained the mean  of Be 6 as 0.320.03 

mas. By applying the linear equation of d (pc) = 1000/ 

(mas) to the mean trigonometric parallaxes, we reached the 

parallax distance as d = 3125332 pc. Also, to compare 

results, we calculated the arithmetic mean (mean) of 

trigonometric parallaxes from the most probable cluster 

members (P0.5) as mean = 0.3250.034 mas, which is the 

same result as Gaussian fit. A histogram of the most probable 

stars, as well as the Gaussian fit (dashed black line) to the 

distribution are given in Figure 5. 

 

3.3 Astrophysical Parameters of Berkeley 6 

As the cluster members stars share similar physical 

properties and they contain a wide range of stellar masses, 

observational colour-magnitude diagrams (CMDs) are 

essential tools to visualize the morphology of open clusters, 

as well as determine their reddening, distances, and age. 

To determine the metallicity, colour excesses, distance, and 

age of the Be 6, we fitted PARSEC isochrones of [18] to the 

observed CMD, considering the most probable cluster 

member stars. In the analyses, we fitted theoretical 

isochrones by eye, taking into account the most probable 

main-sequence and turn-off point members of the cluster. 

The CMD with the best fit isochrone is shown in Figure 6. 

We used the isochrones of log t = 8.48, 8.54 and 8.60 yr. We 

considered solar metallicity value ([Fe/H] = 0 dex or                  

z = 0.0152) for relevant isochrones. The best fit isochrone 

provides colour excess of E(GBP-GRP) = 0.9180.145 mag.  

Also, to compare this value with the literature, we used the 

equation of E(GBP-GRP) = 1.41×E(B-V) given by [19] and 

calculated the UBV based colour excess as                                        

E(B-V) = 0.6510.103 mag. The errors for colour excesses 

were estimated by considering the mean photometric error of 

Gaia (GBP-GRP) colour in the G completeness limit (see 

Table 2). The estimated E(B-V) colour excess is compatible 

with the studies of [6], [10] and [14] within the errors. 

Moreover, the fitting procedure gives the age and distance 

moduli of Be 6 to be t = 350±50 Myr and (m-MG) = 

13.806±0.263 mag, respectively, which corresponds to the 

isochrone distance to be diso= 2625±337 pc (see Table 3). In 

addition to this, we calculated errors in distance moduli and 

distances using the relations presented in [22], [24], [25], 

[26]. 

 

Figure 4: VPD of Berkeley 6 based on Gaia DR3 

astrometry. The membership probabilities of the stars are 

showed with the colour scale shown on the right. In the 

zoomed frame represents the region of condensation for 

Berkeley 6 in the VPD. The intersection of the dashed blue 

lines is the point of mean proper motion of Berkeley 6. 

 

Figure 5: Gaia DR3 based trigonometric parallax histogram 

for Berkeley 6. The distribution of member stars with 

relative parallax error is less than 0.2 and the calculated 

Gaussian fit which shown with the dashed line. 
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These relations take into account the uncertainty in colour 

excess. The age obtained for Be 6 in this study (t = 35050 

Myr) is in good agreement with the results given by [10] and 

[11], whereas the isochrone distance value (diso = 2625337 

pc) is compatible with almost all the studies (except for the 

value of [6]) given by different researchers (see Table 1). The 

Galactocentric distance and Galactocentric coordinates were 

obtained as Rgc = 9.90 kpc and (X, Y, Z)⊙ = (−1691, 2008,        

-45) pc. These are compatible with the corresponding 

estimates in [12]. The basic parameters of Be 6 are listed in 

Table 3. 

 

Figure 6: Colour-magnitude diagram of Berkeley 6. 

Different coloured circles show the membership 

probabilities according to the colour scales shown on the 

right side of the diagrams. Gray dots represent field stars. 

The blue lines show the PARSEC isochrones, while the 

shaded areas surrounding these lines are their associated 

errors. 

Table 3: Basic parameters of Berkeley 6 derived in this 

study.  

Parameter Value 

α (hh:mm:ss.s) 01:51:12.7 

δ (dd:mm:ss.s) 61:03:40.0 

l (o) 130.1008 

b (o) -0.9760 

f0 (star/arcmin2) 38.844±1.226 

rc (arcmin) 0.501±0.029 

fbg (star/arcmin2) 10.705±0.269 

rlim (arcmin) 5 

r (pc) 3.82 

µα cosδ (mas/yr) -0.894±0.004 

µδ (mas/yr) -0.533±0.004 

Cluster members (P ≥0.5) 119 

 (mas) 0.3250.034 

d (pc) 3077322 

E(GBP - GRP) (mag) 0.9180.145 

E(B-V) (mag) 0.6510.103 

[Fe/H] (dex) 0 (assumed) 

Age (Myr) 35050 

Distance module (mag) 13.8060.263 

Isochrone distance (pc)  2625337 

X (pc) -1691 

Y (pc) 2008 

Z (pc) -45 

Rgc (kpc) 9.90 

 

4. Conclusion and Suggestions 

In this study, we presented structural and astrophysical 

parameters of the Be 6 open cluster by using Gaia DR3 

photometric and astrometric data. The astrometric 

parameters of Gaia DR3 were used to calculate the 

membership probabilities of stars located in the cluster 

region. The main results are given below: 

 RDP analyses show that the limiting radius of the cluster 

is rlim = 5 (3.82 pc). 

 We classified 119 most likely cluster member stars with 

a membership probability P  0.5 which are also lying 

within the limiting radius. The mean proper motion of 

Be 6 is estimated as (µαcosδ, µδ) = (-0.894±0.004,               

-0.533±0.004) mas/yr. 

 We considered the most likely member stars with a 

relative parallax error (/) of less than 0.2 and 

determined the trigonometric parallax of the cluster as       

 = 0.3250.034 mas. This value corresponds to the 

parallax distance of Be 6 to be d = 3077322 pc. 

 Astrophysical parameters were derived simultaneously 

by considering Gaia based CMD. PARSEC isochrones 

of solar metallicity [Fe/H] = 0 dex or z = 0.0152 were 

fitted through the most likely cluster members (P  0.5). 

We took into account the morphology, such as the main-

sequence, and turn-off point of the cluster, that is 

viewable on CMD during the fitting procedure. Hence, 

we determined the colour excess, age, and isochrone 
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distance of Be 6 as E(GBP-GRP) = 0.9180.145 mag,            

t = 35050 Myr, and diso= 2625337 pc, respectively. 

 Although there is a difference of about 450 pc between 

the calculated parallax distance (dϖ = 3077±322 pc) and 

isochrone distance (diso=2625±337 pc) results, the two 

distance values are compatible within the errors. For 

objects far from the 2 kpc, the zero-point problem and 

observational biasness cause the measured Gaia 

trigonometric parallaxes to be smaller ([20];[21];[23]).  
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Abstract 

Chip seal is an economical flexible pavement type consisting of layers of aggregate 

and bituminous binders. Chip seal is generally applied for preventative treatment of 

an existing road or to overlay low-trafficked roads. The thickness of the 

superstructure of a chip seal is directly related to the bearing capacity of sub-grade 

soil. The bearing capacity of soil is represented by Resilient Modulus (MR) during 

the design of the thickness of pavement layers. This study has focused on the effect 

of the bearing capacity of sub-grade soil on the thickness and cost of the 

superstructure of chip seals. In addition, two-dimensional numerical modeling was 

also performed with the thicknesses of the layers found according to the MR. It was 

indicated that there was a strong correlation between the bearing capacity of sub-

grade soil and the thickness of the superstructure of chip seals with high R-square 

values. An increase in the bearing capacity of the sub-grade soil resulted in a decrease 

in the thickness of the superstructure of the chip seals. Additionally, Plaxis 2D 

modeling showed that a double-chip seal had less deformation and better bearing 

capacity compared to a single-chip seal. For this reason, it is economically important 

to choose the sub-grade soil to be used in the chip seals most properly by also 

considering the environmental conditions 
 

 
1. Introduction 

 

The roads are designed to meet the needs and 

demands depending on the socio-economic situation 

of the region. As road users, drivers demand smooth, 

comfortable, high slip resistance, fast access, low 

transportation costs, and low noise levels, while road 

authorities aim for durable, minimum maintenance, 

resistance to permanent deformations, high traffic 

safety, and long-lasting roads [1]. A road pavement 

consists of different elements such as sub-grade, base, 

and surface course [2]. These elements must be able 

to fulfill the conditions that will ensure that the 

superstructure can serve safely in all climatic 

conditions throughout the project life and that a large 

number of vehicles can pass over it [3-5]. Road 

pavements are generally divided into two groups as 
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flexible and rigid pavements [6, 7]. Flexible 

pavements are those that are covered with bituminous 

or asphaltic materials, while rigid pavements consist 

of a surface layer of Portland cement concrete [8-11]. 

Chip seal is an economical flexible pavement 

surfacing type that consists of layers of aggregate and 

bituminous binder to protect and prolong the life of an 

existing road or to overlay low-volume roads. In other 

words, a chip seal is the spreading out of bitumen and 

aggregate one after another and is formed by 

compaction [12-14]. Additionally, chip seal, which 

can be successfully applied on both high and low-

traffic volume roads, is generally used on low-traffic 

roads. 

Chip seal is one of the most preferred flexible 

pavement types because it has some advantages, such 

as being low-cost, easy, and rapid to construct and 

https://dergipark.org.tr/tr/pub/bitlisfen
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improving skid resistance and smooth surface 

properties. This type of pavement is widely used in 

Turkey, South Africa, Australia, New Zealand, and 

England [15-22]. Chip seals could consist of one or 

more layers, as shown in Figure 1. Single chips are 

formed by spreading bituminous binder on an existing 

road or granular base and then laying and compacting 

aggregate. A single chip with double aggregate 

surfacing pavement type is formed by successively 

laying uniformly graded coarse and relatively fine 

aggregate over the bituminous binder. The double 

chip seal is formed with relatively fine aggregate and 

bituminous material on the top of the single-layer 

surface coating, which was previously formed with a 

coarse aggregate laid on the bituminous material. A 

sandwich chip seal is formed by first laying coarse 

aggregate on an existing road or granular base and 

bituminous binder on it. Then, over the bituminous 

binder, a relatively fine aggregate is laid and followed 

by compaction [12, 16, 19, 23, 24]. In Turkey, single 

and double chip seals are mostly preferred types. 

Generally, chip seal is applied on roads that have a 

total traffic volume of 8.2 tons equivalent standard 

axle load of less than 2×106 in one way during the 

service period. It should be designed as a single chip 

if the traffic volume is less than 500000, and for the 

traffic volume over that value, it should be designed 

as a double chip.  However, it is required to apply hot 

mix asphalt for the roads that have traffic volume 

between 2-3×106 as the total equivalent standard axle 

load, it can be implemented double chip by thinking 

about economic conditions and shortening the project 

life [25]. 

A road body consists of two parts: the 

substructure and the superstructure. The substructure 

is composed of cut and fill processes. Then, the 

superstructure consists of layered structures, such as 

sub-base, base, and pavement that transfer the traffic 

loads to the sub-grade soil. Before the construction of 

a superstructure, a sub-grade should be prepared, 

following the specifications, in a way supports the 

superstructure. The superstructure is affected by 

traffic loads and the environment. The traffic loads 

create radial shrinkage and compressive stresses with 

the movement of vehicles. The intensity and degree 

of stresses are directly proportional to the repetition 

of axle loads. It is required from sub-grade soil to 

resist these loads transferred from superstructures. 

The bearing capacity of soil is represented by 

Resilient Modulus (MR) which provides insight into 

the elastic properties of materials used under roads 

and railways [26-29]. 

 

 
       Figure 1. Types of chip seals. 

 

This study has focused on the investigation of 

the effect of sub-grade soil bearing capacity on the 

thickness of the superstructure (sub-base and base) 

and the cost of chip seals. A design chart for chip seals 

presented in ‘‘Project Guide for Flexible 

Superstructure’’ was utilized to determine the 

thickness of the sub-base and base layers depending 

on the MR of the sub-grade soil. This guide was 
prepared by the General Directorate of Highways in 

Turkey in 2008 [25]. A regression analysis was made 

to reveal the relationship between MR and the 

thickness of the superstructure. Moreover, the 

displacements and stresses of the sub-base and base 

created by using the finite element method were 

shown. It has been indicated in this study that there is 

a strong relationship between the bearing capacity of 

the soil and the thickness of the sub-base layers. 

Thinner upper layers were obtained with the sub-

grade soil with a higher MR, and it was determined 

that the superstructure thicknesses increased as the 

bearing capacity of the sub-grade soil decreased. 

More realistic results were obtained by modeling the 

sub-base and base in Plaxis 2D. The general results 

indicate that it is economically important to choose 

the sub-grade soil to be used in the chip seals in the 

most appropriate way by paying attention to the 

environment and conditions.  

 

2. Material and Method 
 

In this study, the design chart of chip seals 

given in the ‘‘Project Guide for Flexible 

Superstructure’’ in Turkey was followed to determine 

the sub-base and base thickness in response to MR 
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values. The relationship between the MR of sub-grade 

soil and the thickness of the sub-base and base layers 

of chip seal pavement was determined. A regression 

analysis was performed to indicate the degree of 

relationship between these two parameters. 

 
2.1. Resilient Modulus (MR) 

 

Pavements are designed based on the elastic 

theory. In this method, it is preferred to destinate MR 

under repeated loads instead of the direct bearing 

capacity of materials. MR is the elasticity modulus of 

material under cyclic loads and is the measure of the 

distribution of loads through pavement layers. In 

other words, it is the measure of the stiffness of 

pavement materials. The MR is one of the main input 

parameters that affects the thickness of the 

superstructure of chip seals. The modulus of elasticity 

is an application of elastic theory. An approach was 

developed to determine the modulus of elasticity of 

pavement materials under repetitive traffic loads 

rather than static loads. Pavement materials are 

normally inelastic and showed some permanent 

deformation (plastic) after each load repetition. 

However, if the traffic load is small compared to the 

strength of the material, the material starts to show 

elastic behavior after a certain amount of load 

repetition. Figure 2 shows the deformation curve of a 

pavement material under the effect of repeated loads. 

As can be seen in the figure, in the elastic modulus 

test, while plastic deformations develop at a high rate 

under repetitive loads, as the number of repetitive 

loads increases, the increase in plastic deformation 

gradually decreases, and practically elastic behavior 

is observed after approximately 100-200 load 

repetitions [25, 30-32]. 

 

 
Figure 2. The behavior of the pavement materials under 

repetitive loads, and MR [25]. 

 

The modulus of elasticity is the division of 

stress occurred by a slowly applied load divided by 

the recoverable strain. When the stress that occurred 

with rapidly applied loads is divided into recoverable 

strains, MR is obtained. The MR is measured from the 

cyclic load triaxial test where given a constant 

confining pressure and it is calculated from the 

relationship between the axial deviator stress and the 

recoverable axial strain. The schematic diagram of the 

triaxial test is given in Figure 3. 

In the triaxial test, the ratio of deviator stress 

(σd = σ1- σ3) to recoverable strain (εr) is called the MR 

and it is calculated with the formula given below: 

 

MR =
σd

εr
                                                                  (1) 

 

The MR for granular layers could be 

determined by laboratory or in-situ tests. However, 

these tests are very complex, sensitive, and expensive, 

and they require information and experience to apply. 

Therefore, the MR could be determined by creating 

some empirical correlations with some easily found 

properties of the material sample. Since the MR in 

granular materials depends on the soil structure, 

moisture content, and stress conditions, it differs in 

each pavement layer. The MR tests were carried out 

on base, sub-base, and sub-grade samples were taken 

from different regions of Turkey in a way to represent 

all kinds of materials at the General Directorate of 

Highways, Superstructure Branch Directorate. The 

following general formula was obtained for the MR of 

granular materials by analyzing the obtained test 

results with statistical methods. 
 

 

Figure 3. Testing apparatus of MR [27]. 

 

 

 

 

                     MR = 1750. (DBSK + k)0.436. CBR0.4. [
1

1+log(No200)
]

0.35(LL.PI+1)0.06

. [
γmax

2

No4
]

0.09 log(wopt)

             (2)        
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Here; 

MR              : Resilient modulus, psi 

  DBSK  : Total thickness of bituminous hot  

mix, cm 

CBR             : California bearing ratio, % 

ωopt              : Optimum moisture content, % 

Ɣmax   :Maximum dry unit weight, g/cm3 

LL  :Liquid limit, % 

PI  :Plasticity index, % 

No200 :Percentage passing through No200 

sieve 

No4 :Percentage passing through No4 

sieve 

k  :Depth correction factor, cm 

 

The (DBSK+k) represents the variation of 

stress levels depending on the depth of the 

superstructure layer. DBSK is the total thickness of a 

bituminous hot mixture and is taken as 2 cm for single 

chips and 4 cm for double chip pavements. The depth 

correction factor k is selected from Figure 4 according 

to the layer and pavement section type. 

 

Figure 4. Depth correction coefficient (k) according to 

the superstructure section type [25]. 

 

In addition, various other correlations are 

used throughout the world. The AASHTO design 

guide suggests that the MR of fine-grained soils can 

be estimated as [33]: 

 

MR(psi) = 1,500. CBR                                           (3) 

 

U.S. Army Corps of Engineers [34]: 

MR(psi) = 5,409. CBR0.71                                     (4) 

 

South African Council on Scientific and Industrial 

Research (CSIR): 

MR(psi) = 3,000. CBR0.65                                     (5) 

 

Transportation and Road Research Laboratory 

(TRRL): 

MR(psi) = 2555. CBR0.64                                      (6) 

 

2.2. Design of Chip seals 

 

It is the main aim to keep or restrain the distress 

resulting from traffic and environmental conditions 

within a limit in pavement design methods. There are 

two basic approaches created within the scope of the 

design of pavements: Mechanistic-Empirical (ME) 

and Empirical. The ME design method analyzes the 

stress and deformations caused by traffic and 

environmental factors on the road according to 

mechanical theories. Empirical design is based on 

experimental and observational results. Empirical 

design methods are widely used in road design today. 

In this method, the performance of the road is 

estimated according to the damages that will occur for 

a certain stress and deformation value of the road, 

taking into account a certain traffic load, physical 

properties of materials, and climatic conditions. It is 

important in the empirical design method to benefit 

from field experiences and observational results [35, 

36]. In Turkey, the chip seal design guide is more 

empirical and based on AASHTO-1993. The 

thickness of chip seals is determined following the 

design chart given in Figure 5.  

The bearing capacity of sub-grade soil and the 

traffic are the main parameters in the design phase of 

chip seals. Chip seals should be designed according to 

the MR of the sub-grade soil and the total number of 

equivalent standard axle loads that will pass during 

the project life. Although the project period taken into 

account in the design chart is 10 years, the designer 

may accept the project duration as less or more, taking 

into account the importance and characteristics of the 

road [25, 37, 38]. The determination of the pavement 

thickness of the road, for which the MR of the sub-

grade soil and the equivalent standard axle traffic 

loads (T8.2) is determined, will be as follows: By 

finding the number T8.2 on the horizontal axis, a 

vertical line will be drawn to the axis and the point 

where this line intersects the curved line showing the 

sub-grade soil MR value will be found. The required 

sub-base thickness will be found from the point where 

the parallel line drawn from this point to the 

horizontal axis intersects the vertical axis. From the 

upper part of the chart, the foundation thickness and 

chip seal type corresponding to T8.2 will be selected. 
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                                          Figure 5. Design chart of Chip seals in Turkey [25]. 

 

2.3. Modeling of chip seals and substrates in 

Plaxis 2D 

The behavior of many soil structures is analyzed 

using the finite element method [39]. Two- and 

three-dimensional analyses are made with the 

Plaxis finite element program, which is widely 

used in geotechnical engineering problems. 

Generally, it provides a faster and simplified 

solution with Plaxis 2D modeling. Therefore, the 

plaxis 2D finite element program was used in this 

study. The geometric model created in the Plaxis 

2D program is shown in Figure 6. While creating 

the geometry of this model, it was prepared based 

on the technical specifications of the highways and 

the measurements in similar modeling studies [39-

41].  

 

 
Figure 6. Layer representation used in modeling 

The numerical model was created 

according to the plane unit deformation conditions 

and there is no groundwater table. In addition, a 

medium-density finite element mesh is used. It has 

been seen in the analysis that the geometric 

dimensions of the sub-grade are sufficient in terms 

of boundary conditions. In the Plaxis 2D program, 

they are defined as sub-grade, sub-base, base, and 
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chip seal, respectively. The soil layer properties are 

given in Table 1. Layer thicknesses were solved 

separately for the cases indicated in Tables 2 and 3. 

The slope was chosen as 1 (vertical): 4 (horizontal) 

from the applied in highway road embankments. In 

addition, in the modeling, a load of 15 kPa, which 

corresponds to the heavy traffic load, is loaded 

evenly on the road surface [39]. Analyzes were 

made using the Mohr coulomb model in the  Plaxis 

2D program. The parameters specified in Table 1 

are, respectively, the modulus of elasticity (E), unit 

weight (ɣ), Poisson's ratio (v), cohesion (c), 

internal friction angle (ɸ), and dilatation angle (Ψ). 

  
Table 1. Properties of materials defined in Plaxis 2D  

Parameters Sub-grade Sub-base Base Chip seal 

E(kPa) 12500 50000 40000 120000 

ɣ (kN/m3) 16 16 17 27 

v 0.4 0.3 0.3 0.3 

c (kPa) 15 1 1 1 

ɸ (°) 12 30 32 35 

Ψ (°) 0 0 0 0 

3. Result and Discussion 

 

This study focused on the effect of the bearing 

capacity of sub-grade soil on the thickness and cost 

of the superstructure of chip seals. In addition, a 

linear regression analysis was performed to 

investigate the relationship between the bearing 

capacity of the subgrade soil and the thickness of 

the superstructure. Two-dimensional numerical 

modeling (Plaxis 2D) was also performed with the 

layer thicknesses found according to the MR. 
 

3. 1 Thickness of superstructures of chip seals 

 

In this study, the relationship between the MR of 

sub-grade soil and the thickness of the 

superstructure of chip seals was studied. In this 

manner, two traffic loads (T8.2) were selected as 

400.000 and 1.000.000. For these two values and 

some MR values, the thickness of the sub-base and 

base layer of chip seals were determined as given 

in Tables 2 and 3. It is noticed that decreasing of 

MR results in increasing sub-base thickness when 

Tables 2 and 3 are examined. The maximum and 

minimum values of the sub-base are 40 and 15 cm, 

respectively, for all conditions. And, the base 

thickness is 20 cm and constant for all MR and T8.2 

values. Also, increasing T8.2 values causes a thicker 

sub-base and results in changing of chip seal type 

from single to double. 
 

Table 2. The thickness of the superstructure of Chip 

Seals for T8.2 of 400.000 

Traffic 
(T8.2) 

(×1000) 

Resilient 
Modulus 

(MR) 

Thickness 
of Sub-

base (cm) 

Thickness 
of Base 

(cm) 

Chip 
Seal 
Type 

400 

2 40 

20 Single 

 

3 33  

4 28  

5 25  

6 22  

7 20  

8 18  

9 16  

10 15 

 
Table 3. The thickness of superstructure of Chip seals 

for T8.2 of 1.000.000 

Traffic 
(T8.2) 

(×1000) 

Resilient 
Modulus 

(MR) 

Thickness 
of Sub-

base (cm) 

Thickness 
of Base 

(cm) 

Chip 
Seal 
Type 

1.000 

2 40 

20 Double 

 

3 39  

4 34  

5 31  

6 28  

7 25  

8 23  

9 21  

10 20 

12 17 

14 15 

 
A regression analysis was made to reveal 

the relationship between MR and sub-base 

thickness for the value of T(8.2) 400.000. The 

analysis results are given in Figure 7. The R-square 

value and power function equation are also 

illustrated in the figure. The coefficient of 

determination (R2) is 0.9304 and indicates a strong 

relationship and a confidence level between MR 

and sub-base thickness. 
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Figure 7. The relationship between Resilient Modulus (MR) 

and sub-base thickness of chip seal for T(8.2) of 400.000. 

Figure 8 shows the relationship between 

MR and sub-base thickness for a traffic value of 

1.000.000. The R-square value and power function 

equation are also presented in the figure. The 

correlation between MR and sub-base thickness 

provided a higher R2 value of 0.9478, thereby 

indicating a confidence level for the correlations. 

 

 

 
Figure 8. The relationship between Resilient Modulus (MR) 

and sub-base thickness of chip seal for T(8.2) of 1.000.000 

 

3.2. Modeling of Chip seals in Plaxis 2D 

program according to sub-base and base 

thickness 

 

Single and double chip seals are modeled with the 

Plaxis 2D program. Soil parameters are given in 

Table 1, and layer thicknesses are given in Tables 

2 and 3, which were used in the modeling. As a 

result, the total displacement, horizontal 

displacement, and total stresses of the single and 

double-chip seals in Tables 4 and 5 were found. 

In Table 4, the total displacement increases 

as the single-chip seal thickness of the sub-base 

decreases, and accordingly, the stresses increase as 

the layer thickness decreases. In addition, as the 

sub-base layer thickness decreases, the horizontal 

displacement decreases. 

In Table 5, as the double chip seal sub-base 

layer thickness decreases, the total displacement 

increases, and the total stresses increase. Moreover, 

horizontal displacement decreases as the layer 

thickness decreases in the double-chip seal. 

Comparing the results of the Plaxis 2D 

program for single and double chip seals, the 

double chip seal produced 50% less total 

displacement and 20% less total stress on the 

substrates. As can be seen from the results, it is 

understood that the double-chip seal provides more 

bearing capacity and is less deformed.  According 

to the results; since the double chip seal is less 

deformed, it provides a longer service life and 

requires less maintenance cost. In the literature, it 

has been observed that there are close results in 

experimental studies conducted in the field [40]. 

 
 

                Table 4. Modeling results of the total displacement, horizontal displacement, and total stresses of  

                the single-chip seal for T8.2 of 400.000 

Traffic 

(T8.2) 

(×1000) 

Resilient 

Modulus 

(MR) 

Thickness 

of Sub-

base (cm) 

Thickness 

of Base 

(cm) 

Chip 

Seal 

Type 

Total 

Displacement 

(mm) 

Horizontal 

displacement 

(mm) 

Total 

Stress 

(kN/m2) 

400 

2 40 

20 Single 

0.186 0.127 65.64 

3 33 0.189 0.119 65.78 

4 28 0.191 0.114 66.05 

5 25 0.193 0.110 66.31 

6 22 0.194 0.108 66.59 

7 20 0.195 0.106 66.99 

8 18 0.196 0.104 67.41 

9 16 0.197 0.102 68.10 

10 15 0.197 0.101 69.11 
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                 Table 5. Modeling results of the total displacement, horizontal displacement, and total stresses of               

the double-chip seal for T8.2 of 1.000.000 

Traffic 

(T8.2) 

(×1000) 

Resilient 

Modulus 

(MR) 

Thickness 

of Sub-

base (cm) 

Thickness 

of Base 

(cm) 

Chip 

Seal 

Type 

Total 

Displacement 

(mm) 

Horizontal 

displacement 

(mm) 

Total 

Stress 

(kN/m2) 

1000 

2 40 

20 Double 

0.0647 0.0837 54.15 

3 39 0.0686 0.0827 54.43 

4 34 0.0726 0.0777 54.89 

5 31 0.0739 0.0743 54.94 

6 28 0.0767 0.0713 55.33 

7 25 0.0807 0.0685 55.58 

8 23 0.0847 0.0652 56.06 

9 21 0.0889 0.0630 56.49 

10 20 0.0937 0.0625 56.97 

12 17 0.1010 0.0590 57.77 

14 15 0.1020 0.0557 57.95 

 

3.3. Cost Analysis of Chip Seals 

 

The layers that constitute the superstructure of chip 

seals have top and bottom limits. The sub-base of 

chip seals has a bottom limit of 15 cm. The 

thickness of the base is generally taken as 20 cm 

for crushed stone and the thickness of the crushed 

stone base is also taken as 20 cm for this study [25]. 

In this study, the effect of sub-grade soil bearing 

capacity on the cost of chip seals for the 

aforementioned traffic loads of T8.2 was 

investigated. In the Highways General Directorate 

unit price lists, the cost of the bituminous layer is 

given in decare (1000 m2) units. The unit of plant-

mix base and sub-base layer is given in tons and m3 

respectively. The cost and unit price of layers of 

chip seals according to the year 2022 are clearly 

given in Table 6 [42]. 

The total costs of a 1 decare (1000 m2) of a 

single chip with MR 10 (psi) and 5 (psi) and traffic 

loads of 400.000 T(8.2) are 84992,23 TL and  

96652,23 TL, respectively. 

The total costs of 1 decare (1000 m2) of a 

double chip with resilient modulus 10 (psi) and 5 

(psi) and traffic loads 1.000.000 T(8.2) are 94003,03 

TL and 106829,03 TL respectively. If the bearing 

capacity is taken as approximately 50% less than 

the actual value, the total cost of both single and 

double chip seals increases by approximately 14% 

for 1000 m2 chip seals type pavement. When 

Tables 2 and 3 are examined, it is seen that with the 

doubling of the MR, significant reductions in layer 

thickness occur. 

 

4. Conclusions 

 

Chip Seal is an economical, flexible type of 

pavement consisting of layers of aggregates and 

bituminous binders and is applied as a preventative 

improvement to an existing road or for paving low-

traffic roads. The main parameters for the design of 

chip seals are the bearing capacity of sub-grade soil 

and traffic values. The bearing capacity of sub-

grade soil is represented by the Resilient Modulus 

(MR) of pavement material. This study presented 

hereby focused on the investigations of the 

relationship between the bearing capacity of sub-

grade soil and the thickness of the superstructure of 

chip seals. In addition, the displacement and 

stresses of the sub-base and base created by using 

the finite element method are shown. The study has 

revealed that there is a strong relationship between 

these two parameters. Increasing MR, in other 

words, the bearing capacity of sub-grade soil 

resulted in a decrease in the thickness of the 

superstructure of chip seals in all observed traffic 

values. The higher coefficients of the R-square of 

relationships between the bearing capacity of soil 

and the superstructure thickness of chip seals 

indicate a high confidence level for the correlation. 

It is important to take exact values of MR of sub-

grade soil in calculations of the thickness of 

pavements because of having a great impact on 

bearing capacity on the thickness of pavement 

layers considering economic. In addition, the 

importance of MR in Plaxis 2D modeling has been 
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seen. No matter how much the thicknesses 

changed, it was observed that the settlements and 

stresses did not increase as the MR increased. 

According to the conclusion reached together with 

the general evaluation, it is economically important 

to choose the sub-grade soil to be used in the chip 

seals in the most correct way by paying attention to 

the environment and conditions. 

 

                 

                     Table 6. Unit costs according to layer types 

No Definition Unit Unit Price 

KGM/6540 

A bituminous surface coating with 

one layer lining (Type-1) (With 

crushed and sifted quarry stone) 

daa 

 
3719,83 

KGM/6560 

A bituminous surface coating with 

double layer lining (Type-1+Type-3) 

(With crushed and sifted quarry stone 

daa 6900,63 

KGM/6100/3 

A plant-mix base layer (with crushed 

and sifted quarry stone) (Note: The 

density of the layer is 2,4 gr/cm3) 

ton 132,88 

KGM/6000 
Sub-base construction (with 2" 

crushed and sifted quarry material) 
   m3 116,60 
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Abstract 

In this study, composite material with Al-12Si (wt%) matrix was produced by 

powder metallurgy (PM) method. Al-12Si powder was mixed by adding 5, 10 and 

15wt% Cr2O3 powder.  Al-12Si+ Cr2O3 powder mixture were pressed 

unidirectional with 500MPa pressure in a cylindrical mold and sintered at 500 ºC. 

After sintering, optical microstructure (OM), Scanning Electron Microscope (SEM), 

Energy Dispersive Spectrometer (EDS) and microhardness analyzes of the samples 

were made. When the results were examined, it was observed that a porous structure 

was formed in all of the samples. Moreover, the lowest hardness was measured in the 

sample added %15wt Cr2O3 powder sintered at 500 ºC. 

 

 

1. Introduction 

 

Metal matrix composites (MMCs) can be 

formed by the reinforcement added of one or 

more ceramic particles (for instance: oxide, 

carbide, boride or others compounds) in a 

metallic matrix phase. This types composites 

possess good value of strength and hardness, 

improved corrosion and wear resistance. 

Aluminum matrix composites (AMCs), which 

are generally used for light materials, have 

high rigidity, enhanced wear and corrosion 

resistance. AMCs are used in aircraft, 

automotive and various engineering fields [1-

5]. 

Different primary reinforcements such 

as SiC, Al2O3, B4C, TiC, MgO are used in the 

aluminum matrix to produce AMCs. 

Discontinuously reinforced AMCs are key 
1candidates at light applications as they exhibit 

high strength, high wear resistance, high 

hardness and excellent mechanical, physical 

and thermal properties [2]. 

Powder metallurgy (PM) is a 

technology used in the production of high-
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strength materials to be used in aerospace, 

automotive and engineering fields. With this 

method, composite materials can be produced 

with the addition of reinforcing particles into 

the metal matrix that can be heat treated with 

high strength [6, 7]. Powder metallurgy 

technique requires a series of processes such as 

mixing, pressing and sintering of pre-alloyed 

or pre-mixed powders [8, 9, 10]. 

The PM method offers several 

advantages over other MMC manufacturing 

techniques, such as low processing 

temperature, low energy consumption and high 

material usage. In the powder metallurgy 

process, the reinforcing materials are mixed 

with the matrix material and compressed at 

sufficient pressure (depending on the required 

porosity in the final material). Thereafter, a 

heating process called sintering is carried out 

at high temperature (below the melting point of 

the matrix material) for a sufficient time for 

diffusion bonding to occur. Compression 

pressure, sintering temperature and holding 

time are the parameters that most affect the 

powder metallurgy process [10, 11, 12]. 
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Chromium oxide (Cr2O3) is a 

hexagonal crystal with a melting point of 2435 
◦C and it has a Vickers hardness of 1825 HV. 

Cr2O3 is commonly known as a catalyst, but it 

also exhibits high abrasive properties and is 

therefore widely used in the form of polishing 

pastes. It is an important refractory material 

with its high melting temperature and 

oxidation resistance at high temperatures [13, 

14]. 

In this study, %5, %10 and %15wt 

Cr2O3 powders were added to Al-12Si powder 

as reinforcement. Then, the samples were 

pressed and sintered at 500 MPa and 500 °C, 

respectively. After these processes, the effect 

of reinforcement particle was investigated. 

 

2. Material and Method 

 

In this study, Al-12Sipowder was used as 

matrix material.  Al-12Si powder is a standard 

powder produced by gas atomization in the 

size of -90 +45 µm by Metco-Oerlikon 

company. 5, 10 and 15wt% Cr2O3 powder (-35 

+15 µm by Metco-Oerlikon company, 99.8% 

purity) was added to the Al-12Si powder 

mixture as reinforcement material. For the 

homogeneous distribution of the powders, the 

mixing process was carried out at a speed of 45 

rpm for 45 minutes. The prepared mixtures are 

given in Table 1. 

Table 1. Powder mixing ratios of the samples. 

Sample 

No. 

Powder 

(wt%) 

Cr2O3 

Powder 

(wt%) 

1 100 0 

2 95 5 

3 90 10 

4 85 15 

 

The mixed powder were cold pressed 

unidirectional at 500 MPa pressure. The 

pressed samples were sintered for 60 minutes 

at 500 ºC in the Protherm brand heat treatment 

furnace  

 

 

Figure 1. Heat treatment furnace. 

After sintering, the samples were 

grinded with abrasives with different surface 

roughness, polished and then etched, for 

metallographic characterization. A mixture of 

95 ml H2O, 1 ml of HF, 2.5 ml of HNO3 and 

1.5 ml of HCl was used as etchant. Etching was  

carried outfor 30-35 seconds. Afterward, the 

microstructural examinasion were  carried out 

with Nikon brand optical microscope (Figure 

2) in Yahya Eren Advanced Research 

Laboratory of Bitlis Eren University.  

 

Figure 2. Optical microscope 
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Scanning electron microscope (SEM) 

and EDS analyzes were performed for 

microstructure characterization of samples. 

Hardness measurements were taken with 

Qness Q10M brand microhardness device 

(Figure 3).  Phase analyzes of the samples were 

performed on the Rigaku brand RadB model 

XRD device.  

 

 

Figure 3. Microhardness tester. 

3. Results and Discussion 

 

3.1. Microstructure Analysis of the Samples 

Figure 4 shows the SEM pictures and EDS 

analysis of the pre-alloyed Al-12Si powder.  

 

(a) 

 

(b) 

Figure 4. a) SEM photograph taken from Al-

12Si powder, b) EDS analysis taken from area 

1 in Figure 3 a. 

In the EDS analysis taken from area 1 

in Figure 4a, the presence of Al element and Si 

element can be seen (see Figure 4b). Al-12Si 

powder is a pre-alloyed powder containing 

12% Si. According to the EDS analysis, 

12.22% Si element was detected in the Al 

element. 

 

(a) 

(b) 

Figure 5. a) SEM photograph taken from 

Cr2O3 powder, b) EDS analysis of Cr2O3 

powder taken from area 1 in Figure 4 a. 
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Figure 5 shows the SEM pictures and 

EDS analysis of the Cr2O3 powder. The 

presence of Cr and O elements can be seen 

from the results of the EDS analysis of Cr2O3 

powder shown in Figure 5b. In the EDS 

analysis, a percentage of 72.05% Cr and 

27.95% O element were determined. 

Therefore, it can be said that the Cr and O 

elements and the oxide compound (such as 

CrxOy) are present. 

In Figure 6, optical microstructure 

pictures of sample 1 are shown. Grain 

boundaries are clearly visible in the 

microstructure. It is seen that there are pores in 

the structure consisting of equiaxed grains. 

Porosity is inevitable in samples produced with 

powder metallurgy for reasons such aspurity of 

powders used, mixing ratio of powders, 

compression pressure and speed [15]. Figure 6 

shows the pores located at the grain 

boundaries. 

 

(a) 

 

(b) 

Figure 6. Optical microstructure pictures of 

the sintered sample 1. 

SEM photograph and EDS analysis 

results taken from sample 1 are shown in 

Figure 7. Al-Si eutectic structures are thought 

to be present in the grain and grain boundaries. 

It is seen that 84.94% Al and 15.06% Si 

elements are present in area 1 according to 

EDS analysis (Figure 7a and b). As a result of 

this EDS, area 1 is thought to be composed of 

intermetallic compounds with Al-Si eutectic 

structure. In addition, it is also assumed that 

the Al-Si eutectic structure is present at a 

certain percentage in area 2 as a result of the 

EDS analysis (Figure 7a and c). 

 

(a) 

 

(b) 

 

(c) 

Figure 7. a) SEM photograph, b) EDS 

analysis area 1 c) EDS analysis area 2 taken 

from the sintered sample 1 
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In Figure 8, optical microstructure 

pictures of the sample 2 are shown. Grain 

boundaries are seen in the microstructure of the 

sample. It is thought that there are intermetallic 

compounds with Al-Si eutectic structure at the 

grain and grain boundaries of the 

microstructure consisting of equiaxed grains. It 

can also be seen that there are pores in black 

color at the grain boundaries. The sample 2 

which possess 5wt% Cr2O3 compound + 

95wt% Al-Si possesses more pores in 

comparison to the sample 1. 

 

(a) 

 

(b) 

Figure 8. Optical microstructure pictures of 

the sintered sample 2. 

Optical microstructure pictures of 

sintered sample 3 are shown in Figure 9. 

Grain boundaries can also be seen in the 

microstructure of this sample. There is 

similar structure compared to the sample 2 

such as the Al-Si eutectic structure is 

present in the grain and grain boundaries. 

10wt% Cr2O3 powder added into the Al-Si 

matrix structure exhibits a homogeneous 

distribution in the sample 3 (see Figure 9). 

Partial porosity can also be seen in the 

microstructure. 

 

 

(a) 

 

(b) 

Figure 9. Optical microstructure pictures of 

the sintered sample 3. 

 

In Figure 10 shows the optical 

microstructure pictures of the sample 4. In this 

sample, grain boundaries are seen in the 

microstructure. The porosity increased 

considerably with the addition of 15wt% Cr2O3 

into the Al-Si matrix structure. Al-Si eutectic 

structure intermetallic compounds are 

observed in grain boundaries and grain 

interiors. It can also be seen that the amount of 

pores around the added Cr2O3 is more 

concentrated (see Figure 10). 
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(a) 

(b) 

Figure 10. Optical microstructure pictures of 

the sintered sample 4. 

SEM photograph and EDS analysis 

results taken from sample 4 are shown in 

Figure 11. EDS analyzes were taken from 

matrix structure, grain boundaries and powder 

particles.  The presence of Al and Si elements 

is seen in the EDS analysis given in Figure 11-

b, taken from the light gray area 1. It is seen 

that area 1 is rich in Si element with 96.80% Si 

value and Al matrix element is present with a 

value of 3.20%. It is understood that there is no 

oxidation in this area. 

According to EDS analyses taken from 

point 2 and 3, Cr, Si, Al and O elements are 

present in these locations (see Figure 11-c and 

d). It is assumed that both places are composed 

of Cr2O3 compound. There is a small amount 

of Al and Si elements, which are matrix 

structures.  It is believed that the element C 

detected in point 2 comes from the carbon tape 

used while sticking the samples and powders 

during the SEM analysis. In the EDS analysis 

taken from point 4 (see Figure 11-e), it is seen 

that the Al element has a high value of 99.43%. 

In addition, a small amount of Si element 

(0.57%) was detected at this location. 67.4% 

Si, 24.13% Al and 8.47% O elements were 

detected in the EDS analysis taken from point 

5 (see Figure 11-f). At this point, it is thought 

that the powders in the matrix structure are 

oxidized. 

 

 

(a) 

 

(b) 

 



S. Özel, K. Aslan / BEU Fen Bilimleri Dergisi 12(2), 387-395, 2023 

393 
 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 11. a) SEM photograph taken from the 

sample 4.  EDS analysis of the sample 4 taken 

from b) point 1, c) point 2, d) point 3, e) point 

4, and f) point 5 shown in Figure 11a. 

XRD analysis of the sample 4 is shown in 

Figure 12. As a result of XRD analysis, it was 

determined that different types of compounds 

were formed. 

 

Figure 12. XRD analysis of sample 4. 

 The main phase was determined as Al 

matrix. In addition, Al9Si, Al2O3, CrO2 and 

Cr3O4 compounds were formed depending on 

the Cr2O3 addition. Moreover, it was observed 

that the elements detected in the EDS analyzes 

(Figure 11) taken from the sample 4 and the 

compounds detected in the XRD analysis 

(Figure 12) taken from the same sample 

matched. 

 

3.2. Microhardness Test Results 

The microhardness values of the samples with 

and without the addition of Cr2O3 powder after 

sintering are given in Figure 13. 
 

 

Figure 13. Microhardness values of the 

samples after sintering.  
 

The microhardness value of the sample 1, 

which has no addition of Cr2O3, was measured 

as 16,19 HV. Adding %5wt Cr2O3 compound 

into the Al-Si matrix resulted in 16,8 HV.  

However, increasing the amount of 
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Cr2O3 from %5wt to %10wt caused the micro 

hardness to decrease from 16,19 HV to 13,15 

HV, respectively. In the sample 4 with 15% Cr 

added, the hardness was measured as 10,33 

HV. With the addition of Cr2O3 powder, the 

pore partly increased in the microstructure as 

seen in the microstructure photographs 

(Figures 8, 9, 10). The highest number of pores 

was detected in the sample 4 to which %15wt 

Cr2O3 was added. In powder metallurgy 

manufacturing, the formation and growth of 

sintering necks is mainly driven by surface 

diffusion. The high amount of oxide makes it 

difficult to neck [17]. It can be said that the 

amount of pores increases with decreasing 

necking. Due to this increase in the amount of 

pores, a small decrease in the amount of 

microhardness was detected. 

4. Conclusion and Suggestions 

 

1. A porous structure was detected in the 

samples. The pores become more 

prominent at the grain boundaries. Cr2O3 

powders are also located in the grain 

boundaries. 

2. After sintering, the microhardness value of 

the samples decreased partially due to the 

increase in the amount of pores with the 

addition of Cr2O3 powder. 

3. The lowest microhardness value after 

sintering was found in the %15wt Cr2O3 

added sample 4 with an HV value of 10,33. 
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Abstract p  and   ,called photon induced processes, have  been  examined in 

various colliders like Large Hadron Collider (LHC) and proton-proton collider with 

100 TeV energy. One  of the importance of these processes is that they allow for 

probing the anomalous Higgs couplings. The anomalous Higgs couplings constitute 

a testing ground for electroweak symmetry breaking (EWSB) mechanism and mass 

production system. For measuring  anomalous H and HZ couplings at the LHC 

and at the proton-proton collider with 100 TeV energy, the potential of the 

pppppHqX  has been examined.  Sensitivity bounds on anomalous Higgs 

couplings have been obtained at %95 confidence level. The analyses have been done 

for various integrated luminosities and different scenarios  Then the results of them 

have been compared. Model-independent effective Lagrangian technique has been 

used, and  the Higgs boson couplings to gauge bosons have been examined by 

dimension-six operators.  
 

 
1. Introduction 

 

The Large Hadron Collider (LHC) which has a center 

of mass energy with 14 TeV and luminosity of   

   is one of the the most important  

accelarator  of the world.  

 ATLAS and CMS Collaborations discovered the 

Higgs boson estimated by Standard Model (SM) of 

particle physics at the LHC [1,2]. The next stage is to 

examine the features of this significant particle and its 

couplings to other SM particles. These studies have a 

great importance for supporting SM  and investigating 

new physics . On the other hand the future100 TeV 

proton-proton collider ensures an ideal venue to 

examine new physics. [3-5]. Such studies on 

anomalous Higgs couplings at LHC and at future 100 

TeV proton-proton collider have been speedily 

increasing in the literature. (6-18) In this paper Higgs 

boson production via the main process 

pp→pγp→pHqX haven been examined at the LHC 
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and at future 100 TeV collider. This process can be 

shown as follow diagram(40): 

 
Figure 1. Representation of the process  

pp→pγp→pHqX. 

Here, q and X  constitute quarks and proton remnants 

respectively. 

The top quark distribution has been ignored and 10 

independent subprocess for q= u,d,s,c,b,𝑢,̅ 𝑑̅, 𝑠 ̅, 𝑐̅ , 𝑏̅     
have been  considered. In the existence of anomalous 

Hγγ and HZγ couplings the Feynmann diagrams of 

subprocess γq  Hq is drawn as follows(40): 

 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1226395
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  Figure 2. Feynman diagrams of  γq→Hq at the tree-level. 

 

At last studies, the presence of these photon-induced 

processes have been confirmed by CMS ATLAS   

Collaborations [19-23]. And also it is verified that 

these reactions have an important potential to 

examine new physics  [21-23]. In such a process, 

photon-proton collision takes place when.quasirel 

photon has been emitted from one of the incoming 

protons.  So that it can be thought that proton-photon 

collision  is a subprocess of the proton-proton 

collision. In that paper equivalent photon 

approximation (EPA) [24-26] has been taken into 

account. According to this approximation, emitted 

photons  are accepted to be real becouse of having a 

very low virtuality. The protons which emit quasireal 

photons do not divide into  partons and they keep to 

be intact [27-28]. 

 

2. Material and Method 

 

2.1. Anomalous Hγγ and HZγ Couplings And The 

Cross Section 

 

For examining anomalous HZγ  and  Hγγ couplings 

one of the ways is to employ effective Lagrangian 

formalism. [7-9,29-33] 

 In this formalism total effective Lagrangian can be 

expressed as follows: 

 

                
2




n

n

n

eff O
f

L                                            (1) 

                                                                                                 

 Here fn indicates the anomalous couplings and the 

scale of new physics is described by Λ  .    Also On 

indicates five dimension- six operators which alter the 

Higgs boson couplings to Z and γ bosons [7-9,29-33] 

They can be explicitly expressed as follows: 

 

Oww = t W W                                                                                                                                              

OW = ( D )+ W ( D)                                                                                                               

O BB  = t B B                                                                                                   

OB   = ( D )+ B( D)                                                                                                                   

O BW= t BW                                                    (2) 

                                                                                                                                                                                  

Here, Φ indicates the scalar doublet and Dμ indicates 

the covariant derivative. Also the other fields can be 

expressed as follows: 

 

𝑊 =𝑖
𝑔

2
(⃗⃗ .𝑊

⃗⃗ ⃗⃗ ⃗⃗  ⃗)   

B= 𝑖
𝑔′

2
𝐵⃗⃗ ⃗⃗ ⃗⃗                                                             (3)                                                                                                                                                                                  

 
where  g is the 𝑆𝑈(2)𝐿 gauge coupling and g′ is the 

𝑈(1)𝑌 gauge coupling.  Also   is the pauli matrices. 

The effective Lagrangian in Eq-1 can be described as 

follows after the symmetry breaking. : 

𝐿
𝑒𝑓𝑓

= 𝑔𝐻  𝐻𝐴 𝐴
 + 𝑔𝐻𝑧

1  𝐴 𝑍
𝐻 +

𝑔𝐻𝑧
2 𝐻𝐴 𝑍

                                                          (4)      

 

Here,  𝑉𝜇𝜈 = 𝜕𝜇𝑉𝜈-𝜕𝜈𝑉𝜇 with  V=A(photon) and Z  

field. Also 𝑔𝐻 , 𝑔𝐻𝑧
1  ve 𝑔𝐻𝑧

2  are anomalous 

couplings which involve the couplings  𝑓𝑛  as follows: 

 

𝑔𝐻 =  (
𝑔𝑚𝑤

2 ) sin  𝑤
2 (

  𝑓𝐵𝐵+  𝑓𝑤𝑤−𝑓𝐵𝑤

2
  )           (5.1)                                                                                              

 

 𝑔𝐻𝑍
1 = (

𝑔𝑚𝑤

2 ) sin 𝑤  (
𝑓𝑤−𝑓𝐵

2 cos 𝑤
)                       (5.2) 

                                                                                       

𝑔𝐻𝑍
2 =

 (
𝑔𝑚𝑤

2 )
sin𝑤

2cos𝑤
[2 sin 𝑤 

2 𝑓𝐵𝐵− 2 cos   𝑤 
  2 𝑓𝑤𝑤 +

(cos  𝑤
 2 − sin 𝑤

  2)𝑓𝐵𝑤]                                        (5.3) 

 

 

Here,   𝑤  and  𝑚𝑤 indicates Weinberg angle and W 

boson’s mass respectively. Also in the calculations 

taken into account the energy scale of new physics as 

=1 TeV. For the aim of the easiness six scenarios of 

new physics have been considered as follows: 

 

Senaryo  ;𝑓𝐵 = 𝑓𝑤=0  , 𝑓𝑤𝑤=   𝑓𝐵𝐵                                                                               

Senaryo  ;   𝑓𝑤𝑤=   𝑓𝐵𝐵 = 0 ,   𝑓𝐵 = −𝑓𝑤                                                                     

Senaryo  ;  𝑓𝐵 = 𝑓𝑤= 0 ,    𝑓𝑤𝑤=  −𝑓𝐵𝐵                                                                     

Senaryo  ;   𝑓𝐵 = 𝑓𝑤= 0 ,     𝑓𝑤𝑤= 𝑡𝑎𝑛2𝑤 𝑓𝐵𝐵                                                          

Senaryo V ;   𝑓𝑤𝑤 = 𝑓𝑤= 0                                                                                           

Senaryo VI ;   𝒇𝑩𝑩 = 𝒇𝑩= 0                            
 

For ignoring the contributions of HZZ and HWW 

couplings in the calculations 𝑓𝐵𝑊 is taken to be zero 

( 𝑓𝐵𝑊 =0). Taking into account one-loop level 

contribution of SM for the anomalous H ve HZ 

couplings, the effective Lagrangian can be written as 

follows [34,35] ; 
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 ℒ𝑒𝑓𝑓
(𝑆𝑀)

= 𝑔𝐻
(𝑆𝑀)

𝐻𝐴𝜇𝜈𝐴
𝜇𝜈 + 𝑔𝐻Z

(𝑆𝑀)
𝐻𝐴𝜇𝜈𝑍

𝜇𝜈            (6) 

                                                                                                    

Here,   𝑔𝐻Z
(𝑆𝑀)

=
 

4sin𝜃𝑊
(5.508 − 0.004𝑖) and  

𝑔𝐻
𝑆𝑀 = 

 2

9
  . 

 

The  cross section of  the main process is given as; 

 

(𝑝𝑝𝑝 𝑝𝑝𝐻𝑞𝑋) =

∫ 𝑑𝑥1 ∫ 𝑑𝑥2 ∫ 𝑑𝑄2 (
𝑑𝑁

𝑑𝑥1 𝑑𝑄2) (
𝑑𝑁𝑞

𝑑𝑥2
)

𝑄𝑚𝑎𝑥
2

𝑄𝑚𝑖𝑛
2

1

0

𝑥1𝑚𝑎𝑥

𝑥1𝑚𝑖𝑛
×

̂(𝑞𝐻𝑞)                                                                 (7) 

 

where (
𝑑𝑁𝑞

𝑑𝑥2
) and (

𝑑𝑁

𝑑𝑥1 𝑑𝑄2) are quark distribution and 

equivalent photon functions, respectively. 

Detailed information and the integral bounds for 

equivalent photon distribution function can be found 

in the literature [36,37]. Also, using the MSTW2008 

programme (38) , the quark distribution functions can 

be calculated numerically At the high energies 

(E>>𝑚𝑝 ),  𝑥1 can be taken as  𝑥1 = 
𝐸−E′

𝐸
=

𝐸

𝐸
 ≈    

is called forward detector acceptance . Here, E is 

energy of the initial proton and  E′ is energy of final 

(scattered) proton. Also Eγ indicates the equivalent 

photon energy.  is called forward detector 

acceptance . Therefore during the calculations  𝑥1𝑚𝑖𝑛 

and  𝑥1𝑚𝑎𝑥 are  taken as   𝑥1𝑚𝑖𝑛 = 
𝑚𝑖𝑛

= 0.015 ve 

 𝑥1𝑚𝑎𝑥 = 
𝑚𝑎𝑥

= 0.15.  

In the analysis 2 criterion has been used and bounds 

on anomalous Higgs couplings have been determined 

at 95% (C.L.) . 2 criterion is taken as follows: 

2 = (
𝑁𝐴𝑁−𝑁𝑆𝑀

𝑁𝑆𝑀𝑒𝑟𝑟
 )

2
                                                    (8)                                                                                                                                    

Here, 𝑁𝐴𝑁 is number of events which contains SM 

and new physics contributions, 𝑁𝑆𝑀 is number of 

events in the SM and 𝑒𝑟𝑟 is the statistical error. 

 𝑁𝐴𝑁(𝑆𝑀) is calculated from the formula: 

 𝑁(𝐴𝑁)𝑆𝑀= E x S x 𝐿𝑖𝑛𝑡x Br x (𝐴𝑁)𝑆𝑀, where S 

represents the survival probability factor (S=0.7), E 

represents the b-tagging   efficiency  (E = 0.6) ,𝐿𝑖𝑛𝑡  

represents the integrated luminosity and BR is the 

branching ratio for Hb𝑏̅ (Br = 0.6.) Also, 𝑆𝑀  and 

𝐴𝑁 are SM and anomalous cross sections 

respectively. 

The background subprocesses  γq → k, b, b  (q = u, d, 

s, c, b, u, d, s, c, b  ; k = u, d, s, c, b, t, u, d, s, c, b, t ) 

which contribute to main process pp → pγp → pbbqX, 

are calculated by using CalcHEP 3.6.20. [39] 

 At the background caculations, Hb𝑏̅ decay channel 

of Higgs boson has been considered and b𝑏̅ final state 

with invariant mass in the interval 120 GeV < M(b, 𝑏̅) 

< 130 GeV is identified as the signal. When these cuts 

are applied to the signal, the cross section of the 

background decline dramatically. 

For LHC, taking into account scenarios I-IV, the 

bounds on anomalous  𝑓𝑤 , 𝑓𝑤𝑤 and 𝑓𝐵𝐵  couplings are 

obtained in the Table –I at 95% C.L.  

 
Table I. For various scenarios and luminosities the 

anomalous bounds are given  at 95% C.L for LHC(√𝑠=14 

TeV) 

 

For scenarios V and VI , at LHC,  with 95% C.L. 

restricted regions in  two-dimensional  𝑓𝐵 −  𝑓𝐵𝐵   and 

 𝑓𝑤 −  𝑓𝑤𝑤 parameter spaces are given in Figure 3-4 . 

 

 

 
Figure 3. At 95% C.L. the restricted areas on  𝑓𝐵 −  𝑓𝐵𝐵  

parameter spaces  are shown for LHC. (√𝑠=14 TeV) 
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Figure 4. At 95% C.L. the restricted areas on  𝑓𝑤 −  𝑓𝑤𝑤 

parameter spaces  are shown for LHC. (√𝑠=14 TeV) 

Similarly, for 100 TeV proton-proton collider ,taking 

into account scenarios I-IV, the bounds on anomalous  

𝑓𝑤 , 𝑓𝑤𝑤 and 𝑓𝐵𝐵  couplings are obtained in the Table 

–II at 95% C.L.  

 
Table II. For various scenarios and luminosities the 

anomalous bounds are given  at 95% C.L  for future 100 

TeV proton-proton collider  . 

 

 

For scenarios V and VI, at 100 TeV proton-proton 

collider, with 95% C.L. restricted regions in  two-

dimensional  𝑓𝐵 −  𝑓𝐵𝐵   and  𝑓𝑤 −  𝑓𝑤𝑤 parameter 

spaces are given in Figure 5-6. 

 

 

Figure 5. At 95% C.L. the restricted areas on  𝑓𝐵 −  𝑓𝐵𝐵  

parameter spaces  are shown for  100 TeV proton-proton 

collider. 

 

 
         

Figure 6. At 95% C.L. the restricted areas on  𝑓𝑤 −  𝑓𝑤𝑤  

parameter spaces  are shown for  100 TeV proton-proton 

collider. 

       

 

 3. Conclusion and Suggestions 

As expected, γp collision at 100 TeV proton-proton 

collider with a higher energy and a higher luminosity 

relatively,  probes the anomalous Hγγ and HZγ 

couplings with better sensitivity than γp collision at 

the LHC. Consequently, we can say that, the 

sensitivity bounds on anomalous Higgs couplings are 

refined by an improvement factor of 2.  
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Abstract 

Environmental concerns prompt the world for a transition to renewable energy 

sources from fossil energy. Reducing the dependency on non-renewable energy 

sources is needed for the sustainable world and less environmental pollution. Biogas 

energy, which is one of the most important renewable energy sources, is produced 

by burning organic wastes and can be used in many different fields. In this study, a 

two-stage approach was presented to optimize a biogas supply chain problem by 

incorporating of 30 districts in Izmir. In the first stage, the selection of the most 

suitable biogas plants was considered by the goal programming approach, which is 

of great importance to decide the optimal location with high energy potential. The 

most suitable sites for the biogas plants were obtained as Konak and Narlıdere 

districts. In the second stage, the location problem of the biogas vehicle charging 

stations (BVS) for biogas vehicles was handled considering the results of the first 

stage using mixed integer linear programming (MILP) approach. Computational 

results demonstrate that it would be more appropriate to establish BVS in 12 districts 

of İzmir. The model and solution approach are pioneering for supply chain problems 

and an efficient tool for renewable energy plans. 

. 
 

 
1. Introduction 

 

In response to global warming, the optimal option for 

the green challenge is to reduce the dependency on 

fossil fuels and transition to renewable energy 

sources. Alternative energy sources have been gained 

attraction since the utilization of fossil fuels threatens 

human health and the environment. There has been a 

considerable impact on the alternative energy systems 

and most countries have attempted new energy 

policies such as bio-sources [1].  Biogas is one of the 

cleanest energy sources for human living and energy 

production is carried out using manure. Animal 

manure, which is the source of biogas production, 

ensures an environmentally friendly way to produce 

clean energy [2]. This energy can reduce the harmful 

effects of fossil fuels in various sectors including the 

transportation sector [3]. However, biogas is an 

alternative source of energy, which can be used 
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instead of diesel, LPG, and natural gas. The 

integration of the biogas energy and transportation 

sector is important in the context of economic and 

environmental aspects. The optimal planning of the 

BVS should be conducted by incorporating these 

aspects. The usage of biogas for the transport sector 

increases in EU countries [4]. Considering the 

environmental view, the location problem of the BVS 

should be handled with the city traffic situations. 

Candidate locations of BVS should be decided with 

the environmental factors. Considering the economic 

aspect, the candidate BVS should meet the 

requirements including minimum investment, 

operation, and maintenance costs. 

Although biogas is getting attractive in recent 

years, biogas technology requires financial support 

due to the expensive feedstock, feedstock availability, 

and limited innovations [5]. This innovation is 

associated with the improvement of products, 

https://dergipark.org.tr/tr/pub/bitlisfen
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https://orcid.org/0000-0002-4528-1999
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processes, and marketing and organization systems. 

This study includes innovations in the context of 

location and distribution systems. The main challenge 

is to demonstrate the effectiveness of a potential 

biogas supply chain system for a real case study.   

The present paper provides the interactions 

between location of biogas production sites and the 

location of the BVS for a biogas supply chain. A BVS 

is a structure that supplies biogas energy for the 

recharging of vehicles. In the first step, optimal biogas 

production locations were decided by incorporating 

the minimization of the costs and maximizing of the 

biogas energy of cities using the set-covering model. 

During the second step, BVS location problem, in 

which population density is was included to reduce 

the total costs, is conducted. 

The main contributions of the paper, to the 

best of our knowledge, it is the first paper to provide 

a biogas network system including biogas production, 

distribution, charging of the vehicles with a two-stage 

approach. New modelling optimization approaches 

are were provided using real-world data. 

Furthermore, this paper contributes to the literature by 

regarding maximizing the animal manure amount in 

addition to the economic benefit for biogas plant 

production problems. Impacts of vehicle congestion 

on the optimal BVS location were also investigated. 

The rest of the study is organized as follows. 

Biogas potential for the study area is mentioned. 

Then, the literature review is examined in detail. 

Material and method section provide the data used in 

the case study and methods carried out to solve the 

problems. The obtained results are presented in the 

Results and Discussion, Conclusion sections. 

 

2. Literature Review 

 

One of the critical aims in the context of the biogas 

subject is where to establish the biogas production 

sites and charging stations. A location problem of 

biogas reactors was studied in a work [6]. They 

proposed a mixed-integer nonlinear problem for a 

biogas supply chain system. They developed a 

heuristic to obtain the locations of the reactors. A 

four-stage biogas network was also presented in 

another work [7]. They developed a mixed-integer 

mathematical model to decide the locations of hubs 

and reactors. The paper comprised from collection of 

the feedstock to delivery of biogas. A linear 

programming model was provided for the supply 

chain of bio-fuel production.  They also decided 

feedstock amounts in the model [8]. A biogas network 

was presented by incorporating energy and mass 

losses. They proposed a mixed-integer programming 

to optimize production and investment decisions [9]. 

The bioenergy supply chain problem was addressed. 

A mixed-integer linear programming was used to 

optimize the biogas network considering seasonal and 

available resource, product recycling [10]. A 

nonlinear mixed integer model was proposed to locate 

biogas plants. The model aimed to minimize 

construction, transportation, labor costs. The model 

consisted of the collection and storing feedstock and 

production of the biogas from the feedstock [11]. A 

facility location selection for biogas energy was 

provided [12]. Yuruk and Erdogmus [13] addressed 

optimum location for biogas plant in Düzce, Turkey. 

The problem including various parameters such as 

animal species, biogas amounts, agricultural lands, 

etc. was solved using a goal programming approach.  

In recent years, many studies have been 

conducted to locate the charging stations of 

alternative energy sources. Many researchers 

provided location problems of electric vehicle 

charging stations. A Bayesian model has been 

developed for the optimal electric vehicle charging 

station by incorporating sustainability and technical 

aspects [14]. The problem of the electric vehicle 

charging stations was addressed by using a genetic 

algorithm. They also considered the demands and 

generation of electric vehicles by using the Monte 

Carlo method [15]. A mathematical model was 

developed for the optimal location of electric vehicle 

charging stations and the problem is solved with a 

modified algorithm. They used k-means clustering to 

show the relation between charging distance and 

satisfaction. The results showed that satisfaction 

increases with the increasing number of electric 

vehicle stations [16]. A mathematical model was 

developed to find the optimum location of an electric 

vehicle charging station. They aimed to provide 

minimum waiting time, cost, and travel time [17]. P-

median model, set covering model, and maximal 

covering location model are used to compare for the 

optimal location of electric vehicle stations 

considering driver behaviors. The P-median model 

gave better results than other models [18]. An 

optimization problem was studied for the optimal 

electric vehicle charging station. They firstly 

considered the station accessibility and electric 

vehicle capacity. Four methods including iterative 

mixed-integer linear programming (MILP), greedy 

approach, effective MILP, and chemical reaction 

optimization were used in the study [19]. A mixed-

integer nonlinear problem was proposed for optimal 

electric vehicle charging stations. They aimed to 

minimize the total costs comprising location costs and 

electric costs. The problem was solved by a genetic 

algorithm [20]. A multiple criteria decision-making 

method was presented to choose the optimal electric 
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vehicle charging station. Environmental, economic, 

and social criteria were examined with the Fuzzy 

TOPSIS (Technique for Order Preference by 

Similarity to Ideal Solutions) method [21]. Hydrogen 

energy was also a clean energy source considered as 

an alternative to other fossil fuels in automotive 

applications. Therefore, hydrogen-fuelling stations 

are examined in the context of setup and energy costs 

[22].  A hydrogen production facility location 

problem integrating various decisions such as 

production, storage and transportation, safety, 

location, and staff assignment was provided in a 

hydrogen network study [23]. 

The main novelty of this paper is to present a 

biogas network system using a developed two-stage 

mathematical modelling approach for the location of 

biogas production plant and charging stations of the 

biogas vehicles. The paper is first dealing with the 

biogas network in Turkey and a guide for the 

decision-makers in the energy sector. 

The present work contributes to the literature 

by presenting both maximizing the animal mature 

term and minimizing the cost for a location decision. 

Vehicle congestion has not been addressed in the 

BVS literature. Considering the integration of both 

biogas production facility and BVS location decisions 

overcomes the gap. 

 

 

3. Material and Method 

 

In this section, the first stage considers the location of 

biogas production facilities using a goal programming 

approach to handle the two objectives which are 

minimization of the costs and maximizing of the 

biogas energy obtained from the sources. During the 

second stage, BVS location selection is handled 

considering population, capacity, cost, density. A 

simple illustration is given in Figure 1. 

 

 
Figure 1. Biogas network proposed in the presented work 

 

Izmir has a high potential with the climate and vegetation 

geography in terms of agriculture and livestock in Turkey. 

In addition, İzmir has the potential of biogas with poultry 

farming [24]. Table 1 demonstrates the total agricultural 

area, total number of animals (cattle and sheep) of Izmir’s 

districts in 2018. 

Table 2 depicts the total cost to install a biogas 

facility. The data was obtained from the work of [25]. 

The goal programming approach was used to achieve 

more than one goal. Since it is a problem involving 

binary and integer decision variables, MILP approach 

was used. During the first stage, a location problem 

was provided for a biogas production facility. In the 

second stage, a location problem was provided for a 

BVS.  Nomenclature for the models is demonstrated 

in Table 3 

 

 

 

 

 

Table 1. Total agricultural area, total number of animals of Izmir’s districts 

Districts Total Agricultural Area (decare) Total Number of Animals (Cattle) Total Number of Animals (Sheep) 

Balçova 4.642,6 249 319 

Bornova 27.728,4 3.051 5.059 

Buca 29.634,0 4.907 5.000 

Çiğli 13.504,0 2.615 1.225 

Gaziemir 2.704,5 351 399 

Güzelbahçe 14.569,3 1.840 5.273 

Karşiyaka 3.765,0 189 1.250 

Konak 100,0 0 0 

Narlidere 1.787,5 68 306 
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Aliağa 121.388,0 7.510 5.770 

Bayindir 305.593,0 95.264 6.408 

Bergama 424.361,0 231 50 

Beydağ 49.366,0 67.880 12.565 

Çeşme 18.667,0 24.321 489 

Dikili 120.967,0 1.824 3.556 

Foça 48.222,0 10.507 20.346 

Karaburun 38.473,0 18.921 5.412 

Kemalpaşa 226.831,0 28 4.517 

Kinik 90.791,0 191 30.277 

Kiraz 184.152,6 35.099 18.538 

Menderes 236.083,0 10.280 14.750 

Menemen 232.236,0 99.893 2.747 

Ödemiş 336.214,0 25.016 13.326 

Seferihisar 87.430,0 16.481 19.521 

Selçuk 153.108,0 172.550 13.145 

Tire 276.975,0 4.750 22.766 

Torbali 309.933,0 3.766 5.559 

Urla 86.011,0 127.662 9.530 

Bayrakli 215,7 22.280 9.735 

Karabağlar 4.771,0 4.850 12.107 

Total 3.450.223,6 762.574 249.945 

 

 
Table 2. Installation cost of biogas facility 

Biogas Capacity 250 m3/h 500 m3/h 750 m3/h 1000 m3/h 2000 m3/h 

Installation 

(Euro) 
72.500 97.000 120.000 145.000 195.000 

Maintenance 25.000 40.000 60.000 75.000 100.000 

Management 10.000 12.000 15.000 17.500 20.000 

Electricity 30.000 55.000 86.000 107.500 193.500 

Water 8.050 16.125 24.188 32.250 64.500 

Chemicals 1.250 2.500 3.750 5.000 10.000 

Feedstock 350 625 950 1.205 2.500 

 
Table 3. Nomenclature of the first stage’s model 

 

Nomenclature Description 
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I, J, R set of biogas facilities, potential districts, primary resources 

demandj demand for biogas of distrcit j 

ci installation cost (TL) 

dij distance between cities 

bi maintenance cost (TL) 

si operating cost (TL) 

ei electricity cost (TL) 

fi chemical cost (TL) 

hi water cost (TL) 

ai substance cost (TL) 

anbjr source number 

axr animal manure amount obtained the sources 

ayr biogas energy obtained from the sources 

azr processing cost of the animal manure obtained from the source (TL) 

sbt waste transportation cost (TL) 

pwri the amount of power potential of the station to be installed 

wj district population 

vhc gasoline vehicles per person 

eu daily euro rate 

prc percentage of all demand to be met 

pt BVS numbers (unit) 

km BVS installation cost 

Md Maximum distance 

cpti biogas facility capacity 

vj vehicle density 

cap BVS capacity 

fp unit price of fuel divided by euro's fixed rate 

goal1 goal 1 value 

goal2 goal 2 value 

d1, d2 positive and negative deviation values from goal 1, respectively 

d3, d4 positive and negative deviation values from goal 2, respectively 

xij 
binary decision variable indicating whether the facility i has been decided to be 

established in district j 

yji 
binary decision variable indicating whether the facility i has been decided to be 

assigned in district j 
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3.1. First Stage Model 

 

In the first objective function, Equation 1 shows the 

goal equation. Animal manure amount obtained is 

maximized (Equation 2), while total costs in which 

main costs regarding installation costs, animal 

manure processing cost, and waste transportation cost 

are available, are minimized Equation (3). Equation 

(4) shows that all demands must be met. Equation (5) 

provides a maximum of one plant for the region. 

Equation (6) calculates the demand parameter. 

Equation (7) is the non-negativity constraint for 

decision variables and binary variable constraint. 

 

Z = 𝒅𝟏 + 𝒅𝟒    (1) 

∑ ∑ 𝒂𝒏𝒃𝒋𝒓 

𝑹

𝒓=𝟏

𝑱

𝒋=𝟏

∗ 𝒂𝒙𝒓 ∗ 𝒂𝒚𝒓 ∗ 𝒙𝒊𝒋 + 𝒅𝟏 − 𝒅𝟐 

= 𝒈𝒐𝒂𝒍𝟏 

    (2) 

∑ ∑(𝒄𝒊 

𝑱

𝒋=𝟏

𝑰

𝒊=𝟏

+ 𝒃𝒊 + 𝒔𝒊 + 𝒆𝒊 + 𝒉𝒊 + 𝒇𝒊 + 𝒂𝒊 ) ∗ 𝒙𝒊𝒋 

+ ∑ ∑ 𝒂𝒏𝒃𝒋𝒓 ∗ 𝒂𝒙𝒓 

𝑹

𝒓=𝟏

𝑱

𝒋=𝟏

∗ 𝒂𝒚𝒓 ∗ 𝒙𝒊𝒋    ∗ (
𝒂𝒛𝒓

𝒆𝒖
)  

+ ∑ ∑ ∑ 𝒅𝒊𝒋 ∗

𝑲

𝒌=𝟏

𝑱

𝒋=𝟏

𝑰

𝒊=𝟏

𝒙𝒊𝒋 ∗ 𝒔𝒃𝒕 + 𝒅𝟑 − 𝒅𝟒 = 𝒈𝒐𝒂𝒍𝟐 

  (3) 

∑ ∑ 𝒑𝒘𝒓𝒊 ∗ 𝒙𝒊𝒋 

𝑰

𝒊=𝟏

𝑱

𝒋=𝟏

≥ ∑ 𝒅𝒆𝒎𝒂𝒏𝒅𝒋  

𝑱

𝒋=𝟏

∗ 𝒑𝒓𝒄 

 

(4) 

∑ 𝒙𝒊𝒋  

𝑰

𝒊=𝟏

≤ 𝟏         , ∀𝒋 

 

(5) 

𝒅𝒆𝒎𝒂𝒏𝒅𝒋 = 𝒗𝒉𝒄 ∗ 𝒘𝒋            𝒋 = 𝟏, … , 𝑱    (6) 

𝒙𝒊𝒋  𝝐 (𝟎, 𝟏)     (7) 

 

3.2. Second Stage Model 

 

In the objective function, the total transport cost, the 

total BVS installation cost are minimized and the 

profit to be gained from the vehicle density is 

maximized in Equation (8). Equation (9) ensures that 

minimum one BVS is installed for each region in 

which a biogas plant is available. Equation (10) 

defines the vehicle density in the region. Equation 

(11) ensures that the distance between biogas plant 

and BVS should be under the given maximum 

distance constraint. Equation (12) ensures that each 

BVS is assigned to a biogas plant. Equation (13) is a 

capacity constraint between the biogas plant and 

BVS. Equation (14) addresses the total BVS numbers. 

Equation (15) is the non-negativity constraint for 

decision variables and binary variable constraint. 

 

min z = ∑ ∑ dij 

J

j=1

I

i=1

∗ sbt ∗ yji + 

∑ ∑ yji 

J

j=1

I

i=1

∗ (km)/eu) − ∑ ∑ vj 

J

j=1

I

i=1

∗ yji ∗ fp 

    

(8) 

∑ 𝒚𝒋𝒊  

𝑱

𝒋=𝟏

≥ 𝟏        , ∀𝒊 (9) 

𝒗𝒋 = 𝒗𝒉𝒄 ∗ 𝒘𝒋                , ∀𝒋         (10) 

𝒅𝒊𝒋 ∗ 𝒚𝒋𝒊  ≤ 𝑴𝒅                      , ∀𝒋 , ∀𝒊 (11) 

∑ 𝒚𝒋𝒊  

𝑰

𝒊=𝟏

≤ 𝟏                              , ∀𝒋 (12) 

∑ 𝒚𝒋𝒊 ∗ 𝒄𝒂𝒑

𝑱

𝒋=𝟏

≥ 𝒄𝒑𝒕𝒊                 , ∀𝒊 (13) 

∑ ∑ yji =  pt    

J

j=1

I

i=1

 (14) 

𝒚𝒋𝒊 𝝐 (𝟎, 𝟏), 𝒑𝒕 ≥ 0 (15) 

 

4. Results and Discussion 

 

During the first stage, a location problem of biogas 

production plants was solved. Goal 1 value as 2*106 

and Goal 2 value as 5*107 were incorporated into the 

system at first. Obtained results demonstrated that 

defined goals were achieved. d2 and d3 deviations 

were obtained as 18.510 and 260.399, respectively. 

Decision variable p, which is the number of the 

facilities to be opened, was obtained as 2. xij, which 

is the binary decision variable that gives the status of 

the plants, implies that 5th type plant which represents 

2000 m3 capacity in the Konak region should be 

installed, 5th type plant which represents 2000 m3 

capacity in the Narlidere region should be installed. 

Table 4 depicts the demands of the districts. demandj 

was obtained as a need for gasoline per vehicle as a 

result of multiplying the number of populations in the 

region (wj), the average number of vehicles per head 

and the number of gasoline vehicles. 
 

 



O. Derse, E. Göçmen Polat / BEU Fen Bilimleri Dergisi 12 (2), 402-411, 2023 

408 
 

 

Table 4. Demand results of the districts 

Districts Biomass demand of the region Districts Biomass demand of the region 

Balçova 3.539,64 Foça 1.477,775 

Bornova 19.859,128 Karaburun 472,936 

Buca 22.271,892 Kemalpaşa 4.741,316 

Çiğli 8.676,593 Kinik 1.329,333 

Gaziemir 6.135,414 Kiraz 1.962,085 

Güzelbahçe 1.587,546 Menderes 4.183,677 

Karşiyaka 15.350,021 Menemen 7.786,253 

Konak 15.904,136 Ödemiş 5.910,521 

Narlidere 2.952,919 Seferihisar 1.942,326 

Aliağa 4.254,865 Selçuk 1.621,801 

Bayindir 1.810,209 Tire 3.767,12 

Bergama 4.602,464 Torbali 7.973,946 

Beydağ 557,862 Urla 2.959,921 

Çeşme 1.939,783 Bayrakli 13.895,216 

Dikili 1.970,248 Karabağlar 21.409,296 

 

 

The number of stations was obtained as 12. 

The z function, which is the objective function, shows 

that at the end of one year, the station installation by 

the value 9952.154 TL will provide the profit rate. 

Güzelbahçe, Çeşme, Dikili, Seferhisar and Urla 

districts should obtain biomass resources from the 

Konak region, while Narlıdere, Balçova, Bayındır, 

Foça, Karaburun, Kınık and Selçuk should take these 

resources from the Narlıdere.  As a result of the pt 

decision variable, a total of 12 BVS has been 

installed. 
4.1. Sensitivity Analysis 

 

At the beginning of the model, it is was planned to 

meet 2% of all demand with biofuels. The effects of 

the coverage rate on the chosen regions are presented 

in Table 5. When the planning is decided to meet 

2,5% of all demand, xij results as 5th type plant which 

represents 2000 m3 capacity in the Narlidere and 

Bergama regions, as 4th type plant which represents 

1000 m3 capacity in the Konak region. When the 

planning is decided to meet 3% of all demand, xij 

results as 5th type plant which represents 2000 m3 

capacity in the Konak, Narlidere and Bergama 

regions. When the planning is decided to meet 3,5% 

of all demand, xij results as 5th type plant which 

represents 2000 m3 capacity in the Balçova, Narlidere 

and Bergama regions and as 3th type plant which 

represents 750 m3 capacity in the Konak region. 

When the planning is decided to meet 4% of all 

demand, xij results as 5th type plant which represents 

2000 m3 capacity in the Balçova, Konak, Narlidere 

and Bergama. 

 

 

Table 5. The effect of demand coverage rate change on the selected region and its structure 

prc value Districts pwri 

%2 

Konak 5 

Narlıdere 5 

%2,5 

Konak 4 

Narlıdere 5 
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Bergama 5 

%3 

Konak 5 

Narlıdere 5 

Bergama 5 

%3,5 

Balçova 5 

Konak 3 

Narlıdere 5 

Bergama 5 

%4 

Balçova 5 

Konak 5 

Narlıdere 5 

Bergama 5 

 

4.2. Discussion 

The usage of biofuels provides both the elimination of 

wastes and the emergence of clean energy by burning 

organic wastes. In this study, the location of biogas 

plant sites and BVS were considered in the province 

of İzmir in Turkey. In the study, installation decisions 

were decided for Konak and Narlidere with a capacity 

of 2000 m3 and a total capacity of 4000 m3. In the 

Durmaz and Bilgen [26] study, in which the province 

of Izmir was discussed and the MILP model was 

developed, for a 60 km coverage area, Aliağa (150 

capacity (1), 1000 capacity (1)), Bayındır (1000 

capacity (1)), Foça (1000 capacity ( 2)), Kemalpaşa 

(1000 capacity (3)), Seferihisar (150 capacity (1)), 

Tire (500 capacity (1)), Urla (500 capacity (1)) were 

obtained. Installing a total capacity of 8300 m3 was 

decided in this study. Since the share of 2% in total 

usage was considered in our study, installation of 

4000 m3 capacity was decided. However, using the 

sensitivity analysis, the share of 4% in total usage 

resulted as the installation in the Balçova, Bergama, 

Konak, Narlidere and total 8000 m3 capacity. 

 

5. Conclusion  

 

In this paper, the presenting problem provided a 

biogas supply chain network problem integrating 

biogas plant production problems to minimize the 

installation costs and to maximize the animal manure 

amount and BVS installation problem. It is worthy to 

note that various studies related to the optimization of 

biogas networks are available in the literature. 

However, the novelty of this paper lies in maximizing 

the animal manure amount and impacts of vehicle 

congestion on the optimal BVS location. The 

limitation of the study is to consider only İzmir 

district in Turkey. Since Turkey has a goal to reduce 

emissions, other cities can be included to generalize 

the problem. Also, the stochastic optimization 

approach [27] and fuzzy logic [28] can be considered 

for the uncertain criteria to decide the biogas plant 

locations. Considering designing a novel biogas 

network with low installation, maintenance, process 

costs and carbon prices [29] is a need for future 

research. 
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Abstract 

Twitter sentiment classification is an artificial approach for examining textual 

information and figuring out what people's public tweets from a variety of industries 

are experiencing or thinking. For instance, a large number of tweets containing 

hashtags are posted online every minute from one user to some other user in the 

commercial and political fields. It can be challenging for scientists to correctly 

comprehend the context in which specific tweet terms are used, necessitating a 

challenge in determining what is actually a positive or negative comment from the 

vast database of twitter data. The system's authenticity is violated by this issue and 

user dependability may be significantly diminished. In this study, twitter data sent to 

interpret movies were classified using various classifiers and feature methods. In this 

context, the IMDB database consisting of 50000 movie reviews was used. For the 

purpose of anticipating the sentimental tweets for categorization, a huge proportion 

of twitter data is analyzed. In the proposed method, bag of words and word2vec 

methods are given by combining them instead of giving them separately to the 

classifier. With both the suggested technique, the system's effectiveness is increased 

and the data that are empirically obtained from the real world situation may be 

distinguished well. With experimental efficiency of 90%, the suggested approach 

algorithms' output attempts to assess the reviews’ tweets as well as be able to 

recognize movie reviews.. 
 

 
1. Introduction 

 

The artificially intelligent technique of using natural 

language to communicate with an information system 

is known as natural language processing (NLP). 

Sentiment classification on social media platforms 

like Facebook and Twitter is one of the most popular 

uses of NLP. Chatbot, voice recognition, translation 

software, grammar verification, phrase scanning, 

information retrieval, and advertising pairing are the 

possibilities at the following level. This one will make 

it possible to create a twitter program that can 

comprehend linguistic forms. It is a component of 

data analytics that holds the effective algorithm of 

comprehending, extrapolating, and analyzing text 

                                                           

*Corresponding author: yciltas@erzincan.edu.tr             Received: 05.01.2023, Accepted: 09.05.2023 

data in the appropriate manner. Which enables one to 

process  

enormous amounts of textual information, carry out 

several common operations, and provide answers to a 

specific set of issues for the previously mentioned 

future step NLP applications. 

  NLP and Twitter research are used while performing 

sentiment analysis and determining the individual 

emotions of tweets’ necessary data. Sentiment 

classification is now being used to manage tweets' 

good, unfavorable, and neutral opinions. Sentiment 

analysis is commonly used in the spirit of community 

evaluations and poll answers, as well as medical 

billing and coding information that ranges from a 

marketing agency to civil administration. It may be 
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mailto:yciltas@erzincan.edu.tr


Y. Aydın / BEU Fen Bilimleri Dergisi 12 (2), 412-417, 2023 

413 
 

used to write textual information, photos, videos, 

voice recognition, and other types of information. 

Sentiment Classification uses comparable types of 

tweet data; after obtaining this information, it 

separates the input into individual words or phrases. 

This process is known as tokenization. 

  A movie review is similar to a language that 

expresses a view of the film and forecasts whether the 

general audience will have a favorable or unfavorable 

judgment. From all this, we may determine whether 

to see a certain film or not. A group of producers, 

actors, and others who participate in making films 

will be there. The community opinions made on 

specific cinematic sites determine a film's either 

success or failure. Website is essential tool for people 

since they allow them to express their thoughts on a 

film and submit customer reviews. Community 

evaluations are therefore gathered as a twitter data set, 

and after that, specific operations are carried out with 

this method to find the purchasing habits of customers 

and to foresee any upcoming releases in the film 

industry. For this purpose, sentiment analysis studies 

were conducted with the use of tweets expressing 

opinions about films in the literature. After receiving 

the twitter data and information from WordNet, Sahu 

and Ahuja [1] utilized SentiWordNet to determine the 

overall polarization of the film critic tweets. The 

mood of the phrases is included, and the ratings are 

divided into and positive. Also, there are objective 

scores in this method. The relative strength of it is 

determined by the measurement of each of those 

ratings. An artificial neural model called ConvLstm, 

built on the CNN and LSTM algorithms, was 

suggested by Hassan and Mahmood [2]. To lessen the 

waste of particular local knowledge and catch long-

term interdependence in the series of words, they use 

LSTM as a replacement for CNN's pooling layers. 

The IMDB and Stanford Sentiment Treebank (SSTb) 

sentiment databases were used to test this concept. In 

order to compare their model to SVM and NB, Liao 

et al. [3] built a straightforward CNN method using 

word2vec using the data from twitter they acquired. 

CNN has therefore demonstrated to have an uses 

better accuracy when it comes to accuracy in 

comparison to other methods. 

Sentiment analysis is now mostly concentrated on 

social networking, which includes sites like 

Facebook, Twitter, and IMDB [3], which is driving 

up demand for general opinions data and gathering it 

in textual form. Additionally, it is a difficult effort to 

anticipate the twitter data with an adequate 

understanding of the language for a movie critic.   

This study uses the IMDB database for sentiment 

analysis on English film reviews and identifies the 

reviews as either positive or negative applying 

classical machine classifiers. The primary objective 

of this research is to obtain more successful results by 

obtaining stronger features with the combination of 

bag of words and word2vec techniques. Also, NLP 

feature called stop keywords, which is used to filter 

frequently occurring tweet terms in the IMDB dataset, 

is also preprocessed in the proposed method. Due to 

the fact that these keywords will take up more room 

in our movie review information or they will fail to 

provide a coherent phrase for that information. This 

text content was used to eliminate certain terms for 

this cause. Word2vec and the bag of words (BoW) 

method were used in the feature extraction step, while 

support vector machine  (SVM) and logistic 

regression methods were used in the classification 

step. 

 

2. Material and Method 

 

A paradigm for sentiment classification is suggested 

within that chapter. We must analyze the content to 

extract customer sentiment in an orderly fashion, 

despite the fact that we are aware that data from social 

media is not always clear, not always arranged 

appropriately, and sometimes even contains 

grammatical mistakes. As a result, we must pre-

process the text in order to discern the text's mood. In 

order to determine whether a particular event is 

positive or negative, after the preprocessing step, the 

word is vectorized into numerical form and feature 

vectors are obtained. In the last step, classification is 

made using the obtained feature vectors. The methods 

used in the proposed approach are detailed in the 

following sub-sections. Figure 1 (the proposed 

framework for sentiment analysis) depicts all the 

processes. 
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Figure 1. The proposed framework for sentiment analysis  

 

1.1. Pre-processing 

 

To provide a more distinctive representation of tweets 

data, the following actions have been taken 

Cleaning: The goal of cleanliness is to eliminate 

unnecessary grammar and characters within textual 

data. 

Stop Words Removal: Eliminating words such 

"the," "a," "an," "they," "she," and others that have no 

significance and do not sound right inside the content. 

.  
1.2.  Text Representations 

 

Bag of Words 

 

Bag-of-Words (BoW) [4] presentations is widely 

used techniques in the field [5]. The 𝑖𝑡ℎ component of 

the matrix in the context of the BoW approach 

denotes the frequency with which the 𝑖𝑡ℎ  vocabulary 

phrase appeared in the provided content. In other 

words, rather of utilizing a binary 1 or 0, frequency 

analysis is utilized to indicate the frequency of a 

certain word. Although these techniques are 

straightforward, the presentation does not keep the 

word's meaning. The linear combination is dense and 

have the same size as the vocabulary. 

 

Word2Vec 

 

Two linguistic methods are used by Word2vec [6]: 

the continuous bag-of-words (CBOW) method and 

the skip-gram method. These techniques use shallow 

neural network models to map the original word(s) to 

the targeted word(s). 

Processing elements are then used to 

symbolize the phrases after the system has learned 

their weights throughout learning. In the CBOW 

approach, a given target word is produced from a 

collection of nearby terms. However, the skip-gram 

method operates precisely the opposite of the CBOW 

method. The Skip-gram method uses a single origin 

word as its input and seeks to identify a cluster of 

nearby words as its result.  

 

Bag of Words & Word2Vec 

 

The columns of the feature vectors obtained using the 

bag of words and Word2vec methods were combined 

and used in the Classifier. The same procedure was 

applied for each sample. 

 

1.3.  Classifiers 

 

Support Vector Machines 

 

Finding a hyper-plane that divided the training data 

set into two distinct groups is the basic idea behind 

this classification method [7]. The equations 

following may be used to make the following claim: 

 

𝒘𝒕𝒙 + 𝒃 = 𝟎                                     
 (1) 

 

wherein w: denotes the hyper-direction plane's. b 

depicts the location of the hyper-plane with regard to 

the origin.  

 

Logistic Regression: 

 

As a technique for classification model, we have 

employed logistic regression. The logistic regression 

method, which is one of the supervised classification 

methods, classifies the test sample using the logistic 

function [8]. 
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3.  Results And Discussion 

During the testing stage, an Intel Core i7 CPU, 64-bit 

operating software, and 8GB RAM were used to run 

the system design in Python. The IMDB  film critic 

database was used in the suggested approach. The 

IMDB database includes 50000 reviews in total, of 

which 25000 are labeled positive and 25000 are 

labeled negative. 

The validity criteria are taken into account as 

the measuring performance of certain tests on 

databases for recall, precision, and F score in order to 

more clearly illustrate the method's analysis. Recall 

shows the ratio of positive samples correctly detected 

by the classifier to samples that are actually positively 

labeled (Equation 2). 

 

𝒓𝒆𝒄𝒂𝒍𝒍(𝒓𝒄) =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                                            (2) 

 

 Precision, on the other hand, shows the ratio of 

samples labeled positively by the classifier and  

samples correctly detected by the classifier (Equation 

3).  

 

Precision(𝒑𝒓)=
𝑻𝑷

𝑻𝑷+𝑭𝑷
                                                   (3) 

 

F score is a metric obtained from precision and recall 

values, and the size of the F score shows the success 

of the application (Equation 4). 

 

𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 = 𝟐 ∗
𝑹𝒆𝒄𝒂𝒍𝒍∗𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏

𝑹𝒆𝒄𝒂𝒍𝒍+𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏
                                   (4)  

                     

In the experiments carried out within the scope of this 

manuscript, the feature vectors obtained from the 

word2vec, bag of words methods and the hybrid 

feature obtained from the combination of these two 

features were given to the SVM, logistic regression 

classifiers and their classifier performances were 

evaluated. The recall, precision and F1 values of the 

experiments are given in Table 1, and the confusion 

matrix graphics are given in Figure 2. 

 

 

Tablo 1. Results of experiments 

Features Classifier Precision Recall F-score Accuracy 

Bag of Words 

 

SVM 0.89 0.87 0.88 0.88 

Logistic regression 0.88 0.87 0.87 0.87 

Word2Vec 

 

SVM 0.88 0.86 0.87 0.87 

Logistic regression 0.86 0.86 0.86 0.86 

Proposed-

Method 

 

SVM 0.90 0.89 0.89 0.89 

Logistic regression 0.89 0.88 0.89 0.89 
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Figure 1. Confusion matrix of applications. a) BoW+SVM, b)BoW+Logistic Regression, c) Word2Vec+SVM, d) 

Word2Vec+Logistic Regression, e) BoW&Word2vec+SVM, f) BoW&Word2vec +Logistic Regression 
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As can be seen from Table 1 and Figure 2, using the 

features together instead of using them separately 

gave more successful results. 

4. Conclusion and Suggestions 

 

In this manuscript, it is proposed to use hybrid 

features to perform sentiment analysis from tweet 

data. Word2vec, bag of words and the vector obtained 

by combining these two methods were used as word 

representation techniques. As a classifier, the 

performance of the test results was evaluated by using 

SVM and logistic regression. In the experiments 

carried out using the IMDB dataset, 0.88 accuracy 

value was obtained with bag of words and SVM, 87 

percent accuracy rate was obtained with Word2Vec 

and SVM, while the success rate in the proposed 

method was 0.89, which was the most successful 

method. 

In addition, more successful results were 

obtained by combining these two methods rather than 

using a single bag of words or Word2Vec in other 

classifiers. In future studies, it is planned to perform 

sentiment analysis with the hybrid use of these word 

representation methods and deep learning methods. 
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Abstract 

Carbon dioxide is considered to be one of the greenhouse gases potentially 

responsible for climate change. The aim of this research is to reduce emissions by 

capturing carbon dioxide in a solution using an absorption method. The absorption 

capacity, absorption rate, carbon dioxide removal efficiency, and overall mass 

transfer coefficient of MEA (Monoethanolamin) and alkaline solvents (NaOH, KOH, 

Mg (OH)2) were investigated using a bubble column gas absorption reactor with 

counter current flow. The effects of operational parameters such as solvent 

concentration (0.01, 0.05, and 0.25M) and solvent type were studied. The research 

showed that KOH, NaOH, and MEA were more efficient in capturing CO2 than Mg 

(OH)2 was. For all solvent types, the total mass transfer coefficient, absorption rate, 

and CO2 removal efficiency were increased with the increase in the concentration of 

solvent. The solvent concentration is increased from 0.01 M to 0.25 M to obtain the 

highest KGa values for MEA, NaOH, and KOH, 3.75 1/min for MEA, 3.70 1/min 

for NaOH, and 3.93 1/min for KOH.The MEA, NaOH, and KOH absorption rates 

were maximum at 0.25 M solvent concentrations as 0.19x103 mol/Ls. The maximum 

CO2 removal efficiencies for MEA, NaOH, and KOH at 0.25 M solvent concentration 

are greater than 60%. Absorption capacity of NaOH and KOH is 0.313 mol CO2/mol 

NaOH and 0.316 (mol CO2/mol KOH). The highest absorption capacity, 0.576 mol 

CO2/mol MEA, was obtained at a solvent concentration of 0.01M MEA. 
 

 
1. Introduction 

The temperature of the Earth has risen especially 

quickly since the middle of the 20th century. 

Global warming emerges as one of the concerns 

facing the planet during the industrial revolution. 

Natural and human systems have undergone 

significant changes in response to long-term 

changes in the climate system caused by global 

warming. These changes include an increase in the 

frequency of catastrophic events like floods and 

droughts, a rise in sea level caused by glacier and 

polar ice cap melting, and severe ecological 

destruction that threatens the sustainability of the 

economy [1, 2].   

                                                           

*Corresponding author: ayse.gul@agu.edu.tr          Received: 06.01.2023, Accepted: 09.05.2023 

Fossil fuels are used to generate the majority of the 

energy needed to meet the growing demand, which 

raises the atmospheric carbon concentration. Fossil 

fuel consumption contributes to the release of 

greenhouse gases such carbon dioxide (76%), 

methane (16%), nitrous oxide (6%), and 

fluorinated gases (2%) on a worldwide scale. 

Carbon dioxide (CO2) is therefore frequently 

viewed as the main contributor to rising world 

average temperatures [3, 4].  

The majority of today's energy needs are met by the 

generation of electricity from fossil fuels, carbon 

capture and storage (CCS) is the best option for 

decreasing CO2 emissions. Pre-combustion 

capture, post-combustion capture, and oxy-fuel 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1230356
https://orcid.org/0000-0002-2305-6408
https://orcid.org/0000-0003-3882-9175
mailto:ayse.gul@agu.edu.tr
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combustion are three groups of CO2 capturing 

technologies. Among these, post-combustion 

capture using alkanolamines is considered as one 

of the most practical and widely used for the 

removal of CO2 successfully [5]. There are various 

methods to reduce emissions of CO2 post 

combustion such as chemical absorption [6], 

physical absorption [7], membrane separation [8], 

adsorption [9], cryogenic separation [10] and algal 

system [11]. In these processes, chemical 

absorption with NaOH and amine solutions are 

extensively used for the capture of CO2 [12]. 

Aqueous MEA solution has been widely used to 

capture CO2 in industrial processes due to its strong 

CO2 reaction kinetics, high solubility in water, low 

viscosity, lower energy use, and low cost. [13]. 

Alkaline solvents that widely used in CO2 removal 

are NaOH which has high absorption efficiency 

and potassium hydroxide (KOH) [14]. It is possible 

to enhance CO2 absorption by utilizing different 

scrubber and solvent kinds. Numerous scrubbers, 

such as packed bed columns, sieve tray columns, 

and bubble columns, are used to capture CO2. 

Bubble column reactors offer a variety industrial 

application due to its simple design and operation, 

lack of moving parts, highly complicated 

hydrodynamic behavior, and high rates of mass and 

heat transfer [15]. Specifically, the packed tower 

and bubble column have been effectively used on 

pilot and industrial scales for post-combustion CO2 

capture [16]. 

 

The aim of this research is to improve the CO2 

absorption using different solvents. For this aim, 

the capture of CO2 was performed using MEA and 

alkaline solvents (NaOH, KOH and Mg (OH)2) in 

a bubble column. The effect of solvent types on the 

CO2 removal capacity, absorption rate and overall 

mass transfer coefficient was determined. 

 

2. Calculations 

 

CO2 Removal Efficiency 

 
CO2 removal efficiency is a critical consideration 

when assessing the performance of an absorption 

and calculated using Eq.1. 

 

𝐄 = (
𝐲𝟏−𝐲𝟐

𝐲𝟏
) ∗ 𝟏𝟎𝟎%                                              (1) 

 

y1 = CO2 input concentration; y2 = CO2 output 

concentration 

 

Absorption Rate 

 

The most crucial factor in determining solvent 

costs, which account for around 30% of overall 

capital costs, is CO2 absorption rate (RA) [17]. 

Liquid holdup (and gas holdup) is considered 

constant throughout the column to determine the 

absorption rate. As a result, under steady-state 

operation, the rate of carbon dioxide absorption can 

be determined. Absorption rate is determined using 

Eq.2 by measuring the effluent concentration of 

carbon dioxide and the gas-flow rate: 

 

𝑹𝑨 =
𝑭𝑨𝟏

𝑽𝑳
[𝟏 − (𝟏 −

𝒚𝟏

𝒚𝟏
) (

𝒚𝟐

𝟏−𝒚𝟐
)]                             (2) 

 

FA1 = molar flow rate of CO2 inlet 

VL = Solvent solution volume (final volume) 

y1 and y2 = CO2 concentration of inlet and outlet 

RA = Absorption rate 

Overall Mass Transfer Coefficient 

In separation processes, the diffusion of mass from 

one phase to the other is occurred, and the diffusion 

rate is a crucial factor that effect the overall mass 

transfer coefficient. The two-film model, a helpful 

model for mass transfer between phases, is used to 

calculate the mass transfer coefficient and the mass 

transfer of CO2. CO2 is transferred from the bulk of 

the gas phase to the interface and then moved from 

the interface into the bulk of the liquid phase during 

mass transfer. The two film model assumes 

equilibrium at the interface (Fig. 1).  

 

Figure 1. Schematic representation of two film 

theories 
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According to two film model, the absorption rate at 

a local point on both the gas and liquid side is 

expressed as total mass transfer coefficients and 

can be written as follows; 

𝑟𝐴 = (𝐾𝐺𝑎)(𝐶𝑔 − 𝐻𝐶𝐿)                                      (3) 

With the assumption of plug flow condition at the 

gas phase and well mixed flow condition at the 

liquid phase and steady state condition, the mass 

equilibrium at z will be;  

(𝑈𝑔𝐶𝑔)𝑧
𝑆 − (𝑈𝑔𝐶𝑔)𝑧+∆𝑧

𝑆 = 𝑟𝐴∆𝑉                        (4) 

 

∆𝑉 = ∆𝑧 ∗ 𝑆                                                       (5) 

 

Readjust the equation; 

 

(𝑈𝑔𝐶𝑔)𝑧. 𝑆 − (𝑈𝑔𝐶𝑔)𝑧+∆𝑧. 𝑆 = 𝐾𝐺𝑎. (𝐶𝑔 − 𝐻𝐶𝐿)(∆𝑍. 𝑆);  (6) 

 

𝑺.𝑼(𝑪𝒈𝒛−𝑪𝒈𝒛+∆𝒛
)

∆𝒛
= 𝐾𝐺𝑎. (𝐶𝑔 − 𝐻𝐶𝐿). 𝑆            (7) 

𝐻𝐶𝐿 ≃ 0 

 

𝑆. 𝑈
𝑑𝐶

𝑑𝑧
= 𝑆. 𝐾𝐺𝑎. (𝐶𝑔)             (8) 

 

𝑄
𝑑𝐶

𝐶
= 𝑆. 𝐾𝐺𝑎. 𝑑𝑧                                     (9) 

 

𝑄 ∫
𝑑𝐶

𝐶

𝐶𝑜𝑢𝑡

𝐶𝑖𝑛
= ∫ 𝑆. 𝐾𝐺𝑎. 𝑑𝑧

𝐿+∆𝐿

0
          (10) 

 

KGa =
Qgln

C0
C

(∆L+L).S
             (11) 

 

Where; Cg, CO2 gas concentration in gas phase 

(mol/L);  CL, CO2 gas concentration in liquid phase 

(mol/L); 𝑟𝐴, absorption rate (mol/Ls)  ; 𝐾𝐺𝑎,mass-

transfer coefficient (1/min), S: column cross 

sectional area (cm2), U: surface velocity (m/s) , Q, 

velocity of gas flow (l/min)  

 

Absorption capacity 

The area over the CO2-time profile graph (Fig. 2) 

corresponds to the total absorbed CO2. The input 

flow rate of CO2 was calculated from total flow rate 

and the inlet concentration. The outlet flow rate of 

CO2 was calculated based on the fixed flow rate of 

N2 which was an inert compound and the read CO2 

concentration. The following relation was used to 

calculate the CO2 outlet flow; 

 QCO2out
= Qtotalin

× yN2in
(

yCO2out

yN2out

)          (12) 

The volumetric flow rates were converted to molar 

mass flow rate using conversion factors with the 

assumption of ideal gas of state where each mole at 

standard temperature (273 K) and pressure (1 atm) 

occupies 22.4 L. Then it calculated again for the 

adjusted temperature of gas. Then the 

concentration (ppm)-time graph was replotted for 

mass flow rate-time.  

The rate of absorbed CO2 at certain time intervals 

was then calculated using following equation; 

𝑅𝐶𝑂2
= 𝑀̇𝐶𝑂2 𝑖𝑛

− 𝑀̇𝐶𝑂2 𝑜𝑢𝑡
           (13) 

  

The amount of absorbed CO2 at each time interval 

was calculated using following equation; 

𝑀𝐶𝑂2𝑎𝑏
= 𝑅𝐶𝑂2

× (𝑡2 − 𝑡1)                       (14) 

The absorption capacity of the absorbent was 

calculated using below equation; 

𝐴𝑏. 𝐶𝑎𝑝 =
∑ 𝑀𝐶𝑂2𝑎𝑏

𝑛
1

𝑀𝑀𝐸𝐴
             (15) 

 

Where n is the number of time intervals, MCO2 is 

the mass of absorbed CO2 and MMEA is the mass 

of MEA in the solution. Spreadsheets in MS Excel 

was used for calculation procedures. 

https://tureng.com/tr/turkce-ingilizce/mass-transfer%20coefficient
https://tureng.com/tr/turkce-ingilizce/mass-transfer%20coefficient
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Figure 2. A sample of the CO2 concentration profile at 

the output 

 

2.1. Chemical Reaction Mechanism 

NaOH 

NaOH is the widely used solvent for the CO2 

capture even though, solvent is not recoverable 

from the reaction between CO2 and NaOH, because 

it is more abundant, cheaper than MEA, and has 

higher CO2 absorption capacity than MEA. 

Theoretically, 1.39 tons MEA and 0.9 tons NAOH 

required to capture one ton of CO2, respectively. As 

shown below, the process by which CO2 is 

absorbed by NaOH in aqueous solution [15];  

Firstly, NaOH is completely ionized in water. 

Secondly, when gas fed into the NaOH solution, 

carbon dioxide is physically absorbed as aqueous 

carbon dioxide because NaOH is strongly alkaline. 

𝐶𝑂2(𝑔) → 𝐶𝑂2(𝑎𝑞)                                (16) 

Subsequently, aqueous CO2 reacts with OH- as 

expressed in Eqs. 17 and 18 to form HCO3
- and 

CO3
2- 

𝐶𝑂2𝑎𝑞) + 𝑂𝐻−
(𝑎𝑞) ↔ 𝐻𝐶𝑂3

−
(𝑎𝑞)

                        (17)  

𝐻𝐶𝑂3
−

(𝑎𝑞)
+ 𝑂𝐻−

(𝑎𝑞) ↔ 𝐻2𝑂(𝑙) + 𝐶𝑂3
2−

(𝑎𝑞)
 (18) 

 

The reaction that occurring during CO2 absorption 

is shown below; 

 

2𝑁𝑎𝑂𝐻(𝑎𝑞) + 𝐶𝑂2(𝑔) → 𝑁𝑎2𝐶𝑂3(𝑎𝑞) + 𝐻2𝑂(𝑙) 

(19) 

 

The Na2CO3 produced in this reaction exists in 

solvent as ionized Na + and CO3
2-. The NaOH 

solution is continuously fed CO2, which causes 

CO2 to be absorbed and deplete the OH- level. The 

general absorption reaction is shown in equation 

20. 

𝑁𝑎2𝐶𝑂3(𝑎𝑞) +  𝐶𝑂2(𝑔) + 𝐻2𝑂(𝑙) →

2𝑁𝑎𝐻𝐶𝑂3(𝑎𝑞)
                                                    (20) 

The net reaction of equations 2.19 and 2.20 can be 

summarized as equation 21 [12]. 

 

𝑁𝑎𝑂𝐻(𝑎𝑞) + 𝐶𝑂2(𝑔) → 𝑁𝑎𝐻𝐶𝑂3(𝑎𝑞)
                   (21)  

KOH 

In the process of removing CO2, potassium 

hydroxide (KOH) is the second-most-used solvent. 

The reaction with carbon dioxide can be seen in Eq. 

22. 

2𝐾𝑂𝐻(𝑎𝑞) + 𝐶𝑂2(𝑔) → 𝐾2𝐶𝑂3(𝑎𝑞) + 𝐻2𝑂(𝑙)    (22) 

KOH and NaOH are both used in the same 

chemical reaction for the absorption of CO2. 

However, KOH is more expensive than NaOH, but 

the cost of KOH can be reduced by selling the side 

product of K2CO3 [18]. 

 

Mg (OH)2 

Absorption with magnesium hydroxide Mg (OH)2 

occur in several stages and the main reactions 

involved in the absorption process are as follows: 

 

𝑀𝑔(𝑂𝐻) 2(𝑠) ↔ 𝑀𝑔2+
(𝑎𝑞) + 2𝑂𝐻−

(𝑎𝑞)            (23) 

 

𝐶𝑂2(𝑎𝑞) + 𝑂𝐻−
(𝑎𝑞) ↔ 𝐻𝐶𝑂3

−
(𝑎𝑞)

                          (24) 

 

𝐻𝐶𝑂3
−

(𝑎𝑞) + 𝑂𝐻−
(𝑎𝑞) ↔ 𝐻2𝑂(𝑙) + 𝐶𝑂3

2−
(𝑎𝑞)

 (25) 

 

𝑀𝑔2+
(𝑎𝑞) + 𝐶𝑂3

2−
(𝑎𝑞)

↔ 𝑀𝑔𝐶𝑂3(𝑠)
               (26) 
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Dissolution of solid particles in the liquid film 

increases the absorption rate [19]. 

 

MEA 

 

A key solvent in the CO2 removal process is 

monoethanolamine (MEA) solution due to how 

rapidly it reacts with carbon dioxide [20]. The 

reaction mechanism among H2O-CO2-amine 

differs based on the number of amine functionality. 

The reaction mechanism for single amine 

functionality like MEA has been suggested as 

follow [21]: 

 

Water dissociation: 

2𝐻2𝑂 ⇌ 𝐻3𝑂+ + 𝑂𝐻−                         (27) 

Carbon dioxide dissociation: 

2𝐻2𝑂 + 𝐶𝑂2 ⇌ 𝐻3𝑂+ + 𝐻𝐶𝑂3
−           (28) 

Bicarbonate dissociation: 

𝐻2𝑂 + 𝐻𝐶𝑂3
− ⇌ 𝐻3𝑂+ + 𝐶𝑂3

2−           (29) 

Dissociation of protonated MEA: 

𝐻2𝑂 + 𝑅𝑁𝐻3
+ ⇌ 𝐻3𝑂+ + 𝑅𝑁𝐻2           (30) 

Carbamate reversion to bicarbonate: 

𝐻2𝑂 + 𝑅𝑁𝐻𝐶𝑂𝑂− ⇌ 𝑅𝑁𝐻2 + 𝐻𝐶𝑂3
−           (31) 

 

 

3. MATERIALS AND METHOD 

3.1. Chemicals 

The chemicals of NaOH, KOH, Mg(OH)2,MEA 

were purchased from Merck, Germany. All of the 

chemical was of the reagent grade. Double-distilled 

water which was obtained in the lab using a water 

purification equipment (Thermo Scientific, 

Germany) was used to prepare the aqueous 

solutions. The gas phase consisted of CO2 and N2 

was prepared using CO2 and N2 gas cylinders 

(99.99% purity) obtained from Oksan LTD, 

Turkey. 

 

 

3.2. Experimental setup 

The absorption bubble column used in this study 

can be seen in Fig.3. It is made from plexiglass with 

the height of 1m and internal diameter (ID) of 5 cm. 

It was operated counter current flow in which 

downflow of the liquid and upflow of the gas were 

applied. All the absorption experiment were carried 

out at room temperature, For each experiment, the 

temperature of the water circulation bath was 

adjusted on the desired temperature and run for 

almost 25 min to ensure stable temperature on the 

vessel wall. The solutions was prepared in parallel 

and put over hot plate to obtain the desired 

temperature and quickly empty into solvent tank 

and left for 10 minutes to stabilize the temperature. 

The desired solvent concentration was prepared 

and poured into the feed tank. The pump is used to 

control the required liquid flow rate. The gas 

mixture was supplied using two separate mass flow 

controllers (ALICAT Scientific Mass Flow 

Controller, Range:0-10L/min, accuracy; %0,2 of 

full-scale) for nitrogen and carbon dioxide. The gas 

mixture was sent directly to the CO2 analyzer to 

confirm the initial CO2 concentration, and then the 

main line valves were opened to transfer the gas 

mixture to the column containing MEA solution. 

The carbon dioxide concentration in the gas phase 

in the output was monitored using a Vernier CO2 

gas sensor (USA). The process continued until 

there was no further absorption. This was 

confirmed by the concentration/time profile as 

shown in Fig. 2. 

 

Figure 3. Experimental setup of CO2 absorption. 

(1: CO2 cylinder, 2: N2 cylinder, 3: Mass flow 

controller, 4: Humidifier, 5: Heat exchanger, 6: 

Column, 7: Waste tank, 8: Solvent tank, 9: 

Dehumidifier gas regulator, 10: Dehumidifier, 11: 
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CO2 Analyzer (10.000-100.000ppm), 12: Relief 

valve.) 

4. Results and Discussion 

In this study various solvent type and 

concentrations were used to determine its effects 

on CO2 absorption. MEA, NaOH, KOH, and Mg 

(OH)2 solvents were used for this purpose at 

concentrations of 0.01 M, 0.05 M, and 0.25 M. 

Results are presented for a gas flow rate of 4 L/min 

and a liquid flow rate of 500 mL/min.  

 

4.1. Effect of Solvent Concentration on CO2 

Removal Efficiency 

The effects of MEA, NaOH, KOH and Mg (OH)2 

solvents concentrations (0.01-0.05-0.25M) on 

carbon dioxide removal efficiency were 

investigated at 4.0 L/min gas flow rate, 500 

mL/min liquid flow rate and 5% CO2 initial 

concentration (50 000 ppm) and results can be seen 

from Fig. 4. For all solvent types, it has been 

observed that the CO2 removal efficiency increases 

when the solvent concentration increases. 

However, the difference in CO2 removal efficiency 

is not very noticeable at high concentrations of 

NaOH and KOH. High CO2 removal efficiencies 

were also obtained at low solvent concentrations. 

The regeneration of NaOH, KOH, and Mg (OH)2 is 

quite difficult, in contrast to MEA regeneration. 

The regeneration of NaOH and KOH solvents is 

difficult because the final products Na2CO3 and 

K2CO3 are formed as a result of absorption and 

their regeneration is costly due to their high energy 

requirements [18]. The increase in solvent 

concentration also means the increase in the 

reactant amount which leeds to higher CO2 removal 

[15]. High active MEA concentration in the liquid 

solution encourages its diffusion to the gas-liquid 

interface [22]. Smilarly, Yincheng et al. found that 

a higher NaOH concentration increases CO2 

removal efficiency [23]. 

 

 

Figure 4. Effects of solvent concentrations on CO2 

removal efficiency. 

 

4.2. Effect of Solvent Concentration on 

Absorption Capacity 

The solvent concentration has a significant effect 

on absorption capacity. The impact of various 

solvent concentrations on absorption capacity in 

the bubble column is shown in Fig. 5. The gas flow 

rate of 4.0 L/min, solvent flow rate of 500 mL/min 

and the CO2 concentration of 50000 ppm are used. 

As seen from Fig.5, low concentration of solvents 

has a better absorption capacity, which means that 

higher amount of CO2 was absorbed by a mol of 

solvent. The highest absorption capacity was 

obtained at solvent concentration of 0.01M MEA 

as 0.576 mol CO2/mol MEA. Absorption capacity 

of NaOH and KOH is 0.313 mol CO2/mol NaOH 

and 0.316 (mol CO2/mol KOH), respectively. 

 

 

Figure 5. Effects of solvent concentrations on 

absorption capacity. 

 

The increase in the solvent concentrations from 

0.01 to 0.25 mol/L, decreases the absorption 
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capacity in the bubble column. Similar trends were 

found in the literature [15].  

 

4.3. Effect of Solvent Concentration on 

Absorption Rate 

The effect of different solvent concentrations on 

absorption rate in the bubble column is shown in 

Fig. 6. The absorption rates were increased with the 

increase of solvent concentration and absorption 

rates of MEA, NaOH and KOH are almost same at 

0.25M.  

 

 

Figure 6. Effects of solvent concentrations on 

absorption rate. 

Chen Chi obtained absorption rate of 0.0135 - 

0.622 (103 mol / Ls) at 4 M MEA in bubble column 

[25]. Yoo et al. investigated the capacity, rate, and 

efficiency of CO2 absorption by NaOH aqueous 

solution in a batch-style Pyrex cylindrical reactor. 

They found that the absorption rate increased with 

the concentration of NaOH [14]. 

 

4.4. Effect of Solvent Concentration on Overall 

Mass Transfer Coefficient   

The effect of various solvent concentrations on the 

total mass transfer coefficient in the bubble column 

is shown in Fig. 7. Except for Mg (OH)2, the mass 

transfer coefficients of the solvents were similar at 

0.25 M solvent concentration, however it sharply 

declined at lower concentrations. As shown in Fig. 

7, an increase in the solvent concentration results a 

higher KGa value. When the solvent concentration 

is increased from 0.01 M to 0.25 M, the KGa value 

increases from 1.47 1/min to 3.75 1/min for MEA, 

from 0.72 1/min to 3.70 1/min for NaOH, from 

0.74 1/min to 3.93 1/min for KOH, and from 0.027 

1/min to 0.67 1/min for Mg (OH)2. 

 

 

Figure 7. Effects of solvent concentrations on overall 

mass transfer coefficient. 

 

Wu et al. found that when the MEA concentrations 

increase from 10 wt.% to 40 wt.% at a fixed 12 

vol% CO2 inlet concentration, the overall mass 

transfer coefficient increases from 0.2943 to 

0.4044 kmol/m3. h. kPa. This is caused by the fact 

that an increase in MEA concentration produces 

more active MEA molecules that are available to 

diffuse toward the gas-liquid surface and 

subsequently react with CO2 molecules, which 

increases the reaction enhancement factor and 

results in better mass transfer performance [26]. 

According to Cheng et al., a higher Mg (OH)2 

concentration results in a higher mass transfer 

coefficient [27]. 

 

5. Conclusion 

In this study, the effects of solvent type and 

concentration on absorption capacity (mol 

CO2/mol solvent), absorption rate (mol/Ls), carbon 

dioxide removal efficiency (%), and total mass 

transfer coefficient (1/min) was investigated using 

a bubble column reactor with a countercurrent 

flow. Experiments were performed at gas flow rate 

of 4.0 L/min, liquid flow rate of 500 mL/min and 

5% CO2 initial concentration. Experimental results 

show that the aqueous solvent concentrations have 

a great effect on the absorption capacity, absorption 

rate, carbon dioxide removal efficiency and total 

mass transfer coefficient. Whit the increasing 

solvent concentration, the overall mass transfer 

coefficient, absorption rate, and CO2 removal 

efficiency increased while the absorption capacity 

decreased. The CO2 concentration of 50000 ppm 
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was reduced to the 20000 ppm with the 

approximately removal efficiency of %60 using 

bubble column. When the solvent concentration is 

increased from 0.01 M to 0.25 M, the KGa value 

increases from 1.47 1/min to 3.75 1/min for MEA, 

from 0.72 1/min to 3.70 1/min for NaOH, from 

0.74 1/min to 3.93 1/min for KOH, and from 0.027 

1/min to 0.67 1/min for Mg (OH)2. The highest 

absorption rates for MEA, NaOH, and KOH were 

obtained at 0.25 M solvent concentrations as 

0.19x103 mol/Ls. The highest absorption capacity 

was obtained at solvent concentration of 0.01M 

MEA as 0.576 mol CO2/mol MEA. Absorption 

capacity of NaOH and KOH is 0.313 mol CO2/mol 

NaOH and 0.316 (mol CO2/mol KOH), 

respectively. As a result of the study, it can be said 

that the removal of CO2 from flue gases using 

bubble column can be achieved successfully.  
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Abstract 

Today, magnetic imaging systems used are quite expensive and are generally used 

for medical purposes. Apart from this purpose, there are many scientific fields of 

study whose internal structure is desired to be displayed. Especially in science, 

different from the techniques used to understand the internal structure of matter, 

magnetic imaging techniques are also needed. Therefore, the interest in more useful 

and smaller magnetic imaging systems is increasing. For this purpose, studies on 

magnetic particle imaging and magnetic resonance imaging techniques have gained 

momentum. The magnetic resonance imaging technique, which is one of the 

magnetic imaging systems based on the NMR phenomenon, has passed through 

numerous stages and has become smaller and more useful. This study examines the 

basic components of the NMR images made in the earth's magnetic field for different 

liquids, the T1 and T2 proton relaxation parameters, and the technique of the obtained 

two-dimensional images with the EFNMR system. 

 
 

 
1. Introduction 

 

There are various imaging techniques in the field of 

biomedical and medical physics. Among the imaging 

techniques, magnetic resonance imaging (MRI) is an 

effective, powerful, and reliable method. Medical 

physicists are finding better opportunities by working 

towards the design of this imaging technique every 

day [1,2]. MRI is widely used to visualize the 

structures and functions of living systems and 

protozoa. However, MRI is an imaging technique that 

is also used in medical radiology and has no harmful 

effects. It is best today, especially for anatomical 

images of organ tissues [3,4]. Nuclear magnetic 

resonance (NMR) spectroscopy is a complementary 

method in determining the structure and behavior of 

solid-state materials [5-7]. This technique is often 

used in many fields of materials research, as it can 

provide comprehensive information at the atomic 

scale [8,9].  

 The magnetic resonance imaging technique is 

based on the resonance phenomenon, which is the 

nuclear magnetic resonance phenomenon, which is 

realized by stimulating the protons in a uniform 

magnetic field with a radio frequency field of 

                                                           
*Corresponding author: hengin@uludag.edu.tr             Received: 11.01.2023, Accepted: 22.05.2023 

appropriate frequency. In order to obtain an image of 

the molecular structure and dynamics that are desired 

to be visualized, a magnetic field environment as 

homogeneous as possible is required. Thanks to the 

perfection of the magnetic medium, the signal 

intensities obtained are large and this affects the 

quality of the images. The source of the signals is due 

to the spin property inherent in NMR-sensitive nuclei. 

Atoms with an odd number of protons or neutrons 

such as hydrogen (1H), oxygen (17O), fluorine (19F), 

sodium (23Na), phosphorus (31P), and potassium (39K) 

have a spin property and these atoms are used as 

signal sources in MRI [10] 

 In magnetic resonance imaging, hydrogen, 

also known as the proton, which has a spin feature is 

used. Especially in organic chemistry, NMR signals 

of protons give essential information about the 

internal structure of compounds. Chemical shift, spin-

spin interactions, diffusion coefficients, and spin 

relaxation times are the most important NMR 

parameters used to determine the characteristic 

structure of liquids. The NMR signal intensity also 

presents information about the proton density of the 

sample. The spin relaxation times of the nuclei and 

the intensity of the signals they generate form the 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1232239
https://orcid.org/0000-0002-8037-0364
https://orcid.org/0000-0003-0300-3381
mailto:hengin@uludag.edu.tr
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basis of NMR imaging. These images obtained 

depending on the parameter they are used, are T1, T2, 

and proton density (PD) images, respectively [11]. 

How NMR signals are formed has been reported in 

detail in the literature [12,13]. 

 The spins of the protons that make up water 

in tissues have a magnetic moment because they are 

also charged particles. These magnetic moments, 

which are one of the basic components of magnetic 

resonance imaging systems and under the influence of 

the external magnetic field, are aligned in the same 

direction with the field and have an average magnetic 

moment. It is the average magnetic momentum of this 

spin ensemble that will give the MR signal. This mean 

is called the magnetization of the spin ensemble. It is 

not the hydrogen nuclei themselves that align with the 

outer field, but the individual magnetic moments of 

the hydrogen nuclei. Since it represents only two 

possible energy states of the proton, spins can only 

align in one of two directions, parallel to the field or 

in the opposite direction. The hydrogen nucleus itself 

does not change direction, it just rotates on its axis. 

The NMR signal is the sum of the individual spins. If 

it is found from which parts of the tissue these NMR 

signals come, we obtain a magnetic resonance image 

of the tissue. Field gradients are used to accomplish 

this. Field gradients, which are part of the magnetic 

imaging system, determine the spatial position of the 

tissue. If the direction of the external magnetic field 

is accepted as the z-axis, a linearly increasing 

magnetic field change along the z-axis and gradient 

𝐺𝑧 =  𝑑𝐵𝑧/𝑑𝑧 is applied to measure the NMR signals 

of the image on this axis. The spectrum obtained with 

the magnetic field gradient applied along one of the 

axes and along the axis of the NMR measurement 

should accurately reflect the geometry of the sample. 

 

 (𝑧) =  𝛾(𝐵0 + 𝑧𝐺𝑧) (1) 

 

Here,  is the frequency of the radio signal applied 

perpendicular to the external magnetic field and  is 

the gyromagnetic ratio constant of the spin system. 

This constant also determines the resonance 

frequency of the spin system. These NMR signals, 

which are formed in the time dimension, are subjected 

to two consecutive Fourier transform. The first 

transform provides a transformation to the position 

space corresponding to the time signals, the data in 

this position space called k-space is subjected to a 

Fourier transform again to display the internal 

structure of the tissue or the examined sample. NMR 

signals are pure data [14,15]. The known original 

magnetic resonance image is created by twice Fourier 

transform of pure NMR signals.  

 This study is about the use of spectroscopy, 

relaxivity, and magnetic resonance imaging method, 

whose theory is too broad to fit in this article, in the 

laboratory environment. In recent years there has 

been an increasing interest in nuclear magnetic 

resonance spectroscopy (EFNMR) in the Earth's 

magnetic field [9, 16, 17]. The purposes of this paper 

are to measure the parameters T1 and T2 relaxation 

times for 1H nuclei in different chemical 

environments; to study two-dimensional (2D) 

imaging in the earth’s magnetic field; and to 

demonstrate the benefit of the EFNMR method to 

characterize relaxation parameters consisting of five 

different chemical solvents in the earth’s magnetic 

field (the typical earth magnetic field in Bursa, 

Turkey, is 0.047 mT) at room temperature. The 

described EFNMR system does not have a permanent 

magnetic field generator. It uses the very smooth but 

very weak (about 0.047 mT) magnetic field of the 

Earth. Such a method is very advantageous due to the 

minimum cost of purchase, installation, and 

maintenance. 

 

2. Material and Method 

 
In this study, T1 and T2 relaxation times of five 

different chemical compounds, namely 

Bromobenzene, Chlorobenzene, Iodobenzene, 

Ethanol, and distilled water, were measured using 

Terranova-MRI imaging device produced by 

Magritek company in New Zealand. In addition, two-

dimensional images of the ethanol from the top 

(transverse), front (sagittal), and side (coronal) were 

recorded. 

 

2.1. Polarization Coil  

 

This system consists of three base units with a nested 

three-component probe, an ultra-low frequency 

spectrometer, and a computer-operated Prospa software 

package. Figure 1 shows the internal structure of this 

coil set [18]. 

 

2.2. B1 Transmit/Receive Coil  

 

This most inwardly positioned coil generates radio 

frequency, first stimulating the spin system in the 

sample and then detecting the NMR signals coming 

from the spin ensemble. This coil is connected to a 

series of capacitors. By changing the capacitance 

values, the B1 coil is adjusted to the Larmor frequency 

of the spin ensemble. The value of the Larmor 

resonance frequency varies according to the value of 

the local magnetic field. This frequency, which is 
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usually in the range of 1-3 kHz, should be found 

experimentally. 

 

2.3. B1 Gradient Coil  

 

It is necessary to deregulate the Earth's magnetic field 

in a very controlled manner to encode spatial 

information into the NMR signal so that the 

magnitude of the field changes in the direction of the 

desired spatial coding. This is succeeded using a 

three-axis gradient coil set. 

 

 

Figure 1. A schematic of the three-coil probe 

 

2.4. Ultra-Low Frequency Spectrometer 

 

In a sense, the Terranova-MRI device is the essence of 

EFNMR spectroscopy. It is controlled by a digital 

signal processor (Digital Signal Processing) driven by 

a personal computer running its software, Prospa. In a 

typical earth field NMR (EFNMR) experiment, Prospa 

sends a precompiled DSP pulse packet and all 

necessary parameters to the DSP unit via the computer's 

USB port. It then starts running this program. This 

program controls the entire NMR experiment by 

sending pulses to the BP, gradient and B1 coils and then 

receiving the NMR data at appropriate time intervals. 

After this data is collected, it is displayed, all necessary 

analyzes are made, and then the experiment is 

terminated or, if desired, the experiment is repeated by 

sending new parameters to the DSP. 

 

2.5. Ethanol Tube 

 

To obtain two-dimensional images of ethanol in the 

EFNMR experiment, the nested tube system shown in 

Figure 2 was made. The inner tube is filled with ethanol 

and placed in a large tube filled with distilled water. 

These two tube systems, insulated from each other, 

represent two separate tissue samples. 

 

2.6. Determination of the Relaxation Parameters 
 

The first of the NMR parameters expected to be 

measured in an NMR spectrometer is the measurement 

of the relaxation times. All chemicals used are technical 

and at least 99% pure. In the measurement of T1 

relaxation times, also known as spin-lattice or 

longitudinal relaxation time, the time intervals between 

the applied Bp polarization pulse and 90o pulses are 

changed and measured by repeating the desired number 

of steps (measurements) one after the other. The 

obtained T1 relaxation time graphs are presented in 

Figure 3 and the numerical data are summarized in 

Table 1. 

 In the measurement of T2 relaxation times, 

also known as spin-spin or transverse relaxation 

times, T2* values are measured in conjunction with T1 

spin-lattice relaxation. T2* is shorter than T2 because 

of the unevenness of the field. For this reason, spin-

echo pulse sequences are used. 

 

 

Figure 2. Nested tube system used for imaging  
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Figure 3. The obtained T1 relaxation times 

 

 The application of a spin-echo pulse array 

refocuses the phase dissolution of the spin ensemble 

caused by the non-uniform field, allowing accurate 

measurement of T2. Disruption of phase harmony 

between spins is known as phase dissolution. The 

EFNMR system uses shimming coils, to minimize the 

effect of this phase dissolution. For samples with 

weak signal strength, the system must first be 

calibrated for the homogeneity of the field. 

 T2 relaxation time graphs obtained using spin-

echo pulse sequences are presented in Figure 4 and 

numerical data are summarized in Table 1. 

 

3. Results and Discussion 

 

When the T1 relaxation times in Table 1 are examined, 

it is seen that the relaxation times of the benzene 

group are close to each other. The T1-weighted image 

obtained using an ethanol tube in distilled water is 

given in Figure 5. T1-weighted images will be clear as 

there is a difference between the relaxation times of 

distilled water and ethanol. When Figure 5 is 

examined, it is seen that the images of distilled water 

and ethanol are clearly separated. The presence of the 

tube is noticeable in the top and side views. In both of 

these images, it is seen that the redness does not 

continue between the two bright red spots. The reason 

is that there is an air gap there. In the front (sagittal) 

view, the presence of ethanol is clearly visible.  

 In the table, it is noticed that the T1 and T2 

relaxation values of the benzene group are actually 

close to each other. This is due to the closeness of T1 

and T2 relaxation times in liquids. However, it seems 

that distilled water does not comply with this rule. 
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Figure 4. The obtained T2 relaxation times  
 

Table 1. T1 and T2 relaxation times of the compounds used  

Solvent T1 (ms) T2 (ms) 

Bromobenzene 3600 ± 100 3300 ± 60 

Chlorobenzene 2670 ± 40 2450 ± 50 

Iodobenzene 2650 ± 30 2670 ± 40 

Ethanol 1530 ± 20 1630 ± 10 

Distilled Water 2590 ± 10 1800 ± 10 

 

 
Figure 5. The T1-weighted image of ethanol obtained using an ethanol tube in distilled water. 

 

 In addition, the homogeneity of the 

magnetic field of the EFNMR system must be 

calibrated before the T1 or T2 weighted images of 

this group are taken. In addition, the homogeneity 

of the magnetic field of the EFNMR system must 

be calibrated before the T1 or T2 weighted images 

of the studied solvents are obtained. For this, the 

NMR signal of pure water can be used. The free 

induction decay (FID) and NMR signal of pure 

water obtained in its calibrated form are shown in 

Figure 6. In Figure 6, it can be seen that the 

magnetic field is perfect in a wide band gap. 
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Figure 6. FID and NMR signal of pure water 

 

4. Conclusion and Suggestions 

 

Newly developed mobile NMR devices using weak 

magnetic fields, namely EFNMR desktop magnetic 

resonance imaging systems, have now turned into a 

functional examination method in the laboratory 

environment due to their small size, low weight, and 

mobility.  

 T1 and T2 relaxation times of five different 

solvents and two-dimensional ethanol-water image 

studies were performed in the world's magnetic field, 

which is a less costly option. Using NMR with a small 

and affordable permanent magnet, it was investigated 

whether it was possible to distinguish between 

different liquids. It was demonstrated that basic FID 

envelopes may be utilized in the laboratory to study 

the relaxation of hydrogen-atom-containing materials 

using EFNMR. NMR measurements at a high 

magnetic field can be replaced by magnetic field 

measurements of the earth, which is a less costly 

option and has a lower magnetic field.  

 Using T1 and T2 parameters or including 

information about signal strength can help improve 

identification accuracy. Thus, additional information 

can be provided on samples and structures of new 

solvents in the future. From the measurements of the 

T1 and T2 parameters and 2D image studies, it was 

finally concluded that the EFNMR method is useful 

for characterizing relaxation parameters in various 

solvents in Earth’s magnetic field. Experimental 

applications of the technique demonstrated that 

EFNMR data with spatial resolution output may be 

obtained in a matter of minutes. The use of a low 

magnetic field (the earth’s magnetic field is roughly 

0.0047 mT) contributes to this field since there is little 

work in this field. 

 This paper is the study of NMR studies, 

which were previously done in a high magnetic field, 

in a very low magnetic field. With researchers 

working with EFNMR, these devices can be 

programmed at peak performance and used to 

understand the spin behavior of liquids. 
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Abstract 

The energy demand is increasing in parallel with the technological developments and 

population in the world. Fossil fuels are the main source for this demand. As a result 

of energy production from fossil fuels, natural environment is adversely affected. 

Furthermore, many countries depend on the fossil fuels for their energy need. 

Researchers have been interested in alternative energy sources such as solar, 

biomass, and wind. There are many studies for investigating pyrolysis of 

lignocellulosic biomass. Studies mainly focused on the chemical structure of 

pyrolysis oil from different feedstocks. In this study, pyrolysis oil was produced from 

walnut shells in a pyrolysis reactor. Pyrolysis oil properties were investigated and 

compared with fossil fuels. The effect of pyrolysis reaction temperature on pyrolysis 

oil yield is studied. The results indicate that pyrolysis oil can be produced from 

walnut shells, the reaction temperature is an important factor on pyrolysis oil yield 

and pyrolysis oil has complex nature compared to fossil fuels. 

 
 

 
1. Introduction 

 

The amount of fossil fuels has been consumed 

dramatically over the decades. This consumption has 

had a detrimental impact on our environment because 

of releasing harmful exhaust gases. The demand on 

the fossil fuels is very high while the sources for these 

fuels are limited. Having environmental 

considerations and limited sources for fossil fuels has 

caused a need for researchers to find alternative 

energy sources [1].  

There have been many studies about 

producing fuels from different alternative energy 

sources. In one of the studies, researchers focused on 

producing biodiesel from fish fat and vegetable oils 

with the transesterification method. After emission 

tests, it was concluded that there was reduction in HC 

and CO emissions while using the new biodiesel 

compared the diesel fuel [2]. Similar results were 

obtained by [3]. In their study, an alternative biodiesel 

was produced from micro algae, yeast and bacteria, 

and this type of biodiesel was tested in an internal 

combustion engine.  

                                                           

*Corresponding author: egonel@beu.edu.tr                           Received: 16.01.2023, Accepted: 24.04.2023 

According to the Environmental Protection 

Agency, lignocellulosic biomass is considered one of 

the alternative energy sources. Because plants convert 

the energy taken from the sun into chemical energy 

by photosynthesis and store it in their body. When 

vegetable wastes are burned, the chemical energy in 

their body is thrown out in the form of heat [4]. It is 

very crucial to utilize lignocellulosic biomass as an 

alternative energy production.  

Understanding the chemistry of 

lignocellulosic biomass and oil produced from this 

source has a great importance to be able to use it as an 

alternative fuel. Some researchers have used different 

methods to produce valuable oils from different 

feedstocks. For instance, pyrolysis oil was obtained 

from rice husk with using fast pyrolysis method. The 

relationship between reaction temperature and oil 

yield was studied and some properties oil was 

presented [5]. 

Akubo et al studied the pyrolysis of coconut 

shell, cotton stalk, palm kernel shell, rice husk, 

sugarcane, and wheat straw. Elemental analysis and 

the effect of temperature on product yield were 
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studied. According to elemental analysis of raw 

material, the raw materials mainly consisted of carbon 

and oxygen elements. Main weight loss was observed 

at temperature range between 200 oC and 400 oC [6]. 

In another study, the pyrolysis of 

demineralized softwood sawdust was investigated. 

Ultimate and proximate analysis of raw material were 

conducted. GC-MS analysis of pyrolysis oil shows 

that the oil has complex nature [7]. 

Moreover, R. Maggi and B. Delmon indicated 

that pyrolysis oils were produced from the wastes of 

acacia tree, eucalyptus tree, red pine bark in pyrolysis 

reaction and the oil quality was studied using GC-MS 

and FTIR analysis [8]. According to results, pyrolysis 

oil had good amount of oxygen content and contained 

different groups and functions. In another study, 

pistachio soft shells used as a feed stock in a fixed bed 

reactor. The pyrolysis oil was investigated with 

elemental analyzer, FT-IR, and H NMR. It was 

determined that the pyrolysis liquid is a mixture of 

aliphatic, aromatic and polar hydrocarbons [9]. 

Yücedağ and Durak presented their study on 

pyrolysis of lactuca scariola. According to GC-MS 

analysis results, 98 different compounds identified 

within pyrolysis oil [10]. 

Walnut shells are one of the lignocellulosic 

biomass sources. There are a few studies on using 

walnut shell as an alternative energy. In one study, 

proximate and ultimate analysis of walnut shell were 

studied according to American standard testing 

methods. High heating value was found as 21.6 MJ / 

kg [11].   This study shows that walnut shells have 

calorific value. Onay et al studied pyrolysis of walnut 

shell to determine the effect of pyrolysis conditions 

on oil yield such as reaction temperature, heating rate, 

and particle size and conducted elemental analysis on 

pyrolysis oil. They concluded that oil yield increased 

with temperature up to 500 oC and it decreased 

beyond this temperature. Pyrolysis oil contains high 

amount carbon and oxygen [12]. It is crucial to 

investigate the chemistry of pyrolysis oil obtained 

from walnut shells. In this study, walnut shells from 

Bitlis region are chosen as a feed stock to produce 

pyrolysis oil in a fixed bed reactor. The chemistry of 

walnut shells is investigated. The effect of different 

reaction temperatures on pyrolysis oil yield was 

studied while determining the optimum temperature 

for maximum oil yield. The chemical analysis of this 

oil was conducted by using different methods to 

understand chemical structure and quality of 

pyrolysis oil to be able utilize as an alternative energy 

source. 

 

2. Material and Method 

 

2.1. Material 

 

Walnut trees are planted commonly in higher 

elevations in Turkey. According to the data obtained 

from TUİK [13], there were 26,618 pieces walnut 

trees in Turkey and 325,000 tones walnut fruits 

produced in 2021. Walnut is considered as a hard-

shelled fruit. Due to its different fatty acid 

composition, it is a type of fruit that has an important 

health benefit, and the consumption of this fruit has 

been increasing [14]. The shells are wastes of walnut 

fruit and burned directly in ovens for baking or 

thrown away. Walnuts are grown in Bitlis region, 

Turkey. Bitlis is located in Eastern Turkey and at the 

elevation of 1,545 meters. They were procured from 

local producers in the city of Bitlis. Walnut shells 

were separated from walnuts and let air dried for 

experimental studies. 

 

2.2. Method 

 

Air dried walnut shells were grounded as maximum 

0,5 cm sample size in a grinder. Then raw material 

was dried in the oven at 105 oC. Ash, volatile, 

moisture, and fixed carbon content of the material 

were determined according to ASTM E1755, ASTM 

E871 & E872 specifications. Fixed carbon content 

was calculated by difference between 100 and sum of 

ash, volatile and moisture content. Moreover, the 

samples were tested for Ultimate analysis in an 

elemental analyzer named LECO-CHNS-932.  

The pyrolysis experiments were conducted in 

mechanical engineering department laboratory, Bitlis 

Eren University. The experimental set up is shown in 

Figure 1. It is fixed bed reactor. Reactor was made of 

stainless steel and has the diameter of 10 cm and the 

height of 20 cm. Further information can be found in 

this study [15]. 

 

 

Figure 1. Pyrolysis experimental set up. 
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Technical properties of the reactor are given 

in Table 1. Nitrogen gas was used as a sweep gas to 

provide vacuum environment in the reactor. Traps 

were placed to condense the gasses leaving the 

reactor. Salt-alcohol-ice mixture was used to keep the 

temperature of the traps below 0 ℃. The reactor 

temperature change with time was recorded in the 

computer. Experiments were performed at 5 different 

reaction temperatures (400, 450, 500, 550, 600 ℃), 

40 ℃/min constant heating rate, in vacuum 

environment by providing nitrogen gas at 100 ml/min 

gas flow rate. 100-gram raw material was used in 

experiments.  

Oil yield was calculated by equation (1), ash 

content was calculated by equation (2), and non-

condensable gas content was calculated by equation 

(3). At the end of the experiment, the liquid product 

was taken from the traps and stored in glass bottles. 

The liquid product is called pyrolysis oil. The amount 

of solid product called ash is the amount remaining in 

the reactor at the end of the experiment. The weight 

difference between total amount in the beginning of 

experiments and the sum of liquid product and ash is 

non-condensable gases.  

 

𝑛𝑜𝑖𝑙 𝑦𝑖𝑒𝑙𝑑(%) =  
 𝑂𝑖𝑙 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 ( 𝑔𝑟𝑎𝑚 )

𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡
𝑥 100  (1) 

 

𝑛𝑎𝑠ℎ 𝑦𝑖𝑒𝑙𝑑(%) =
 𝑆𝑜𝑙𝑖𝑑  𝑝𝑟𝑜𝑑𝑢𝑐𝑡 ( 𝑔𝑟𝑎𝑚 )

𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡
𝑥 100   (2) 

 

 

𝑛𝑛𝑜𝑛−𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑏𝑙𝑒
 𝑔𝑎𝑠 𝑦𝑖𝑒𝑙𝑑

(%) = 

=  100 − 𝑛 𝑜𝑖𝑙 
𝑦𝑖𝑒𝑙𝑑

(%) − 𝑛 𝑎𝑠ℎ 
𝑦𝑖𝑒𝑙𝑑

(%)  (3) 

 

Further, pyrolysis oil obtained at 500 ℃ was 

analyzed to determine its chemical structure. Ultimate  

analysis was performed with same method used for 

walnut shells. In addition, different devices were used  

for further chemical analysis. Table 2 shows the 

additional devices were used in experimental studies. 

 

2.3 Cost Analysis 

 

In cost analysis calculations, the cost of a liter 

pyrolysis oil is calculated with below equations. Main 

inputs for production of pyrolysis oil are electricity 

and nitrogen gas. Equation (4) is the correlation 

between raw material and pyrolysis oil. ‘m’ is the 

required raw material (kg) to produce required ‘v’ 

amount (liter) pyrolysis oil. ’d’ is the density of 

pyrolysis oil (kg/liter), noil yield is the pyrolysis oil 

yield.  

 

𝑚 = 𝑣 𝑥 𝑑 / 𝑛𝑜𝑖𝑙 𝑦𝑖𝑒𝑙𝑑    (4) 

 

Capacity of reactor (f) is 500 gr. Required 

experiments (t) can be found below equation: 

 

𝑡 = 𝑚 / 𝑓     (5) 

  

 

Table 2. Experimental devices for oil analysis. 

The Type 

Analysis 
Density Calorific Value FTIR Analysis GC-MS pH 

Name of 

The device 

Density meter 

DS7000 

IKA C 2000 Basic 

Version 1 

Calorimeter 

Perkin Elmer 
Agilent 7890A 

and 5975C 

 Merck - pH 

indicator strips 

 

 

Table 3. The main properties of walnut shell (Weight %). 

Table 1. Technical Properties of Fixed Bed Pyrolysis Reactor. 

Capacity Material 
Temperature 

Range 

Temperature 

Display 
Heater 

Temperature 

Control 
Data Saver 

Gas 

Nozzle 
Power 

1 lt 

316 

Stainless 

Steel 

50℃ /800℃ Digital 
Heating 

Mantle 

 PID Control 

, 10 steps 80 

programs 

Transferring 

data to 

computer 

¼ npt 

threaded 

gas inlet, 

needle 

valve ( 2 ) 

220 V, 50 

Hz 
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Moisture 

Content 

Volatile 

Content 

Fixed 

Carbon 
Ash Carbon Hydrogen Nitrogen Oxygen Sulfur 

4,33 74,21 20,95 0,51 46,91  5,82 5,82 46,56 0,06 

The heater is on total 0,72 hours (43 minutes) 

in each experiment. E (Turkish Lira), the total cost of 

electricity for t amount experiments can be found in 

equation (6). The constant, 2,23 is found by 

multiplying 0,72 hours with power of furnace,4 KW 

and unit electricity cost, 3,1 Turkish Lira / kwh 

 

𝐸 = 8,93 𝑥 𝑡     (6) 

 

Nitrogen gas is on total 0,72 hour (43 

minutes) in each experiment at 100 ml/min (0,006 m3 

/ hour) gas flow rate. N, the total nitrogen gas cost can 

be found in equation (7). The constant 0,384 is found 

by multiplying 0,72 hour with 0,006 m3/hour and unit 

gas cost 89 Turkish Lira / m3. 

 

𝑁 = 0,384 𝑥 𝑡      (7) 

 

Total unit cost for producing a liter pyrolysis 

oil (T) is the sum of E - the total cost of electricity and 

N - the total nitrogen gas cost.  

 

3. Results and Discussion 

 

3.1. The Analysis of Feedstock 

 
The chemical properties of walnut shells were studied 

before pyrolysis experiments. Proximate and ultimate 

analysis results were given in Table 3. According to 

proximate analysis results, volatile content is the 

highest component. It means that we could obtain up 

to %74,21 gas or liquid products with pyrolysis 

regarding to pyrolysis reaction conditions. 

Moreover, elemental analysis results indicate 

that Carbon and Oxygen elements constitute a great 

proportion the walnut shell while small amounts of 

Hydrogen, Nitrogen and Sulfur. Walnut shell shows 

similar properties compare to other lignocellulosic 

biomass feedstocks, such as pistachio soft shell [9] 

and corn and cotton stalks [16]. Higher Oxygen 

content is one of the disadvantages of lignocellulosic 

biomass feedstocks. 

 

 

 

3.2. Pyrolysis Experiments 

The main products of pyrolysis reaction are pyrolysis 

oil, non-condensable gases, and solid products. Figure 

2 shows pyrolysis oil and solid product that are 

produced from walnut shells at 500 ℃. The oil has a 

strong smell that is similar to vinegar. Solid product 

is black and alike a char coal. Same products are 

obtained at different temperatures ranging from 400 

℃ to 600 ℃. 

 

Figure 2. The products of pyrolysis reaction: pyrolysis 

oil (a), solid product (b). 

 

Temperature is a main variable on pyrolysis 

oil yield. Figure 3. shows the relationship between 

reactor temperature and yield of pyrolysis oil, non-

condensable gas and solid products. There is slight 

change on yield when temperature changed from 400 

℃ to 450 ℃. When reaction temperature was 

increased from 450 ℃ to 500 ℃, pyrolysis oil yield 

increased to maximum level of 31,6 % and solid 

production yield was decreased with slight increase 

on non-condensable gases. When temperature was 

increased from 500 ℃ to 550 ℃, pyrolysis oil and 

solid production yield were decreased whereas non-

condensable gas yield was increased. Same pattern 

was seen when temperature changed from 550 ℃ to 

600 ℃. This shows that higher temperature caused 

formation of strongly bonded molecules and it made 

harder to condense those molecules [17]. 500 ℃ is the 

optimum temperature for production of pyrolysis oil 

for walnut shells. The correlation between 

temperature and yield is similar with pyrolysis studies 

of furniture saw dust [18], palm kernel shells [19], and 

[20]. 
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Figure 3. The effect of temperature on product yield. 
 

3.3. Characterization of Pyrolysis Oil 

 

The chemical properties of the pyrolysis oil obtained 

at 500 ℃ were investigated. The analysis results are 

shown in Table 4. Elemental analysis results are given 

by weight.  

These results show that pyrolysis oil has high 

oxygen content and is denser than fossil fuels and a 

highly acidic product. Diesel fuel has %86,13 carbon, 

% 13,87 hydrogen by weight. The pyrolysis oil 

containing %43,04 oxygen is one of the drawbacks. 

Similar results were obtained from rice straw [21], 

wheat shell [22], and switch grass [23]. 

Higher oxygen content, density and being 

acidic for the oils is a big disadvantage to be utilized 

in combustion engines, or boiler as an alternative 

energy. Acidic oil would cause corrosion on metals. 

Moreover, the density of the oil is 1,0493 g/cm3. It is  

quite higher than diesel fuel of 0,85 g/cm3. Since there 

is difference in density, the oil and diesel do not mix 

homogenously. Figure 4. shows the mixture of %95 

diesel + %5 pyrolysis oil. It can be seen that the oil 

stayed in the bottom since it is denser than diesel fuel. 

The ethanol addition to mixture didn’t change the 

result. It can be concluded that pyrolysis oil has 

different chemical structure than fossil fuels. In one 

study, waste engine oil that has 870 kg/m3 density was 

able to mix with diesel fuel since waste oil has a close 

density with diesel and has similar chemical 

properties. The waste oil was successfully utilized in 

a diesel generator [24].  

 

 

Figure 4. The mixture of diesel and pyrolysis oil. 

 

Table 4. The chemical properties of pyrolysis oil. 

Carbon Hydrogen Nitrogen Oxygen Sulfur 
Calorific Value 

(cal/g) 

Density 

(g/cm3) 

pH 

Value 
 

48,10 8,64 0,18 43,04 0,04 7059 1,0493  2,5  
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Figure 5. FTIR spectra of pyrolysis oil. 

 

FTIR spectra of pyrolysis oil obtained at 500 

℃ reaction temperature is given on figure 5. 

According to figure 5 and the IR frequency table 

obtained from [25], the peak at 3395 cm-1 is 

indicative of O-H stretching, the presence alcohols. 

The peak at 2939 cm-1 indicates C-H stretching, the 

presence of alkenes [26]. The peak at 1708 cm-

1indicates the C=O stretching, the presence of 

ketones or aldehydes. The peak at 1515 cm-1 

indicates skeletal stretching. The peaks at 1363 and 

1462 cm-1 indicate C-H bending and O-H bending, 

the presence of alkane groups and phenols. The peaks 

between at 1021 and 1215 cm-1 indicate C-O 

stretching, the presence of ethers, esters, and alcohols. 

The peak at 755 cm-1 indicates the presence of 

aromatics. 

In addition to FTIR spectra analysis, GC-MS 

analysis was also performed. Table 5. shows GC-MS 

analysis results. Pyrolysis oil obtained from walnut 

shells is consisted of many different chemical groups. 

These groups are furans, esters, ketones, aldehydes, 

phenols, alkenes, alcohols, sugars, guaiacols, amides, 

and carboxylic acids. These groups were confirmed in 

FTIR spectra analysis. Total 17 compounds were 

identified. The highest amount of component in oil is  

C7H8O2 ( Guaiacol – monomethoxybenzene) at 

%15,1. Guaiacol consists of phenol with a methoxy 

substituent at the ortho position. The lowest amount 

component is C16H34 (Hexadecane ) at %0,5. 

Hexadecane is a straight-chain alkane with 

16 carbon atoms [27]. Carbon distribution oil is in the 

range of C4 – C16. Molecular weights of these 

compounds are between 88 and 270. The similar 

results were obtained from [28]. They studied 

pyrolysis of mongolian type pine tree. Further, they 

applied distillation of the oil by molecular distillation 

method. However, the fractions of the oil have more 

complex nature than the bio oil because the oil doesn’t 

have a stable nature. The chemical composition of the 

oil changes with temperature.  In another study, the 

pyrolysis oils obtained from the wastes of the beech 

tree and the flax plant have the similar characteristics 

[29]. In the same study, pyrolysis of cellulose, 

hemicellulose and lignin was also investigated by 

GC-MS method. It was determined that many 

components were found in the pyrolysis oils obtained 

from the wastes of the beech tree and the flax plant, 

also found in pyrolysis of cellulose, hemicellulose 

and lignin.  
 

 

 

https://pubchem.ncbi.nlm.nih.gov/compound/phenol
https://pubchem.ncbi.nlm.nih.gov/element/Carbon


E. Gonel, F. Oral, R. Behçet / BEU Fen Bilimleri Dergisi 12 (2), 435-444, 2023 

441 
 

Table 5. GC-MS analysis results. 

Pick 

No RT Tentative Assignment 

Empirical 

Formula 
CAS# 

Molecular 

Weight 

        

Amount 

1 6,284 Methyl propionate C4H8O2 000554-12-1 88 0,8 

4 8,007 2-Hexanone C6H12O 000591-78-6 100 0,7 

11 11,748 2-Cyclopenten-1-one C5H6O 000930-30-3 82 1,8 

13 12,708 Hexadecane C16H34 000544-76-3 226 0,5 

15 12,972 Furfural C5H4O2 000098-01-1 96 5,3 

19 13,896 

2-Cyclopenten-1-one, 3-

methyl- 
C6H8O 002758-18-1 

96 1,2 

28 17,346 

2-Cyclopenten-1-one, 2-

hydroxy-3-methyl- 
C6H8O2 000080-71-7 

112 4,3 

29 17,668 Phenol, 2-methoxy- C7H8O2 000090-05-1 124 15,1 

31 18,120 

2-Cyclopenten-1-one, 3-ethyl-

2-hydroxy- 
C7H10O2 021835-01-8 

126 1,6 

33 18,804 Creosol 
C8H10O2 

000093-51-6 93 

 138 7,3 

36 19,313 Phenol C6H6O 000108-95-2 94 3,4 

37 19,707 Benzeneethanol, 2-methoxy- C9H12O2 007417-18-7 152 4,5 

40 20,278 p-Cresol C7H8O 000106-44-5 108 1,9 

45 22,924 Phenol, 2,6-dimethoxy- C8H10O3 91-10-1 154 27 

48 24,242 

3,5-Dimethoxy-4-

hydroxytoluene 
C9H12O3 6638-05-07 

168 13,6 

51 25,171 

Benzocyclooctene-7,8-

dicarboxylic acid dimethyl 

ester 

C16H14O4  

099027-76-6 
 

270 10,3 

68 32,113 

2-(Propynylthio)-5-

methylthiophene-3-

carbaldehyde - oxime 

C9H9NOS2 2000236-59-0 

211,3 0,7 

 Total      100,0 

On the other hand, crude oil consists of 

paraffin, cycloparaffinic (naphthenic) aromatic 

hydrocarbons, and a trace amount sulfur, nitrogen, 

and oxygen compounds [30]. GC-MS analysis of 

pyrolysis oil obtained from walnut shells shows that 

the pyrolysis oil has a different chemical structure 

than crude oil. 

 

3.4. Cost Analysis 

 

Unit cost of pyrolysis oil was found after solving 

required equations in section 2.3. Table 6. shows the 

results of cost analysis. 

Required raw material was found as 3,32 kg. 

6,64 times required experiments to produce 1-liter 

pyrolysis oil. Total electricity cost was 59,30 Lira and 

nitrogen gas cost was 2,54 Lira. The cost of 1-liter 

pyrolysis oil was found as 62 Lira. The electricity cost 

is the main variable for oil production. The result 

indicates that the small size reactor is not cost 

effective to produce pyrolysis oil since it was 

designed solely for research purposes. It is advised to 

have larger scale reactors for pyrolysis oil production. 

 

Table 6. Cost analysis results 

Variables Results 

v (liter) 1 

d (kg/m3) 1.05 

noil yield (%) 31.6 

m (kg) 3,32 

t (times) 6,64 

E (Lira) 59,30 

N (Lira) 2,54 

T (Lira) 62 
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4. Conclusion and Suggestions 

 

The aim of this study is to produce bio oil from walnut 

shells in a pyrolysis reactor. Walnuts were procured 

from Bitlis, Turkey region. Pyrolysis oil, non-

condensable gases, and solid products were obtained 

from the pyrolysis of walnut shells. The temperature 

effects the product yields greatly. Optimum 

temperature for pyrolysis oil yield is found at 500 oC 

reaction temperature. 
To be able to understand if pyrolysis oil is 

similar to fossil fuels, a variety of chemical tests such 

as elemental analysis, calorific value, density, pH 

value, FTIR spectra and GC-MS analysis conducted. 

According to results, pyrolysis oil is highly acidic, 

denser than diesel fuel, and has high oxygen content 

and low calorific value. The pyrolysis oil also has a 

complex chemical groups in its nature. They are 

furans, esters, ketones, aldehydes, phenols, alkenes, 

alcohols, sugars, guaiacols, amides, and carboxylic 

acids. Since the oil has a complex nature, and high 

density, it doesn’t mix with diesel fuel. The chemical 

nature changes with temperature and it makes the 

pyrolysis oil unstable. 
It can be concluded that pyrolysis oil obtained 

from walnut shells is different than fossil fuels. The 

oil has similar characteristics with the oils obtained 

from different lignocellulosic biomass sources. The 

pyrolysis oil may be utilized in producing different 

chemical raw materials using appropriate chemical 

methods. 
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Abstract 

High engineering requirements for shock absorbers have increased interest in auxetic 

materials, which have higher specific energy absorption performance compared to 

conventional solid absorbers. In the last decade, many optimization studies have been 

conducted to improve the energy absorption performance of auxetic tubular 

structures. Most studies focused on adding inner and outer shells to thin-walled 

auxetic tubular absorbers with different types of lattice structures to enhance the 

energy absorption of the cylindrical sandwiches. There are limited studies on thicker-

walled auxetic tubes and their related shell thicknesses to optimize performance. In 

this study, the thickness of the thicker-walled auxetic core thickness (1.2 mm, 1.6 

mm, and 2 mm), shell thickness (16 mm, 20 mm, and 24 mm), and auxetic lattice 

structure (Re-Entrant Circular, SiliComb, and ArrowHead) were optimized to 

improve the specific energy absorption of cylindrical sandwiches. The Taguchi 

method was used to determine the optimum parameters for cylindrical sandwiches. 

In addition, the effect ratio of the parameters on the specific energy absorption was 

investigated using the ANOVA method. The energy absorption properties of the 

cylindrical sandwiches were determined using the drop-weight test. The highest 

specific energy absorption was obtained using a shell thickness of 1.2 mm and a core 

thickness of 16 mm using a SiliComb lattice. It was determined that the lattice 

geometry was the most effective parameter for the specific energy absorption of 

cylindrical sandwiches, with an effect rate of 61.62%. 
 

 
1. Introduction 

 

In recent years, developments in the fields of design 

and technology have led to high engineering 

requirements. A challenge over a new lighter material 

without any strength or stiffness loss has been started 

to meet this demand. Alternatively, new structural 

materials that have a negative Poisson's ratio may be 

of interest. "Auxetic" refers to the behaviour of 

materials that have a negative Poisson’s ratio. When 

auxetic materials are stretched in the longitudinal 

                                                           

*Corresponding author: o.kaya@ermetal.com             Received: 03.02.2023, Accepted: 16.06.2023 

direction, they elongate transversely, in contrast to 

conventional materials [1]. Along with superior 

indentation resistance, shearing resistance, and 

fracture toughness, auxetic materials also exhibit 

unique energy absorption compared to conventional 

materials [2]. 

The absorption behaviour of materials 

reduces the amount of energy transferred to the 

passengers of the vehicle in the event of a collision. 

Consequently, energy absorption performance is 

desired to be higher [3]. The energy absorption 

https://dergipark.org.tr/tr/pub/bitlisfen
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capacity of a material is directly related to its mass. 

Massive materials naturally absorb more energy. 

Specific Energy Absorption (SEA) enables the 

comparison of materials independent of mass. SEA 

refers to the energy absorption capacity of a material 

per mass. Auxetic materials have improved SEA 

compared to conventional materials [4]. 

Energy absorbers can basically be classified 

as solid or tubular. Research shows that tubular 

materials exhibit excellent energy absorption 

performance compared to solid materials under equal 

mass conditions [5]. Furthermore, when compared to 

straight tubular materials, auxetic tubular materials 

offer superior crashing performance [6], [7]. When 

the cylindrical inner and outer surfaces of the auxetic 

tubular material are covered with a shell, SEA 

increases dramatically. Guo et al. increased the SEA 

four times by covering the 4 mm thick auxetic tubes 

with 0.1 mm thick shells [8]. On the other hand, 

reinforcing a tubular absorber with a solid auxetic 

filler reduces the SEA value by about half [9]. A 

cylindrical sandwich consists of a tubular auxetic core 

with interior and exterior shells. The lattice geometry 

of the auxetic core, the thickness of the auxetic core, 

and the thickness of the shell are the essential factors 

influencing the SEA [10]. The lattice geometry is 

obtained by designing different patterns. Zhang et al., 

used the lattice design of tubular structures as a 

rotation and offset method [11]. It is possible to 

design a cylindrical sandwich from all auxetic lattices 

by the offset method. However, there is limited 

research on the energy absorption performance of 

different lattice geometries of the auxetic core, such 

as honeycomb, re-entrant, and Arrow-Head (AH) [8], 

[10], [12]. 

Applied compression to the energy absorbers 

under dynamic loading conditions indicates their 

crash performance. Test materials absorb the crashing 

energy of a free-falling load in the vertical direction 

or an accelerated load in the horizontal direction [7], 

[13]. A diagram is obtained by recording the contact 

force and displacement during the crash test. The 

absorbed energy is characterised by the area under the 

force-displacement plot. Experimental studies are 

used to determine the absorbed energy in order to 

enhance the material's crash performance.  

Numerical methods such as FEA or 

experimental design methods such as Taguchi and 

ANOVA help to enhance the energy absorption 

behaviours of auxetic materials without additional 

experiments [14], [15]. The Taguchi design is 

provided to optimize the variables of the cylindrical 

sandwich in order to achieve SEA as a design 

objective. Taguchi is used to compare different 

factors and their effects on the absorption energy of 

the auxetic structures [16]. It is also used to identify 

the main factors that influence the compression 

properties and failure behaviour of the structures. 

Additionally, Taguchi and ANOVA allow for the 

optimization of the parameters to obtain the optimal 

combination of the variables involved in the process, 

as well as the calculation of the signal-to-noise (S/N) 

ratio. This helps to improve the accuracy and 

reliability of the results and the efficiency of the 

process. [15] 

In this study, the effect of lattice geometry 

(Re-Entrant Circular (REC), SiliComb (SC), and 

Arrow-Head (AH)), core thickness (1.2 mm, 1.6 mm, 

and 2 mm), and shell thickness (16 mm, 20 mm, and 

24 mm) on the energy absorption performance of 

cylindrical sandwich composites were investigated. 

However, the impact of these parameters on the 

energy absorption performance of cylindrical 

sandwich composites with a statistical approach has 

not been encountered in the literature. For this reason, 

the purpose of this study is to examine the parameters 

that present the most significant effect on the energy 

absorption performance of cylindrical sandwiches 

and determine the importance order of these 

parameters by utilizing Taguchi and ANOVA 

methods. The results obtained from the statistical 

analyses can be used as a guide to determine the 

optimum working conditions. 

 

2. Material and Method 

2.1. Tensile Test 

 

Dog-bone shaped specimens were 3D printed using 

the fused deposition modelling (FDM) method to 

obtain the tensile properties of the ABS. The 3D 

printing parameters of the test specimens are shown 

in Table 1. The overall dimensions of the test 

specimen are shown in Figure 1a. The changing of the 

raster angle according to the position of the 3D 

printed material on the print bed causes anisotropy in 

the material. To consider the variation of tensile 

properties, the test specimens shown in Figure 1b 

were positioned in the X and Y directions separately 

on the print bed. 

The tensile test is adequate to validate the 

mechanical properties of the constitutive material of 

the auxetic lattice [17]. Tensile tests were conducted 

with the Zwick/Roell Z020 universal testing machine, 

whose maximum load capacity is 20 kN. Three tensile 

tests were performed for each direction (X and Y) 

according to EN ISO 527-1 at a rate of 2 mm/min. A 
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digital extensometer measured the deformation of the 

specimens to obtain the strain accurately. 

 

Figure 1. Dog-bone shaped strain test specimen a) 

Dimensions in 4mm thickness b)3D Printing position on 

Print bed. (Dimensions given in mm unit) 

 

2.2. 3D Printing of Cylindrical Sandwiches 

 

Cylindrical sandwiches were designed using 

SolidWorks CAD software. Auxetic lattices shown in 

Figure 2 (upper) were expanded in the radial 

direction. The auxetic core consists of aligned multi-

layered lattices around a cylinder. The 3D printed 

cylindrical sandwich consisted of an auxetic core 

covered by inner and outer shells. There is limited 

research on the lattice geometry of the auxetic core. 

In the literature, the effect of geometry on the energy 

absorption has been investigated.  Based on this 

research, re-entrant, honeycomb, and AH geometry 

were used in the study. REC is a lattice geometry that 

has a higher SEA in panel form than Re-entrant lattice 

[18]. SILICOMB (SC) is a combination of the 

hexagonal and re-entrant lattices which has a higher 

SEA than both [8]. Figure 2a, b, and c (lower) show 

AH, REC, and SC structured cylindrical sandwiches, 

respectively. Core thickness, which describes the 

amount of expansion in the radial direction, was 16, 

20, and 24 mm. Inner and outer shells had equal 

thicknesses of 1.2 mm, 1.6 mm, and 2 mm. The 

dimensions of the lattices and sandwiches are given 

in Figure 2d. 

 

Figure 2. Structure of sandwiches a) AH lattice b) REC 

lattice c) SC lattice d) Dimensions. (Dimensions given by 

mm unit) 

 

Cylindrical sandwiches were 3D printed 

using an Ekser 3B Plus 3D printer. ESUN commercial 

ABS filament was used for 3D printing. The effect of 

3D printing parameters on surface, dimensional, and 

mechanical properties is researched in detail. 

Compressive strength is directly related to porosity. 

The lower porosity causes higher compressive 

strength [19], [20]. Also, surface quality, dimensional 

accuracy, tensile strength, and residual stresses are 

related to layer height, built orientation, raster angle, 

and speed of deposition, respectively [21]. The 3D 

printing parameters determined by considering 

physical properties, especially compressive strength, 

are the same as the tensile test specimens shown in 

Table 1. The 3D printing temperature, which slightly 

affects the physical properties, was adjusted to 270⁰C 

in accordance with the manufacturer's 

recommendation. There is no post-process such as 

grinding, polishing, thermal, or chemical treatment. 

The weights of the materials were determined by a 

precision scale. 
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Table 1. 3D Printing parameters of the tensile test 

specimens. 

Parameter Value 

Raster Angle 30/-60⁰ 

Layer Height 0.3 mm 

Extrusion Diameter 0.4 mm 

Extrusion Temperature 272⁰C 

Speed of deposition 32 mm/s 

 

2.3. Drop Weight Tests 

 

Analyzing an impacted weight from a drop hammer, 

a pendulum, or an inclined sled can identify a 

material's ability to absorb energy [22]. The 

characteristics of the impact weight influence 

material response. An impact weight that is liable to 

penetrate the material with a tip such as a 

hemispherical or square tip is preferred when 

blocking of the weight is desired. Besides, the holistic 

impact of the weight on the material is related to its 

energy transferring capacity. A flat drop hammer 

provides holistic impact, which distributes the energy 

across the lattice, whereas a hemispherical hammer 

provides penetration, which concentrates the energy 

in the centre of the lattice [23]. The holistic impact 

can be applied in horizontal, vertical, or inclined 

directions. 

The drop-weight impact test is one of the 

common methods for the calculation of SEA [13], 

[14]. The transferred energy is absorbed by the 

deformed test material. The absorbed energy 𝐸𝑎 given 

in Eq. (1) is equal to the product of reaction force 𝐹𝑟 

and amount of deformation ∆𝑠
𝑓
: 

 

𝐸𝑎 = 𝐹𝑟∆𝑠
𝑓
 (1) 

The drop-weight impact test reveals a series 

of 𝐹𝑟  and ∆𝑠
𝑓
 during the impact. Force-displacement 

curves are obtained by 𝐹𝑟 and ∆𝑖
𝑠, respectively. The 

area under the shadow of the force-displacement 

curve gives the total amount of absorbed energy 𝑬𝒕. 
The SEA given in Eq. (2) is the ratio of the total 

amount of 𝑬𝒕 to the mass of the specimen 𝒎 that was 

tested. 

𝑺𝑬𝑨 =
𝑬𝒕
𝒎

 
(2) 

SEA is an indicator of the effect of parameter 

variations on the amount of absorbed energy for 

cylindrical sandwiches [8], [10], [12]. 

Set-up of the drop weight impact test shown 

in Hata! Başvuru kaynağı bulunamadı.a was used 

in this study. The set-up of the drop weight, which is 

shown in Hata! Başvuru kaynağı bulunamadı., 

impacted the cylindrical sandwich. The hammerhead, 

which has a weight of 580 kg, indicated by number 1, 

was released at a height of 350 mm from the test 

specimen placed on the support plate indicated by 

number 4. Contact forces and displacement of the 

hammerhead were recorded by the load cell and 

displacement sensor, indicated by numbers 2 and 3, 

respectively, during the impact. Hata! Başvuru 

kaynağı bulunamadı. b and c show test specimen #1 

placed in the test machine before and after the impact 

is applied, respectively. 

Force-displacement curves are obtained from 

the data of the load cell and displacement sensor.  The 

area of each slice is formed by 𝐹𝑟 and ∆𝑠
𝑓
 is equal to 

𝐸𝑎 given in equation 1. 𝑬𝒕 or the area under the 

shadow of the force-displacement curve is calculated 

by the total amount of slices. SEA is obtained by the 

ratio of each 𝑬𝒕 to mass of the related sample. 

 

2.4. Taguchi Method 

 

The Taguchi method is one of the most reliable design 

and optimization techniques to determine the optimal 

combination of different parameters for the target 

function. The Taguchi method provides an effective 

and systematic way to achieve results with far less 

experimentation.  

In this study, it was determined that lattice 

geometry, shell thickness, and core thickness were 

target factors for the optimization of the cylindrical 

sandwich. Several levels of the target factors were 

evaluated to optimize the energy absorption 

performance. SEA, which was obtained by drop 

weight tests, was the indicator of the target factors. 

The design of the experiment was utilized to compare 

the levels of each factor to find the optimum level. A 

full factorial design of experiments required 27 

experiments for three factors at three levels. The 

Taguchi method was used to optimize the target 

factors with fewer experiments. The orthogonal array 

table (L9), which requires 9 experiments, is shown in 

In data analysis, the results of the target functions are 

converted into the S/N ratio. Depending on the 

objective function type, three different S/N ratios are 

used for the calculations, i.e., the lower is the better, 

the higher is the better, and the nominal is the best. In 

this study, since the highest specific energy 
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absorption is the target function, the higher the better 

characteristic has been selected. The S/N ratios for the 

higher is better situation are calculated using Eq. (3): 

𝑆
𝑁⁄ = −10𝑙𝑜𝑔(

1

𝑛
∑𝑦𝑖

2

𝑛

𝑖=1

) (3) 

 In this equation, 𝑛 indicates the number of 

tests (i.e., number of case) and 𝑦𝑖 defines the resulting 

value for the 𝑖th performance characteristics. 

 

Table 2. 

 

Figure 3. Drop weight test set-up a) schematic view (1: 

hammer head 2: load cell 3: displacement sensor 4: 

support plate 5: test specimen) b) detailed view of the test 

specimen #1 on the support plate c) overall view. 

In data analysis, the results of the target 

functions are converted into the S/N ratio. Depending 

on the objective function type, three different S/N 

ratios are used for the calculations, i.e., the lower is 

the better, the higher is the better, and the nominal is 

the best. In this study, since the highest specific 

energy absorption is the target function, the higher the 

better characteristic has been selected. The S/N ratios 

for the higher is better situation are calculated using 

Eq. (3): 

𝑆
𝑁⁄ = −10𝑙𝑜𝑔(

1

𝑛
∑𝑦𝑖

2

𝑛

𝑖=1

) (3) 

 In this equation, 𝑛 indicates the number of 

tests (i.e., number of case) and 𝑦𝑖 defines the resulting 

value for the 𝑖th performance characteristics. 

 

Table 2. Levels and factors in accordance with the 

Taguchi design. 

Factor Level 1 Level 2 Level 3 

Lattice Geometry REC SC AH 

Shell Thickness 1.2 1.6 2.0 

Core Thickness 16 20 24 

 

2.5. ANOVA Method 

 

ANOVA, which enables analysis with fewer 

experiments, compares the effect rates of factors, 

unlike the Taguchi method, which compares the 

levels of factors. The same 9 experiments from the 

Taguchi method were evaluated for ANOVA. SEA, 

which was obtained by drop weight tests, was the 

indicator of the target factors. Lattice geometry, shell 

thickness, and core thickness were the target factors 

to determine how much they affected the SEA. The 

power of each factor was represented by the 

contribution (P) ratio, which provides a numerical 

approach to compare factors. Data obtained from the 

drop weight test was analysed, and P values were 

calculated.  

ANOVA is a statistical method that is utilized 

to determine the contribution ratios of each parameter 

to the response variable. By comparing the 

importance levels acquired from the Taguchi method, 

the ANOVA method can validate statistical analysis 

results. In the ANOVA method, contribution ratios of 

each parameter, degree-of-freedom (DOF), sum of 
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squares (SS), mean of squares (MS), and F values are 

calculated by the following equations: 

 

𝐹𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑉𝑓𝑎𝑐𝑡𝑜𝑟

𝑉𝑒𝑟𝑟𝑜𝑟
    (4) 

 
 

 

𝑉𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑆𝑆𝑓𝑎𝑐𝑡𝑜𝑟

𝐷𝑂𝐹𝑓𝑎𝑐𝑡𝑜𝑟
 (5) 

 

𝐷𝑂𝐹𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑘 − 1 (6) 

 

𝑆𝑆𝑓𝑎𝑐𝑡𝑜𝑟 =
∑𝛽𝑓𝑎𝑐𝑡𝑜𝑟,𝑖

2

𝑁
−
(∑𝛽𝑖)

2

𝑛
 (7) 

 

where 𝐹𝑓𝑎𝑐𝑡𝑜𝑟 is the factor’s test value and is 

used to determine whether the term is associated with 

the response. 𝑉𝑓𝑎𝑐𝑡𝑜𝑟 and 𝑉𝑒𝑟𝑟𝑜𝑟 values are the 

variance of the factor and error, respectively. 

𝐷𝑂𝐹𝑓𝑎𝑐𝑡𝑜𝑟 is the number of factor’s degree of 

freedom, 𝑆𝑆𝑓𝑎𝑐𝑡𝑜𝑟 is the sum of squares due to the 

factor, 𝛽𝑓𝑎𝑐𝑡𝑜𝑟,𝑖 is the sum of the S/N ratio at the ith 

level of the factor, 𝛽𝑖 is the S/N ratio at the ith level 

of the factor, N is the repeating number of each level’s 

factor, n is the number of tests. In these equations, 

“factor” represents the name of the individual factors. 

MS is equal to the ratio of the SS values of each 

parameter to the DOF of each parameter [24]. 

 

3. Results and Discussion 

3.1. Tensile Tests 

 

The ultimate tensile strength (UTS) of the 3D-printed 

ABS changes from 3.95 to 36.03 MPa depending on 

the part orientation, raster angle, and raster width 

[25]. Three tensile samples in each direction (X and 

Y) were tested. 3D printed ABS materials with 30 ⁰ 

and -60 ⁰ angled rasters had 30.1 and 32.27 MPa mean 

UTS, respectively. Table 3 shows the results of the 

tensile tests. A slight difference was found between 

the raster angles. The material used in this study with 

30/-60⁰ raster angle had a relatively high UTS 

compared to previous studies.  

 

3.2. Drop Weight Tests 

 

Nine drop weight tests were performed for each 

specimen. Force-displacement curves obtained from 

the drop weight tests are shown in Figure 4. Force-

displacement curves had a characteristic slope 

depending on their lattice geometry. The force-

displacement curve of the REC lattice shown in 

Figure 4a had a significant initial peak force at a large 

displacement area at the early stage of impact. A few 

peak forces, which do not contribute to enlarging the 

energy absorption area, followed the initial peak 

force. The force-displacement curves of the SC and 

AH lattices shown in Figure 4 b and c had a slightly 

separated initial peak force. Lots of balanced peak 

forces, which followed the initial peak force, kept the 

average force higher. SC lattice had sharper peak 

forces than AH lattice. 

 
Table 3. Tensile properties of the ABS which constitutive 

material of the auxetic sandwiches. 

Specimen 

UTS 

(N/mm2) 

Strength 

at Break 

(N/mm2) 

Elongation 

at Break  

(%) 

#X1 29.46 28.71 1.83 

#X2 30.09 29.77 1.85 

#X3 30.75 30.45 1.96 

Std. Dev. 0.65 0.88 0.07 

Mean X 30.10 29.64 1.88 

#Y1 32.42 28.20 3.81 

#Y2 32.22 27.48 3.29 

#Y3 32.17 27.82 2.89 

Std. Dev. 0.13 0.36 0.46 

Mean Y 32.27 27.83 3.33 

 

The amounts of absorbed energy were 

obtained from the area under the force-displacement 

curves for each experiment. SEA was calculated as 

the ratio of absorbed energy to mass. Absorbed 

energy and SEA values of experiments are shown in  

Table 4. Considering the lattice geometry, 

REC had relatively high energy absorption, followed 

by SC and AH. SEA was too complexly distributed to 

explain the factors or levels related to mass. On the 

other hand, a clear relation wasn’t found between 

values of absorbed energy, or SEA, without the 

Taguchi method or ANOVA. 
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Figure 4. Force-displacement plots of; a) REC b) SC c) 

AH latticed sandwiches obtained by drop weight tests. 

 

3.3. Optimization Study 

 

Average S/N ratios and rankings of parameters are 

presented in Table 5. In this table, Delta states the 

difference between the maximum and minimum of 

the S/N ratio for each parameter. Rank is the order of 

parameters according to the energy absorption 

performance of cylindrical sandwich composites. It is 

seen from Table 5 that the lattice geometry is the most 

effective parameter on the energy absorption 

performance, while the shell thickness is the least 

effective parameter. 

The S/N ratio variation of each factor that can 

be used to determine the optimum combination is 

shown in Figure 5. The level with the largest S/N ratio 

gives the optimum level of design factors. Therefore, 

in this study, the optimum combination was 

determined to be SC for lattice geometry, 1.2 mm for 

shell thickness, and 16 mm for core thickness. In 

addition to the optimum combination, the worst 

combination for specific energy absorption was 

determined to be AH for lattice geometry, 2.0 mm for 

shell thickness, and 24 mm for core thickness. 

 

 

Figure 5. S/N ratios of the factors obtained by drop 

weight tests. 

 

In addition to the Taguchi method, ANOVA 

has been used as a second method to support the 

reliability of the results. The level of each factor and 

specific energy absorption at these operating 

conditions are analysed by the ANOVA method, and 

the analysis results are given in Table 6. The 

calculated confidence level of the model was 93.44%. 

Lattice geometry was the most effective factor on 

specific energy absorption with a contribution ratio of 

61.62%, and core thickness followed this parameter 

with a contribution ratio of 20.83%. Compared with 

these two factors, shell thickness had a slight effect on 

energy absorption, with a contribution ratio of 

10.98%. These results show the same tendency as the 

results obtained from the Taguchi method. 
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Table 4. Results of the drop weight tests. 

Experiment 

Level of 

Lattice 

Geometry 

Level of 

Shell 

Thickness 

Level of 

Core 

Thickness 

Absorbed 

Energy 

(kJ) 

SEA 

(J/g) 

S/N 

Ratio 

#01 1 1 1 2.20 11.76 21.4070 

#02 1 2 2 2.41 11.63 21.3084 

#03 1 3 3 2.20 9.46 19.5200 

#04 2 1 2 2.20 15.29 23.6872 

#05 2 2 3 1.92 12.79 22.1384 

#06 2 3 1 2.10 14.59 23.2832 

#07 3 1 3 1.88 12.95 22.2438 

#08 3 2 1 1.96 14.62 23.2965 

#09 3 3 2 1.83 11.89 21.5042 

Table 5. Average S/N ratios and ranking parameters 

Level 
Lattice 

Geometry 

Shell 

Thickness 

Core 

Thickness 

1 20.75 22.45 22.66 

2 23.04 22.25 22.17 

3 22.35 21.44 21.3 

Delta 

(max-

min) 

2.29 1.01 1.36 

Rank 1 3 2 

 

4. Conclusion and Suggestions 

 

Applications of auxetic materials as energy absorbers 

are gaining increasing interest. To sum up, in this 

study, the energy absorption capability of the 

cylindrical sandwich consisting of an auxetic core and 

shells was examined. The auxetic parameters of 

materials were optimized to improve their energy 

absorption performance. The following is a 

conclusion of the major findings drawn from 

experiments and analysis: 

 

 Force-displacement plots of SC and AH 

lattices had a range of peak forces well-

balanced around a line. On the other hand, the 

REC lattice had a single peak force following 

the initial peak force. Force-displacement 

plots of SC and AH lattices showed the 

characteristic behaviour of energy absorbers, 

unlike REC. 

 

 The Taguchi method optimized the lattice 

geometry, shell thickness,  and core thickness 

for the highest energy absorption 

performance. S/N responses indicated that 

cylindrical sandwiches had the highest SEA  

 

Table 6. ANOVA test results of the factors obtained by drop weight tests. 

Factor DOF* SS* MS F Value P* (%) 

Lattice Geometry 2 16.733 8.3664 9.39 61.62 

Shell Thickness 2 2.982 1.4908 1.67 10.98 

Core Thickness 2 5.657 2.8285 3.18 20.83 

Error 2 1.781 0.89  6.56 

Total 8 27.153   100 

*DOF, Degree of Freedom; SS Sum of Square; P, Contribution 
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with a core thickness of 1.2 mm, a shell 

thickness of 16 mm, and a SC lattice. 

 It was found that lattice geometry, which 

had a 61.62% rate of contribution, was the 

main factor affecting the energy absorption 

of the cylindrical sandwich by the 

ANOVA method.  

 

As a result, this study can be a guide for 

researching new generation crash box design in the 

future. However, more studies are needed to 

evaluate crash performance beyond the energy 

absorption and correlate it with Poisson's ratios. 
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Abstract 

Gölcük Caldera is in the Isparta Angle, which is an interesting tectonic structure in 

Southwest Anatolia. This caldera is formed as a result of back-arc volcanism 

associated with the northward subduction zone of the African plate under the 

Eurasian Plate during the Tertiary. It attracts the attention of many researchers with 

its tectonic and volcanic structure. In this article, the results of in situ natural gamma 

radiation measurements made in the caldera are evaluated. In the study, radioactive 

element (Potassium (%K), Uranium (eU), and Thorium (eTh)) contents of volcanic 

were measured in situ with the portable gamma-ray spectrometer, which is 

effectively used in Geophysical Engineering. The changes in natural gamma 

radiation of alkaline volcanic are presented with maps. When these maps are 

examined, it is understood that K%, U-ppm and Th-ppm concentrations of Gölcük 

volcanic are higher than the world average values. The high potassium concentration 

draws even more attention. The high potassium content indicates that the local 

volcanic are ultrapotassic and contain lithospheric materials. In addition, since the 

radioactive element concentration will reflect the magmatic development, the 

volcanic stages in the region have been tried to be determined. The number of these 

stages was determined from the curves of the radioactive data from a purely 

geophysical engineering (numerical) point of view, and the study area was 

interpreted as consisting of three different phases. This finding is supported by the 

results of the articles on the aging studies of the samples taken as a result of 

observations. In addition to these, the ranges of radioactive elements belonging to 

these stages were determined. 
 

1. Introduction 

 
Portable gamma-ray spectrometers are widely used in field 

studies for different purposes. As it is known, the most 

intense radioactive elements in nature are 40K, 238U and 
232Th. In situ gamma-ray spectrometry studies allow 

numerically in-situ and instant evaluation of these 

radioactive elements, which are more or less present in 

rocks. With these numerical values obtained, 

environmental radioactivity can be also determined quickly 

and accurately. The geological environment formed as a 

result of the ejection and precipitation of ash and rocks, 

especially during volcanic activities, consists of volcanic 

products. People living in these volcanic regions are 

exposed to radiation due to the geological environment. 

Therefore, it is important to determine the levels of natural 

radioactivity that will affect human health and to make 

comparisons according to [1]. For that purpose, many 

                                                           
*Corresponding author: aytenuyanik@isparta.edu.tr             Received: 20.01.2023, Accepted: 07.04.2023 

researchers have identified areas with radiological risk in 

their studies [2]-[17]. Serious health problems may occur 

in people living in areas with this radiological risk, and it is 

stated in [18] that people living in environments where 

radioactive elements are concentrated have serious cancer 

disorders. Accordingly, many researchers have conducted 

studies on the effect of cancer (for example: Kırklareli-

Türkiye [19]; Isparta-Türkiye [8]; Penang-Malaysia [20]; 

Afyon-Türkiye [21]). In addition to studies in terms of 

human health, gamma-ray spectrometry studies geological 

unit separation [8], [12], precious metal and radioactive 

element exploration [12], [22], [23], geothermal studies 

[11], agricultural areas [24], archaeological sites [25] and 

it are used for many such purposes. In addition, the 

radioactive element concentration in the field gives also 

additional information about the geodynamics and 

tectonics of that region. Generally, 40K, 238U and 232Th are 

found in high concentrations in acidic intrusive rocks. As 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1239935
https://orcid.org/0000-00028912-0361
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the higher the silica contents of a rock, the higher the 

uranium content. Ultramafic rocks, on the other hand, have 

lower radioelement concentrations. Radioelement 

concentrations of sedimentary and igneous rocks vary 

depending on their composition and location [26]. The 

average concentrations of 40K, 238U and 232Th elements in 

the continental crust are in the range of 2-2.5%, 2-3ppm 

and 8-12ppm, respectively [27]. Many studies show that 

the radioactive element concentrations in rocks formed as 

a result of volcanic activity are higher than the crustal 

averages [8], [11], [12], [28]-[31]. Similarly, it is stated that 

magmatic stages are also reflected by 40K, 238U and 232Th 

radioelement concentrations [32]-[34]. 

The study area is mostly composed of volcanic 

units as a result of Gölcük volcanism. The volcanic 

products in the field are named as the Isparta volcanic 

series [35] and it is understood from the in situ gamma-ray 

spectrometer measurement results that they are quite rich 

in potassium. As a result of the dating studies carried out in 

Gölcük volcanism, it is stated that it consists of three 

different stages [36]-[38]. Gölcük volcanics have a 

medium-basic composition and are stated to be 

shoshonitic-ultrapotassic in character [38]. Field 

measurements include Plio-Quaternary trachytes, 

tefrifonolites, pyroclastics and Quaternary alluviums. In 

general, the concentration values of radioactive elements 

increase from the old to the young volcanic phase. This 

study presents the results of in situ gamma ray spectrometry 

on the Gölcük volcanic units and an approach for 

estimating the stages of volcanism based on these results. 

 

2. Formation Stages of Tectonics and Volcanism 

 
The existence of an extensional tectonic setting in 

Southwest Anatolia has been revealed as a result of 

analyzes based on earthquake waves [39], [40]. Similarly, 

tectonic structure can be determined using many 

Geophysical methods (Gravity [41]-[46], electric-

electromagnetic [47], seismic reflection [46], [48] etc.). 

Gölcük volcanism is associated with dextral strike-slip 

faults that developed depending on the tension regime as a 

result of the clockwise rotation of the Pliocene tectonics. 

This tectonic regime in the Late Pliocene period created 

normal faulting and, accordingly, the depression areas such 

as the Kovada graben [49]. The volcanism that took place 

around Gönen in the north of Isparta, around Bucak in the 

south of Isparta and in Gölcük was emplaced on these faults 

approximately in the North-South direction [50]. [51] and 

[52] emphasize that this hyper-alkaline volcanism around 

Isparta may be associated with the intra-continental strike-

slip regime. Gölcük volcanism is located in the volcanic 

sequence starting from Antalya and extending to Isparta-

Afyon-Kırka within the tectonic structure defined as 

Isparta Bend [53 or Isparta Angle [54]-[56] by different 

researchers (Figure 1). 

Located in the south of Kırka-Afyon-Isparta 

volcanic province and common in the southern region of 

Isparta, pyroclastics and volcanic rock components are the 

products of Gölcük volcanism. Gölcük volcanism is a 

maar-type (slightly swollen, wide, water-filled and shallow 

crater lake formed by magma and lava as a result of 

eruption or eruption) volcanism [57], [58]. In many studies, 

the age determination of Gölcük volcanics has been made 

and the volcanics in question have been aged in the range 

of 4.7-4.0my [36], [37], [52], [59]. Gölcük volcano 

continued its explosion and eruption activity during the 

Pliocene [36], [60], [61]. [36] divided the volcanic activity 

in the region into two phases; (i) Lamprophyry, basaltic 

trachyandesitic, trachyandesitic and trachytic lava outcrops 

represented by Pliocene volcanic activity, and (ii) 

Pleistocene eruption that started with a big eruption 

forming the caldera. According to [62], the evolution and 

dating of the Isparta volcanism: (i) formation of 

lamprophyric dykes (6.21±0.3my), (ii) trachyandesitic-

trachytic (4.6 ± 0.23-4.25 ± 0.21my), (iii) development of 

basaltic trachyandesitic-trachybasaltic volcanism 

(4.07±0.2-3.68±0.5my), formation of pyroclastics 

(1.5±0.18-0.39±0.2my) and phonolitic ring dykes 

(0.35±0.1my) due to volcanic eruption. In addition to these, 

[38] states that this volcanism developed in three different 

phases and these are (i) extrusive volcanism consisting of 

trachyte, trachyandesite, basaltic trachyandesite, phonolite, 

tefrite and lamprophyres; (ii) explosive volcanism 

consisting of ignimbrite, unconsolidated tuff, agglomerate 

and pumice; (iii) extrusive volcanism consisting of trachyte 

and trachyandesite. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Distribution of Kırka-Afyon-Isparta alkaline 

volcanic rocks in relation to fault systems, Sr isotope and 

radiometric dating [52] 

 

3. Applied Method and Study Area 
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3.1. Gamma-Ray Spectrometer Method  

Although there are at least twenty elements known as 

natural and radioactive, Potassium (40K), Uranium (238U), 

and Thorium (232Th) isotopes come to the fore in 

geophysical researches because they are more than other 

elements. In geophysical studies, gamma ray spectrometers 

are used to determine the amount of these three elements in 

soil and rock quickly and in situ. Gamma-ray spectrometers 

have the same working principle as scintillometers. 

However, the spectrometer is an electronically more 

advanced form of the scintillometer, which distinguishes 

characteristic gamma rays from 40K, 238U and 232Th 

according to their energies (Figure 2). 

Spectrometers with quad-window are standard, 

and a 512-channel gamma-ray spectrometer in which 

gamma rays are divided into 512 equal intervals in the 0-

3MeV energy band was used in this study. Each channel of 

the spectrometer has an energy interval of about 6KeV. 

These types of spectrometers have been successfully used 

for the detection of artificial and natural radioactive 

elements [64]. The gamma-ray spectrometer device used in 

the study is suitable for point, profile and continuous 

measurements using external GPS. The spectrometer used 

is a 512-channel, 6.3-inch3-volume thallium-activated 

sodium iodide [NaI (TI)] crystal, Cs137 external reference 

source, and an efficient and highly discrimination 

instrument with zero dead time. The purpose of gamma-ray 

spectrometry is to determine only the numbers of 

radioactive radiation emitted from the earth's crust. For this 

purpose, the potassium, uranium and thorium 

concentrations in the rock or soil are obtained using the 

equation below. 

 

𝐶𝑤 = 𝑁𝑤 ∗ 𝑆𝑤 (1) 

 

Here; Cw, w (K, U, Th) element concentration, 

Nw, The net radiation number in the channel belonging to 

the w (K, U, Th) elements, 

Sw represents the sensitivity of the channels belonging to 

the w (K, U, Th) elements of the spectrometer. 

 

 

 

 

 

 

 

 

Figure 2. Schematic representation of a four-channel 

spectrometer and recorders [62] 

 

3.2. Study Area and Simplified Geology 

The units around Gölcük caldera are named as Gölcük 

volcanics by [35] and Pürenova formation by [65]. The 

lithological units of the Gölcük Caldera and its 

surroundings are trachyte, trachyandesite, andesite, 

volcanic tuff, and pumice series. Plio-Quaternary 

lithological units of Gölcük volcanism are limited by 

Middle Eocene aged flysch deposits in the north; Triassic-

Cretaceous aged Akdağ limestones in the south, and Isparta 

plain alluviums in the west, including Gölcük volcanics. 

The Gölcük formation is intercalated with Plio-Quaternary 

lake sediments and its thickness is around 1000m [65]. The 

caldera and its surrounding rock assemblage are defined as 

an asymmetrical eruption structure with a diameter of 3-

4km, located on the south-southwest edge of the Isparta 

graben at an altitude of 1378m above sea level [66]. In the 

study area, discontinuous circular tefriphonolitic lava flows 

on the caldera margins and dykes of the same composition 

cutting them and trachytic domes of different sizes are 

observed in the caldera (Figure 3). 

In-situ measurements were made at 305 points 

with gamma-ray spectrometry in the Gölcük Caldera 

(Figure 3). Measurements include volcano-sediments 

consisting of alluvium, small and medium-sized trachytes 

(Trachytic domes in Pilav-Hill and its Southeast), 

pyroclastics and tefrifonolites within the caldera. 

 
Figure 3. Simplified geology and measurement points of Gölcük Caldera and its surroundings (edited from [67]) 

 



N. A. Uyanık / BEU Fen Bilimleri Dergisi 12 (2), 455-464, 2023 

458 
 

4. Results and Discussion 

4.1. Distribution of Radioactive Elements in 

Gölcük Volcanics 

 
Looking at the maps created from gamma-ray spectrometry 

measurements (Figure 3) made at 305 different points on 

the Gölcük volcanics, the most striking feature is the high 

concentration of radioactive elements in all of the 

volcanics. Three different units are distinguished in the 

simplified geological map of the study area (Figure 3). 

These are volcanic stocks, Alluvial and Volcano 

sedimentary. It is observed that 40K, 238U and 232Th 

concentration values in the study area vary between 2.80-

6.1%, 9-28.2ppm and 41.3-70.7ppm for all units, 

respectively (Table 1). The 40K, 238U and 232Th 

concentration values of trachyte in Pilavtepe and its 

southeast, which are specified as volcanic stock, vary 

between 3.9-5.3%, 15.8-23.2ppm and 49.1-66.6ppm, 

respectively. The average concentration values of these 

trachytic domes are 4.7%, 18.4ppm and 57.4ppm, 

respectively. The average values of the intra-caldera 

alluvial and volcanic sedimentary units are measured 4.4%, 

17.2ppm and 51.9ppm, and 4.9%, 19.2ppm and 56.7ppm, 

respectively (Table 1). These values are considerably 

higher than the world average values. These changes in the 

concentration values of the radioactive elements reflect the 

geochemical differences of the Gölcük volcanics forming 

the Gölcük lake vicinity. In Figure 4, the distribution map 

of the study area and 40K, 238U, 232Th concentration values 

in the blue-red color range is presented. The blue color and 

the white areas indicate the area of the limestone block in 

the study area. Green, yellow and red colored areas show 

the products of Gölcük volcanic. The areas within the 

Gölcük volcanics with low (green colored areas) 

radioactive element concentration values can be interpreted 

as the fact that the older volcanic series are mafic (rock and 

silicate minerals rich in magnesium and iron). On the other 

hand, high (red colored areas) radioactive concentration 

values reflect the areas where the felsic (silicate minerals 

enriched with lighter elements such as silicon, oxygen, 

aluminum, sodium and potassium, and rocks rich in 

feldspar and quartz minerals) volcanics of the younger 

series outcrop. While rocks composed of mafic minerals 

(olivine, pyroxene, amphibole, biotite, etc.) are darker in 

color, felsic rocks are lighter in color and less dense. It is 

seen in Figure 4 that the 40K and 232Th concentration values 

are higher than the 238U concentration values in the study 

area in general. While the color red is more common in the 
40K and 232Th maps, the 238U map has a red color (high 

concentration value) in a specific area in the northeastern 

and southern parts of the map. It is seen that high values of 
40K and 232Th are also obtained in sections the high of the 
238U concentration value in Figure 4, and these values 

correspond to areas where volcanic sediments are located. 

However, in Pilavtepe and in the Southeast of this hill 

where volcanic stocks are located, 40K and 232Th values are 

measured high values while 238U values are low. Areas with 

low 238U values may be caused by ultramafic or ultrabasic 

rocks due to low silica content. 

Table 1. Concentration values of radioactive elements measured in Gölcük caldera. 
  

40K (%) 238U (ppm) 232Th (ppm)   
Min. Max. Aver. Min. Max. Aver. Min. Max. Aver. 

Volcanic Stock 3.9 5.3 4.7 15.8 23.2 18.4 49.1 66.6 57.4 

Alluvium 2.8 5.9 4.4 9.1 20.9 17.2 41.3 55.8 51.9 

Volcanic Sediment 3.6 6.1 4.9 15.0 28.2 19.2 46.5 70.7 56.7 

World Average     1.6    4.05     12.32 
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Figure 4. 40K, 238U and 232Th concentration distribution maps of Gölcük volcanics 

4.2. An Approach to Determining the Formation 

Stages of Gölcük Volcanism 

 
Many researchers have stated that Gölcük volcanism 

occurred in three different geological stages [36]-[38], 

[62]. Researchers generally refer to these three stages as 

extrusive volcanism in the first stage, explosive volcanism 

in the second stage, and extrusive volcanism consisting of 

trachyte and trachyandesite in the third stage. As it is 

known, the concentration values of radioactive elements in 

the old volcanic phase are lower than the values of the 

young volcanic stage. In this meaning, Figure 5 is obtained 

when the concentration values of radioactive elements are 

arranged and plotted from smallest to largest. When the 

distribution of 40K data is examined in Figure 5, these data 

are represented by three different lines (blue color) in three 

different regions (red circles). Similarly, the distribution of 
238U and 232Th data also shows that there are three different 

straight-line. The correlation coefficient of these lines 

(R≥0.95) is over 95% and the intersection points of the 

lines give the limit values of the lines. If we look at it in 

line with this logic, three different lines can be three 

different phases and the intersection points of the lines can 

be also the limit values of the stages. Accordingly, Table 2 

can be created if Figure 5 is used. According to the data in 

Table 2, the average values of 40K, 238U and 232Th 

concentrations of the volcanic products formed in the first 

stage of the Gölcük volcanism are obtained 3.5%, 13.4ppm 

and 44.0ppm, respectively. Similarly, the radioactive 

element values of the volcanic products of the second and 

third phases can be examined from Table 2. The variation 

in radioelement concentrations indicates the geochemical 
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variation in the volcanic products. In general, the difference 

in the average values of 40K, 238U and 232Th in the first and 

second stages is 1.02%, 4.25ppm and 9.23ppm, 

respectively while the values in the second and third stages 

are 1.12%, 4.93ppm and 12.05ppm, respectively. As can be 

understood from these values, there is a concentration 

increase from the first and second volcanic phases to the 

third. 

Figure 6 is created by using the limit values 

specified in Table 2 and the concentration values of 

radioactive elements measured on the Gölcük volcanics. 

The part seen as a white area on the maps in this figure is 

limestone and the data obtained in this area are not taken 

into account, so this area is white. Maps are created from 

the transitions of green, yellow and red colors. The inner 

areas of the sections indicated by the continuous lines on 

the maps show the first phase, the interior of the areas 

indicated by the dashed lines to the third phase, and the area 

between the continuous and dashed lines shows the second 

phase.  In this case, the second phase volcanic units 

predominate in the study area. The areas where the high 

values of Uranium and Thorium overlap may be associated 

with shoshonitic composition rocks.  

High Potassium values indicate that the volcanics 

of Isparta region are derived from the mantle containing 

lithospheric products due to stress tectonics, as indicated in 

[60]. It is stated that Gölcük volcanics are geochemically 

alkaline volcanic rocks and rich in silica, sodium, 

potassium and aluminum [38]. Figure 6 shows that the 

highest U value in the areas within the dashed line in the 

Southeast and South of the study area coincides with the 

high Th and K concentrations associated with the felsic 

(rich in silica, sodium, potassium) medium extruded 

volcanic rocks of the third phase. 

 

 
Figure 5. Separation of volcanism phases based on 40K, 

238U and 232Th values ordered from smallest to largest 

 

Table 2. The limits of radioactive elements belonging to the phases of Gölcük volcanism from the radioactive data in 

Gölcük volcanics 

  

Data 

Number 

40K 238U 232Th 

(%) 

Min.-Max.  

(Average) 

(ppm) 

Min.-Max.  

(Average) 

(ppm) 

Min.-Max.  

(Average) 

1st PHASE 15 
2.70 – 3.80  

(3.48) 

9.00 – 14.30 

(13.37) 

39.20 – 46.10 

(43.98) 

2nd PHASE 260 
3.80 – 5.20  

(4.50) 

14.30 – 21.10 

(17.62) 

46.10 – 60.90 

(53.21) 

3rd PHASE 30 
5.20 – 6.13  

(5.62) 

21.10 – 28.23 

(22.55) 

60.90 – 70.72 

(65.26) 
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Figure 6. Maps showing the differentiation of volcanism phase products depending on the 40K, 238U and 232Th 

concentration values of Gölcük volcanics 

 

 

5. Conclusions 

 
For the measurement of 40K, 238U and 232Th in rocks or 

soils, in situ analysis, immediate and cost-effective good 

results are obtained with the gamma-ray spectrometer used 

in Geophysical engineering. Measuring, mapping and 

analyzing large areas in nature quickly and cheaply make 

gamma ray spectrometry a powerful tool. 

As a result of natural gamma-ray spectrometry 

measurements on Gölcük volcanics, 40K, 238U and 232Th 

concentration values were obtained between 2.80-6.1%, 9-

28.2ppm and 41.3-70.7ppm, respectively. The volcanics in 

the study area have a maximum concentration of 40K and a 

minimum of 238U. The high 40K indicates that it is a 

potassium-rich volcanism. It may be caused by ultramafic 

or ultrabasic rocks due to the low silica content in areas 

with low 238U values. 

Difference in 40K, 238U and 232Th concentration 

values reflect the geochemical differences of the rocks. 
40K, 238U and 232Th are related to each other and 

magmatic evolution is shown to be reflected by these three 

radioelements. Accordingly, the mean values of 40K, 238U 

and 232Th concentrations of the volcanic units formed in the 

first, second and third stages of the volcanism are obtained 

3.5%, 13.4ppm and 44.0ppm, 4.5%, 17.62ppm and 

53.21ppm, and 5.62%, 22.55ppm and 65.26ppm, 

respectively. 

The most suitable sample locations for age 

determination of rocks in the laboratory can be made 

quickly and accurately with the gamma-ray spectrometer 

method. 
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Abstract 

The use of intelligent devices in almost every sector, and the provision of services by 

private and public institutions through network servers, cloud technologies, and 

database systems are now mostly remotely controlled. Due to the increasing demands 

on network systems, unfortunately, both malicious software and users are showing 

more interest in these areas. Some organizations are facing almost hundreds or even 

thousands of network attacks daily. Therefore, it is not enough to solve the attacks 

with a virus program or a firewall. Detection and accurate analysis of network attacks 

are crucial for the operation of the entire system. With the use of deep learning and 

machine learning, attack detection, and classification can be successfully performed. 

This study conducted a comprehensive attack detection process on the UNSW-NB15 

and NSL-KDD datasets using existing machine learning and deep learning 

algorithms. In the UNSW-NB15 dataset, an accuracy of 98.6% and 98.3% was 

achieved for two-class and multi-class classification, respectively, and 97.8% and 

93.4% accuracy were obtained in the NSL-KDD dataset. The results prove that 

machine learning algorithms are an effective solution for intrusion detection systems. 
 

 
1. Introduction 

 

Today, the rapid development of big data, cloud 

technologies, and smart devices has significantly 

increased our dependence on internet systems. In 

addition, the use of the internet in economic, military, 

and institutional contexts has become extremely 

important. For this reason, data confidentiality, data 

integrity, and information security are fundamental 

tasks. While network authorities try to meet the 

increasing needs and security demands, malicious 

software and intruders, on the other hand, try to 

infiltrate systems, and destroy and change 

information. This situation has advanced so much that 

intrusion detection systems and intrusions now reach 

the level of interstate cyber wars. Therefore, network 

systems should be developed in terms of 

confidentiality, integrity, and usability, and 

information security should be prioritized. Intrusion 

detection systems (IDS) are one of the biggest 
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problems caused by malicious users in cybersecurity 

[1].  

IDS is mainly used to detect suspicious 

logins. It can be in the form of software or hardware 

or a combination of both. Two methods are mostly 

preferred in IDS screening. The first is the HIDS and 

the second is the NIDS. HIDS follows the network 

interfaces and configurations of the target machine 

and requires certain settings compatible with the 

server [2], [3]. With the proliferation of attacks, 

databases are forced to constantly update. Also, 

specification-based types require expert experience to 

detect intrusions. Artificial intelligence can be used 

easily since the detection of such anomaly situations 

is a classification problem. For this reason, many data 

sets have been created to control intrusion detection 

systems [4]. 

 The main ones are NSL-KDD, UNSW-

NB15, KDDCUP99, and CICICS2017. Existing 

machine learning algorithms are used with these 
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datasets and offer extremely important ideas for 

intrusion detection systems.  

It is possible to detect features and select 

appropriate features using machine learning 

algorithms, filter methods, or learning-based 

methods. Additionally, ensemble learning methods 

are also in demand for feature selection. Ensemble 

algorithms in machine learning are a technique that 

aims to achieve higher performance by combining 

multiple learning algorithms. These algorithms can 

combine the predictions of various learning 

algorithms to obtain more accurate results. Therefore, 

ensemble algorithms can be used to eliminate the 

weak points of individual algorithms and make more 

general predictions. Using a combination of machine 

learning and deep learning algorithms sometimes 

outperforms classification problems [5]. At this stage, 

it is extremely important to determine which models 

will be used and the strengths and weaknesses of the 

models. For this reason, existing machine learning or 

deep learning algorithms should be applied to 

accepted data sets. This study involved an extensive 

detection analysis of the NSLKDD and UNSW-NB15 

datasets. Consequently, it is crucial to offer new 

approaches to intrusion detection systems and to 

develop different solutions. The workflow of the 

proposed approach model is shown in Figure 1. 

 

 
Figure 1. Workflow diagram of the proposed system. 

 

  

According to the proposed workflow line, 

data cleaning is performed before all the algorithms 

are applied. To fix data cleaning dataset defects, 

follow the steps of concatenating the textual values, 

processing the empty columns according to their 

nature, and converting the values stored as text type 

to number type. One hot encoding stage is the step of 

converting nominal properties to numeric values 

before machine learning. The data normalization 

process is considered a process where the attribute 

values are scaled in the range of [0 and 1] and the 

computational load is reduced. Feature selection is an 

important step in artificial intelligence model 

building. First, it eliminates the dimensionality 

problem caused by having many features. Second, it 

saves the model from workload with many features 

and turns it into a simple and openable structure. 

Therefore, it is wise to simplify the model with the 

effect of increasing complexity and training/testing 

time. After the feature selection process, machine 

learning algorithms, Multi-Layer Perception, and 

Long-Short Term Memory algorithms are used for 

classification. The classification was carried out as 

both binary and multiclass. Finally, experimental 

results were compared in terms of evaluation criteria. 

 

2. Literature Review 

 

Geurts et al. conducted research on the intrusion 

detection system with the Bi-Directional LSTM 

model. In this study, they explained that intrusion 

detection systems are a basic layer incorporated into 

the network system. They stated that due to the 

excessive amount of data traffic on the network, 

attackers could cause great harm to the network and 

its users. The Bidirectional LSTM model gave results 
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with 99% accuracy for both datasets. Paragraphs 

following the first paragraph should begin with the 

paragraph indentation [5]. Basati and Faghih 

proposed an architecture PDAE for the security of IoT 

devices against network attacks. In this study, they 

stated that due to the limited resources of IoT devices, 

a high-fidelity neural network with a lightweight and 

efficient architecture is needed for intrusion detection. 

For this reason, they stated that the traditional 

architectural structures of neural networks were not 

feasible. The proposed PDAE greatly reduces the 

number of parameters, the amount of memory, and the 

need for processing power, while increasing the 

accuracy of the model. The results were calculated as 

superior to the existing algorithms in terms of both 

accuracy and performance [6]. Cil et al. conducted a 

study on the importance of early detection of network 

traffic in the fight against network attacks. The 

proposed model is a deep network that detects attacks 

on packet instances. As a result of the experiments, 

attack types were determined with an accuracy rate of 

94.57% [7]. Amaizu et al. proposed a unified and 

efficient network attack detection framework for B5G 

networks. The proposed model includes multi-layered 

detectors combined with the feature extraction 

algorithm and was created to detect the r network 

attacks as well as revert the DDoS attack type. The 

results showed that the framework could detect 

network attacks with a high accuracy score of 99.66% 

[8]. Gowthul et al. proposed an SVM-based DEHO 

Classifier model to detect DDoS attacks. The main 

purpose of this article is to ensure that they are best 

detected as normal data samples and 

malicious/hacked data samples. The proposed 

approach was examined for four different databases. 

Experimental results reveal that the performance of 

detection system using this approach is higher than 

that ofother approaches [9]. Mushtaq et al. proposed 

a two-stage auto-encoder-based LSTM architecture. 

Experimental results showed that the proposed AE-

LSTM performance has fewer prediction errors 

compared to other deep and shallow machine learning 

techniques. The NSL-KDD dataset showed 89% 

classification accuracy [10]. Choudhary and 

Kesswani proposed a deep learning-based model for 

the detection of unauthorized attacks. They 

mentioned that the application of IoT technology is 

increasing rapidly, resulting in the need for the most 

efficient model to detect malicious activities as 

quickly and accurately as possible, and Deep Neural 

Networks are used to identify attacks. The 

performance of DNN to accurately identify the attack 

was evaluated on the most used datasets. 

Experimental results showed that the accuracy rate of 

the proposed method using DNN is over 90% [11].  

Serinelli et al. proposed An Intrusion 

Detection System Architecture ANIDINR (an 

anomaly-based NIDS in R). In this study, they stated 

that the protection of computer networks is one of the 

most important and difficult problems in cyber 

security. The main purpose here is to try to provide 

step-by-step guidance on methodology selection and 

execution for training Machine and Deep Learning 

models. There is also a focus on developing 

ANIDINR to overcome the problems of detection of 

well-known attacks and the complex and up-to-date 

collection of rules. Based on this setup, the proposed 

system yielded over 90% accuracy results on the two 

datasets (NSL-KDD and KDDCup 1999) [3]. 

Moualla et al. proposed a machine learning-based 

system for the intrusion detection system. The 

proposed system is a dynamically scalable multi-class 

machine learning-based network IDS. The outputs of 

the extreme learning machine classifier are used as the 

inputs of a fully connected layer followed by a logistic 

regression layer to make smooth decisions for all 

classes. The results show that it outperforms the 

related studies in terms of accuracy [12]. 

Mohammadpour et al. proposed a convolutional 

neural network-based system for the intrusion 

detection system. In this paper, a deep learning 

method is proposed to implement an effective and 

flexible NIDS. The model was run with the NSL-

KDD' dataset, which is a benchmark dataset for 

network intrusion. Experimental results of a 99.79% 

detection rate were obtained when compared with the 

test dataset. In line with the results, they stated that 

CNNs can be applied as a learning method for IDS. 

Paragraphs following the first paragraph should begin 

with the paragraph indentation [13]. 

Apart from these studies, machine learning 

and ensemble learning algorithms have been used in 

different fields. Ayşe et. al. proposed a new super 

Community learning model to enable early diagnosis 

of diabetes mellitus. The proposed super-learner 

model was created as a result of a case study with four 

basic learners (logistic regression, decision tree, 

random forest, and gradient boosting) and a meta-

learner (support vector machines). This model found 

the early-stage diabetes risk estimation to be 99.6%, 

92%, and 98%, respectively, in three different 

datasets [14]. In a study in the agricultural sector, 

Buyrukoğlu proposed a new hybrid model to predict 

the presence of Salmonella in agricultural surface 

waters based on a combination of heterogeneous 

ensemble approach for feature selection, clustering, 

regression, and classification algorithms. The 

ensemble ANN+ RF model achieved the highest 

performance and performed well, with a prediction 

accuracy of 94.9% [15]. In his work on finance, 
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Buyrukoğlu aimed to analyze promising 

cryptocurrencies with deep learning methods. Five 

promising cryptocurrencies were analyzed using 

LSTM communities and single-base LSTM networks. 

The results of the study revealed that LSTM network 

ensembles do not always provide better accuracy 

performance than single-base LSTM network [16]. 

 

3. Materials and Method 

 

3.1. Dataset 

 

UNSW-NB15 Dataset: The UNSW-NB15 dataset 

was created in the Cyber Lab of the Australian Cyber 

Security Center. The main objective of the dataset is 

to obtain a combination of real regular activities and  

synthetic modern attack behavior. The dataset 

consists of approximately 2 million records with 49 

different features extracted using some special 

algorithms. The data set can be divided into normal 

and abnormal. However, it includes nine types of 

attacks [17],[18]. Figure 2 shows the distribution of 

the data set separately. 

 

 

 

 

 

 
 

Figure 2. Pie chart distribution of multi-class labels for UNSW-NB15. 

Fuzzer attack: These are the types of attacks 

obtained with randomly generated data trying to hack 

the program or network. 

Analysis: Hosts different types of attacks, 

including web scripts for port scanning and spam-like 

email. 

Backdoor: Backdoor is a technique where 

attackers use a legitimate system portal to gain illegal 

access.  

Denial of service (DOS): These are the types 

of attacks in which the server or network is busy so 

that the users of the system cannot access it and cause 

it to interfere with the services of the host on the 

Internet. 

Exploits: Attacks that take advantage of a 

vulnerability caused by any bug and attempt to disrupt 

trusted behavior on the network. 

Generic: This analysis can be applied to 

block verification code passwords, broadcast, and 

send messages. 

Reconnaissance: These are the types of 

attacks that gather preliminary information about any 

public network or target host. Based on the collected 
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information, it is used to infiltrate target hosts or 

networks [19]. 

Shell Code: Shell code is an attack method 

that uses code to exploit a software vulnerability. 

Worm: These are the types of attacks that 

regenerate and increase themselves to start on one 

computer and spread to another [20]. 

NSL-KDD Dataset: The NDSL-KDD 

dataset is derived as a new dataset, consisting of 

records determined from the complete KDD dataset, 

which poses no problem in correcting the errors in the 

KDD-99 cup dataset [21]. However, the dataset is 

subject to certain problems, such as not being 

representative of low-footprint attacks [22],[23]. The 

NSL-KDD dataset has better reduction rates and no 

duplicate records in the test set. Because NSL-KDD 

has fewer data points than KDD-99, it is inexpensive 

in terms of workload to use in training machine 

learning models. It can be classified as normal and 

abnormal, as in the UNSW-NB15 dataset. In addition, 

it is possible to multiclass as normal, DOS, R2L, 

U2R, and probe. Figure 3 shows the distribution of 

the data set separately. 

 

 
 

Figure 3. Pie chart distribution of multi-class labels for NSL-KDD. 

Denial of Service (DOS): It is a type of 

attack that consumes the resources of the other party 

and thus renders it unable to meet requests. 

Remote to Local (R2L): It is a type of attack 

that intrudes on another machine from a remote 

machine and gains local access to that machine. 

User-to-Root (U2R): This is an unauthorized 

access method for root privileges. It is a form of attack 

that can enter a normal account into the system to be 

accessed, but tries to gain root / administrator 

privileges due to some security vulnerabilities in the 

system. 

Probing: We can summarize it as the purpose 

of surveillance and other research attacks. The main  

purpose is to gather information about the remote 

machine. 

 

3.2. Machine Learning Algorithms Used 

Logistic Regression: Logistic Regression (LR) is a 

machine learning method for creating the most 

appropriate model to establish a relationship between 

class variables and features. Often, in binary class 

problems (with 0 and 1), the probability of being 

included in the class for an observation produces a 

value between (1) and non-existence (0). However, it 

can be adapted for multi-class problems with simple 

adjustments [24]. 

K-Nearest Neighbors: K-Nearest Neighbors 

(KNN) is a widely used classification algorithm. It is 

preferred in many classification problems due to its 

easy interpretation and low computation time. The 
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selection of the k parameter is extremely important in 

the KNN algorithm [25]. 

Random Forest (RF): Random Forest is an 

ensemble learning classification and regression 

algorithm suitable for grouping data into classes. 

During the training phase, a series of decision trees 

are created that are then used for class prediction. In 

the calculation process, the classes of all individual 

trees are considered, and the class with the highest 

votes is considered as the output [26]. 

Decision Tree: The Decision Tree has a root 

node, branches, and leaf nodes. Testing an attribute is 

in each internal node, and the result of the test is in 

the branch and class tags. The root node is the top 

node in the tree. A decision tree is a tree in which each 

node represents a feature, each link represents a 

decision, and each leaf represents a result [27]. 

 

3.3. Deep Learning Architecture Used  

 

Multi-Layer Perception: Multi-Layer Perception 

(MLP) neural networks contain units arranged in 

layers in their internal structure. These units are the 

input layer, one or more hidden layers, and the output 

layer.  

The input layer transfers the input to the next 

layers. Hidden volume nodes have non-linear enabled 

functionality, and outputs are linearly enabled. For 

true three-layer MLP, all inputs are also directly 

connected to all outputs [28]. Figure 4 shows the MLP 

neural network architecture. 

 

 
Figure 4. MLP neural network architecture. 

 

 

Long-Short-Term Memory: LSTM was 

designed to overcome these error backflow problems. 

Although it is mentioned together with deep learning 

algorithms, it should be considered as a sub-unit of 

machine learning methods. In the noisy state, even 

with compact input arrays, it can learn to bridge time 

intervals over 1000 steps without losing its short time 

delay capabilities [29]. An efficient, gradient-based 

algorithm achieves this for an architecture that 

enforces a constant stream of errors that does not 

explode or disappear through each unit's internal 

states. In principle, an LSTM could use memory cells 

to remember long-range information and monitor 

various attributes of the text it is currently processing. 

An LSTM unit consists of a cell, an entry gate, an exit 

gate, and a forgotten gate [30]. The cell gate can be 

expressed as the memory of the network that carries 

the information across the cells for prediction 

purposes. The input gate executes the function of 

updating the cell state. It decides whether to update 

the information according to the sigmoid function 

operation. The exit gate decides what the next cell's 

entrance will be. It is also used in forecasting. The 

forget gate is the gate that decides what information 

to forget or keep [31], [32]. The figure shows the 

LSTM architectural structure. Figure 5 shows the 

LSTM architectural structure. 

 

 
 

Figure 5. LSTM network architecture. 

 

 

3.4. Performance Evaluation Metrics 

 

Unless the images within the classes in the dataset are 

balanced, the measurement of classification accuracy 

is not sufficient on its own and may give deceptive 

results. Performance indicators for each class in the 

dataset are calculated based on the confusion matrix. 

These indicators are Accuracy, Recall, Precision, and 

F-1 Score values. The explanations of these 

parameters are given below in Table 1: 

 
Table 1. Calculation criteria for evaluation metrics. 

Total 

Instances 

Predicted 

No 

Predicted 

Yes 

 

Actual No TN (True 

Negative) 

FP (False 

Positive) 

 

Actual 

Yes 

FN (False 

Negative) 

TP (True 

Positive) 
Recall 

    



F. Türk / BEU Fen Bilimleri Dergisi 12 (2), 465-477, 2023 

471 
 

Precision Accuracy 

 

 

Accuracy=TP/(Total Instances)                             (1)                                                                                                                  

 

Recall=TP/(Total Actual Yes)                               (2) 

                                                                                                             

Precision=TP/(Total Predicted Yes)                      (3)                                                                                                

 

F1score=(2*Prec*Recall)/(Prec+ Recall)              (4) 

 

  

 4. Results and Discussion 

 

In both data sets, a random distribution phase was 

applied at 80% and 20% for the training and testing 

phases, respectively. In the UNSW-NB15 dataset 

selected as an input, 5 basic features were extracted, 

and for the NSL-KDD dataset, 9 basic features were 

extracted. In addition, the Pearson Correlation 

method was used for feature selection. The training 

process of the datasets was carried out using the  

GTX1050 TI graphics card and the TensorFlow-GPU 

2.3 library.  

Before the models were trained, certain 

hyperparameter settings were made for the 

classification algorithms. The number of trees for the 

random forest algorithm is set to 120. The learning 

rate was taken as 0.01. The logistic regression 

iteration number was determined as 100 random 

states=0, decision tree max-leaf node=default, LSTM 

activation function was determined as tanh. 

 

4.1 UNSW-NB15 Training Phase 

 

Table 2 shows the evaluation results for UNSW-

NB15. As can be seen from the results, the highest 

accuracy value for the binary class was calculated 

with the Random Forest and for the multi-class 

Logistic Regression algorithm. Their success in 

classification problems and their structures that 

provide good predictions show that Random Forest 

and Logistic Recession algorithms give good results. 

Since the Random Forest algorithm is based on 

Ensemble Learning, it is usually high in classification  

problems. In addition, it gives higher success rates on 

the definition of Logistic Regression in multi-class 

problems. In addition, we can say that the 

hyperparameters are chosen correctly.      

                                                                          

 

 

 

Table 2. Evaluation results for UNSW-NB15. 

 Binary Class Multi Class 

 Accuracy Recall Precision F1-

Score 

Total 

Time 

Accuracy. Recall Precision F1-

Score 

Total 

Time 

LR 0.978 0.96 0.98 0.97 3.1 0.983 0.97 0.98 0.98 4.2 

KNN 0.984 0.97 0.98 0.98 10.6 0.975 0.98 0.87 0.98 11.5 

Random 

Forest 

0.986 0.98 0.98 0.98 2.5 0.976 0.98 0.89 0.98 2.9 

Decision 

Tree 

0.980 0.98 0.97 0.97 2.3 0.973 0.98 0.87 0.90 2.7 

MLP 0.983 0.97 0.98 0.98 12.4 0.975 0.97 0.88 0.91 14.4 

LSTM 0.976 0.96 0.98 0.97 14.5 0.971 0.98 0.85 0.90 16.1 
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Figure 6. Random Forest binary classification prediction data signal.

 

Figure 7. LR multi-label classification prediction data signal. 

 
Figures 8 and 9 show the accuracy graphs of the RF and LR models. We can say that the results are 

close to each other and successful. 

 

 
  

Figure 8. RF accuracy graph for binary class. 

 

  

 

 
Figure 9. LR accuracy graph for multi-label class. 
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4.2 NSL-KDD Training Phase 

 

Table 3 shows the evaluation results of NSL-KDD. 

As can be seen from the results, the highest accuracy 

value for the binary class was calculated using the 

MLP algorithm and for the multi-class LSTM 

algorithm. 

  

Table 3. Evaluation results for NSL-KDD. 

 Binary Class Multi Class 

 Accuracy Recall Precision F1-

Score 

Total 

Time 

Accuracy. Recall Precision F1-

Score 

Total 

Time 

LR 0.966 0.97 0.97 0.97 1.9 0.878 0.88 0.86 0.89 3.3 

KNN 0.955 0.95 0.96 0.96 12.5 0.928 0.92 0.91 0.91 14.6 

Random 

Forest 

0.957 0.96 0.96 0.96 2.1 0.913 0.91 0.90 0.90 3.1 

Decision 

Tree 

0.967 0.97 0.97 0.97 2.3 0.905 0.89 0.90 0.90 3.7 

MLP 0.978 0.98 0.97 0.98 11.7 0.892 0.88 0.89 0.89 15.1 

LSTM 0.975 0.97 0.97 0.97 16.3 0.934 0.93 0.94 0.93 17.2 

 
Analysis of data signals because of dual-class 

and multi-class testing is shown in Figures 10 and 11. 

Considering the estimated signal and actual signals, 

there is some loss in the initial and intermediate 

stages. However, this loss is at an acceptable level.

 

Figure 10. MLP binary classification prediction data signal. 
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Figure 11. LSTM multi-label classification prediction data signal. 

 

 
 

Figure 12. MLP accuracy graph for binary class. 

 
 

     Figure 13. LSTM accuracy graph for binary class. 

 

Table 4 shows a comparison of some studies 

in the literature and the methods we recommend. 

When the results are examined, the success of the 

Random Forest model in classifying the data for each 

study is remarkable. In addition, it is seen that the 

hyperparameters of the proposed model are well 

adjusted, and it gives successful results in both data 

sets. Classical machine learning algorithms have been 

able to give more successful results compared to the 

LSTM learning model due to the uneven distributions 

on the data sets and some classes with small data 

samples. However, when these datasets are expanded 

and larger samples are created, the LSTM architecture 

will be able to give successful results, as in the current 

NSL-KDD dataset. 

 
Table 4. Comparison with latest state-of-the artwork. 

Author Technique Accuracy 

Kazi Abu Taher et al. [33]  ANN 95.00% 

Mohammad N. I. et al. [34]  Decision tree, RF 92.60% 

Roberto M.-C. et [35]  Linear reg., random forest 94.00% 

Razan A. et al. [36]  RF, Bayesian Network, 93.40% 
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Proposed approach  

 

Binary Class 

(UNSW-NB15, NSL-KDD) RF, 

MLP 

 

98.60%, 97.80%, 

Proposed approach  

 

Multi-Class 

(UNSW-NB15, NSL-KDD) 

LR, LSTM 

 

93.40%, 98.30% 

  

 
 
5. Conclusion 

 

In this paper, machine learning algorithms for 

intrusion detection systems are run one by one. 

Applications are a guide for network attackers. The 

results obtained on two different data sets for binary 

and multi-class detection problems prove the success 

of machine learning algorithms in classification. In 

the UNSW-NB15 dataset, RF and LR algorithms 

gave the best results, respectively, and in the NSL-

KDD dataset, the MLP and LSTM networks gave the 

best results. From this perspective, it can be said that 

almost all of the machine learning algorithms give 

good and close results. Deep learning and LSTM 

architectural structures were able to give successful 

results according to machine learning algorithms 

when large data sets and balanced class distributions 

were created. However, this study proves that 

classical machine learning algorithms are still a good 

alternative to deep learning models. Additionally, 

training and testing times were found to be close to 

each other. However, it is worth mentioning that 

attack classes are sometimes mislabeled. 

 Thanks to this and similar studies, it is 

possible to compare machine learning algorithms for 

network attacks. In addition, the option of detecting 

the superior and deficient aspects of algorithms and 

developing new hybrid systems accordingly is 

offered. 

In future studies, the datasets can be 

improved, and the missing classes can be made more 

balanced. Additionally, new models can be designed 

by considering the superior features of machine 

learning algorithms. Considering that attack detection 

systems are constantly exposed to attacks, I believe 

that it would be beneficial to conduct such studies at 

short intervals and with updated data sets. I 

recommend that real-time web interfaces and 

intrusion detection systems be supported, where the 

best results algorithms will be used as drafts. 
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Abstract 

As a result of the constantly increasing use of water in the world, countries have 

searched for alternatives to water resources and various studies have been carried out 

with the available opportunities. One of the studies carried out is the NEWater project 

on the treatment and reuse of wastewater in Singapore as drinking water. This project 

has been implemented in the country for 20 years and meets an average of 30% of 

the country's water needs. With this project, Singapore contributed to its 

transformation into a global hydroelectric power plant by pioneering innovative 

water treatment and technologies. However, in this model, the membranes used for 

wastewater treatment (forward, backward and pressure retarded osmosis and 

membrane bioreactors) are developed to use advanced oxidation processes, 

electrochemical methods to directly supply drinking water, especially in countries 

effort must be made.where water resources are insufficient, or to treat polluted water 

that causes disease and death. In this study, it is discussed through the NEWater 

application in Singapore that wastewater can be treated and reused with membrane 

technology. 
 

 
1. Introduction 

 

Membrane technologies play an important role in 

water and energy sustainability. Some are already 

implemented in large-scale industries. Examples 

include desalination with reverse osmosis (RO), 

wastewater treatment with membrane reactors 

(MBR), lithium-ion batteries, and membrane-based 

fuel cells. Membrane technologies meet sustainability 

criteria in terms of environmental impacts, land use, 

ease of use, flexibility and adaptability, as well as 

addressing water and energy scarcity. On the other 

hand, they need to be improved in terms of financial 

burden, affordability, energy consumption and 

expertise [12]. method should be given in detail and 

clearly in terms of reproducibility of the study. The 

methods used should be supported by previously 

published references. Changes that contribute to the 

method in the study should be described in detail [3], 

[4]. Membrane technology, which has grown greatly 
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in the last decade with the advantages it offers for 

treatment, offers various options in wastewater 

treatment [13]. Membrane technology has the 

potential to bridge the gap between affordability and 

sustainability, low or no chemical use, and eco-

friendliness and easy accessibility. Membrane 

technology has proven to be a more advantageous 

option in wastewater treatment processes [14]. 

Membrane technology, which is not a new 

technology, has been available since the 18th century 

and many improvements have been made to make 

membranes more suitable for many different 

applications [15]. The changing nature and 

complexity of wastewater lead to further 

improvements in efficiency, space requirements, 

energy, filter quality and technique. Again, there is a 

continuous modification of membrane modules and 

elements to reduce membrane fouling, which is a 

major challenge in membrane processes. The 

possibility of combining two or more membrane 

https://dergipark.org.tr/tr/pub/bitlisfen
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processes with each other or with other forms of 

technology, such as coagulation or adsorption, in a 

hybrid fashion, is also being continuously explored, 

developed and implemented in many wastewater 

treatment plants [16].  

Characteristically, these membranes are 

classified as isotropic and anisotropic (Figure 1) [12]. 

Isotropic membranes are identical in composition and 

physical structure. The permeation fluxes in the 

microporous case are relatively high compared to the 

non-porous (dense) case, and their applications are 

rather limited due to their low permeation fluxes. 

Isotropic microporous membranes are widely applied 

in microfiltration membranes. Anisotropic 

membranes, on the other hand, are not uniform over 

the membrane area and consist of different layers with 

different structures and compositions. These 

membranes have a thin selective layer supported by a 

thicker and highly permeable layer. It is especially 

applied in reverse osmosis (RO) processes. [17]. 

 

 

Figure 1. Schematic illustration of various classes of 

membranes. 

 

In terms of membrane material structure, 

membranes are classified as organic or inorganic. 

Organic membranes are made from synthetic organic 

polymers. Often, membranes for pressure driven 

separation processes (microfiltration, ultrafiltration, 

nanofiltration and reverse osmosis) are made from 

synthetic organic polymers. These include 

polyethylene (PE), polytetrafluoroethylene (PTFE), 

polypropylene, and cellulose acetate, among others 

[18]. Inorganic membranes are made of materials 

such as ceramic, metal, zeolite or silica. They are 

chemically and thermally stable and are widely used 

in industrial applications such as hydrogen separation, 

ultrafiltration and microfiltration [17]. The structure 

of the membranes is shown below (Figure 2) [19]. 

 

 

 

Figure 2. Structure of membrane. 

 

The movement of the medium through the 

dice is based on different driving forces. There are 

equilibrium-based membrane processes, non-

equilibrium membrane processes, pressure-driven 

and non-pressure-driven processes [20]. The 

schematic diagram below (Figure 3) shows a 

summary of some of these techniques according to 

their driving forces. These membrane techniques are 

discussed separately below. 

 

 

Figure 3. Schematic representation of some membrane 

processes  

 

Membrane technologies have gained great 

importance in the advanced treatment and recycling 

of wastewater in recent years. The reason for this is 

that water recovery has prevailed in parallel with the 

increase in water demand and membrane technologies 

have come to the fore in this regard both in terms of 

quality and quantity. There are also high-efficiency 

systems for the removal of primary pollutants such as 

membrane technologies, endocrine disrupting 

compounds for the recovery of domestic wastewater 

and pharmaceutical actives. It is possible to reach the 

desired output quality by choosing the membrane type 

in wastewater treatment or recovery. Wastewater 

treatment systems integrated with membranes have 

advantages and disadvantages depending on output 

quality, energy consumption and system complexity 

factors. In general, membrane systems are used 

together with physical, chemical and biological 

processes to provide the most efficient form of 

regeneration/advanced purification [21]. 
Membrane technology has started to be used 

in some areas with significant effects. For example, 

during the Sydney Olympic Games held in 2000, 
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membrane technology was used in the stormwater 

recycling system, which used polypropylene hollow 

fiber microfiltration (MF) membrane as a pre-

treatment to remove suspended pollutants and 

pathogens in rainwater, and then to desalinate with 

RO technique [22]. Later, the wastewater was 

chlorinated and used to flush toilets. With excellent 

processing efficiency, simple apparatus and easy 

integration with other processing facilities, membrane 

technology can be promising for emergency water 

supply. It has been proven that the quality of water 

treated with membrane technology, unlike 

conventional treatment methods, can reach or even 

exceed domestic or drinking water criteria [23]. 

Membrane bioreactor technology has become a 

promising technique for wastewater treatment using 

the use of activated sludge and membrane separation. 

The membrane bioreactor process has advantages 

over the traditional activated sludge process and 

provides stable and high effluent quality [24]. 

 

3. Examples of Membrane Technology in the 

World 

 

Although the water obtained from the recycling of 

domestic wastewater is mainly used for agricultural 

irrigation, some technologies allow this water to be 

used directly or indirectly as a drinking water source. 

In much of the world, there are more than 450 water 

recycling facilities in Japan and the USA, and more 

than 3,300 water recycling facilities in Australia and 

the European Union [25]. 

 

3.1. Example of Sulaibiya, Kuwait 

 

Sulaibiya is a wastewater recovery facility using the 

world's largest membrane technologies. The daily 

capacity of the facility is 375,000 m3/day. The water 

discharged from Sulaibiya is mixed with brackish 

water and used to improve existing brackish water 

distribution facilities. Following the biological 

wastewater treatment plant, the wastewater is treated 

at a secondary level and the effluent is treated in a 

recovery plant that includes UF (Ultrafiltration) and 

RO (Reverse Osmosis) processes. Thanks to the use 

of UF before RO, the life of RO membranes increases, 

operating pressures decrease, and chemical wash 

cycle time increases. The application of UF and RO 

together creates a quality water supply at drinking and 

utility water level, as well as the possibility of using 

water in agriculture and groundwater discharge. The 

effluent quality obtained from the facility is better 

than the drinking water standards set by WHO and is 

also used in agricultural irrigation as an alternative 

source [26]. 

3.2. Example of California, USA 

 

Wastewater recovery practices have long been 

popular in non-water-rich California. In addition, for 

Orange Country, a wastewater recovery facility was 

established in this region due to the cost of water 

supply from Northern California. In this established 

facility, recovery includes MF (Membrane Filtration), 

TO and hydrogen peroxide as advanced oxidation and 

UV (Ultravioye) treatment steps. The daily facility 

capacity is 270,000 m3/day and thanks to the 

membrane processes used, pharmaceuticals, 

pesticides and other harmful substances are removed 

before they are released into the receiving 

environment [27]. 

 

3.3. Example of Australian  

At the facility where 18 million m3 of wastewater is 

recycled annually, tertiary treated wastewater from 

three different wastewater treatment plants is 

processed and recycled. The treated wastewater 

coming to the facility first comes to a balancing tank 

and passes through the mechanical filter. Then UF is 

passed through the membrane and suspended solids, 

bacteria, viruses, and some of the organic matter are 

removed. In the next stage, RO membranes are used, 

and advanced separation is carried out, and the 

purified water is passed through the decarbonator and 

then pH adjusted and given to Penrith tea [28]. 

 

4. Singapore and NEWater Project 

 

One of the countries working in the field of water 

recycling is the NEWater project, which purifies the 

sewage water of Singapore and turns it back into clean 

drinking water. In this system, the waste water 

coming out of the sewage system is purified by 

microfiltration and reverse osmosis methods and 

brought to drinkable quality. This water is then 

transported by the municipalities to the cities of the 

city and to the industries that need clean water at a 

high rate [29]. 

Singapore has been using raw water imported 

from Johor (Malaysia) for many years as its primary 

water source, which meets around 40% of the 

country's water needs (250 Mm3 per year). The 

Singapore government's aim is to minimize the 

amount of water supplied from this source by 2061 

[30]. 

The second water source of the country is the 

rain water, which is formed with approximately 2400 

mm of precipitation per year. For this purpose, some 

major urban planning (reconstruction of parts of the 

city and relocation of houses and industries to 

improve water collection) has been taken, as well as 
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measures such as water tanks built to harvest 

rainwater in a large basin. With the addition of some 

settlements recently, it is aimed to increase the 

amount of water provided from rain water to 150 

Mm3 per year and to collect 90% of the water 

collection area [31]. 

Third water source by desalination of sea 

water. In 2005 and 2013, two purification plants using 

microfiltration and reverse osmosis were built with a 

water production capacity of 50 Mm3 and 115 

Mm3/year, respectively. These plants, which 

consume large amounts of energy in the desalination 

process, are mostly used as backup plants to meet the 

spikes in demand [32]. 

The fourth water source is water called 

NEWater, which consists of water produced by the 

combination of microfiltration, reverse osmosis and 

UV treatment of wastewater. Annual production of 

110 Mm3 NEWater in 2012 met 18% of the total 

water needs, while meeting 32% of industrial and 

commercial needs. 2% of the recovered water is sent 

to rainwater tanks to be treated in drinking water 

standards. Urban wastewater (at a rate of 25 Mm3 per 

year) is reused especially for the petrochemical 

industry on Jurong Island [33]. 

Replacing part of the activated sludge process 

(aeration and post-treatment) and RO pre-treatment 

process (microfiltration or ultrafiltration) in the 

NEWater production process with a membrane 

bioreactor (MBR) will reduce the energy requirement 

of wastewater treatment. Current research on ways to 

improve the wastewater system and sludge digestion 

process are also factors that will help the wastewater 

sector reduce its energy needs [34]. 

Within the scope of the NEWater project, 

water reuse in the country is to meet the water needs 

of the city by re-purifying the wastewater with 

membrane systems and to use it as drinking water in 

the form of bottled water and to reuse the recycled 

wastewater in industrial processes.With the NEWater 

project, which was commissioned in 2003, 

wastewater treatment in effluent quality in 

accordance with EPA and WHO standards can be 

realized at a level that can be used both indirectly and 

for direct use. While the water recovered in indirect 

use can be used as process water in silicon wafer 

production, power generation, petrochemical industry 

and cooling towers, treated water in direct use 

applications is discharged to reservoirs and rainwater 

channels and reaches drinking water treatment plants 

[25].  

Utilizing a traction solution to naturally drive 

the osmotic process in the NEWater project, FO 

(Forward Osmosis) provides substantially lower 

energy consumption and contamination tendency 

compared to RO (Reverse Osmosis); however, the FO 

product is not NEWater, but a diluted extraction 

solution that requires secondary treatment. This 

means that FO and RO may not be mutually exclusive 

and can be combined for energy optimization with RO 

concentrate, which is actually used as a draw solution 

for FO (Figure 4) [11]. 

When using equations, they should be 

numbered sequentially. The equation numbers should 

be enclosed by parentheses and located at the right-

hand side of the page [8].  In addition, equations 

should be prepared with Word or other equation 

editors and should not be in picture format [9], [10]. 

 

 

Figure 4. Integrating FO and RO methods for energy 

optimization. The RO brine would play the role of the 

draw solution in that NEWater production scheme. 

 

The NEWater product meets the drinking 

water standard of both the World Health Organization 

and the US Environmental Protection Agency. The 

Health Effect Testing Program (HETP) has also 

shown no health effects from consuming NEWater. In 

fact, NEWater is cleaner and purer than a raw 

freshwater source (Figure 5) [35]. 

 

 

Figure 5. Organic Substance Comparison, Suspended 

Particle Comparison and Color Comparison. 

 

4.1. NEWater Technology Stage 

 

NEWater production process occurs a few stage. 

Stage 1–The first stage of the NEWater production 

process is known as Microfiltration (MF). In this 

process, the treated used water is passed through 

membranes to filter out and retained on the membrane 

surface suspended solids, colloidal particles, disease- 

causing bacteria, some viruses and protozoan cysts. 
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The filtered water that goes through the membrane 

contains only dissolved salts and organic molecules. 

Stage 2–Reverse Osmosis The second stage of the 

NEWater production process is known as Reverse 

Osmosis (RO). In RO, a semi-permeable membrane 

is used. The semi-permeable membrane has very 

small pores which only allow very small molecules 

like water molecules to pass through. Consequently, 

undesirable contaminants such as bacteria, viruses, 

heavy metals, nitrate, chloride, sulphate, disinfection 

by-products, aromatic hydrocarbons, pesticides etc, 

cannot pass through the membrane. Hence, NEWater 

is RO water and is free from viruses, bacteria and 

contains negligible amount of salts and organic 

matters. Stage 3–UV Disinfection At this stage, the 

water is already of a high grade water quality. The 

third stage of the NEWater production process really 

acts as a further safety back-up to the RO. In this 

stage, ultraviolet or UV disinfection is used to ensure 

that all organisms are inactivated and the purity of the 

product water guaranteed.  

Before Storing NEWater in Water Tanks–

Balance the pH in NEWater With the addition of 

some alkaline chemicals to restore the acid-alkali or 

pH balance, the NEWater is now ready to be piped off 

to its wide range of applications (Figure 6) [36]. 

 

 

Figure 6.  NEWater technology in Singapore 

 

5. Conclusion and Suggestions 

 

Water resources are depleted due to the 

rapidly increasing need for water in the world and the 

unconscious use of water in domestic, industrial and 

agricultural irrigation. It is beneficial in many factors, 

such as increasing the recycling and reuse of 

wastewater, reducing water scarcity and pollution, 

improving soil quality and reducing production costs. 

For this reason, most of the countries take measures 

for water and use the water treated in wastewater 

treatment plants in various areas as drinking water. 

Membrane technology is a system with significant 

potential in wastewater treatment. This technology 

stands out with its advantages over other treatment 

processes, especially in domestic and industrial 

wastewater treatment. Membrane systems are 

systems that can remove organic matter, pathogenic 

microorganisms and nutrients from wastewater with 

high efficiency. The number of treatment systems 

using this technology is increasing. Some of the 

obstacles to the implementation of these systems, 

which are advantageous for the treatment of 

wastewater of small settlements and factories, are the 

cost of membranes and the resulting operational 

pollution problems. 

The use of wastewater as drinking water with 

the NEWater application in Singapore is a very 

important study in terms of preventing a possible 

water shortage in the world in the future. In addition, 

membrane technology will still occupy an important 

position in the future development trend. This article 

has attempted to summarize some membrane-related 

areas such as fouling and module structures, along 

with application examples, advantages and 

disadvantages. We hope this article will be useful in 

providing good information for further research on 

membrane technology applications in wastewater 

treatment. 
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Abstract 

Investigation of various species of lichen as biomonitors of air pollutants deposition 

and evaluation of element pollution were aimed. Maximum accumulation was 

43.9±2.1 mg/kg in X. somloensis. Strontium in lichen species was quite high. 

Percentages of strontium for L. pulmonaria, C. furcata, U. longissima, X. somloensis 

and F. caperata were between 58% and 78% indicating the efficient accumulation of 

strontium. Lichens also accumulated strategically important elements. Maximum 

contamination factors in lichens were for strontium and tantalum. Maximum 

contamination factors of hafnium, niobium, lithium, gallium, and bismuth were for 

L. pulmonaria while maximum contamination factors of strontium, yttrium, 

scandium, and cerium were for X. somloensis. Maximum contamination factor of 

tantalum was for F. caperata. Enrichment factors for L. pulmonaria, C. furcata, and 

F. caperata were higher than 10, only for bismuth while lower than 10 for U. 

longissima. Enrichment factors for X. somloensis were higher than 10. Pollution load 

indexes for L. pulmonaria and U. longissima were higher than 1. The presence of 

strategically important elements in lichens showed that lichen species can be used as 

biomonitors of air pollutants. 
 

 
1. Introduction 

 

Environmental pollution threats the ecosystem and 

health of humans because of toxicity. The major 

factors that contributed to the pollution of the 

environment are anthropogenic activities, 

industrialization, and development [1,2]. 

Nowadays, one of the main leading global 

problems is the presence of various pollutants in 

the environment. They not only affect the health of 

humans but also overshadow the life of other 

creatures [3]. Chemical pollution of the 

environment globally affects ecosystem function, 

services, and biodiversity [4,5].  

 The strategically important elements have 

various usage fields. As a result of the wide usage 

of these elements, they are released into the 
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environment. The strategically important elements 

have pollutant characteristics and strategic 

importance, at the same time. In the present paper 

hafnium (Hf), tantalum (Ta), niobium (Nb), 

strontium (Sr), lithium (Li), bismuth (Bi), cerium 

(Ce), yttrium (Y), gallium (Ga), and scandium (Sc) 

were investigated. Gallium has no known 

biological functions in living [6]. It is extensively 

used in the semiconductor industry. Ga arsenide is 

applied in different electronic components. 

Furthermore, gallium has been extensively used in 

medicine [7] because of its immunomodulating, 

anti-inflammatory, analgesic, and anti-

hypercalcemic activities [6]. Bismuth is a rarely 

heavy metal. It has good chemical stability and 

peculiar physical and chemical properties [8]. The 

development in communication and 
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microelectronics has been reflected in a 

concomitant increase in demand for Ta and Nb [9]. 

Lithium has strategic importance for various 

applications (e.g., lithium-ion batteries for mobile 

devices) [10,11]. Hafnium is a typical reactive 

element. Therefore, there is interest in using 

hafnium in nickel-based alloy systems [12]. Sr is a 

common trace element in the environment. It has 

commercial uses (e.g., glass, ceramics, and ferrite 

magnets). Strontium consumption via various ways 

can have adverse health effects (e.g., osteomalacia 

and abnormal bone development [13]. Yttrium is 

used in magnetic garnets [14]. It has the effect of 

refining grains of Mg alloys, can reduce the amount 

of Ca required in magnesium-based alloys, and 

may improve properties of them as well [15]. The 

high content of yttrium in different products results 

in accumulation in the body through food chain and 

endanger health by inhibiting the growth of pre-

osteoblasts [16,17]. Cerium (Ce) is the most 

abundant rare earth metal found in the earth’s crust 

[18]. Long-term ingestion of rare earth elements 

influences on activities of digestive enzymes 

[19,20]. Cerium minerals have been processed for 

industrial applications [18]. Scandium (Sc) is a 

valuable metal and used in production of high-

strength and lightweight aluminum alloys and solid 

oxide fuel cells [21]. 

 Different papers about the various 

applications of lichens were reported in the 

literature [22-25]. Apart from that papers, there are 

also some ones stating lichens as air pollution 

bioindicator/biomonitor [26-29]. Amount of 

elements accumulated in lichen thallus 

proportionally represents the presence of them in 

the atmosphere. When it comes to epiphytic 

species, thallus acts as a vehicle for transmitting 

particles by direct deposition from the air. 

Therefore, lichen serves as a valid instrument and 

proxy to assess air quality and potential 

contamination sources of elements [29-31]. Their 

prolonged exposure time to environmental factors, 

lack of cuticles or stomata and the absence of 

mechanisms of excretion make lichens behave like 

bioaccumulators of aerosol [29,32]. Lichens can 

accumulate even minor elements to measurable 

concentrations [33]. 

 The aim of the present study is 

determination of accumulation of some 

strategically important elements in various lichens 

(L. pulmonaria, C. furcata, U. longissima, X. 

somloensis and F. caperata). When the literature is 

examined, there are few studies on accumulation of 

strategically important elements in lichens, and 

therefore we focused on the following issues in our 

study; (1) We identified various lichens (L. 

pulmonaria, C. furcata, U. longissima, X. 

somloensis and F. caperata) in Artvin, Murgul 

(Turkey) (2) We determined the strategically 

important elements in lichens (3) We calculated the 

accumulation amounts and percentages of the 

strategic elements in lichen species (4) We 

assessed the element pollution by calculating 

enrichment factors, contamination factors, and 

pollution load indexes.  

 

2. Material and Method 

 

2.1. Sampling and Analysis 

 

Lobaria pulmonaria, Cladonia furcata, Usnea 

longissima, Xanthoparmelia somloensis and 

Flavopormelia caperata lichens investigated were 

collected from Murgul (Artvin, Turkey). The 

identification of lichen species was done by Prof. 

Dr. Ali Aslan. The lichens were dried and 

powdered. Analysis procedures are briefly given: 

samples were cold-leached with HNO3. After 

cooling a modified Aqua Regia solution of equal 

parts concentrated HCl, HNO3 and DI H2O were 

added to sample for leaching in a heating block of 

the hot water bath. Samples were made up to 

volume with dilute HCl before filtered. Samples 

were analyzed by ICP/MS (ICP/MS-Perkin-Elmer 

ELAN 9000) for the evaluation of Hf, Ta, Nb, Li, 

Sr, Bi, Y, Sc, Ce, and Ga.  

 

2.2. Pollution Status 

 
Terrigenous or anthropogenic origin of elements in 

lichen species were evaluated by the calculated 

enrichment factor (EF) [29]. Enrichment factors for 

different lichen species were calculated by: 

 

𝐸𝐹 =
[𝐸𝑙𝑖𝑐ℎ𝑒𝑛/𝐴𝑙𝑙𝑖𝑐ℎ𝑒𝑛]

[𝐸𝑐𝑟𝑢𝑠𝑡/𝐴𝑙𝑐𝑟𝑢𝑠𝑡]
                           (1) 

 

where EF: enrichment factor, Elichen: 

element value in lichen (mg/kg), Allichen: Al value 

in lichen (mg/kg), Ecrust: element value in the 

Earth’s crust (mg/kg) Alcrust: Al value in the Earth’s 

crust (mg/kg).  

Degree of contamination in Artvin 

(Murgul) region were evaluated by the calculated 

contamination factor (CF) [34]. Contamination 

factors were calculated by: 

 

𝐶𝐹 = 𝐶𝑖 𝐶𝑏⁄                            (2) 
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where CF: contamination factor, Ci: 

element value in lichen (mg/kg), Cb: element value 

in control area (mg/kg). In this study, eastern Alps 

and northern Apennines were chosen as control 

[35] (for all elements, except elements Ta and Ga 

which do not exist in their study). Ta and Ga values 

were taken from Markert [36]. 

Pollution load index (PLI) indicating how 

much the sample exceeds metal concentrations of 

natural environments and also giving an indication 

of overall toxicity status for the sample is defined 

as the nth root of multiplication of CFs [37]. PLI 

was calculated by: 

 

𝑃𝐿𝐼 =  (𝐶𝐹1𝑥𝐶𝐹2𝑥𝐶𝐹3𝑥. . . . . . . . . . . . 𝑥𝐶𝐹𝑛)1/n          (3)                                                                                  

 

            where, 𝐶𝐹1 is the CF of the first element, 

𝐶𝐹2 is the CF of the second element value, 𝐶𝐹3 is 

the CF of the third element value, 𝐶𝐹𝑛 is the CF of 

the nth element in the lichens species. 

 
3. Results and Discussion 

 

3.1. Accumulation by Lobaria pulmonaria 

 

Strategically important elements accumulated by 

Lobaria pulmonaria are given in Figure 1. 

 

 
Figure 1. Strategically important elements 

accumulated by Lobaria pulmonaria 

Figure 1(a) shows that the highest element 

concentration was 17±0.8 mg/kg for Sr. In the 

literature, Rivera et al. [38] reported Sr 

concentration as 9 µg/g in lichen Himantormia 

lugubris. In our study, the lowest element 

concentration was 0.006±0.001 mg/kg for Ta. 

Rivera et al. [38] reported Ta concentration as 

0.00275 µg/g in lichen Himantormia lugubris. 

Parviainen et al. [28] reported Sr concentration of 

14 mg/kg in lichens from Spain. Reported highest 

Sr concentration by Kousehlar and Widom [26] 

was 354.67 ppm in the lichens from Middletown, 

southwest Ohio. In our study, Hf, Bi, Nb, Ga, Y, 

Sc, Li, and Ce concentrations in Lobaria 

pulmonaria were 0.031±0.001, 0.04±0.002, 

0.12±0.006, 0.4±0.02, 0.657±0.03, 0.7±0.03, 

0.81±0.04, and 2.2±0.1 mg/kg, respectively. Rivera 

et al. [38] reported Hf and Sc concentrations as 

0.0377 and 0.319 µg/g in lichen Himantormia 

lugubris, respectively. Parviainen et al. [28] 

reported Ce concentration of 3.8 mg/kg in lichens 

from Spain. Reported highest Ce and Ga 

concentration by Kousehlar and Widom [26] was 

150.42 and 9.66 ppm in the lichens from 

Middletown, southwest Ohio, respectively. In our 

study, the strategic elements in Lobaria 

pulmonaria were Sr > Ce > Li > Sc > Y > Ga > Nb 

> Bi > Hf > Ta. 

Considering these values, it can be said that 

the best accumulation by Lobaria pulmonaria is for 

Sr. The distribution percentages of the strategic 

elements accumulated by Lobaria pulmonaria are 

given in Figure 1(b). According to Figure 1(b), the 

highest element value was 77% for Sr, while the 

lowest element value 0.027% for Ta. Also, Bi and 

Hf values in Lobaria pulmonaria were below 1%. 

Y, Sc, Ce, Ga, Nb, and Li values were 3%, 3%, 

10%, 2%, 1%, and 4%, respectively.  

 

3.2. Accumulation by Cladonia furcata 

Strategically important elements accumulated by 

Cladonia furcata are given in Figure 2. 

According to Figure 2(a), the highest 

element concentration was 20±1.0 mg/kg for Sr, 

while the lowest element concentration was 

0.006±0.001 mg/kg for Ta. In the literature, Rivera 

et al. [38] reported Sr and Ta concentrations as 36 

and 0.0115 µg/g in lichen Physconia muscigena. In 

our study, the Hf, Bi, Nb, Ga, Sc, Li, Y, and Ce 

concentrations in Cladonia furcata were 

0.038±0.001, 0.06±0.003, 0.16±0.008, 0.6±0.03, 

1.2±0.06, 1.53±0.07, 1.95±0.09, and 4.6±0.23 

mg/kg respectively. 
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Figure 2. Strategically important elements 

accumulated by Cladonia furcata 

 Rivera et al. [38] reported Hf and Sc 

concentrations as 0.196 and 1.86 µg/g in lichen 

Physconia muscigena. In our study, the strategic 

elements in Cladonia furcata were 

Sr>Ce>Y>Li>Sc>Ga>Nb>Bi>Hf>Ta. It can be 

said that the best accumulation by Cladonia furcata 

is for Sr. The distribution percentages of the 

strategic elements accumulated by Cladonia 

furcata are given in Figure 2(b). According to 

Figure 2(b), the highest element value was 66% for 

Sr, while the lowest element value 0.027% for Ta. 

Also, Bi and Hf values in Cladonia furcata were 

below 1%. Y, Sc, Ce, Ga, Nb, and Li values were 

7%, 4%, 15%, 2%, 1%, and 5%, respectively. 

 

3.3. Accumulation by Usnea longissima 
 

Strategically important elements accumulated by 

Usnea longissima are given in Figure 3. 

 According to Figure 3(a), the highest 

element concentration was 26.8±1.3 mg/kg for Sr, 

while the lowest element concentration was 

0.006±0.001 mg/kg for Ta. In the literature, Rivera 

et al. [38] reported Sr and Ta concentrations 

between 17 and 63 µg/g and between <0.002 and 

0.0044 µg/g in lichen Usnea antarctica, 

respectively. Furthermore, the highest Sr and Ta 

concentrations in Usnea aurantiacoatra were 

reported as 51 and 0.0031 µg/g, respectively. 

 
Figure 3. Strategically important elements 

accumulated by Usnea longissima 

 
In the present study, Bi, Hf, Nb, Ga,  Li, Sc, Y, and 

Ce concentrations in Usnea longissima were 

0.02±0.001, 0.021±0.001, 0.04±0.002, 0.2±0.01, 

0.4±0.02, 0.7±0.03, 0.757±0.03, and 2.0±0.1 

mg/kg respectively. In the literature, Rivera et al. 

[38] reported Hf and Sc concentrations between 

0.0088 and 0.0447 µg/g and between 0.158 and 

1.051 µg/g in lichen Usnea antarctica, 

respectively. Furthermore, the highest Hf and Sc 

concentrations in Usnea aurantiacoatra were 

reported as 0.0278 µg/g and 0.576 µg/g, 

respectively. In the present study, the strategic 

elements in Usnea longissima were 

Sr>Ce>Y>Sc>Li>Ga>Nb>Hf>Bi>Ta. It can be 

said that the best accumulation by Usnea 

longissima is for Sr. The distribution percentages 

of the strategic elements accumulated by Usnea 

longissima are given in Figure 3(b). According to 

Figure 3(b), the highest element value was 87% for 

Sr, while the lowest element value 0.027% for Ta. 

Also, Bi, Nb, and Hf values in Usnea longissima 

were below 1%. Y, Sc, Ce, Ga, and Li values were 

2%, 2%, 7%, 1%, and 1%, respectively. 

 

3.4. Accumulation by Xanthoparmelia 

somloensis   

 
Strategically important elements accumulated by 

Xanthoparmelia somloensis are given in Figure 4. 
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Figure 4. Strategically important elements 

accumulated by Xanthoparmelia somloensis 

According to Figure 4(a), the highest 

element concentration was 43.9±2.1 mg/kg for 

strontium, while the lowest element concentration 

was 0.002±0.001 mg/kg for Ta. In the literature, 

Rivera et al. [38] reported Sr and Ta concentrations 

as 304 and 0.0655 µg/g in lichen Rhizoplaca 

aspidophora, respectively. In our study, the 

bismuth, hafnium, niobium, gallium, scandium, 

lithium, yttrium, and cesium concentrations in 

Xanthoparmelia somloensis were 0.08±0.004, 

0.126±0.006, 0.43±0.02, 2.7±0.13, 3.5±0.17, 

3.7±0.18, 5.457±0.27, and 15.6±0.7 mg/kg 

respectively. Rivera et al. [38] reported Hf and Sc 

as 0.933 and 14 µg/g in lichen Rhizoplaca 

aspidophora, respectively. In our study, the 

strategic elements in Xanthoparmelia somloensis 

were Sr>Ce>Y>Li>Sc>Ga>Nb>Hf>Bi>Ta. It can 

be said that the best accumulation by 

Xanthoparmelia somloensis is for Sr. The 

distribution percentages of the strategic elements 

accumulated by Xanthoparmelia somloensis are 

given in Figure 4(b). According to Figure 4(b), the 

highest element value was 58% for Sr, while the 

lowest element value 0.0026% for Ta. Also, Bi and 

Nb values in Xanthoparmelia somloensis were 

below 1%. Y, Sc, Ce, Ga, and Li values were 7%, 

5%, 21%, 4%, and 5%, respectively. 

 
3.5. Accumulation by Flavopormelia caperata 

 

Strategically important elements accumulated by 

Flavopormelia caperata were given in Figure 5. 

 

 

 
Figure 5. Strategically important elements 

accumulated by Flavopormelia caperata 

According to Fig. 5(a), the highest element 

concentration was 34.8±1.7 mg/kg for Sr, while the 

lowest element concentration was 0.004±0.002 

mg/kg for Ta. In the literature, Rivera et al. [38] 

reported Sr and Ta concentrations as 57 and 0.0157 

µg/g in lichen Sphaerophorus globosus, 

respectively. In our study, the Hf, Bi, Nb, Ga, Sc, 

Li, Y, and Ce concentrations in Flavopormelia 

caperata were 0.045±0.002, 0.08±0.004, 0.2±0.01, 

0.9±0.04, 1.2±0.06, 1.44±0.07, 1.595±0.08, and 

4.5±0.22 mg/kg respectively. Rivera et al. [38] 

reported Hf and Sc concentrations as 0.209 and 

1.64 µg/g in lichen Sphaerophorus globosus, 

respectively. In our study, the strategic elements in 

Flavopormelia caperata were 

Sr>Ce>Y>Li>Sc>Ga>Nb>Bi>Hf>Ta. It can be 

said that the best accumulation by Flavopormelia 

caperata is for Sr. The distribution percentages of 

the strategic elements accumulated by 

Flavopormelia caperata are given in Fig. 5(b). The 

highest element value was 78% for Sr, while the 

lowest element value was 0.0089% for Ta. Also, Bi 

and Nb values in Flavopormelia caperata were 

below 1%. Y, Sc, Ce, Ga, and Li values were 4%, 

3%, 10%, 2%, and 3%, respectively. 

 The highest Hf concentration was 

0.126±0.006 mg/kg for Xanthoparmelia 
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somloensis, while the lowest Hf concentration was 

0.021±0.001 mg/kg for Usnea longissima. The Hf 

concentrations for L. pulmonaria, C. furcata, and 

F. caperata were 0.031±0.001, 0.038±0.001, and 

0.1±0.005 mg/kg, respectively. The Hf values of 

lichen species were Xanthoparmelia somloensis > 

Flavopormelia caperata > Cladonia furcata > 

Lobaria pulmonaria > Usnea longissima. It was 

determined that Hf, one of the strategic elements, 

was well accumulated by Xanthoparmelia 

somloensis. The highest Ta concentration was 

0.006±0.001 mg/kg for L.pulmonaria, C.furcata, 

and U.longissima while the lowest Ta 

concentration was 0.002±0.001 mg/kg for 

Xanthoparmelia somloensis. Ta values of lichens 

were L.pulmonaria = C.furcata = U.longissima > 

F.caperata > X.somloensis. The best Ta 

accumulation was determined for L.pulmonaria, 

C.furcata, and U.longissima. The highest Nb value 

was 0.43±0.02 mg/kg for Xanthoparmelia 

somloensis, while the lowest Nb value was 

0.04±0.002 mg/kg for Usnea longissima. The Nb 

concentrations for L.pulmonaria, C.furcata, and 

U.longissima were 0.12±0.006, 0.16±0.008 and 

0.20±0.01 mg/kg, respectively. The niobium 

values of lichen species were Xanthoparmelia 

somloensis > Flavopormelia caperata > Cladonia 

furcata > Lobaria pulmonaria > Usnea 

longissima. The best Nb accumulation was 

determined for Xanthoparmelia somloensis. The 

highest Li concentration was 3.7±0.18 mg/kg for 

Xanthoparmelia somloensis, while the lowest Li 

concentration was 0.4±0.02 mg/kg for Usnea 

longissima. The Li concentrations for 

L.pulmonaria, C.furcata, and U.longissima were 

0.81±0.04, 1.53±0.07, and 1.44±0.07 mg/kg, 

respectively. The Li values of lichen species were 

Xanthoparmelia somloensis > Cladonia furcata > 

Flavopormelia caperata > Lobaria pulmonaria > 

Usnea longissima. The best Li accumulation was 

determined for Xanthoparmelia somloensis. The 

highest Sr concentration was 43.9±2.1 mg/kg for 

X.somloensis, while the lowest Sr concentration 

was 17±0.8 mg/kg for Lobaria pulmonaria. The Sr 

concentrations for Cladonia furcata, Usnea 

longissima, and Flavopormelia caperata were 

20±1.0, 26.8±1.3, and 34.8±1.7 mg/kg, 

respectively. The Sr values of lichen species were 

Xanthoparmelia somloensis > Flavopormelia 

caperata > Usnea longissima > Cladonia furcata 

> Lobaria pulmonaria.  The best Sr accumulation 

was determined as Xanthoparmelia somloensis. 

The highest Bi concentration was 0.08±0.004 

mg/kg for, Xanthoparmelia somloensis and 

Flavopormelia caperata, while the lowest Bi 

concentration was 0.02±0.001 mg/kg for Usnea 

longissima. The Bi concentrations for Lobaria 

pulmonaria and Cladonia furcata were 0.04±0.002 

and 0.06±0.003 mg/kg, respectively. The Bi values 

of lichen species were Xanthoparmelia somloensis 

= Flavopormelia caperata > Cladonia furcata > 

Lobaria pulmonaria > Usnea longissima. The best 

Bi accumulation was determined as 

Xanthoparmelia somloensis and Flavopormelia 

caperata. The highest Y concentration was 

5.457±0.27 mg/kg for Xanthoparmelia somloensis, 

while the lowest Y concentration was 0.657±0.03 

mg/kg for Lobaria pulmonaria. The Y 

concentrations for C.furcata, U.longissima, and 

F.caperata were 1.95±0.09, 0.757±0.03, and 

1.595±0.08 mg/kg, respectively. The Y values of 

lichen species were Xanthoparmelia somloensis > 

Cladonia furcata > Flavopormelia caperata > 

Usnea longissima > Lobaria pulmonaria. The best 

Y accumulation was determined as 

Xanthoparmelia somloensis.  The highest Sc 

concentration was 3.5±0.17 mg/kg for 

Xanthoparmelia somloensis, while the lowest Sc 

concentration was 0.4±0.02 mg/kg for 

L.pulmonaria and U.longissima. The Sc 

concentrations for C.furcata and F.caperata were 

1.2±0.06. The Sc values of lichen species were 

Xanthoparmelia somloensis > Cladonia furcata = 

Flavopormelia caperata > Usnea longissima = 

Lobaria pulmonaria. The best Sc accumulation 

was determined for Xanthoparmelia somloensis. 

The highest Ce concentration was 15.6±0.7 mg/kg 

for Xanthoparmelia somloensis, while the lowest 

Ce concentration was 2.0±0.1 mg/kg for Usnea 

longissima. The Ce concentrations for 

L.pulmonaria, C.furcata, and F.caperata were 

2.2±0.1, 4.6±0.23, and 4.5±0.22 mg/kg, 

respectively. The Ce values of lichen species were 

Xanthoparmelia somloensis > Cladonia furcata > 

Flavopormelia caperata > Lobaria pulmonaria > 

Usnea longissima. The best Ce accumulation was 

determined as Xanthoparmelia somloensis. The 

highest Ga concentration was 2.71±0.13 mg/kg for 

Xanthoparmelia somloensis, while the lowest Ga 

concentration was 0.2±0.01 mg/kg for Usnea 

longissima. The Ga concentrations for 

L.pulmonaria, C.furcata, and F.caperata were 

0.4±0.02, 0.6±0.03, and 0.9±0.04 mg/kg, 

respectively. The Ga values of lichen species were 

Xanthoparmelia somloensis > Cladonia furcata > 

Flavopormelia caperata > Lobaria pulmonaria > 

Usnea longissima. The best Ga accumulation was 

determined for Xanthoparmelia somloensis. 
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3.7. Assessment of pollution status 

 

In this study, after the accumulation values of 

strategically important elements in different 

lichens were determined, pollution status values 

were calculated. In this context, the enrichment 

factors are given in Table 1. 

 

 
Table 1. Enrichment factors calculated for different lichen species 

 

Lichens     Value      

Lobaria pulmonaria 0.27 0.30 0.50 2.04 2.44 15.83 1.50 2.59 1.73 1.18 

Cladonia furcata 0.33 0.30 0.67 3.84 2.87 23.74 4.45 4.43 3.61 1.77 

Usnea longissima 0.18 0.30 0.17 1.01 3.85 7.91 1.73 2.59 1.57 0.59 

Xanthoparmelia somloensis 1.09 0.10 1.80 9.30 6.30 31.65 12.46 12.93 12.25 7.98 

Flavopormelia caperata 0.39 0.20 0.84 3.62 5.00 31.65 3.64 4.43 3.53 2.66 

 

When Table 1 was examined, the highest EF value 

in Lobaria pulmonaria was 15.83 for Bi, while the 

lowest was 0.27 for Hf. Maximum EF value in 

Cladonia furcata was 23.74 for Bi, while the 

lowest was 0.30 for Ta. Maximum EF value in 

Usnea longissima was 7.91 for Bi, while the lowest 

value was 0.17 for Nb. Maximum EF value in 

Xanthoparmelia somloensis was 31.65 for Bi, 

while the lowest value was 0.10 for Ta. The highest 

EF value in Flavopormelia caperata was 31.65 for 

Bi, while the lowest value was 0.20 for Ta. 

Enrichment factors lower than 10 are considered as 

terrigenous and enrichment factors higher than 10 

are considered to be impacted by anthropogenic 

activities [29]. According to Table 1, enrichment 

factors for L.pulmonaria, C.furcata, and 

F.caperata were higher than 10, only for Bi. 

Enrichment factors for U.longissima were lower 

than 10. Enrichment factors for X.somloensis were 

higher than 10 (Bi:31.65, Y:12.46, Sc:12.93, and 

Ce:12.25).  

 The contamination factors are given in 

Figure 6. 

 

 
Figure 6. The contamination factors 

 

 There are six categories corresponding to 

CF values [39]: Category 1 (C1) contamination factor 

< 1 no contamination; Category 2 (C2) 1 < 

contamination factor < 2 suspected contamination; 

Category 3 (C3) 2 < contamination factor < 3.5 slight 

contamination; Category 4 (C4) 3.5 < contamination 

factor < 8 moderate contamination; Category 5 (C5)  

8 < contamination factor < 27 severe contamination; 

Category 6 (C6) contamination factor > 27 extreme 

contamination. The highest CF value was determined 

for Ta (C4) in Lobaria pulmonaria while Nb (C4), Ga 

(C4), and Li (C4) followed it. These results indicated 

moderate contamination. The elements that indicated 

slight contamination were Ce (C3) and Sc (C3) while 

Y (C2), Bi (C2), and Sr (C2) indicated suspected 

contamination. Hf (C1) indicated no contamination. 

Lichen species           

Lobaria pulmonaria 0.86 6.00 4.62 3.77 1.22 1.25 1.81 2.16 3.28 4.00 

Cladonia furcata 0.04 0.00 0.03 0.41 16.35 0.05 1.08 0.56 1.40 0.15 

Usnea longissima 0.48 6.00 1.15 0.98 1.64 0.42 0.70 1.26 1.43 1.33 

Xanthoparmelia somloensis 0.26 0.00 0.37 3.76 26.79 0.19 7.77 2.78 10.93 2.03 

Flavopormelia caperata 0.17 12.00 0.54 0.38 1.30 0.42 0.21 0.43 0.41 0.44 

           

  Value  Category  Value  Category  Value  Category  

  Cf<1.0 C1  1.0-2.0 C2  2.0-3.5 C3  

  3.5-8.0 C4  8.0-27.0 C5  >27.0 C6  
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CFs were calculated at the C4 category for three 

elements, C3 category for two elements,   C2 category 

for three elements, and C1 category for one element. 

The highest CF value was determined for Sr (C5) in 

Cladonia furcata indicating severe contamination. As 

a result, it can be said that the source of Sr in the 

lichen Cladonia furcata is probably anthropogenic 

emissions. Ce and Y were at C2 category indicating 

suspected contamination. Sc (C1), Li (C1), Ga (C1), 

Bi (C1), Hf (C1), Nb (C1), and Ta (C1) indicated no 

contamination. CFs were calculated at the C1 

category for seven elements, C2 category for two 

elements, and C5 category for one element. Most of 

the CFs were classified as C1.  The highest CF value 

was determined for Ta (C4) in Usnea longissima 

indicating moderate contamination. Sr, Ce, Ga, Sc 

and Nb were at C2 category indicating suspected 

contamination. Li (C1), Y (C1), Hf (C1), and Bi (C1) 

indicated no contamination. CFs were calculated at 

the C1 category for four elements, C2 category for 

five elements, and C4 category for one element. The 

highest CF value was determined for Sr (C5) in 

Xanthoparmelia somloensis and Ce (C5) followed it. 

These results indicated severe contamination. Y and 

Li were at C4 category indicating moderate 

contamination. Sc and Ga were at C3 category 

indicating slight contamination. Nb (C1), Hf (C1), Bi 

(C1), and Ta (C1) indicated no contamination. CFs 

were calculated at the C5, C4, and C3 categories for 

two elements, C1 category for one element. As a 

result, it can be said that the source of Sr and Ce in the 

lichen Xanthoparmelia somloensis is probably 

anthropogenic emissions. The highest CF value was 

determined for Ta (C5) in Flavopormelia caperata 

indicating severe contamination. As a result, it can be 

said that the source of Ta in the lichen Flavopormelia 

caperata is probably anthropogenic emissions. Sr was 

at C2 category indicating suspected contamination. 

Nb (C1), Ga (C1), Sc (C1), Bi (C1), Ce (C1), Li (C1), 

Y (C1), and Hf (C1) indicated no contamination. CFs 

were calculated at the C1 category for eight elements, 

C5 and C2 category for one element. Most of the CFs 

were classified as C1.    

 As a result, the highest contamination 

factors in lichens investigated were determined for 

strontium and tantalum. Biological behaviours of Sr 

resemble those of calcium because of chemical 

similarity of them. The close relationship between 

calcium and strontium has been proven in studies with 

various plant systems, algae and yeasts. It has been 

shown that strontium may substitute for calcium in 

binding processes at biological cell surfaces as well as 

in active uptake via divalent cation transport systems 

[40]. Therefore, it is not surprising the high value of 

Sr in lichen species. Near to the studied region, the 

copper flotation wastes from a mine are stored in the 

empty pit mine, the ore of which is finished. It is 

known that high concentrations of strontium are 

detected in drinking water in the area close to where 

these wastes are stored. Strontium is probably 

dispersed by atmospheric transport to near region of 

these flotation waste deposits and is subsequently 

deposited in lichens. The transportation and 

redeposition on Earth by dry or wet deposition of Sr 

released into the air from various activities is reported 

by WHO [41]. Main sources of Ta in the environment 

are geologic, mostly as a result of rock weathering, 

but a potential anthropogenic source of it is from coal 

combustion [42,43]. As a result of combustion of coal 

may caused high Ta in lichens investigated. 

Maximum contamination factors of Hf, Nb, Li, Ga, 

and Bi were for L. pulmonaria and maximum 

contamination factors of Sr, Y, Sc, and Ce were 

calculated for X.somloensis. Additionally, maximum 

contamination factor of Ta was calculated for 

F.caperata. 

 In this study, pollution load index (PLI) 

values were calculated within the scope of this study. 

PLI lower than 1 indicates that elemental load is near 

the background level, and higher than 1 indicates the 

extent of pollution. PLI indicates how much a sample 

exceeds the metal concentrations of natural 

environments and give an indication of the overall 

toxicity status for a sample [37]. According to 

obtained data, PLI values for L.pulmonaria and 

U.longissima were higher than 1. PLIs for Lobaria 

pulmonaria and Usnea longissima were 2.43 and 

1.14, respectively. PLI values for C.furcata, 

X.somloensis, and F.caperata were 0.19, 0.89, and 

0.57, respectively. 

 

4. Conclusion and Suggestions 

 

In this study, we identified L.pulmonaria, C.furcata, 

U.longissima, X.somloensis, and F.caperata lichens. 

The highest strategically important element 

accumulated by Lobaria pulmonaria (17±0.8 mg/kg), 

Cladonia furcata (20±1.0 mg/kg), Usnea longissima 

(26.8±1.3 mg/kg), Xanthoparmelia somloensis 

(43.9±2.1 mg/kg), and Flavopormelia caperata 

(34.8±1.7 mg/kg) was determined as Sr. The best Sr 

accumulation was by Xanthoparmelia somloensis. 

Among the strategically important elements 

accumulated by lichens, the highest Sr percentage 

was found to be 78% in Flavopormelia caperata. The 

lowest strategic element accumulated by lichen 

species was determined as Ta. The lowest Ta 
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accumulation was determined as 0.002±0.001 mg/kg 

for Xanthoparmelia somloensis. Maximum CF values 

were for Sr and Ta. Maximum CF values of Hf, Nb, 

Li, Ga, and Bi were for L. pulmonaria and maximum 

CF values of Sr, Y, Sc, and Ce were for X. somloensis. 

The maximum CF value of Ta was for F. caperata. In 

general, EF values were higher than 10. The PLIs for 

L. pulmonaria and U. longissima were greater than 1. 

As a result, lichens can be used as biomonitors of air 

pollutants. 
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Abstract 
The objective of our study was to investigate how 6 plant extracts derived from three 

plant species exhibit antimicrobial characteristics. The extraction process was 

conducted using methanol and employed both maceration and soxalet extraction 

methods. The liquid microdilution method was utilized to assess the ability of Black 

Cumin (Nigella sativa), Cumin (Cuminum cuminum), and Anise (Pimpinella anisum) 

cultivated in Kırıkkale province to combat Staphylococcus aureus (ATCC 25923) 

and Escherichia coli (ATCC 25922). All of the extracts of Nigellla sativa (black 

cumin), Cuminum cuminum (Cuminum) and Pimpinella anisum (Anise) prepared by 

the maceration and soxalet extraction method showed antibacterial effects against 

both bacteria (inhibitory and bactericidal). it was determined that the antibacterial 

effect of the extracts obtained by the maceration method was higher than the extracts 

obtained by the soxalet extraction method. 

 
 

 
1. Introduction 

 
Herbal medicines have been employed for ages to 

treat different diseases. The practice of using plant 

extracts as medicine saw an increase in popularity 

during the late 1990s. Medicinal plants are important 

in the search for new drugs, especially in nations that 

are still developing [1]. There have been numerous 

efforts to discover new antimicrobial compounds 

from natural sources.As of recent, the issue of 

antibiotic-resistant organisms resulting from 

ineffective chemotherapy has become more 

prevalent. Stopping the spread of these organisms and 

enhancing treatment approaches is of utmost 

importance [2].  The search for more effective drugs 

and new targets for drug development is becoming 

increasingly imperative. Although there has been 

advancement in drug discovery through chemical 
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means such as molecular modeling, computational 

chemistry, and green synthesis, natural products have 

demonstrated the value of medicinal plants in terms 

of their potential to be used for human medicine 

[3]. A number of recent studies have shown that 

medicinal plants exhibit various pharmacological and 

biological properties [4]. Cultivation of medicinal and 

aromatic plants is a new alternative for producers in 

Kırıkkale Province. According to literature, three 

commonly grown plants in Kırıkkale province, 

namely Black Cumin (Nigella sativa), Cuminum 

(Cuminum cuminum), and Anise (Pimpinella 

anisum), have significant medicinal properties and 

have been traditionally used to treat various ailments 

throughout history [5-7].  The soil structure and 

climate of Kırıkkale province are very suitable for the 

continuous cultivation of these plants. These plants 

are used in traditional therapy, especially in liver 
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diseases, digestive system diseases such as diarrhea, 

as an appetite enhancer, analgesic and antibacterial. 

This research aimed to investigate the antimicrobial 

properties of plant samples in Kırıkkale region of 

Turkey, such as Nigella sativa (black cumin), 

Cuminum cuminum (cumin), and Pimpinella anisum 

(anise), taking into account the geographical 

conditions of the region. 

 

2. Material and Method 

 

2.1. Plant Examples 

 

Nigellla sativa (black cumin), Cuminum cuminum 

(cumin) and Pimpinella anisum (anise) plants grown 

in Keskin, Karakeçili and Delice districts of Kırıkkale 

province, respectively, were obtained from Kırıkkale 

Provincial Directorate of Food, Agriculture and 

Livestock. It was used in the study aftır species 

identification was made in Ankara University Faculty 

of Agriculture. The plants were cleansed using 

deionized water to get rid of any contaminants or dust 

and then air-dried in a shaded area at room 

temperature. The seeds, which are the most used part 

of the dried plants for consumption, were sieved aftır 

grinding with a grinding device and the powders with 

a particle size of 0.50–1.00 mm was used to obtain the 

plant extract. 

 

2.2. Preparation of Plant Extracts 

Plant extracts were obtained by using methanol as a 

solvent from seeds that were powdered by maceration 

method. For this purpose, 30 g of plant samples were 

weighed and 100 mL of methanol solvent was added 

and kept in a magnetic stirrer at a temperature suitable 

for the boiling point of the solvent for 24 hours. Plant 

extracts were obtained aftır filtration. In the soxalet 

extraction method, 30 g of the plant samples were 

weighed and 100 mL of solvent was added and they 

were kept in a soxalet device at a temperature suitable 

for the boiling point of the solvent. Plant extracts were 

obtained aftır filtration. Dry plant extracts were 

dissolved with 10% dimethylsulfoxide (DMSO) and 

sterilized with membrane filters (0.45 μm) and used 

for antimicrobial activity studies. 

 

2.3. Evaluation of Antibacterial Activity 

This study aimed to investigate the antibacterial 

activity of methanolic extracts obtained from the 

seeds of Nigella sativa (Black cumin), Cuminum 

cuminum (Cumin), and Pimpinella anisum (Anise) 

using the liquid microdilution approach [8-9]. 100 mg 

of each extract was weighed and dissolved in 1000 μL 

of 10% dimethylsulfoxide (DMSO) in an Eppendorf 

tube. Nutrient broth was used to culture 

Staphylococcus aureus (ATCC 25923) and 

Escherichia coli (ATCC 25922) for a period of 24 

hours at 37°C, then transferred to nutrient agar and 

incubated for another 24 hours. The liquid 

microdilution test was performed by adding 100 μL 

of Tryptic soy broth to each of the 96 wells on a 

microplate, followed by 100 μL of the plant extract. 

The extract concentrations were serially diluted twice 

to produce a range of values between 5 mg mL-1 and 

0.0098 mg mL-1.The study involved the addition of 5 

µL of bacterial suspensions to each well, which 

resulted in a final concentration of 5x105 cfu mL-1. To 

monitor the growth of bacteria, a well without any 

plant extract was designated as a positive control, and 

a separate well that only contained plant extract was 

used as a negative control to evaluate the impact of 

the plant extract by itself.In this study, the procedure 

was repeated 4 times for all samples. The microplates 

were kept in an incubator for a period of 24 hours, the 

temperature was maintained at 37°C. To identify the 

minimum inhibitory concentration, the quantity of 

plant extract that could prevent bacterial growth after 

the incubation period was determined, and the 

smallest amount was selected (MIC). A 10 μL sample 

was taken from the wells with MIC values and 

concentrations above it, and then inoculated into a 

blood medium. The inoculated blood medium was 

incubated at 37°C for another 24 hours. The quantity 

of bacterial colonies was assessed by counting 

them upon the completion of the incubation 

period, and the minimum bactericidal 
concentration (MBC) was determined, which refers to 

the concentration that can kill 99.9% of the first living 

bacteria. 

 
3. Results and Discussion 

 
The efficacy of antibacterial agents derived from 

Nigella sativa (Black cumin), Cuminum cuminum 

(Cumin), and Pimpinella anisum (Anise) seed 

extracts prepared using methanol by the maceration 

and Soxalet techniques were evaluated for their 

effectiveness against both gram-positive bacteria, 

such as Staphylococcus aureus, and gram-negative 

bacteria, including Escherichia coli. The broth 

microdilution technique was used to determine the 

ability of the antibacterial agents to destroy the 

bacteria cells.
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Tablo 1. MIC and MBC values of Nigellla sativa (black cumin), Cuminum cuminum (Cuminum) and 

Pimpinella anisum (Anise) seed extracts prepared in methanol by maceration and soxalet extraction method 
 

 

 

Bacteria 

 

 

Extraction Plants 

Maceration Soxhlet 
MIC 

(mg/m L-1) 

MBC 

(mg/m L-1) 

MIC 

(mg/m L-1) 

MBC 

(mg/m L-1) 

Staphylococcus aureus  Nigellla sativa 0.0625 0.0625 0.125 0.25 

Cuminum cuminum 0.125 0.5 0.25 0.5 

Pimpinella anisum L. 0.0625 0.125 0.0625 0.125 

Escherichia coli Nigellla sativa 0.0625 0.0625 0,125 0.25 

Cuminum cuminum 0.125 0.25 0.5 0.5 

Pimpinella anisum L. 0.125 0.25 0.125 0.5 

 

MIC and MBC values of Nigellla sativa (Black 

cumin), Cuminum cuminum (Cuminum) and 

Pimpinella anisum (Anise) seed extracts prepared 

in methanol by maceration and Soxalet method are 

given in Table 1. All of the seed extracts of Nigellla 

sativa (black cumin), Cuminum cuminum 

(Cuminum) and Pimpinella anisum (Anise) 

prepared by the maceration and soxalet extraction 

method exhibited an ability to counter the growth 

of both kinds of bacteria. (preventive and killing). 

In our study, when the antimicrobial effect was 

compared between plant species, it was determined 

that the maceration extract of Nigella sativa, which 

inhibited the microbial activity the most and 

stopped the microbial activity against 

Staphylococcus aureus and E. coli bacteria. 

Pimpinella anisum (Anise) prepared in methanol 

by the maceration and soxalet extraction method 

showed more antibacterial effects against 

Staphylococcus aureus than E. coli. In addition, it 

was determined that the antibacterial effect of the 

extracts obtained by the maceration method was 

higher than the extracts obtained by the soxalet 

extraction method. 

In research on the make-up of plants, the crucial 

active elements found in Nigella sativa are 

composed of thymoquinone, thymohydroquinone, 

dithymoquinone, p-cymene, carvacrol, 4-terpineol, 

t-anethole, sesquiterpene, longifolene, α-pinene, 

and thymol [10]; The most important active 

components of Cuminum cuminum are alkaloid, 

anthraquinone, coumarin, flavonoid, glycoside, 

protein, resin, saponin, tannin and steroid [11]; The 

most important active components of Pimpinella 

anisum are stated as trans-anetole, estragole, γ-

hymachalen, para-anisaldehyde and methyl cavicol 

[12]. Previous studies have demonstrated that these 

substances possess antibacterial effects due to the 

active components in the plants causing damage to 

the cell wall and leading to cell death [13]. 

4. Conclusion and Suggestions  

This study has an important meaning for the 

treatment of infections by compare the antibacterial 

properties of Nigellla sativa (black cumin), 

Cuminum cuminum (Cuminum) and Pimpinella 

anisum (Anise) seed extracts prepared in methanol 

by maceration and soxalet extraction method. All 

of the seed extracts have a broad spectrum of in 

vitro activity against S. aureus and E. coli. 

Determined antimicrobial activity of plant extracts 

prepared using different methods and different 

solvents; suggested that these plants grown in our 

country may be a source for newly synthesized 

chemotherapeutics. 
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Abstract 

In this study, the changes in the internal structure and mechanical properties of laser-

welded Ti6Al4V material after the heat treatment process were experimentally 

investigated. The transformation temperatures of the α and β phase structures of the 

Ti6Al4V material influenced the heat treatment temperatures. Optical microscopes, 

XRD, and SEM experiments were performed to detect the microstructural change. 

Tensile and hardness tests were also carried out to determine the change in 

mechanical values. The experimental study determined that the mechanical values of 

laser-welded Ti6Al4V material improved after the heat treatment process. It was 

determined that ductility and strength increased significantly at heat treatment 

temperatures above the β phase temperature value. It was observed that the 

Widmanstatten morphology visible in the weld area increased the hardness. 
 

 
1. Introduction 

 

Titanium alloys are widely preferred in chemistry, 

aerospace, medicine, and other industries. This 

situation is due to the high resistance of titanium 

material to corrosion, high fracture toughness, low 

density, and high strength/weight ratio [1]. One of the 

most widely preferred titanium alloys is Ti6Al4V. 

Ti6Al4V has α and β phases in its structure. These 

phases are one of the main factors in the change of 

microstructure and mechanical properties [2]-[4]. 

Laser welding is superior to other welding 

techniques with its high welding speed, narrow weld 

seam, low heat input, small heat-affected zone, 

automation compatibility, successful welding of 

different materials, and joining of different 

thicknesses [5]. Kashaev et al. took the material 

Ti6Al4V and fused it with Nd: YAG laser beam 

welding at the T weld position. At the end of the 

study, they obtained similar results with the base 

material in terms of elongation and tensile strength 

[6]. Xu et al. detected a high amount of α' phase in 

laser-welded Ti6Al4V material due to the sudden 

                                                           

* Corresponding author: kadir.aydin@dpu.edu.tr             Received: 14.02.2023, Accepted: 01.06.2023 

cooling in the weld zone. In addition, they reported 

that dislocation clusters caused plastic deformation in 

the weld area [7]. Akman et al. reported that 

penetration decreases with increasing welding speed, 

and welding power is proportional to penetration [8]. 

In another study, Keskin determined that laser 

welding is efficient in titanium alloys and that the 

welded samples break from the base material in 

tensile tests [9]. Köse and Karaca applied heat 

treatment to Ti6Al4V material before and after 

welding. When the results were examined, it was 

determined that the ductility and toughness values of 

the aged samples increased, and the hardness and 

tensile strength of the unaged samples increased [10]. 

Köse and Karaca reported in another study that 

different heat inputs are also effective in changing the 

structure of the welded material. According to the 

material's microstructure joined with low heat input, 

it was determined that grain coarsening of the material 

joined with high heat input occurred in the weld 

metal, and the volumetric ratio of the primary α phase 

in the weld metal increased. It has been reported that 

the weld metal microstructure of the material, 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1251165
https://orcid.org/0000-0001-5701-8058
https://orcid.org/0000-0002-0196-9820
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combined with low heat input, consists of basket 

weave or acicular α' and primary β phases at the grain 

boundaries [11]. 

Heat treatment after laser welding is preferred 

to improve the material's mechanical properties. 

However, when the literature is examined, no study 

has been found on how the heat treatment performed 

at the transformation temperatures of the α and β 

phases in the Ti6Al4V structure affects the 

mechanical properties of the welded joint. This study 

applied heat treatment to the laser-welded Ti6Al4V 

part at the transformation temperatures of the α and β 

phases in its structure. The effects of this on the 

microstructure evolution and mechanical properties 

are discussed. It is the part that gives the purpose of 

the study and its place among the previous studies. 

The aim of this study should be clearly stated in the 

last paragraph of the introduction. 

 

2. Material and Method 

 

Butt welding was performed with the help of a laser 

welding machine, the IPG YLR-6000 laser welding 

machine. The laser power is 3000 watts, the welding 

speed is 2000 mm/sec, and the protective argon gas 

amount is 30 lt/min. In order to determine the 

optimum parameters in the laser welding process, 

experiments were carried out with different 

parameters, and smooth weld seams and good 

penetration were observed in the welding process 

with the above parameters. The chemical composition 

of the Ti6Al4V material is given in Table 1. The 

welding area is protected against oxidation with argon 

gas in the laser welding process. After laser welding, 

the test pieces were taken to the heat treatment 

process. The classification of test pieces is given in 

Table 2.   

 

1) Heat treatment at 800 °C, below the α 

transformation (Tα) temperature of 880 °C; 

 

2) Heat treatment at 950 °C, between Tα and Tβ (β 

conversion temperature 990 °C); 

 

3) Heat treatment at 1080 °C on Tβ. 

 

 
Figure 1. Heat treatment of laser welded Ti6Al4V 

materials. 

 

Hardness, tensile and optical microscopy, 

SEM, and XRD tests were applied to the test 

specimens. Microhardness test was performed under 

300 g load and 15 seconds load application 

parameters. The tensile test was performed in the 

form of uniaxial tension at room temperature and 0.5 

mm/min speed in accordance with the ASTM 

E8/E8M-15a standard. Molded parts for the 

metallography experiment were sanded in the range 

of 200-2500 mesh, respectively. Then the pieces were 

polished on felt with the help of diamond paste. Then 

etching was done in Kroll solution for 20 seconds. 

Samples were viewed with a microscope. The internal 

structures of the samples were examined by scanning 

electron microscopy (SEM). The X-Ray Diffraction 

method (XRD) was performed by scanning in the 

range of 30-80 degrees. Figure 1 shows the tests and 

analyses performed on the test samples. 

Table 1. Ti6Al4V chemical composition (%) 

Al V Fe C O N H Ti 

     5.5-6.5 3.5-4.5  0-0.25         0-0.08      0-0.13 0-0.05         0-0.012    Balance 

 

Table 2. Classification of Ti-6Al-4V parts. 

Code Samples 

As-received Ti6Al4V specimen 

LW Laser welded Ti6Al4V 

HT1 Laser welded followed by heat treatment (HT) at 800 °C for 2 hours, furnace cooling (FC) 
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HT2 Laser welded followed by HT at 950 °C for 2 hours, FC 

HT3 Laser welded followed by HT at 1080 °C for 2 hours, FC 

 
Figure 2. Test and analysis steps for Ti6Al4V. 

 

3. Results and Discussion 

 

An optical microscope view of laser-welded Ti6Al4V 

material is given in Figure 3. A needle-like 

martensitic structure was observed in the melting and 

heat-affected zones due to the sudden cooling after 

welding. In the base metal region, there is a coaxial 

spherical structure. This structure plays a role in 

increasing fracture toughness and supporting strength 

[12]. In the microstructure, light-colored sections 

represent the α phase with a tight-packed hexagonal 

lattice structure, and dark-colored sections represent 

the β-phase with a volume-centered cubic lattice 

structure. The change in the internal structures of the 

weld zone of the Ti6Al4V samples after heat 

treatment is given in Figure 3(d-f). After the 800 °C 

heat treatment, it is seen that the martensite structure 

begins to dissolve, although there are some needle-

like structures (Figure 3(d)). Widmanstatten 

morphology was observed after heat treatments at 950 

°C and 1080 °C. It was observed that the grain 

structure became coarser after the β transformation 

temperature in the heat treatment (1080 °C). In 

addition, it was determined that a lamellar structure 

was formed in the weld area after the heat treatment 

processes. 

Looking at the SEM images in Figure 4(a,b), it was 

determined that the laser-welded test specimens had 

micro-cracks in the weld area. It has been reported 

that this situation has a decreasing effect on 

mechanical property values [13]. Due to this micro-

crack structure seen in the weld area, the welding 

efficiency of the welded joint was determined to be 

75.3% compared to the base material. In addition, 

when the base material is examined, it is seen that α 

and β phases are together in the structure, but the α 

phase structure is more dominant. When the laser-

welded sample is examined, there are α' peaks in the 

structure due to the sudden cooling (Figure 4(c)). Heat 

treatments were effective in increasing the peak 

levels. This is attributed to grain coarsening due to 

heat input. 
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Figure 3. Microstructure of laser welded samples: a) base 

material, b) heat affected zone, c) weld zone, d) weld zone 

(HT1), e) weld zone (HT2), f) weld zone (HT3, GB: 

Grain boundary). 

 

 
Figure 4. SEM view of the samples: a) General view, b) 

detail view, c) XRD analysis. 

 

3.1. Mechanical Evolution 

 

A view of the hardness distribution of the laser-

welded Ti6Al4V part is given in Figure 5. The 

microhardness value of welded parts is related to the 

microstructure. The martensite structure in the weld 

zone and the heat-affected zone are the reasons for the 

increase in hardness value. The hardness values of the 

rolled samples did not decrease when heat treatment 

was applied at 800 °C. On the contrary, there was 

some increase in hardness in the weld area (Fig. 5(b)). 

This is due to the presence of a certain amount of 

martensite phase in the structure of the parts after the 

heat treatment process. Even after three heat 

treatments, it is observed that the microhardness of 

the weld zone is higher than the welded sample 

without the heat treatment process. Researchers 

reported that with the decrease in β phase volume with 

post-weld heat treatment applications, hardness 

would increase, especially in the weld area [14]. In 

addition, a slight tendency to decrease hardness 

values after heat treatment was also observed at β 

transformation temperature. This is due to the 

increase in the β phase, which is more ductile than the 

α phase. 

 

 
Figure 5. The hardness value of the samples: a) LW, b) 

HT1, c) HT2, d) HT3. 

 

The tensile test results of laser welded 

Ti6Al4V material heat treated at different 

temperatures are given in Table 3. The welding 

efficiency of the laser welded (LW) sample was 

determined to be 75.3%. It is seen that the mechanical 

values of the laser welded sample are lower than the 

base material due to micro-cracks in the weld area. 

The best mechanical properties of the heat-treated and 

laser-welded Ti6Al4V parts were determined after the 

heat-treatment process at 1080 °C. After this heat 

treatment, the tensile strength value was determined 
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to be 853.6 MPa, and the elongation was determined 

to be 8.8%. The elongation value of the base material 

was determined to be 15.7%. When the heat-treated 

samples were examined, it was determined that the 

elongation value increased with the increase in 

temperature. It is estimated that this situation is 

caused by grain coarsening due to the increase in 

temperature [11]. 

The tensile strength and elongation values of 

laser welded rolled Ti6Al4V samples are given in 

Figure 6. The elongation value of the base material 

was determined to be 15.7%. When the heat-treated 

samples were examined (HT1, HT2, and HT3), it was 

determined that the elongation value increased with 

the increase in the heat treatment temperature. It is 

estimated that this is due to grain coarsening due to 

increased heat treatment temperature [11]. 

 

 

 

Table 3. Ti6Al4V tensile test values. 

 Yield strength [MPa] 
Tensile strength 

[MPa] 

Elongation    

[%] 
Weld Efficiency (%) 

As-received 933.5 1002.4 15.7  

LW 668.3 755.2 7.6 75.3 

HT1 556.7 648.2 5.1 64.7 

HT2 628.9 712.7 7.7 71.1 

HT3 745.6 853.6 8.8 85.2 

 

 

 

 
Figure 6. Tensile test results of parts. 
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4. Conclusion and Suggestions 

 

The results of the microstructural changes and 

mechanical properties that occur in the material 

when heat treatment is applied to the laser-welded 

Ti6Al4V material are given below: 

 

• When the microstructures of welded samples are 

examined, the weld area and the heat-affected zone 

are martensitic, while the base metal zone consists 

of equiaxed α + β phase structures. In addition, it 

was determined that the martensitic structure in the 

weld area was replaced by the lamella 

Widmanstatten morphology, especially after the 

heat treatments at 950 °C, and 1080 °C with the 

increase in temperature. 

 

• The hardness of the welding zone of the materials 

joined by laser welding was higher than the base 

metal. It was determined that the hardness values 

decreased slightly after heat treatment at 1080 °C. 

This is thought to be due to grain coarsening. 

 

• As a result of the tensile test, it has been observed 

that the strength of laser-welded parts is lower than 

that of the base material. This is thought to be due 

to microcracks detected in the weld area. The best 

mechanical properties of welded parts were 

observed after heat treatment at 1080 °C. 
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Abstract 

In this study, scorpion fauna from six provinces in the Southwestern Anatolia Region 

(Antalya, Aydın, Burdur, Denizli, Isparta, and Muğla) of Turkey was studied, and 11 

species in 6 genera belonging to 3 families were recorded. Examined specimens were 

collected between May 2006 and September 2011 from several provinces of the 

research field in the Southwestern Anatolia Region. As a result of field trips, 342 

specimens were collected. Besides, some museum materials that were previously 

collected were used. At the end of the studies, it was determined that Aegaeobuthus 

gibbosus, Anatoliurus kraepelini, Euscorpius arikani, E. avcii, E. gocmeni, E. 

honazicus, E. lycius, E. sultanensis, Iurus kinzelbachi, Metaiurus kadleci, and 

Neocalchas gruberi species are distributed in the Southwestern Anatolia Region of 

Turkey. Among these samples, Neocalchas gruberi species was recorded from 

Isparta province, Euscorpius arikani was recorded from Muğla province, E. 

honazicus species was recorded from Burdur province, and E. sultanensis species 

was recorded from Isparta province, Anatoliurus kraepelini species was recorded 

from Isparta and Denizli provinces for the first time.  In this study, the systematic, 

bioecologic, and faunistic information of the determined species were presented, 

besides ecological and biological field trip notes. 
 

 
1. Introduction 

 

Turkey's geographical location, climate, and flora 

have made rich faunal elements available. To 

determine the biodiversity values of our country, 

more detailed scientific studies will be required. In the 

scorpion of our country, which is a peninsula, when 

we look at the fauna, it is seen that some species are 

endemic and some of them are species originating 

from Central Asia, the Middle East, the Caucasus, and 

Europe.  

Yağmur (2022) reported that 41 species belonging to 

4 families (Buthidae, Euscorpiidae, Iuridae, and 

Scorpionidae) live in Turkey [1]. Parmakelis et al. 

(2022), based on their findings, established three new 

genera of Iurinae (Metaiurus, Anatoliurus, and 

Letoiurus),and a new record of Letoiurus rhodiensis 

was given from Turkey [2]. Kovařík et al. (2022) 

revised the genus Mesobuthus Vachon (1950) and 
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described 14 new species [3]. Of these, M. rahsenae, 

M. Turcicus, and M. yagmuri are included in the 

scorpion fauna of Turkey. In addition, it was stated in 

the same publication that the species known as M. 

phillipsii was M. mesopotamicus.  

Von Ubisch (1922) described the Iurus kraepelini 

species from Finike (Antalya) [4]. Schenkel (1947) 

described the Mesobuthus gibbosus anatolicus 

subspecies from Sivas and Amasya [5]. Aegaeobuthus 

gibbosus anatolicus was described under 

the protonym Buthus gibbosus by Brullé in 1832 [6]. 

It was placed in the genus Mesobuthus by Vachon in 

1950 [7], then in the genus Aegaeobuthus by Kovařík 

in 2019 [8]. Fet et al. (2009) made a revision on the 

genus Calchas and included C. gruberi and C. birulai 

[9]; Kovarik et al. (2010) re-examined the genus Iurus 

and described two new species, Iurus kadleci and 

Iurus kinzelbachi, in Turkey [10]. Iurus kraepelini, 

which is found in the south of Turkey and used as a 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1251481
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synonym of Iurus asiaticus, was used as a species, 

and it was stated that Iurus asiaticus was found in 

Eastern Anatolia. Soleglad et al. (2012), with the 

revision of Iurus, identified Iurus species found in 

Anatolia according to the angle of 

hemispermatophores and divided them into 

Protoiurus and Iurus [11]. Tropea et al. (2012) 

identified a new scorpion species named Euscorpius 

(Euscorpius) avcii in the Dilek Peninsula of Aydın 

province [12]. Yağmur et al. (2013a) described a new 

scorpion species, E. lycius, from Muğla and Antalya 

provinces [13]. Yağmur et al. (2013b) identified a 

new scorpion genus, Neocalchas, from Turkey [14]. 

Tropea et al. (2014) identified a new scorpion species, 

Euscorpius gocmeni, from Antalya province (Akseki 

district) [15]. Yağmur and Tropea (2015) identified a 

new scorpion species, E. Arikani, from Antalya 

province [16]. Yağmur et al. (2015a) described a new 

scorpion species, Protoiurus kumlutasi, from Antalya 

(Hıdırellez Cave) [17]. Yağmur et al. (2015b) 

analyzed iurids, and new information is presented on 

the morphometric differences between adult and 

immature males of Metaiurus kadleci and the 

differences between M. kadleci and other Protoiurus 

species. An updated identification of M. kadleci, as 

well as an updated key to other species and a map 

showing all known settlements, are presented [18]. 

Tropea and Yağmur (2016a) identified a new 

scorpion species, Euscorpius sultanensis, from the 

Sultan Mountains [19]. Tropea and Yağmur (2016b) 

described a new scorpion species, E. Hakani, from 

Denizli [20]. Tropea et al. (2016a) identified a new 

scorpion species, E. honazicus, from Denizli province 

(Honaz Mountain) [21]. Tropea et al. (2016b) 

identified a new scorpion species, E. Alanyaensis, 

from Antalya province (Taurus Mountains Alanya 

side) [22]. The specimens collected by R. Kinzelbach 

in Turkey in the 1970s and found in the Mainz 

Naturhistorisches Museum (Germany) were analyzed 

by Yağmur (2021a).  According to the current 

taxonomy, one “Euscorpius carpathicus” specimen 

from İzmir was identified as E. avcii; two “E. 

carpathicus” specimens from Mersin were identified 

as E. koci [23]. Cain et al. (2021) made a revision 

study on the genus Buthacus of Israel and surrounding 

regions and stated that the species known as Buthacus 

macrocentrus in Turkey is Buthacus tadmorensis 

[24].  

As a result of all these studies, the scorpion fauna of 

Turkey is currently represented by 46 species: 

Aegaeobuthus gibbosus anatolicus, A. nigrocinctus, 

Alpiscorpius mingrelicus, A. phrygius, A. 

uludagensis, Anatoliurus kraepelini, A. kumlutasi, 

Androctonus turkiyensis, Buthacus tadmorensis, 

Calchas anlasi, C. birulai, C. kosswigi, C. 

nordmanni, Compsobuthus matthiesseni, C. 

schmiedeknechti, Euscorpius aladaglarensis, E. 

alanyaensis, E. arikani, E. avcii, E. ciliciensis, E. 

eskisehirensis, E. gocmeni, E. hakani, E. honazicus, 

E. idaeus, E. italicus, E. koci, E. lesbiacus, E. lycius, 

E. sultanensis, E. tauricus, Hottentotta saulcyi, Iurus 

kinzelbachi, Leiurus abdullahbayrami, Letoiurus 

rhodiensis, Mesobuthus eupeus, M. mesopotamicus, 

M. rahsenae, M. turcicus, M. yagmuri, Metaiurus 

kadleci, Neocalchas gruberi, Olivierus caucasicus, 

Orthochirus fomichevi, Protoiurus asiaticus, Scorpio 

fuscus (Cain et al., 2021; Yağmur, 2022; Kovařík et 

al., 2022; Parmakelis et al., 2022). 

Of these species, Aegaeobuthus gibbosus anatolicus, 

Anatoliurus kraepelini, A. kumlutasi, Euscorpius 

alanyaensis, E. arikani, E. avcii, E. gocmeni, E. 

hakani, E. honazicus, E. lycius, E. sultanensis, Iurus 

kinzelbachi, Metaiurus kadleci, and Neocalchas 

gruberi, constitute the species found in the study area.  

The Southwestern Anatolia Region of Turkey 

(Antalya, Aydın, Burdur, Denizli, Isparta, and Muğla) 

is specifically investigated in this study. Therefore, 

the present study attempted to facilitate knowledge of 

the distribution of Turkish Scorpion fauna. 

 

2. Material and Method 

 

2.1. Location and characteristics of the research 

region  

 

The sample collection area is between 27° 23' - 32° 

27' east longitudes and 36° 06' - 38° 30' north latitudes 

in Southwest Anatolia. Within this selected region, 

there are the provinces of Antalya, Aydın, Burdur, 

Denizli, Isparta, and Muğla (Figure 3.1). Of these, 

Antalya, Burdur, and Isparta are located in the 

Mediterranean Region, while Aydın, Denizli, and 

Muğla are located in the Aegean Region.  

 

2.2. Collection and evaluation of material  

 

The majority of the samples examined in this study 

were collected from the Southwest Anatolia Region 

(Antalya, Aydın, Burdur, Denizli, Isparta, and Muğla) 

between May 2006 and September 2011. As a result 

of field studies, 259 samples from various localities 

were examined. However, with the samples collected 

by the author between 2003 and 2005 and collected 

by Dr. E. A. Yağmur from the same 

region and examined by the author, the total number 

of samples reaches 342. 

Samples were collected during field studies 

conducted during the day and night between March 

and October. During the field studies carried out 
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during the daytime, the samples were generally found 

under the stones in March-May; in the night field 

studies, samples were searched with a UV lamp in the 

May-October periods, when the weather was 

completely dark. 

Phillips TL-D18W/BLB UV installed in 

direct current luminaires lamp assembly is installed. 

Under UV light, scorpions give off a phosphorescent 

light. The setup was operated with 12 Volt, 5 Amh dry 

batteries; discharged batteries were filled with an 

Ataba brand charger. The animals were seen either at 

the entrance of their nests or in the rock cracks while 

they were wandering around hunting. The samples 

were collected with long collets and fixed in 70% 

ethyl alcohol.  

The identifications of the species were made 

based on Birula (1917a, 1917b) [25]-[26], Kinzelbach 

(1975) [27], Fet et al. (2009) [9], Kovarik et al. (2010) 

[10], Kovarik (2019) [8], Soleglad et al. (2012) [11], 

Tropea et al. (2012) [12], Yağmur et al. (2013a) [13], 

Yağmur et al. (2013b) [14], Tropea et al. (2014) [15], 

Yağmur and Tropea (2015) [16], Yağmur et al. 

(2015a) [17], Yağmur et al. (2015b) [18], Tropea and 

Yağmur (2016a) [19], Tropea et al. (2016a) [21], 

Tropea et al. (2016b) [22], Parmakelis et al. (2022) 

[2]. For each examined species, the ventral and dorsal 

appearances of male and female individuals are given. 

The number of samples examined and their locality 

information were processed. The bioecological 

characteristics of the species and its geographical 

distribution in Turkey are given.  

Carina, extremity, and trichobothrial 

terminology were based on Francke (1977) [28], 

Hjelle (1990) [29], and Vachon (1974) [30].  

A Benq DCC1035 brand camera was used to 

capture the habitats of the collected specimens and 

their photographs. The samples were diagnosed with 

a Nikon SMZ800 brand stereo microscope, and their 

photographs were taken using a Stemi 2000-C brand 

Stereo Microscope, a Powershot G 10, and a Samsung 

ES 73 camera attached to this microscope. Garmin 

Etrex Vista branded GPS and Google Earth programs 

were used for locality determination. 

The collected samples were stored in 15 ml, 

50 ml plastic tubes and in 100 ml and 200 ml glass 

jars. The samples are preserved in the author's 

personal collection. 

The samples used for this article were 

collected from 6 provinces in Southwest Anatolia 

between May 2006 and September 2011. It is also 

adapted from the author's thesis project.  

 

3. Results and Discussion  

 

Identification key for scorpions detected in 

Southwest Anatolia Region  

 

1. Lateral eyes 5 pairs, sternum triangular, pedipalp 

tibia ventrally without trichobotria, metasoma thicker 

than chela, chela round in cross-

section…................Buthidae, Aegaeobuthus gibbosus  

 

─ Sternum pentagonal, 2-3 pairs, chela flat in cross 

section.....................................................................(2)  

 

2. Lateral eyes 2-3 pairs, pedipalp tibia with 1 

trichobotria ventrally, longer than the width of the 

chela, strong carina on the metasoma .........Iuridae (3)  

 

─ Lateral eyes 2 pairs, pedipalp tibia with 6-10 

trichobotria ventrally; chela broad and flat, metasoma 

with very weak keel or without keel.. Euscorpiidae (6)  

 

3. 3rd and 4th legs have tibial spurs, lateral eyes are two 

pairs .......................... Calchinae, Neocalchas gruberi  

 

─ 3rd and 4th legs lack tibial spurs, lateral eyes are 

three pairs .................................................. Iurinae (4)  

 

4. There are 1 or 2 trichobotria (ea) on the outside of 

the pedipalp patella, the space in the male chela is 

very narrow, the count of comb teeth is 9-11 in 

females and 10-11 in males ..............Iurus kinzelbachi  

 

─ There are no ea trichobotries (ea) on the outside of 

the pedipalp patella, the space in the male chela is 

quite wide, the number of comb teeth is 11–14 in 

males and 10–12 in females…………………….... (5)  

 

5. The chela fingers are long, there are two arches on 

the mobile finger and these arches are quite 

prominent, the chela is elongated and narrow 

....................................................... Metaiurus kadleci  

 

─ The chela fingers are short, there is only one arch 

in the mobile finger and this arch is not prominent, the 

chela is quite swollen.............. Anatoliurus kraepelini  

 

6. The trichobotria number on the external side of the 

pedipalp patella in the em series is 3 ........................ 7  

 

─ The trichobotria number on the external side of the 

pedipalp patella in the em series is 4 ........................ 9  
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7. The trichobotria number on the ventral side of the 

pedipalp patella pv series 5-7 and external series et 4-

6 ................................................... Euscorpius arikani  

 

─ The trichobotria number on the ventral side of the 

pedipalp patella pv series 5-6 or 6-7 and external 

series et 3-4 or 5-6 .....................................................8  

 

8. The trichobotria number on the ventral side of the 

pedipalp patella pv series 5-6 and external series et 3-

4 ............................................. Euscorpius sultanensis  

 

─ The trichobotria number on the ventral side of the 

pedipalp patella pv series 6-7 and external series et 5-

6 ............................................... Euscorpius honazicus  

 

9. The trichobotria number on the ventral side of the 

pedipalp patella pv series 6-8 …...... Euscorpius avcii  

 

─ The trichobotria number on the ventral side of the 

pedipalp patella pv series 8-13 ............................... 10  

 

10. The trichobotria number on the external series of 

the pedipalp patella et is 7-8........ Euscorpius gocmeni  

 

─ The trichobotria number on the external series of 

the pedipalp patella et is 5-7.............Euscorpius lycius  

  

 
Figure 3. 1. Distribution Map of Detected Species  

Familya: Buthidae C.L. Koch, 1837 [31]  

Genus: Aegaeobuthus Kovarik, 2019 [8]  

Aegaeobuthus gibbosus (Brulle, 1832) [6] 

Material Examined: Aydın province, Kepez 

Location, 1 (1♂, 25 May 2004); Aydın province, 

Adnan Menderes University. campus, 1 (1♀, 31 July 

2003); Aydın province, Söke, Dilek Peninsula 

National Park, 3 (1♂, 2♀, 17 April 2003); Antalya 

province, Manavgat, Oymapınar Canyon, 1 (1♀, 01 

July 2004); Aydın: Center, 1 (1♂, July 23, 2003); 

Muğla province, Fethiye, Yeşil Üzümlü Village, 1 

(1♂, 16 May 2008); Antalya province, Alanya, 

Taşatan Plateau, 2 (2♂♂, 09 June 2009); Aydın 

province, Dilek Peninsula National Park, 1 km inside 

the canyon, 5 (5♂♂, 07 June 2009); Aydın province, 

Aytepe 1 (1♂, 01 September 2004); Isparta province, 

Aksu, Çayıryayla road, Anamas Mountain, 37° 48' 

58" N, 31° 07' 24" E, 1315 m. 1 (1♂, 09 August 

2010); Muğla province, Köyceğiz, 36° 55' 53.2" N, 

28° 42' 28.1" E., 1 (1♀, 27 February 2010); Aydın 

province, Çine, Near Topçam Dam Lake, 37° 41' 11" 

N, 28° 00' 42" E, 108 m., 1 (1♀, 23 October 2009); 

Muğla province, Fethiye, Akdağlar 3rd Station 36º 45' 

08.6" N, 29º 38.3' 08" E, 1628 m.,1 (1♀, 01 August 

2008); Denizli province, Babadağ, 37° 47' 16" N, 28° 

52' 09" E, 1720 m., 5 (1♂, 4♀♀, 02 August 2008); 

Muğla province, Fethiye, Çiçek Babadağ, 1 (1♀, 02 

August 2008); Antalya province, 31 km ahead of 

Zeytintasi Cave, 1 (1♀, 13 May 2010); Antalya 

province, Korkuteli Road 35. km, 2 (2♂♂, 16 May 

2010); Antalya province, Korkuteli-Elmalı road 10. 

km, 1 (1♂, 16 May 2010); Denizli province, Honaz, 

37° 49' 20" N, 29° 16' 37" E, 435 m., 2 (2♂♂, 17 

October 2009); Antalya province, Korkuteli-Elmalı 

road 10. km., 1 (1♀, 16 May 2010); Antalya province, 

Serik, Akbaş Village, Altıntaş Cave, 1 (1♂, 15 July 

2005); Antalya province, Korkuteli road 35. km, 2 

(2♀, 16 May 2010); Muğla province, Fethiye, Çiçek 

Babadağ, 1 (1♀, 02 August 2008); Aydın province, 

Around Paşayayla Hotel, 37° 56.9' 08.2" N, 27° 53.4' 

08.1" E., 2 (2♂, 30 July 2008); Antalya province, 

Serik, Akbaş Village, Altıntaş Cave, 1 (1♀, 15 July 

2005); Muğla province, Datça, Palamut Bükü, 1 (1♂, 

15 July 2010); Aydın province, Didim, near Dilek 

Peninsula National Park, 2 (2♀♀, 12 July 2010); 

Denizli province, Cankurtaran, 5 (2♂♂, 3♀♀, 23 

June 2010); Antalya province, Korkuteli road 35. km, 

2 (2♀, 16 May 2010); Antalya province, Korkuteli, 

Datköy, 1 (1♀, 14 July 2005); Muğla province, Eski 

Datça Mevkii, 3 (2♂♂, 1♀, 12 August 2004); Muğla 

province, Fethiye, Üzümlü Village, 6 (6♂♂, 02 May 

2006); Muğla province, Lake Bafa, 37° 29' 29.4" N, 

27° 32' 21.8" E. 14 m., 1 (1♂, 24 October 2009); 

Muğla province, Fethiye, Yanıklar, 36° 41' 53" N, 29° 

02' 54.7" E., 9 m.,1 (1♀, 15 September 2009); Antalya 

province, Manavgat, Oymapınar Village, Poyrazlı 

Mevkii, 16 (9♂♂, 7♀♀, 05 August 2005); Antalya 

province, Tilkiler Mevkii, 11 (5♀♀, 6♂♂, 02 August 

2005); Aydın province, Dilek Peninsula National 

Park, 37° 41' 41" N, 27° 13' 55" E., 3 (2♂, 1♀, 07 May 

2011); Aydın province, Dilek Peninsula National 

Park, 5 ( 4♂♂, 1♀, 13 July 2010); Aydın province, 

Dilek Peninsula National Park, 1 (1♂, 07 May 2011); 

Muğla province, Datça, Palamut Bükü, 2 (2♀, 15 July 
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2010); Isparta province, 5 km south of Kovada Lake 

junction, 37° 38' 01" N, 30° 51' 41" E, 405 m., 1 (1♂, 

11 May 2011); Muğla province, Fethiye, Faralya 

Village, 36° 29' 37" N, 29° 08' 07" E, 349 m., 1 (1♀, 

30 May 2011); Aydın province, Kuşadası, Davutlar, 

Güzel Çamlı Village, 37° 41' 22" N, 27° 13' 31" E, 

311 m., 14 (11♂♂, 3♀, 07 June 2011); Antalya 

province, 28 km north of Elmalı, 2 (1♂, 1♀, 08 July 

2011); Antalya province, 12 km south of Akseki, 3 

(1♂, 2♀♀, 09 July 2011).  

 

Bioecological Notes: It is a species that prefers arid 

and warm environments. It has been determined that 

it spreads from sea level to 1800 m Yağmur 2005 

[32]. In field studies, this species has been caught 

under stones in steppe habitats, in maquis, in pine 

forests, and along streams. Remains of insects that 

these scorpions were fed were also found under the 

stones where they were caught. 

As a result of feeding a pregnant specimen 

caught in the field under laboratory conditions, it was 

determined that she gave birth to 42 puppies, but since 

the moment of birth could not be observed, it is 

possible that this number is higher. It has been 

observed that this species ate grasshoppers, spiders, 

flies, mantises, butterflies, and lizards while feeding 

in laboratory conditions. It has been determined that 

scorpions feed by using their pedipalps, just like 

humans use their hands and arms, after first poisoning 

and neutralizing their prey by stinging them with their 

sting. It has been observed that scorpions do not move 

much during the daytime, so it is thought that they aim 

to use their energy efficiently. 

Distribution in Turkey: Mediterranean Region, 

Egean Region, Central Anatolia Region, south of the 

Black Sea Region. 

 

 

  

  
Figure 3.2. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Aegaeobuthus 

gibbosus

Familya: Euscorpiidae Laurie, 1896 [33] 

Genus: Euscorpius Thorell, 1876 [34]  

Euscorpius arikani, Yagmur & Tropea, 2015 [16] 

Material Examined: E. Arikani Muğla: Köyceğiz, 

Çiçek Babadağ, 3 (2♂, 1♀, 02 August 2008).  

Bioecological Notes: Euscorpius arikani was 

collected from under stones in the pine forest. In 

addition, it has been detected in the field studies 

carried out at night while waiting in rock cracks and 

cavities in the soil in rocky areas. It has been observed 

that they are generally active during the cooler times 

of the year. In addition, their habitats are in regions 

that are constantly humid throughout the year. For this 

reason, they have been detected locally only in 

regions such as valleys, canyons, and high mountains.  

Distribution in Turkey: Antalya, Muğla. This 

species was recorded from Muğla province for the 

first time.  
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Figure 3.3. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Euscorpius arikani

 

Euscorpius avcii, Tropea, Yağmur, Koç, Yeşilyurt & 

Rossi, 2012 [12] 

Material Examined: Aydın: Dilek Peninsula 

National Park, 22 (7♂♂, 15♀♀, 13 July 2010); 

Aydın: Dilek Peninsula National Park, 4 (2♂♂, 2♀♀, 

07 May 2011); Aydın: Kuşadası, Davutlar, Güzel 

Çamlı N., 37° 41' 22" N, 27° 13' 31" E, 311 m. 15 

(4♂♂, 11♀♀, 07 June 2011)  

Bioecological Notes: Euscorpius avcii was collected 

from under stones in the pine forest. In addition, it has 

been detected in the field studies carried out at night 

while waiting in rock cracks and cavities in the soil in 

rocky areas. It has been observed that they are  

 

generally active during the cooler times of the year. In 

addition, their habitats are in regions that are  

constantly humid throughout the year. For this reason, 

they have been detected locally only in regions such 

as valleys, canyons, and high mountains.  

Distribution in Turkey: Aydın.  
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Figure 3.4. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Euscorpius avcii 

 

Euscorpius gocmeni, Tropea, Yağmur and Yeşilyurt, 

2014 [15] 

Material Examined: Antalya: Akseki, Murtiçi, 36° 

51' 54" N, 31° 45' 04" E. 493 m. 8 (6♂♂,2♀♀, 01 

September 2011). 

Bioecological Notes: Euscorpius gocmeni was 

collected from under stones in the pine forest. In 

addition, it has been detected in the field studies 

carried out at night while waiting in rock cracks and 

cavities in the soil in rocky areas. It has been observed 

that they are generally active during the cooler times  

 

 

 

of the year. In addition, their habitats are in regions 

that are constantly humid throughout the year. For this 

reason, they have been detected locally only in 

regions such as valleys, canyons and high mountains. 

Distribution in Turkey: Antalya. 
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Figure 3.5. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Euscorpius gocmeni

 

E. honazicus, Tropea, Yağmur, Karampatsou, 

Parmakelis & Yeşilyurt, 2016a [21] 

Material Examined: Denizli: Honaz Mountain, 37° 

44' 16" N, 29° 15' 47" E, 871 m. 17 (5♂♂, 12♀♀, 17 

October 2009); Denizli: Honaz Mountain Second 

Station, 37° 43' 50" N, 29° 14' 52" E, 1161 m. 3 (3♂♂, 

October 17, 2009); Burdur: Salda Lake Side, Yeşilova 

5. km, 37° 30' 32.2" N, 29° 41' 58.4" E, 1168 m. 8 

(7♂♂, 1♀, 16 October 2009)  

Bioecological Notes: Euscorpius honazicus was 

collected from under stones in the pine forest. In 

addition, it has been detected in the field studies 

carried out at night while waiting in rock cracks and  

 

 

cavities in the soil in rocky areas. It has been observed 

that they are generally active during the cooler times 

of the year. In addition, their habitats are in regions 

that are constantly humid throughout the year. For this 

reason, they have been detected locally only in 

regions such as valleys, canyons and high mountains. 

Distribution in Turkey: Denizli and Burdur. This 

species was recorded from Burdur province for the 

first time.  

 



F. Yeşilyurt, İ. Albayrak / BEU Fen Bilimleri Dergisi 12 (2), 508-523, 2023 

516 
 

  

  

Figure 3.6. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Euscorpius honazicus 

 

Euscorpius lycius, Yağmur, Tropea and Yeşilyurt, 

2013a [13]  

Material Examined: Muğla: Fethiye, Faralya N., 36° 

29' 37" N, 29° 08' 07" E, 349 m. 12 (5♂♂, 7♀♀, May 

30, 2011)  

Bioecological Notes: Euscorpius lycius was collected 

from under stones in the pine forest. In addition, it has 

been detected in the field studies carried out at night 

while waiting in rock cracks and cavities in the soil in  

 

rocky areas. It has been observed that they are 

generally active during the cooler times of the year. In 

addition, their habitats are in regions that are 

constantly humid throughout the year. For this reason, 

they have been detected locally only in regions such 

as valleys, canyons and high mountains. 

Distribution in Turkey: Antalya and Muğla.  
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Figure 3.7. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Euscorpius lycius

 

Euscorpius sultanensis, Tropea and Yağmur, 2016a 

[19] 

Material Examined: Isparta: Davraz Mountain, 37° 

47' 14" N, 30° 44' 52" E, 44% humidity, 1838 m. 8 

(6♂♂, 2♀♀, 09 August 2009)  

Bioecological Notes: Euscorpius sultanensis was 

collected from under stones in the pine forest. In 

addition, it has been detected in the field studies 

carried out at night while waiting in rock cracks and 

cavities in the soil in rocky areas. It has been observed  

 

that they are generally active during the cooler times 

of the year. In addition, their habitats are in regions 

that are constantly humid throughout the year. For this 

reason, they have been detected locally only in 

regions such as valleys, canyons and high mountains.  

 

Distribution in Turkey: Sultan Mountains and 

Davraz Mountain, Isparta. This species was recorded 

from Isparta province for the first time.  
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Figure 3.8. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Euscorpius sultanensis 

 

Familya: Iuridae Thorell, 1876 [34] 

Genus: Neocalchas Yağmur et al. 2013b [14]  

Neocalchas gruberi Fet, Soleglad et Kovařík, 2009 

[9]  

Material Examined: Antalya province, Kemer 

district, Botanik Restaurant, Tekirova, 1 (1♂, 

September 12, 2010); Isparta province, Eğirdir, 

Kırıntı, 1 (1♀, 14 May 2010); Antalya province, 

Kemer, Küçük Çaltıcak Beldibi, 36° 47' 42.8" N, 30° 

34' 21.6" E, 62% humidity 7 m. 1 (1♀, 14 March 

2009), Antalya province, Kesboğazı National Park, 

Forest Area 1 (1♀, 12 May 2010); Antalya province, 

Tekirova, Woodland 2 (1♀, 1♂, 12 May 2010); 

Isparta province, Egirdir, Kırıntı, route to Antalya 

road 1 (1♂, 14 May 2010); Antalya province, 1.5 km 

west of Camyuva Town, 36° 31' 54.8" N, 30° 31' 

14.4" E., 3 (3♂♂, 15 March 2009); Antalya province, 

Kemer, Küçük Çaltıcak, Beldibi, 36° 47' 42.8" N, 30°  

 

 

34' 21.6" E, 62% humidity 7 m. 2 (2♀♀, March 14, 

2009); Antalya province, Küçük Çaltıcak Center, 36° 

47' 42.4" N, 30° 34' 21.3" E. 18 m. 2 (1♂, 1♀, April 

30, 2011); Antalya province, Kemer, Olympos road 

junction 0.5 km 36° 26' 07.4" N, 30° 25' 42.3" E. 382 

m. 1 (1♂, April 03, 2011); Antalya province, Küçük 

Çaltıcak, 4 (4♂♂, 02 May 2006); Antalya province, 

Kemer, Goynuk Canyon, 1 (1♂, 04 August 2011); 

Antalya province, Akseki, Murtiçi, 36° 51' 54" N, 31° 

45' 04" E. 493 m. 5 (3♂♂, 2♀♀, 01 September 2011). 

Bioecological Notes: Neocalchas gruberi was 

gathered from under rock and stones in pine forests 

and in bushes. It was also detected in the field studies 

carried out at night on limestone cliffs. It has been 

observed that they are generally active during the 

cooler times of the year. For this reason, it can be 

found mostly between March and June when the 

season is humid and the air temperature is low. 

Distribution in Turkey: Antalya, Mersin and Isparta 

province. Neocalchas gruberi is recorded for the first 

time from Isparta. 
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Figure 3.9. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Neocalchas gruberi

 

Familya: Iuridae Thorell, 1876 [34]  

Genus: Metaiurus Parmakelis, Dimitriadou, 

Gkigkiza, Karampatsou, Stathi, Fet, Yagmur & 

Kovarik, 2022 [2] 

Metaiurus kadleci Kovarik, Fet, Soleglad et Yağmur, 

2010 [10] 

Material Examined: Antalya province, Alanya 

district, İncekum town, nameless little cave, 1 (1♀, 20 

March 2009). 

 

Bioecological Notes: The only specimen in this study 

was found inside the cave. Kovarik et al. (2010) 

reported this species from scrub areas near the pine 

forest. They also reported an example from inside the 

cave. Probably this species, like Neocalchas gruberi, 

prefers cool times and tends to hide in caves. 

Distribution in Turkey: Antalya & Mersin.  

 

 

  

Figure 3.10. A. Dorsal View B. Ventral View in Female Metaiurus kadleci

 

Familya: Iuridae Thorell, 1876 [34] 

Genus: Iurus Thorell, 1876 [34] 

Iurus kinzelbachi Kovařík, Fet, Soleglad et Yağmur, 

2010 [10]  

Material examined: Aydın province, Dilek 

Peninsula National Park, 4 (2♂♂, 2♀♀, 13 July 

2010); Aydın province, Kuşadası, Davutlar, 25 

(17♀♀, 8♂♂, 1 June 2011). 

 

 

Bioecological Notes: Iurus kinzelbachi specimens 

were collected from pine forest edges and limestone 

cliffs during nighttime fieldwork. As with other Iurus 

species, it has been observed that this species prefers 

warm seasons. In the field studies, it has been 

observed that this species tends to hide in crevices 

under large stones and in rock cracks. 
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Distribution in Turkey: Aydın.  

 

 

  

  
Figure 3.11. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Iurus kinzelbachi 

 

Familya: Iuridae Thorell, 1876 [34] 

Genus: Anatoliurus Parmakelis, Dimitriadou, 

Gkigkiza, Karampatsou, Stathi, Fet, Yagmur & 

Kovarik, 2022 [2] 

Anatoliurus  kraepelini von Ubisch, 1922 [4] 

Material Examined: Antalya province, Kemer road, 

under the Botanic Restaurant, 3 (1♂, 2♀♀, 21 May 

2006); Antalya province, Korkuteli road 35. km, 3 

(3♀♀, 16 May 2010); Antalya province, Kemer, 

Botanic Restaurant, 1 (1♀, 12 May 2010); Antalya 

province, 3 km ahead of Serik, 1 (1♂, 12 May 2010); 

Antalya province, Kemer, Beldibi, 36° 47' 42.8" N, 

30° 34' 21.6" E, 7 m Humidity 62.2 % 2 (2♀, 14 

March 2009); Isparta province, Egirdir, Kırıntı 

Village, 1 (1♂, 14 May 2010); Isparta province, 5 km 

ahead of Isparta-Antalya Road Kazak 1 Tunnel, 1 

(1♀, 14 May 2010); Muğla province, between 

Fethiye-Göcek 1 picnic area with daily diary, 35° 40' 

65" N, 68° 05' 13" E., 1 (1♂, 10 April 2011); Antalya 

province, Kemer-Kumluca Road, 4 km inside the 

Tahtalı Mountain junction, 1 (1♂, 24 April 2011); 

Antalya province, Küçük Çaltıcak Center, 36° 47' 

42.4" N, 30° 34' 21.3" E, 18 m., 1 (1♂, 30 April 2011); 

Antalya province, Kemer, Olympos Road junction 0.5 

km, 36° 26' 07.4" N, 30° 25' 42.3" E, 382 m., 1 (1♂,  

03 April 2011); Isparta province, 5 km south of 

Kovada Lake junction, 37° 38' 01" N, 30° 51' 41" E, 

405 m. 18 (10♂♂, 8♀♀, 11 May 2011); Muğla 

province, Fethiye, Faralya N., 36° 29' 37" N, 29° 08' 

07" E, 349 m., 2 (1♂, 1♀, 30 May 2011); Antalya 

province, Kemer, Lycian way, Göynük Canyon, 36° 

41' 18" N, 30° 31' 33" E, 121 m., 22 (10♂, 12♀♀, 04 

July 2011); Denizli province, Serinhisar, 3 km south 

of Altınyayla, 1 (1♀, 08 July 2011); Antalya 

province, Elmalı, 2 km south of Gömücü Village, 36° 

24' 22" N, 29° 42' 02" E, 970 m., 2 (2♀, 09 July 2011); 

Antalya province, Akseki, 12 km south, 5 (5♀, 09 

July 2011). 

Bioecological Notes: Anatoliurus kraepelini was 

gathered from under rocks in pine forests and in 

bushes. It was also detected in the field studies carried 

out at night on limestone cliffs. It has been observed 

that they tend to hide in rock cracks and sometimes in 

some cavities in the soil during field studies carried 

out at night. They have been found to be intensely 

active during the warmer times of the year. 

Distribution in Turkey: Antalya, Isparta, Konya, 

Mersin, Muğla, Denizli. This species is determined 

for the first time from Isparta and Denizli provinces.  
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Figure 3.12. A. Dorsal, B. Ventral View in Female, C. Dorsal, D. Ventral View in Male Anatoliurus 

kraepelini 

 

4. Conclusion and Suggestions 

 

In this article, specimens collected from 6 provinces 

in the Southwest of Turkey were examined, and 11 

species were identified in 6 genera belonging to 3 

families: Aegeabuthus gibbosus, Anatoliurus 

kraepelini, Euscorpius arikani, E. avcii, E. gocmeni, 

E. honazicus, E. lycius, E. sultanensis, Iurus 

kinzelbachi, Metaiurus kadleci, and Neocalchas 

gruberi are spread in the research area of Turkey.  

Neocalchas gruberi was determined from 

Isparta province, Euscorpius arikani was recorded 

from Muğla province, E. honazicus species was 

determined from Burdur province, E. sultanensis 

species was determined from Isparta province, 

Anatoliurus kraepelini was determined from Isparta 

and Denizli provinces, for the first time.  

Scorpions have a total of 2748 species, 

according to current data worldwide [35]. According 

to recent contributions, there are 46 scorpion species 

in Turkey and 14 in the research area. The research 

area covers approximately 30 percent of the number 

of scorpion species in Turkey. 

The research area is rich in scorpion species 

diversity. It has been an important thesis study in 

terms of shedding light on future studies. This study  

 

 

 

will make valuable contributions to the scorpion 

systematics in Turkey after more detailed analyses 

with studies in other regions. 
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Abstract 

The concept of topology is widely used in mathematical modeling of spatial objects 

and in GIS. One such application of fuzzy topological operators, detecting areas 

affected by Mikania micrantha, was studied by Shi and Liu. The precision of the 

results was evaluated by applying the intuitionistic fuzzy pre-interior and pre-clouser 

operators defined by the author to the data included in this study. 

With this application example, it has been shown that the newly defined operators 

give results closer to the real bounds. 

 

 
1. Introduction 

 

The most important step for modeling real-world 

problems is to determine the topological relationships 

of spatial objects. Topological concepts are used in 

the analysis of spaces with uncertain boundaries, such 

as rivers, forests, oceans etc. The boundary 

determined by the crisp set topology are not suitable 

for the evaluation of problems involving uncertainty. 

On the other hand, fuzzy topology allows the 

definition of uncertainty in these spatial objects. 

Zadeh (1965) introduced the concept of the fuzzy set 

as an generalization of crisp set and the theory of 

fuzzy topology has been developed in following 

years. Some models have been developed by 

researchers to modelling the fuzzy relationship 

between spatial objects. Initially, the interior, 

boundary and exterior of spatial objects are 

determined. In the next step, fuzzy membership 

functions are defined to determine the membership 

degrees of these topological concepts. Since fuzzy 

topological concepts depend only on membership 

degrees, they are not sufficient to rank the hesitation 

relationships of objects. Intuitionistic fuzzy sets, 

introduced by Atanassov in 1983, allowed to 

modelling hesitation relationships of objects that 

contain uncertainty. Çoker defined the intuitionistic 

fuzzy topology in 1997[5]. Studies have been 

conducted by several authors to develop this concept. 

                                                           
*Corresponding author: sinemtarsuslu@tarsus.edu.tr             Received: 16.03.2023, Accepted: 25.05.2023 

The topology used in modeling real-world problems 

is based on identifying and using the common points 

of different spatial objects. The application of 

intuitionistic fuzzy topology on spatial objects was 

examined firstly by M.R. Malek[9]. In 2006, Saadati 

and Park examined properties of intuitionistic fuzzy 

metric spaces[12]. Singh and Srivastava studied the 

separation axioms[14]. In 2020, Marinov and 

Atanassov defined pre-interior and pre-clouser 

intuitionistic fuzzy topological operators and showed 

that these operators can be applied to determine the 

topological relations of spatial objects[10]. Marinov 

presented a software implementation of the 

framework of intuitionistic fuzzy sets[11]. In [16], 

author introduced 
,

,I  

   and 
,

,C 

   intuitionistic fuzzy 

topological operators. In this paper an application of 

these operators is examined. 

Atanassov introduced the concept of 

Intuitionistic Fuzzy Sets, form an extension of fuzzy 

sets by expanding the truth value set to the 
2

1 2 1 2{( , ) [0,1] : 1}L x x x x      is a lattice with 

1 2 1 2 1 1 2 2( , ) ( , ) : " ".x x y y x y and x y    The 

operator theory have an important role in intuitionistic 

fuzzy sets. The concept of intuitionistic fuzzy modal 

operators was given in 1999 by K. Atanassov and then 

modal operators have been extensively studied in 

theoretical and application areas[2, 3, 6, 7]. First 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1262416
https://orcid.org/0000-0001-9192-7001
mailto:sinemtarsuslu@tarsus.edu.tr
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intuitionistic fuzzy topological operators were 

defined and new intuitionistic fuzzy topological 

operators were introduced in subsequent studies[3, 8, 

16]. Fuzzy pre-topological/topological operators and 

intuitionistic fuzzy pre-topological/topological 

operators were applied to compute of the values of 

fuzzy relations of spatial objects with uncertainty in 

determining the boundaries such as forest area, lake, 

sea, etc [10, 13, 16]. 

2. Material and Method 

 

Definition[2] An intuitionistic fuzzy set (IFS) on a set 

X  is an object  

{ , ( ), ( ) : }A AA x x x x X    where 

( ), ( : [0,1])A Ax X    is called the degree of 

membership of x  in A , ( ), ( : [0,1])A Ax X    is 

called the degree of non- membership of x  in A ,and 

where A  and A  satisfy the following condition: 

( ) ( ) 1, for all  .A Ax x x X     

The class of intuitionistic fuzzy sets on X  is denoted 

by ( )IFS X . The hesitation degree of x  is defined by 

( )A x  1 ( ) ( )A Ax x   . 

Definition[2] An IFS A  is said to be contained in an 

IFS B  ( )A Bô  if and only if, for all 

: ( ) ( )A Bx X x x    and ( ) ( ).A Bx x   

It is clear that A B   if and only if A Bô  and 

.B Aô  

Definition[2] Let A IFS  and let 

{ , ( ), ( ) : }A AA x x x x X    then the above set 

is callede the complement of A 

{ , ( ), ( ) : }c

A AA x x x x X    

The intersection and the union of two IFSs A  and B  

on X  is defined by 

A⊓B

 , ( ) ( ), ( ) ( ) :A B A Bx x x x x x X        

A⊔B

 , ( ) ( ), ( ) ( ) :A B A Bx x x x x x X        

Some special Intuitionistic Fuzzy Sets on X  are 

defined as following; 

 ,0,1 :O x x X    

{ ,1,0 : }X x x X      

Definition[1] An pre  closure operator 

: c X X  is a map which associates to each set 

AX  a set  Ac  such that; 

1)   c  

2)  A A c  

3)       ,A B A B  c c c  for all 

, .A B X  

If in addition to above axioms the operator c  is 

idempotent, that is     A Ac c c  then c  is called 

closure operator in X.  X  can be    ,X FS X  or 

 .IFS X  

Definition[1] For the pre  closure operator c  

defined on X  we say that a set AX  is closed iff 

  .A Ac  Also, 

  :  &  A A A A   c
X c  

is the topology generated by the pre  closure 

operator c.  If X  is    ,X FS X  or  IFS X  

then   is called crisp topology, fuzzy topology or 

intuitionistic fuzzy topology, repectively. 

Definition[1] An pre   interior operator 

: i X X  is a map which associates to each set 

AX  a set  Ai  such that; 

1.   i X X  

2.  A Ai   

3.       ,A B A B  i i i  for all  

, .A B X  

If in addition to above axioms the operator i  is 

idempotent, that is     A Ai i i  then i  is called 

interior operator in .X  X  can be    ,X FS X  or 

 .IFS X   

Definition[1] For the pre  interior operator i  

defined on X  we say that a set AX  is open iff 
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  .A Ai  Also,   :  &  A A A A   i X i  is 

the topology generated by the pre  interior operator 

.i  If X  is    ,X FS X  or  IFS X  then   is 

called crisp topology, fuzzy topology or intuitionistic 

fuzzy topology, repectively. 

If i  is pre  interior operator then    A A  c i  

is its corresponding pre   closure. That is 

    ,A A c i  is a pair of conjugate preclosure-

preinterior operators. 

Proposition[1] If i  and c  is a conjugate pair of 

preinterior and preclosure operators in X,  then 

   :  and : .A A B B        c c

i i
 

In [10], Marinov and Atanassov generalized the 

pre   interior and pre   closure operators to 

intuitionistic fuzzy sets and they introduced new 

intuitionistic fuzzy topological operators. In the same 

paper, they examined topological properties of these 

operators. Then, author defined new generalized 

intuitionistic fuzzy topological operators by 

considering the operators defined by Marinov and 

Atanassov in [16]. 

Definition[16] Let X  be a set and ( ).A IFS X  For 

, , , [0,1],     the topological operator 
,

,I  

   is 

defined as follow; 

,

, : ( ) ( )I IFS X IFS X 

    

such that 

 
 

   

     

 
,
, 1

1

inf , 0 ( ) 1

1 , 1 ( )

( ) , ( )

( ), ( ) 1

A A

A A

I A
A A

A A

x x

x x
x

x x

x x

 
 





   

     

     

  





  


   


   
  

 

and 

 
 

   

   
 
    

   

, ,
, ,

, 0

min 1 ,1 ,

, 1

A A

A AI A I A

A A

x x

x x x x

x x

   
   



  

      

  



  



    


 

 

Proposition[16] Let X  be a set and ( ).A IFS X  

For , , , [0,1],     the topological operator 

 ,

,I A 

   is an intuitionistic fuzzy set. 

Proposition[16] Let X  be a set and ( ).A IFS X  

For , , , [0,1],     the operator  ,

,I A 

   is a 

pre   interior operator in ( ).IFS X  

Definition[16] Let X  be a set and ( ).A IFS X  For 

, , , [0,1],     the topological operator 
,

,C 

   is 

defined as follow; 

,

, : ( ) ( )C IFS X IFS X 

    

such that 

 
 

   

   

 
 

 

   

,
,

,
,

, 0

1 ,
min ,

1

, 1

A A

A

AC A

C A

A A

x x

x
x x

x

x x

 
 

 
 

  

  
   



  

  


    
    


   


 

 

and  

 
 

   

     

 
,
,

1

1

inf , 0 ( ) 1

1 , 1 ( )

( ) , ( )

( ), ( ) 1

A A

A A

C A
A A

A A

x x

x x
x

x x

x x

 
 



   

     


     

  



   


   
 

   
  

 

Proposition[16] Let X  be a set and ( ).A IFS X  

For , , , [0,1],     the topological operator 

 ,

,C A 

   is an intuitionistic fuzzy set. 

Proposition[16] Let X  be a set and ( ).A IFS X  

For , , , [0,1],     the operator  ,

,C A 

   is a 

pre   closure operator in ( ).IFS X  

Proposition[16] The operator 
,

,I  

   is generalization 

of the operator I  and the operator 
,

,C 

   is 

generalization of the operator .C  

Theorem[16] Let X  be a set and ( )A IFS X  then 

   , ,

, , ,C A I A   

       i.e 
,

,I  

   and 
,

,C 

   is a 

conjugate pair of pre   interior and pre   closure 

operators. They define the same topology  

 
,
,

,
,

: .
C

I
B B

 
 

 
 

     

The boundary of set A  in the intuitionistic fuzzy 

topology defined by these operators is  

    , ,

, ,A C A I A   

        according to the IF 

boundary definition given by Malek[9]. 
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Intuitionistic fuzzy generators are used to construct 

IFS and they are defined as a function: 

Definition[4] A function :[0,1] [0,1]   will be 

called intuitionistic fuzzy generator(IFG) if 

  1x x    for all .x X  

An important intuitionistic fuzzy generator is defined 

by Sugeno as following and implemented in the 

example examined in this study: 

1 ( )
, ( ), :

1 ( )

A
A

A

x
A x x x X

x







   
   

     

3. Results and Discussion 

 

In this study, the problem of detecting areas affected 

by Mikania micrantha, examined by Shi and Liu[13], 

is re-examined using intuitionistic fuzzy topological 

operators, pre   interior and pre  closure. 

Methodology 

(i) Aerial photographs of the studied area are viewed 

as intuitionistic fuzzy spaces. 

(ii) Areas affected by Mikania micrantha in the aerial 

photo are viewed as intuitionistic fuzzy sets in each of 

intuitionistic fuzzy spaces. 

(iii) The membership and non-membership values of 

affected areas are calculated. 

(iv) The fuzzy value is defined by 

 

 

 

 

log Area of certain affected area log

log Total area of affected area log *
  0

( )
0

A

if
x

otherwise


 
 


 

(v) From Sugeno's generator, the intuitionistic fuzzy 

non-membership function is given as[15]: 

1 ( )
( )

1 ( )

A
A

A

x
x

x










,   is computed using 

intuitionistic fuzzy entropy(IFE) which is given as: 

1 ( )

1 1

1
( ) ( ) ,A ij

NN
x

A ij

j i

IE A x e
N






 

   

and the optimum value of   is computed as:

 max ( , ) .opt IE A   In this example, 0.5h   

was chosen. 

Results and Analysis 

Each Mikania micrantha area has an identity number 

and its boundary has been digitized on the aerial 

photos by Shi and Liu. Table 1 shows the size of each 

area affected by Mikania micrantha on an aerial 

photo[13]. 

In Table2, membership and non-membership degrees 

of areas were calculated, pre-interior, pre-closure and 

boundary values obtained: for 

This method offers a suitable classification for 

modeling spatial objects that do not have clear 

boundaries. While fuzzy topological operators only 

make a classification over membership degrees, the 

operators used here provide a classification based on 

the non-membership degrees and hestigation degrees 

of spatial objects. Thus, an evaluation much closer to 

the real bounders is obtained. For different values of   

provide different values of interior, boundary, and 

exterior 

 

 

Table 1. Size of Each Area Affected by Mikania Micrantha 
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Table 2. 0.6, 0.5, 0.7      and 0,3   
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Table 3. 0.8, 0.2, 0.3      and 0,6   

 
Table 3. 0.8, 0.2, 0.3      and 0,6   

 

The optimal , , ,     values can be obtained for the 

spatial object examined. Also operators studied by 

Shi and Liu give more zero values for chosen alpha 

values. In the intuitinistic fuzzy topological operators 

examined in this study, the number of non-zero values 

obtained is larger. This allows us to obtain more 

realistic results in modeling objects with uncertain 

boundaries. 
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4. Conclusion and Suggestions 

 

In this paper, 
,

,I  

   and 
,

,C 

   intuitionistic fuzzy 

topological operators studied on a spatial object 

example. For optimal , , ,     values topological 

interior, closure and boundary values were obtained. 

Table 2 and Table 3 shows that the topological values 

obtained here are more sensitive than those obtained 

with fuzzy topological operators and crisp topology. 

This classification of topological relations offers a 

new way of modeling spatial object problems with 

uncertain boundaries. 
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Abstract 

In order to determine the variety from walnut leaves, each leaf must be examined 

in detail. Species that are very similar in color and shape to each other are very 

difficult to distinguish with the human eye. Examining and classifying plant 

leaves belonging to many classes one by one is not appropriate in terms of time 

and cost. Studies on walnut varieties in the literature are generally classified as a 

result of experimental studies in the laboratory environment. There are two or 

three different classes in studies using walnut leaf images. In this study, firstly, a 

unique walnut dataset obtained from 1751 walnut leaf images obtained from 18 

different walnut varieties was created. Classification was made using deep 

learning methods on the original walnut dataset. It has been tested with CNN 

models, which are widely used in the literature, and some performance metrics 

are recorded and the results are compared. The images were first preprocessed 

for cropping, denoising and resizing. Classification was made using CNN models 

on the original dataset and augmented dataset with data augmentation method. It 

was seen that the VGG16 CNN model gave the best results both in the original 

dataset and the augmented dataset. In this model, the accucarcy result found with 

the original data set was 0.8552, while the accuracy result in the enhanced data 

set was 0.9055. When the accuracy values are examined, it is seen that walnut 

varieties are classified successfully. 

 

1. Introduction 

Plants are one of the essential resources for our 

world, and these resources need to be transported 

to the future healthily [1]. Demand for food crops 

is increasing due to the increasing global 

population and the challenges posed by climate 

change. However, as the need for agricultural 

nutrients increases, the costs must be minimal. 

Plants with the appropriate genotype should be 

selected to use the resources effectively. This will 

help increase productivity and efficiency. The 

automatic and correct recognition of walnut 

varieties is important for agricultural engineers and 

walnut growers. 

The diagnosis of plant leaves is utilized by 

a detailed examination of each leaf. It isn't easy to 

distinguish species similar in color and shape from 

each other with the human eye. Examining and 
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classifying one by one plant leaves belonging to 

many classes is not appropriate in terms of time and 

cost. Therefore, taking leaf images and 

automatically diagnosing and classifying them in 

the computer environment provides a lot of 

convenience in terms of time and cost [2]. By using 

artificial intelligence techniques, software studies 

have been carried out to provide faster and more 

accurate results than the functions performed by 

the human eye [3]. 

Feature extraction is a difficult process for 

machine learning. However, it is necessary for the 

classification process and affects the classification 

performance [4]. With the developing technology, 

the speeds and capacities of Central Processing 

Units (CPUs) and Graphics Processing Units 

(GPUs) have increased. With these developments, 

serious performances have been achieved in the 

data processing stage, leading to the emergence of 
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deep learning architectures [5]. On the other hand, 

deep learning-based studies for the detection and 

classification of plant leaf diseases have been 

studied to evaluate their deep learning potential [6]. 
Considering the mentioned reasons and 

examining the classification studies carried out in 

recent years, it is seen that deep neural networks, 

especially convolutional neural networks (CNN), 

delivered better results compared to traditional 

machine learning [7]. One of the most important 

reasons for the widespread use of CNN algorithms 

is automatic feature extraction [8]. Furthermore, a 

matrix (raw image) is used as input to the model, 

not a vector (feature vector) [9]. 

Vasif Nabiyev et al. developed a method 

for plant identification using CNN and Transfer 

Learning. In the Oxford Flowers Dataset study, a 

fine-tuning approach was used to transfer learning 

from the ImageNet domain. MobileNetV2 trained 

on the ImageNet database was used as a pre-trained 

network, and an accuracy of 0.9897 was achieved. 

In addition, positive results were obtained by 

writing a mobile application [10]. Ibtesam M. 

Dheir et al. The dataset consisting of 2868 images 

and five different nut species was classified. In the 

model, there are 4 convolution layers and these 

layers use the ReLU activation function. After the 

convolution layers, there is the Max Pooling layer 

and then the smoothing layer. The first of the last 

two layers consists of 512 hidden layers and a total 

of 2,603,205 parameters that can be trained by the 

network. The last layer is the output layer and 

Softmax is used as the activation function. A 

success of 0.98 was achieved in the study [11]. 

Yixue Liu et al. conducted a study classifying 21 

types of grape leaves. After working with 

preprocessing and CNN algorithms, they 

developed the Grad-CAM algorithm to analyze the 

effect of image complementary preprocessing on 

the classification results and obtained very 

successful outcomes. As a result of the tests 

performed using the Googlenet model, the success 

rate was 0.974 [8]. Daniel Nkemelu et al. worked 

on classifying 12 different types of plant seedlings. 

Tests were conducted with K-Nearest Neighbor 

(KNN), Support Vector Machine (SWM), and a 

CNN model they created. As a result of tests with 

several preprocessing and CNN algorithms, the 

highest accuracy rate of 0.926 was reached [12]. 

Yu Sun et al designed a 26-layer deep learning 

model for classification with large-scale data 

obtained from the natural environment. The 

proposed model was tested on the BJFU100 dataset 

and achieved a success rate of 91.78%. 

Considering the results, it seems that the model is 

promising for smart forestry [13]. In the first study 

with the original walnut data set, a new ResNet-

based model was proposed. In the proposed model, 

ResNet architecture was used for feature 

extraction, Atom Search Optimization algorithm 

was used for feature selection and SVM was used 

for classification. As a result of the experimental 

tests, a success rate of 81.77% was achieved [14]. 

In addition to plant identification in the 

literature, disease diagnosis studies from leaf 

images have become very popular in recent years. 

Umit Atila et al. proposed the EfficientNet deep 

learning architecture by using the Plant Village 

dataset to classify plant leaf diseases and compared 

the performance of this model with other state-of-

the-art deep learning models. The EfficientNet 

architecture and other deep learning models are 

trained using the transfer learning approach, and all 

layers of the models are set to be trainable in 

transfer learning. As a result of the tests performed, 

an accuracy of 0.999 was obtained [4]. Rakesh 

Chandra Joshi et al. suggested an automatic 

recognition system for the viral infection of 

Vignamungo, a legume variety usually grown in 

the Indian subcontinent. This proposed automated 

system is based on deep learning and is named 

VirLeafNet. Data used for system training were 

obtained from images of healthy, mildly infected, 

and severely infected leaves obtained over multiple 

periods. Test results of the proposed models; 

VirLeafNet-1 was found to be 0.912, VirLeafNet-

2 0.964 and VirLeafNet-3 0.974 [15]. Lucas M. 

Tassis et al. proposed an automatic CNN-based 

model for the detection of lesioned images from 

coffee trees. In the first stage of the proposed 

model, Mask R-CNN network was used for 

segmentation. In the second stage, UNet and 

PSPNet networks were used for segmentation. In 

the final stage, ResNet was applied for the 

classification process. As a result of the 

experimental tests, the success rate was found to be 

942% [16]. A. Anagnostis et al. has created an 

accurate and fast object detection system that can 

identify anthracnose leaves in walnut trees for use 

in real agricultural environments and has achieved 

a 0.87 verification. It has been concluded that this 

system is a viable solution for real-time discovery, 

monitoring, and decision-making [17] [18]. 
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The producers must buy the right walnut 

saplings to grow walnuts. It is challenging even for 

experts to distinguish the walnut variety from the 

leaves. It takes 3-5 years to see fruits in walnut. 

Therefore, during this period, the producer spends 

on an undesired walnut variety or cannot be 

produced in the region. In this case, the producer 

tries to change the variety by top-working or has to 

reestablish the walnut orchard. Saplings that are not 

namely true have been brought to the courts in 

many places, causing disagreements between the 

grower and the nursery. Every year, many legal 

cases are filed between the nursery and the 

producers who purchased saplings that do not 

belong to the desired walnut variety. 

In this study, classification with CNN 

models was utilized to identify walnut varieties 

from walnut leaves. Before giving the data set input 

to the CNN models, preprocessing methods were 

applied, and experimental test results were 

compared. To improve the model, the data 

augmentation process was applied to the data set, 

experimental tests were performed again, and the 

comparison process was utilized. 

With this study, many undesirable issues 

can be prevented, such as the purchase and planting 

of wrong saplings, time loss until fruiting, loss of 

seedlings not planted in a suitable climate, and 

court processes. Thus, more successful 

establishment and finalization of walnut orchards 

will be possible. 

2. Generating Original Dataset 

2.1. Dataset 

Our data set was created by sampling from the 

walnut orchard in the Application Garden of 

Yalova Atatürk Horticultural Central Research 

Institute. A total of 1751 leaves from 18 different 

cultivars were photographed one by one. The 

nomenclature in the data set is registered by the 

institute.  

Walnut varieties were determined in 

advance, their leaves were cut from their branches 

and displayed on a white background. Images were 

created using the Canon EOS 100D camera, in 

daylight, close-up and automatically. All leaf 

images were taken from trees of a predetermined 

variety on the same day and within a few hours. 

Imaging is applied the same for each leaf, but there 

may be differences in the person's posture, sun, 

shade and angle when taking the photo.  

Examples of 18 types of walnuts are shown 

in Figure 1. 

 

 
Figure 1. Leaf image examples of walnut species. 

 

The number of leaf images of walnut cultivars in the original walnut dataset is shown in Table 1. 

 
                                      Table 1. Leaf image numbers of walnut species. 

Number Name Data Count 

1 Bilecik 96 

2 Chandler 82 

3 Fernette 89 

4 Fernor 104 

5 Frenquette 126 
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6 Hardley 95 

7 Howard 85 

8 Kaman1 98 

9 Kaplan86 84 

10 Lara 63 

11 Maya1 74 

12 Mitland 147 

13 Oguzlar77 59 

14 Pedro 77 

15 Sebin 88 

16 Sen 157 

17 Ser 119 

18 Yalova3 108 

  Total : 1751 

 

 

2.2. Preprocessing 

Before experimental tests with CNN models, 

preprocessing was applied to the images in the 

dataset to improve the images. There are errors and 

noises in the images due to shooting. In order to 

make a better classification from the raw images 

taken for the data set, only the area with the leaf 

was determined. The leaves were cut from the edge 

lines and preprocessed with the help of image 

processing methods. 

In these preprocesses, in order to convert 

the first image to black and white, the Localrange 

of image filter 7.7 neighborhood was applied to the 

images, and the local ranges of the images were 

obtained. The most appropriate black and white 

images were obtained based on these local range 

values and 20 threshold values. 

As a second step, morphological methods 

were used to eliminate noise in the image. The 

morphological operations used are erosion, 

dilation, and closing, respectively. The 

morphological structuring element is created as a 

parameter in the erosion and dilation processes. 

This element is a neighborhood matrix with two-

dimensional or multidimensional binary values in 

which actual pixels are included in the 

morphological calculation, and false pixels are not. 

In the Erosion process, a square configuration 

element with a width of 10 pixels is created. At the 

same time, the bright regions surrounded by dark-

toned regions in the image are narrowed, while the 

dark-toned regions covered by bright regions are 

enlarged. After this process, dilation is applied with 

a square element width of 75 pixels. In the dilation 

process, while the bright regions surrounded by 

dark-toned regions in the image expand, the dark-

toned regions surrounded by bright regions weaken 

and even disappear depending on the size of the 

building element and the dark-toned region. The 

disk method is applied for the closing process 

instead of the configuration element. With this 

method, morphological operations are provided to 

work faster. The noise on the image is minimized 

by applying the closing, dilation, and erosion 

operations to the binary image sequentially. 

Objects on the image are labeled and 

determined on the 2-d binary image (Label 

connected components in 2-D binary image). 

Finally, only the leaf region dataset images were 

obtained by taking the outer frame of the leaf, 

which is the largest of the objects. Data 

preprocessing steps are shown in Figure 3. 



A.T. Karadeniz, E. Başaran, Y. Çelik / BEU Fen Bilimleri Dergisi 12(2), 531-543, 2023 

535 
 
 

 

Figure 3. Data preprocessing steps. 

After the pre-processing processes were 

completed, the images were scaled to 600 x 600 

dimensions for the experimental tests to run more 

efficiently. 

2.3. Data Augmentation 

Data augmentation techniques are a widely used 

method in deep learning to increase the 

generalization ability of the model [19]. Data 

augmentation techniques were applied to our data 

set consisting of walnut leaf images. These 

techniques are applied between 0-30 degrees 

brightness, shift, zoom and flip operations and 1-

1.5 degrees rotation. As a result of the data 

augmentation processes, the number of images in 

the augmented data set has been increased by 

approximately 4 times and consists of 6606 images. 

 

 

3. Material and Method 

3.1. CNN Models 

CNN models consist of multiple deep layers that do 

different tasks. CNN models basically consist of 3 

layers: convolution, pooling and fully connected 

layer [18]. In other words, CNNs consist of 

trainable sections placed one after the other. After 

receiving the input data in CNN, the training 

process is carried out by making layer-by-layer 

operations. Finally, it gives an output to compare 

the expected value with the generated value. Error 

occurs as much as the difference between the 

output and the expected result. This error is 

transferred to the weights in the network with the 

back propagation algorithm. The weights are 

updated at each iteration to reduce the error [5]. 

The general CNN architecture is shown in Figure 

2. 
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Figure 2. CNN’s general architecture. 

 
In the study, Alexnet, InceptionNetV3, 

VGG16, VGG19, ResNet50, ResNet101, 

EfficientNet, Darknet19 and GoogleNet CNN 

models were used for experimental tests. 

3.1.1. AlexNet 

The AlexNet model is a CNN architecture 

consisting of 10 layers and approximately 61 

million parameters. This CNN architecture was 

first introduced in the ImageNet competition held 

in 2012. The first layer of AlexNet is the input layer 

with an image size of 227 x 227. Then there are 5 

convolution layers. After the convolution layer 

comes 3 fully connected layers. As the last layer, 

there is the output layer, the Softmax layer. In 

AlexNet architecture, ReLu activation function is 

used to increase efficiency between convolution 

layers and fully connected layer. The Softmax layer 

is used as the output layer and each output value 

represents a class value [20] [21]. 

3.1.2. InceptionV3 

InceptionV3 was developed by Google. In addition 

to previous versions, batch normalization and 

factorization have been added. The first aim is to 

reduce the number of parameters and connections 

to reduce costs, while not reducing the efficiency 

of the network. Softmax is used in the last layer, 

the output layer. The Inception V3 architecture 

consists of 42 layers, including the input layer, 

which takes a 299×299 pixel image [22]. 

 

3.1.3. VGG16 

VGG-16 is a CNN architecture with approximately 

138 million parameters proposed in 2014. Instead 

of using many hyper-parameters, this architecture 

applies 3 x 3 filters and 2 x 2 pooling at each step. 

There are three layers in the full connection layer, 

the first two of which are ReLU and the last one is 

Softmax. VGG-16 contains 16 layers, and the input 

layer works by taking images of 224 × 224 pixels 

[23]. 

3.1.4. VGG19 

VGG network architecture was introduced by 

Simonyan et al. [22]. The VGG19 architecture 

starts with five block convolutional layers and is 

configured with three fully connected layers. 

Convolutional layers are 3 x 3, and ReLU 

activation is performed after each convolution 

layer, followed by 2 x 2 pooling. One thousand 

fully connected layers are used, and the Softmax 

activation function is used for the output [24]. 

3.1.5. ResNet50 

ResNet50 consists of a network architecture based 

on a large number of stacked residual volumes. 

These residual units are used as building blocks to 

form the ResNet50 network. Each residual unit 

consists of convolution and pooling layers. 

ResNet50 CNN architecture, consisting of 224 x 

224 pixel input images, was defined in 2015. It is a 

CNN architecture that is recommended to prevent 

distortions in inputs with a large number of 

dimensions [25]. 

3.1.6. ResNet101 

The difference between Resnet101 and Resnet50 is 

that it has 17 more redundant blocks in the Conv4 

layer [26]. 

3.1.7. EfficientNet 

CNN architectures are generally developed with a 

fixed resource and more resources are used to 

improve accuracy as needed. This model can 

identify factors that carefully balance network 

depth, width, and resolution and perform better by 

systematically examining scaling. This observation 

proposes a new scaling method that equally scales 

all depth/width/resolution dimensions using a 

simple but highly effective composite coefficient. 

The model was 8.4 times smaller than the best 

CNN and 6.1 times faster at inference, while in 

ImageNet, it found 97.1% accuracy. EfficientNet 

also achieved an accuracy of 91.7% in the CIFAR-

100 dataset and 98.8% in the Flowers dataset [27]. 

3.1.8. DarkNet19 

DarkNet19 is a CNN algorithm capable of 

clustering up to 1000 clusters. There are 64 layers 

on the DarkNet19 CNN architecture. These layers 

are the input layer, Convolution Layer, Batch 

Normalization (BN), LeakyReLU, maximum 

pooling, overall average pooling, Softmax, and 
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output layers. The LeakyRelu function, an 

improved version of the traditional ReLU type, is 

used for activation [28]. 

3.1.9. GoogleNet 

The size of the receiving area in the GoogleNet 

network is 224×224, taking RGB color channels 

with average subtraction. The total number of 

layers used for the construction of the network is 

about 100. In GoogleNet architecture, a pooling 

layer with a filter size of 5 x 5, a 1 x 1 convolution 

layer with 128 filters, a fully connected layer with 

1024 units and ReLU, and Softmax for the 

classifier are used [29]. 

 

4. Experiment Test 

4.1. Performance Metrics 

There are 18 different types in our data set. 

Therefore, multiple classifications were made. The 

confusion matrix is used to measure the 

performance of this type of classification. Values 

such as True Positive (TP), True Negative (TN), 

False Positive (FP), False Negative (FN) are 

obtained from the confusion matrix. 

Here, TP represents the number of 

correctly classified images for each category, and 

TN represents the sum of correctly classified 

images outside of the category they should be. FN 

is the number of misclassified images from the 

appropriate category. FP is the number of images 

misclassified outside of the intended category. 

Performance criteria used in our study; 

Accuracy (Acc), Precision (Sen), Specificity (Spe), 

Precision (Pre) and F-Score. 

Sensitivity is the ratio of the number of 

correctly predicted positive images to the total 

number of positive images. Specificity is the ratio 

of the number of correctly predicted negative 

images to the total number of negative images. 

Accuracy is the ratio of the number of correctly 

classified samples to the total number of samples. 

Precision is the ratio of correctly predicted positive 

outcomes to all positive outcomes. In addition, 

Recall (Rec) is a metric that shows how many of 

the transactions we should predict positively are 

positively predicted. It has the same formula as 

Recall Sensitivity. The F1-Score value shows us 

the harmonic mean of the Preve Rec values. 

The necessary calculations for the 

mentioned performance metrics are shown in 

equations 1-6 [30] [31]. 

𝑆𝑝𝑒 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                 (1)                                                 

 𝑆𝑒𝑛 =  
𝑇𝑃

𝑇𝑝+𝐹𝑁
              (2)                        

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                                    (3)                                                 

𝑃𝑟𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                         (4)                                                 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                     (5)                                                 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒∗𝑅𝑒𝑐

𝑃𝑟𝑒+𝑅𝑒𝑐
                                    (6)                                                 

4.2. Training 

Our study's original and expanded walnut data sets 

were randomly divided into 70% training and 30% 

test sets. The learning rate for all optimization 

methods was decided as 0.001. 
Before starting the training, the images 

were set with CNN input sizes as 227 × 227 pixels 

for AlexNet, 224 × 224 pixels for ResNet50, 

ResNet101, GoogleNet, EfficientNetB0, VGG16 

and VGG19, 299 × 299 pixels for Inception V3, 

and 256 x 256 pixels for DarkNet19. 

In experimental studies, the mini-batch size is set 

to 16. Table 2 shows the hyper-parameters used in 

all experiments in our research. 

 

 

 

Table 2. Hyperparameters used in experimental CNN 

tests. 

CNN Name Image 

Size 

Learning 

Rate 

Epoch 

AlexNet 227 x 

227 

 

 

 

 

0.0001 

 

 

 

 

 

32 

VGG16 224 x 

224 

VGG19 224 x 

224 

DarkNet19 256 x 

256 

Inception V3 229 x 

229 

EfficientNetB0 224 x 

224 

Googlenet 224 x 

224 

Resnet101 224 x 

224 

Resnet50 224 x 

224 
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5. Results and Discussions 

Our study aims to examine the classification 

success of the walnut data set we created by 

using the most popular CNN models in the 

literature and comparing the CNN models' 

success rates. 

Experimental studies were carried out 

with all the CNN models mentioned, on both 

the original and augmented datasets. As a 

result of these studies, Accuracy, Sensitivity, 

Specificity, Precision and F1-Score results 

were found. The values obtained from tests 

with the original dataset are shown in Table 3. 

The accuracy rates of the CNN models 

according to the test results are given in Figure 

4. 

 

 

Table 3. Experimental test results of CNNs 

CNN Model Accuracy Sensitivity Specificity Precision F1-Score 

AlexNet 0.7771 0.7514 0.9869 0.7757 0.7584 

DarkNet19 0.7695 0.7362 0.9865 0.7448 0.7377 

GoogleNet 0.7524 0.7251 0.9855 0.7330 0.7264 

InceptionV3 0.6439 0.6112 0.9790 0.6309 0.6131 

ResNet50 0.7695 0.7362 0.9865 0.7575 0.7425 

ResNet101 0.7524 0.7197 0.9855 0.7411 0.7272 

VGG16 0.8552 0.8315 0.9915 0.8300 0.8363 

VGG19 0.8400 0.8137 0.9906 0.8220 0.8157 

EfficientNet 0.7467 0.7230 0.9851 0.7334 0.7245 

 
Figure 4. Accuracy rates of CNN models. 

 
As seen in Table 3, VGG16 achieved the 

highest success with an accuracy rate of 85.52%. 

Figure 5 shows the confusion matrix of the highest 

performing model, VGG16. 7
7
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Figure 5. Confusion Matrix obtained with the VGG16. 
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Table 4. Experimental test results of CNNs with Augmented Dataset 

CNN Model Accuracy Sensitivity Specificity Precision F1-Score 

AlexNet 0.8631 0.8504 0.9920 0.8543 0.8518 

DarkNet19 0.8992 0.8872 0.9941 0.8878 0.8870 

GoogleNet 0.8675 0.8512 0.9922 0.8605 0.8532 

InceptionNetV3 0.8061 0.7919  0.9886 0.7968 0.7928 

ResNet50 0.8704 0.8547 0.9924 0.8634 0.8577 

ResNet101 0.8583 0.8424  0.9917 0.8520 0.8460 

VGG16 0.9055 0.8900 0.9945 0.8894 0.8891 

VGG19 0.9045 0.8918 0.9944 0.8941 0.8924 

EfficientNetB0 0.8505 0.8341 0.9912 0.8408 0.8365 

The graphs of the accuracy rates of the test 

results of the augmented dataset and CNN models 

are given in Figure 6. As seen in Table 4, as a result 

of the experimental tests performed with the 

augmented data set, VGG16 granted the highest 

success with an accuracy rate of 90.55%, as in the 

original data set. However, VGG19 achieved better 

results on some performance metrics having the 

best results in Sensitivity and F1-Score. In 

addition, VGG16 and VGG19 produced very close 

results in almost all metrics. DarkNet19 also 

performs quite well relative to VGG models.

Figure 6. Accuracy rates of CNN models with the 

augmented dataset. 

Figure 7 shows the confusion matrix of 

VGG16, which delivered the highest performance 

in the experimental test results in the augmented 

data set. 

8
6

,3
1 8
9

,9
2

8
6

,7
5

8
0

,6
1

8
7

,0
4

8
5

,8
3 9

0
,5

5

9
0

,4
5

8
5

,0
5



A.T. Karadeniz, E. Başaran, Y. Çelik / BEU Fen Bilimleri Dergisi 12(2), 531-543, 2023 

541 
 
 

 
Figure 7. Confusion matrix of VGG16 according to augment dataset. 

As can be seen in Tables 3 and 4, the 

performance of the augmented dataset is better in 

all CNN models than in the original dataset. In 

addition, VGG19 Sensitivity and F1-Score 

performance metrics in the augmented data set 

offered better results than VGG16 indicating the 

importance of the number of images in the data set 

for CNN models. 

 

6. Conclusions 

Identification of the walnut variety from the leaves 

can be utilized as a result of a detailed examination 

of each leaf. Since these leaves are very similar in 

color, shape, and texture, it is difficult to 

distinguish them by traditional methods. Within the 

scope of this study, a unique walnut dataset 

containing 18 different classes and 1751 walnut 

leaf images has been brought to the literature. The 

original and augmented version of the data set were 

classified separately using nine different CNN 

models in the literature. The performance results 

were compared. Looking at all performance 

calculation metrics in both datasets, VGG16 was 

the best performing CNN model. While the 

accuracy result of VGG16 found with the original 

data set was 0.8552, the accuracy in the augmented 

data set was 0.9055. Considering the success rates, 

walnut varieties were classified successfully with 

the deep learning methods. 

In the future, in addition to the existing 

CNN models, developing a different and more 

successful deep learning model is aimed to use as a 

mobile application for nurseries and walnut 

growers. 

Dataset availability Link to access the data 

set: https://github.com/TechResearchLab/Walnut-

Leaves-Dataset 
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Abstract 

Examination of the creep behavior of historical structures and the correct assessment 

of seismic failures in historical structures are of great importance for the safety and 

future of these important structures. In this study, time-dependent settlement and 

three-dimensional (3D) seismic analyses of a historical stone bridge were 

investigated using the 3D discrete element modeling technique. For the settlement 

and seismic analyses, the historical single-span Çüngüş bridge which was built in the 

18th century in Diyarbakır,Türkiye by Ottoman Empire was used. Since Diyarbakır 

is in a dangerous zone according to the Türkiye seismic map, the examination of this 

structure is very critical for the history of Türkiye. The 3D model of the bridge was 

created using the FLAC3D program based on the finite-difference method and all the 

stone elements in the historical bridge were modeled separately as blocks. Special 

interaction elements were defined between the discretely modeled stones. For 

settlement creep analyses, the Burger-creep material model, which was not used for 

the creep behavior of historical buildings in the past, was utilized. Firstly, the 500-

year long-term creep behavior of the bridge was examined by considering the fix 

boundary condition and full reservoir condition. According to the creep analyses, it 

was seen that the most deformation and failure section of the bridge is the arch 

section. Then, for the seismic analyses of the bridge, free-field and quiet non-

reflecting boundary conditions were defined in the model. Furthermore, hysteresis 

damping coefficients were taken into account in seismic analyses with the help of 

special FLAC3D code. 10 different earthquakes were considered for the seismic 

analyses. According to the earthquake analyses, the earthquake behavior of the 

Çüngüş historical bridge was assessed by considering the full reservoir condition and 

it was understood that the 2023 Kahramanmaraş, Hatay, Malatya, Gaziantep 

earthquakes significantly changed the seismic safety behavior of Çüngüş single-span 

historical bridge. 
 

 
1. Introduction 

 

Historical buildings can provide important 

information about the past of countries, and the 

preservation of these structures is of great importance 

for the history of countries. For these structures to 

serve humanity more, the time-dependent failure 

behavior of the stone elements should be examined 

and restored. In addition, examining the earthquake 

                                                           

*Corresponding author: murat.cavusli@beun.edu.tr               Received:11.03.2023, Accepted:25.05.2023  

behavior of historical buildings in seismic regions and 

taking precautions is very critical for the safety of 

these structures. Bridges are one of the most 

important examples of historical structures built in the 

past. There are many studies on the seismic analyses 

of historical bridges in the literature. Aydin and 

Özkaya [1] performed the structural analyses of the 

Sarpdere historical stone bridge. Firstly, a three-

dimensional finite element model of the bridge was 
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generated by using ANSYS software. The total 

maximum load-carrying capacity behavior of the 

bridge was evaluated and it was seen from numerical 

analyses that the maximum cracks occurred on the 

arch section of the bridge. The location of the arch 

section of a masonry bridge can vary depending on 

the specific design and construction of the bridge. 

However, typically, the arch section is located in the 

middle or center of the bridge span, as this is where 

the greatest weight and pressure from the weight of 

the bridge and any vehicles or loads crossing it are 

concentrated. The arch section is designed to 

distribute this weight and pressure evenly across the 

entire span of the bridge, providing support and 

stability to the structure. Bayraktar and Hokelekli [2] 

assessed the structural behavior of brick and stone 

historical bridges considering nonlinear soil 

deformability effects. Bridges were modeled as three-

dimensional using brick and wedge elements. 

According to seismic analyses, it was seen that the 

most critical section of the bridge during an 

earthquake is the arch section. Furthermore, the 

seismic behaviors of the brick and stone bridges are 

very different from each other. Bergamo et al. [3] 

investigated the stress and deformed behavior of 

historical stone bridges. Firstly, the mechanical 

properties of the bridge were acquired from 

experimental tests. Then, static experimental tests 

were performed to obtain the static behavior of the 

bridge. The three-dimensional finite element model of 

the bridge was created and maximum deformations 

occurred on the arch section of the bridge. Conde et 

al. [4] evaluated the influences of material properties 

and geometry of the arch section of the bridge on the 

structural behavior of the Monforte de Lemos 

historical stone bridge. According to four different 

arch types, it was seen that arch types have enormous 

effects on the structural behavior of bridges. 

Moreover, arch types have significant static effects on 

the collapse behavior of bridges. Conde et al. [5] 

investigated the probabilistic analyses of the stone 

arch bridges using the finite element model and limit 

analysis model. According to numerical analyses, the 

maximum failure damages occurred on the arch 

section of the bridge. Moreover, very different 

reliability indexes were observed for EN 1990, ISO 

2394, ISO 13822, JCSS, and fib standards. Gönen and 

Soyöz [6] examined the three-dimensional earthquake 

behavior of the historical stone bridges using the 

finite element macro-modeling approach. The bridge 

was modeled as three-dimensional using ANSYS 

software and nonlinear earthquake analyses were 

performed under 14 various strong ground motions. It 

was proposed that future studies should aim at 

determining the performance criteria for historical 

stone bridges. Güllü and Jaf [7] evaluated the three-

dimensional earthquake behavior of the Mataracı 

historical stone bridge. After the three-dimensional 

model of the bridge was created, 5 different modes of 

the bridge were examined by considering the soil-

structure interaction and fix base. Besides, the seismic 

behavior of the bridge was evaluated considering a 

strong earthquake. According to seismic analyses, it 

has been understood that modeling historical bridges 

by considering the soil-structure interaction and fix 

base significantly changes the seismic behavior of 

these structures. Naderi and Zekavati [8] evaluated 

the earthquake behavior of historical stone bridges 

using the finite element method and discrete element 

method. The first five modes of the bridge were 

assessed in detail and it was seen that the first mode 

of the bridge is 4.985 Hz. Then, the seismic 

deformation behavior of the bridge was evaluated and 

it was understood that the maximum deformations 

occurred on the arch section of the bridge during the 

earthquakes. Rovithis and Pitilakis [9] examined the 

static behavior of a historical stone bridge. The three-

dimensional model of the bridge was created 

considering the fixed-base model, the flexible-base 

model, and the flexible-base rehabilitated model. 

According to these models, the frequency for Mode 1 

is 11.27 Hz, 1.62 Hz, and 2.058 Hz for the fixed-base 

model, the flexible-base model, and the flexible-base 

rehabilitated model, respectively. Moreover, the 

response spectrum behavior of the bridge was 

assessed considering the free-field ground response 

analyses. Saygılı and Lemos [10] evaluated the 

earthquake damage performance of the masonry 

bridges. Historical Kazan and Şenyuva bridges were 

utilized for the numerical analyses. Firstly, three-

dimensional models of the bridges were created using 

SAP2000 and 3DEC software, and the first five 

modes of the bridges were assessed in detail. 

According to numerical analyses, it was seen that the 

maximum relative X displacements during the 

earthquake occurred on Point 5, and the maximum 

relative traversal displacements were observed on 

Point 4. Sayin [11] assessed the nonlinear earthquake 

behavior of the historical Nadir Bridge. The bridge 

was modeled as three-dimensional and it was 

understood that strong ground motions strongly affect 

the seismic behavior of historical bridges. Simos et al. 

[12] investigated the effects of near-fault and far-fault 

earthquakes on the seismic behavior of the Konitsa 

historical stone bridges. Surface contact was defined 

in the model. Firstly, a three-dimensional finite 

element model of the bridge was created and seismic 

analyses were performed considering a near-fault and 

a far-fault earthquake. 5 Modes of the bridge were 

evaluated and it was seen that the first mode of the 
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bridge is 2.3136 Hz. Then, the crack behavior of the 

bridge was assessed in detail and it was understood 

that maximum cracks occurred on the arch of the 

bridge. Zani et al. [13] examined the effects of soil 

compressibility on the structural behavior of 

historical stone bridges. Firstly, the structural 

behavior of the bridge was checked using load tests 

and the Italian Technical Regulations. Then, the 

bridge was modeled as three-dimensional and the 

deformation behavior of the bridge was assessed in 

detail. According to three various models of the 

bridge, it was seen that the maximum principal stress 

is 3.1x105 MPa for Model A. Karalar and Çavuşli 

[14] examined the structural performance of a 

historical building considering 2018 TBEC. 

Furthermore, there are many studies about static and 

seismic analyses of historical stone bridges in the 

literature [15-16], [22-26]. It was seen from these 

studies that the Burger-creep material model, free-

field non-reflecting boundary condition, quiet non-

reflecting boundary condition, three-dimensional 

discrete modeling, and special interaction parameters 

(kn and ks) were not used to perform the creep and 

seismic analyses of the historical stone arch bridges 

in the past studies. For this reason, this study is very 

important to fill these deficiencies in the literature. In 

this study, the creep and seismic behaviors of the 

Çüngüş historical stone arch bridge built in the 18th 

century in Diyarbakır, Türkiye were investigated in 

detail. Firstly, the three-dimensional creep model and 

the three-dimensional seismic model of the bridge 

were created. While creating the three-dimensional 

creep model, each stone element in the arch section of 

the bridge was modeled separately. This modeling 

process was done with the help of FLAC3D code 

based on the finite-difference method. This method is 

a numerical technique for solving differential 

equations by approximating derivatives with finite 

differences and it converts differential equations, 

which may be nonlinear, into a system of linear 

equations that can be solved by matrix algebra 

techniques. Special interaction parameters (kn and ks) 

were defined between the stone elements modeled 

separately. When the literature is examined, it is seen 

that there are very limited studies in which the creep 

and seismic analyzes of historical stone bridges are 

examined by modeling discrete stone elements and by 

assigning special kn and ks interaction elements 

between each stone element. Therefore, the first aim 

of this study is to examine how discrete element 

modeling and specific interaction elements change 

the creep settlement and seismic behavior of historical 

bridges. The Burger-Creep material model, which 

was not used in the past to examine the creep 

settlement behavior of historical bridges, was used in 

the creep settlement analyses. The Burgers-Creep 

material model is a visco-plastic model combining the 

Burgers model and the Mohr-Coulomb model [18]. 

The second aim of this study is to fill this gap in the 

literature and observe how the Burger-Creep material 

model changes the long-term creep behavior of 

historical bridges. Then, special free-field and quiet 

boundary conditions were utilized for the seismic 

analyses of the bridge. The other purpose of this study 

is to examine the effects of free-field and quiet 

boundary conditions on the seismic behavior of 

historical arch-stone bridges. A total of 10 different 

near-fault earthquakes were used in seismic analyses, 

and one of the most important purposes of this study 

is to reveal the effects of near-fault earthquakes on the 

seismic behavior of historical stone bridges. This 

study is of great importance in terms of eliminating 

the deficiencies in the literature. 

 

INDEX OF ABBREVIATIONS 

Mw Moment Magnitude 

PGA Peak Ground Acceleration 

PGV Peak Ground Velocity 

PGD Peak Ground Displacement 

kn Normal Stiffness 

ks Shear Stiffness 

E Modulus of Elasticity 

fc Compressive Strength 

μ Poisson’s Ratio 

 

 
2. Çüngüş Historical Arch Bridge and Seismic 

Hazard Map of Diyarbakır-Türkiye 

 

Diyarbakır Çüngüş stone bridge is one of the most 

important historical structures in Türkiye (Fig. 1). In 

the literature, there is no information about its period 

and builder. However, it is estimated that the bridge 

was built in the 18th (1743) century in terms of plan 

and architecture. The main construction material of 

the bridge, which has one span and a pointed arch, is 

yellow limestone obtained from the region. The arch 

thickness is 0.53 m and the spandrel wall thickness is 

0.41 m. The feet of the bridge are set on natural rocks. 

The bridge has 34.74 m long, 5 m wide, and 16.42 m 

high. The span of the arch is 9.32 m at the ends where 

the feet sit on the rocks. The tissue, which deteriorated 

over time, was not repaired with the same technique 
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but was replaced with rubble material that requires 

less labor. The upper section of the bridge was also 

recently covered with interlocking cobblestone. Signs 

of different periods have been detected on the 

upstream surface. Besides, stone remains were found 

about 10 m away from the upstream face of the 

bridge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. General view of the Çüngüş stone arch 

bridge. 
 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. The fault map of Türkiye [17]. 

 

Çüngüş stone arch bridge is a historical building 

built on seismic active earthquake zones in 

Diyarbakır, Türkiye. This bridge is located on the East 

Anatolian Fault and this fault is in constant motion. 

Türkiye's seismic map was shown in detail in Fig. 2. 

According to Fig. 2, it was seen that the Çüngüş 

bridge has been exposed to many important 

earthquakes from the past to the present, and 

examining the seismic behavior of this structure is of 

great importance for the future of this structure. As a 

result of the earthquakes that took place in Diyarbakir 

in the past, it was determined that there was no 

structural damage to the Cungus bridge. However, 

due to time, significant abrasions were observed on 

the stone elements of the bridge. Besides, according 

to the observation results, visible displacements and 

seismic failures occurred in the body and arch parts of 

the bridge as a result of the 2023 Kahramanmaraş 

earthquake. The region where the Cüngüş bridge is 

located was exposed to major earthquakes in 2023. 

The East Anatolian Fault (EAF) produced very large 

earthquakes in the Kahramanmaraş, Hatay, Malatya, 

and Gaziantep in 2023 and as a result of these 

earthquakes, great destructions occurred. Besides, 

these earthquakes have caused the death of thousands 

of people in these provinces. It is of vital importance 

to examine these current and severe earthquakes and 

to model our structures according to these 

earthquakes. In this study, the earthquake behavior of 

the Cüngüş bridge, which is located on the EAF, was 

investigated by considering the 2023 

Kahramanmaraş, Hatay, Malatya, and Gaziantep 

earthquakes. The characteristics of the earthquakes 

used in seismic analyses were summarized in Table 1 

in detail. 

 
Table 1. Characteristic properties of strong ground 

motions [19]. 

 

3. Three-Dimensional Finite Difference Model of 

Bridge 

 

In this study, it was aimed to examine the creep and 

seismic behaviors of the historical Çüngüş stone 

bridge built in the 18th century in Diyarbakır, 

Case Earthquake Year Mw 
Distance 

(km) 
PGA 

(cm/s2) 
PGV 

(cm/s) 

1 
Pazarcık1 
(K.maraş) 

2023 

7.7 8.6 
2178.71 

(E-W) 
186.78 
(E-W) 

2 
Elbistan 

(K.maraş) 
7.6 7 

635.45 
(N-S) 

170.79 
(N-S) 

3 
Nurdağı1 

(Gaziantep) 
6.6 6.2 

454.15 
(N-S) 

44.60 
(U-D) 

4 
Yayladağı 
(Hatay) 

6.4 21.7 
775.40 
(N-S) 

75.79 
(E-W) 

5 
İslahiye 

(Gaziantep) 
5.7 11.19 

363.52 
(E-W) 

13.85 
(E-W) 

6 
Yeşilyurt 
(Malatya) 

5.6 6.15 
25.23 (E-

W) 
2.36  
(N-S) 

7 
Doğanşehir 
(Malatya) 

5.6 10.23 
47.28 (E-

W) 
2.90  

(E-W) 

8 
Nurdağı2 

(Gaziantep) 
5.6 6.98 

44.15 (E-
W) 

2.91  
(E-W) 

9 
Pazarcık2 
(K.maraş) 

5.5 5.96 
49.84 (U-

D ) 
2.84  
(N-S) 

10 
Ekinözü 

(K.maraş) 
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Türkiye. For this purpose, the three-dimensional 

model of the bridge was modeled with the help of the 

FLAC3D program. The discrete element method was 

used for modeling the bridge. Firstly, the arch of the 

bridge was formed. Then, each stone element in the 

arch part was modeled separately and interaction 

stiffness coefficients were defined between the 

interface surfaces of the stone elements by 

considering the kn and ks coefficients [18]. A total of 

2672 stone elements were used in the arch part of the 

bridge. In addition, a total of 94883 and 297529 stone 

elements were utilized in the rockfill and foundation 

of the bridge, respectively. In the FLAC3D program, 

"kn" and "ks" are stiffness interface parameters that 

are used to define the behavior of the material 

constitutive model for the simulation of geological 

and geotechnical processes. "kn" refers to the normal 

stiffness interface parameter, which represents the 

resistance to compression and extension of the 

material. It determines the response of the material to 

normal stresses or strains, perpendicular to the 

surface. Then, "ks" refers to the shear stiffness 

interface parameter, which represents the resistance to 

shearing of the material. It determines the response of 

the material to shear stresses or strains, parallel to the 

surface. In FLAC3D, these parameters are often used 

in the definition of contact models between different 

materials or between the material and the boundaries 

or the loads in the simulation. Then, rockfill elements 

were separately modeled on the arch, and all rockfill 

elements built on the arch were defined to the 

program with the help of special FLAC3D codes. All 

dimensions of the stones were modeled following the 

survey project of the bridge (Fig. 3). 
 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Survey AutoCAD project of Çüngüş bridge. 

 

Finally, the foundation section of the bridge was 

created. While creating the foundation section of the 

bridge, it was extended to the sides as the height of 

the arch. For the upstream and downstream sections 

of the bridge, it was extended as three times the height 

of the arch [20-21]. Furthermore, the foundation 

section was extended towards the underside of the 

arch as five times the height of the arch. After the 

three-dimensional model of the bridge was created, 

the fix (reflecting) boundary condition was defined in 

the z-direction at the base of the bridge for creep 

settlement analyses. On the lateral parts of the bridge, 

the fix boundary condition was defined in the x and y 

directions. Besides, for seismic analyses, quiet (non-

reflecting) boundary condition was defined at the base 

of the model. The free-field boundary condition was 

taken into account for the lateral parts of the model. 

These non-reflective boundary conditions ensure that 

seismic waves are not reflected in the model and 

provide realistic analyses for seismic analyses [20-

21]. The Burger-creep material model was taken into 

account for creep analyses. The burger-creep material 

model is one of the important material models derived 

to examine the failure behavior of elements such as 

stones, and this model has not been used to examine 

the creep settlement behavior of historic bridges in the 

past [18]. The Burger creep model is a viscoelastic-

plastic model used to simulate the deformation 

behavior of rocks and soils under sustained loading 

conditions. It is based on power-law rheology, which 

describes the deformation rate as a function of stress 

and temperature. The model takes into account three 

components of deformation: elastic, viscoelastic, and 

plastic. The elastic component is characterized by the 

linear relationship between stress and strain, while the 

viscoelastic component is characterized by the power-

law relationship between stress and time-dependent 

strain rate. The plastic component is characterized by 

the power-law relationship between stress and strain. 

While performing the long-term creep analyses, time 

intervals were defined using special fish codes. 

Moreover, special hysteresis damping elements were 

defined for seismic analyses. The three-dimensional 

finite-difference model of the bridge was shown in 

Fig. 4. Moreover, the material properties of the 

Çüngüş bridge were summarized in Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Three-dimensional finite-difference model of 

the Çüngüş bridge. 
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Table 2. Summary of the material properties of the 

Çüngüş bridge [20-21]. 

 

 

4. Three-Dimensional Creep and Seismic Analysis 

Results 

 

In this section, time-dependent creep settlement and 

nonlinear seismic analysis results of the historical 

Çüngüş arch bridge were shown in detail. The Burger-

Creep material model, which was not previously used 

for time-dependent creep analysis of historical arch 

bridges in the past, was utilized in the creep and 

failure analyses. Creep settlement analyses were 

performed for the 500-year failure behavior of the 

Çüngüş bridge. In Fig. 5, the first five modes of the 

bridge obtained as a result of creep analyses were 

presented in detail. According to Fig. 5, the first mode 

is 1.89 Hz and this value allows us to gain significant 

information about the modal behavior of the historical 

bridges. Moreover, the second mode of the bridge is 

3.34 Hz. As a result of the modal analyses, the 3rd 

mode, the 4th mode, and 5th mode of the Çüngüş 

bridge are 3.98 Hz, 4.31 Hz, and 4.85 Hz, respectively 

(Fig. 5). These values are of great importance for 

observing the modal behaviors of historical bridges. 

Besides, the 5 different modes of the bridge obtained 

using the Burger-creep material model provide 

researchers with important information about how 

this material model affects the modal behavior of 

historical bridges (Fig. 5). In Fig. 6, the 500-year 

creep settlement behavior of the Çüngüş bridge was 

shown in detail. As Fig. 6 was investigated in detail, 

it was seen that the changing rate in the settlement 

behavior of the Çüngüş bridge increased continuously 

from 1973 to 2173. However, after a certain time, the 

changing rate in the failure behavior of the bridge 

decreased. As Fig. 6 was assessed in detail, between 

1773 and 1873, no large displacement changes were 

observed in the bridge body. However, significant 

displacement increases occurred in the arch section of 

the bridge after 1973. From 1973 to 2173, about 5 mm 

of settlement took place in the middle section of the 

bridge. This result shows how much displacement 

increase will occur in the body of the Cüngüş bridge 

in the future. Between 2173 and 2273, significant 

displacement increases were not observed in the 

bridge body. As of 2173, settlement values in the 

bridge body will become stable. These results will 

guide researchers to estimate the displacement values 

that will occur in the future in the bodies of historical 

bridges (Fig. 6).  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Modal analysis results of the Çüngüş bridge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. Long-term creep settlement analysis results of 

the Çüngüş bridge. 
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Furthermore, during 500 years, the largest 

displacements occurred on Point 9 and Point 10. 

Moreover, it was understood that the smallest 

displacements took place on Point 1 and Point 2. In 

Figs. 7-16, the seismic analysis results performed by 

considering the creep analysis results of the bridge 

were presented in detail. Earthquake accelerations 

were applied to the 3D model of the bridge in x, y, 

and z directions and seismic cracks that took place in 

the arch section of the bridge were also shown in 

detail. The seismic displacement results from the 

bridge are shown only for the vertical direction. In 

Fig. 7, the nonlinear earthquake analysis results of the 

bridge were shown for Case 1 (Pazarcık1 earthquake). 

For Case 1, it was seen that the greatest vertical 

displacements in the bridge occurred in the arch 

section of the bridge. However, significant 

displacements were not observed in the foundation 

section of the bridge (Fig. 7a). As the cracks that 

occurred in the arch and rockfill material parts of the 

bridge were examined in detail, it was understood that 

maximum cracks were observed in the middle parts of 

the arch section (Fig. 7b). Furthermore, it was seen 

that the maximum vertical displacements were 

obtained in the middle parts of the arch section, and 

the greatest displacement value in the middle parts of 

the arch section is 25,604 mm (Fig. 7c). As Fig. 8 was 

evaluated in detail, it was understood that the most 

critical section of the bridge is the arch section. 

Besides, for Case 2 (Elbistan earthquake) it was seen 

that the greatest displacement value in the arch section 

of the bridge is 24.382 mm. Moreover, significant 

deformations were observed in the arch section of the 

bridge for Case 2 (Fig. 8a). Fig. 8b shows the seismic 

cracks in the rockfill material section of the bridge. 

The largest cracks on the bridge were observed at the 

middle sections of the arch (Fig. 8b). In Fig. 9, the 

seismic analysis results of the bridge were shown for 

Case 3 (Nurdağı1 earthquake). According to Fig. 9a, 

it was concluded that the largest displacements (23.30 

mm) on the bridge took place in the middle parts of 

the bridge. In addition, it was seen that the lowest 

displacements occurred in the feet sections of the 

bridge (Fig. 9a). In Fig. 9c, it was observed that the 

maximum displacements for Case 3 occurred in the 

middle parts of the arch section of the bridge. In Fig. 

10, the earthquake behavior of the Çüngüş bridge was 

shown for Case 4 (Yayladağı earthquake) in detail. 

For Case 4, it was seen that the largest displacements 

took place in the arch part of the bridge. Moreover, it 

was understood that the smallest displacements took 

place in the foundation section of the bridge. 20.103 

mm maximum displacement was observed in the 

middle of the arch section of the bridge. 

Approximately 4 mm maximum displacements were 

observed at the feet of the arch section (Fig. 10a). 

Besides, it was observed that significant cracks 

occurred in the middle of the arch part. These cracks 

may threaten the seismic safety of the bridge during 

the earthquake. For this reason, it was suggested that 

the earthquake safety of historical bridges should be 

interpreted by considering these seismic cracks (Fig. 

10b). In Fig. 11, the earthquake analysis results of the 

Çüngüş bridge were presented for Case 5 (İslahiye 

earthquake). According to Case 5, the greatest 

displacement value in the arch part of the bridge is 

19.067 mm (Fig. 11a). Moreover, it was seen that 

significant cracks occurred in the arch part of the 

bridge. It was observed that significant vertical 

bending took place in the arch section of the bridge 

during the earthquake (Fig. 11c). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 1 (Pazarcık1 earthquake). 
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Figure 8. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 2 (Elbistan earthquake). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 9. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 3 (Nurdağı1 earthquake). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 4 (Yayladağı earthquake). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 11. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 5 (İslahiye earthquake). 
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In Fig. 12, the earthquake analysis of the Çüngüş arch 

stone bridge was examined for Case 6 (Yeşilyurt 

earthquake). As Fig. 12 was evaluated, it was 

understood that the vertical displacements and cracks 

in the arch section of the bridge are at serious levels. 

According to Fig. 12a, it was seen that the maximum 

vertical displacement value on the Çüngüş bridge is 

16.07 mm. This maximum displacement value 

occurred at the edges of the arch section. Furthermore, 

it was understood that the smallest displacements 

observed in the bridge during the earthquake took 

place in the foundation. When Fig. 12b was assessed 

in detail, it was seen that the most critical cracks 

observed in the bridge during the earthquake occurred 

at the edges of the arch section. In Fig. 12c, only the 

seismic behavior of the arch section was investigated 

and it was seen that serious bending was acquired at 

the edges of the arch section. In Fig. 13, the nonlinear 

earthquake results and crack analysis results of the 

Çüngüş bridge were presented for Case 7 (Doğanşehir 

earthquake). For Case 7, it was seen that the most 

critical section of the bridge during the earthquake is 

the arch section. It was observed that the greatest 

vertical displacements took place in the middle 

sections of the Çüngüş bridge. It was understood that 

the greatest seismic vertical displacement value in the 

arch part is 14.322 mm (Fig. 13a). In Fig. 13b, it was 

concluded that the cracks that took place in the middle 

sections of the bridge are larger than the other parts of 

the bridge. In Fig. 13c, only the seismic behavior of 

the arch part was assessed and it was seen that the 

bending in the middle parts of the arch section is much 

larger than the other sections. From this result, it was 

understood that the most critical section of the 

Çüngüş bridge during the Doğanşehir earthquake is 

the middle parts of the arch section. In Fig. 14, the 

nonlinear seismic and crack behaviors of the Çüngüş 

bridge were evaluated for Case 8 (Nurdağı2 

earthquake) in detail. According to Fig. 14, it was 

seen that the largest displacement value on the bridge 

is 13.04 mm. This value is very important for the 

seismic safety of historical bridges. Because even 

very small displacements on historical bridges can 

cause damage to these important structures. For this 

reason, it is strongly recommended to use the 

maximum seismic displacements obtained in this 

study for the restoration of historical arch bridges. In 

Fig. 15, the seismic analysis results of the historical 

Çüngüş bridge were presented for Case 9 (Pazarcık2 

earthquake). According to Fig. 15, it was seen that the 

largest displacement value that took place in the 

Çüngüş bridge is 12.056 mm. It was observed that this 

numerical value occurred in the middle sections of the 

historical bridge. Fig. 15b shows the seismic cracks 

on the bridge for Case 9, and it was seen that the most 

critical cracks that occurred in the bridge during the 

earthquake took place in the middle sections of the 

bridge. Moreover, there are no significant seismic 

cracks in the edge parts of the bridge when compared 

to the middle sections of the bridge. In Fig. 15c, the 

seismic behavior of the arch section of the Çüngüş 

bridge was investigated and it was observed that 

serious bending took place in the middle parts of the 

arch section. In Fig. 16, the seismic analysis results of 

the Çüngüş bridge were presented for Case 10 

(Ekinözü earthquake). According to Fig. 16a, the 

greatest vertical displacement value that occurred in 

the middle parts of the bridge during the earthquake 

is 8.849 mm. Smaller vertical displacements were 

acquired at the feet of the bridge (Fig. 16b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 12. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 6 (Yeşilyurt earthquake). 
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Figure 13. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 7 (Doğanşehir earthquake). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 14. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 8 (Nurdağı2 earthquake). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 9 (Pazarcık2 earthquake). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. Seismic analysis results (mm) of the Çüngüş 

bridge for Case 10 (Ekinözü earthquake).
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5. Conclusion and Suggestions 

 

In this study, both the long-term creep settlement and 

earthquake behavior of the historical Çüngüş arch 

bridge built in the 18th century in Diyarbakır, Türkiye 

were investigated in detail. The three-dimensional 

discrete element modeling technique was used while 

modeling the bridge. Moreover, free field and quiet 

boundary conditions were applied to the three-

dimensional finite-difference model of the bridge, and 

the seismic behavior of the bridge was investigated 

under 10 different near-fault earthquakes for the full 

reservoir situation of the bridge. This study provides 

new and special contributions to the literature on the 

examination of creep and seismic behavior of 

historical bridges. As a result of this study, the 

following critical results were obtained. 

• According to the time-depending creep 

settlement analyses of the historical Çüngüş stone 

bridge, it was concluded that the arch (Fig. 4) is the 

most deformed section of the bridge. During 500 

years of creep analysis, the most vertical 

displacements were obtained in the middle of the arch 

section of the bridge. Furthermore, the largest vertical 

displacement values on Point 9 and Point 10 are 

approximately 6 mm. 

• According to the creep settlement analysis 

results of the Çüngüş stone bridge, it was seen that the 

changing rate of vertical displacements in the bridge 

during the first 200 years is very low, and the 

changing rate in the vertical displacements in the 

bridge increased between 1973 and 2173. From this 

result, it was concluded that the changing rate in the 

vertical displacements of the historical bridge is very 

low during the first 200 years. 

• According to the seismic analysis results, it 

was understood that the most critical section of the 

bridge is the arch section (Fig. 4). It was concluded 

that the seismic vertical displacements in the arch 

section are higher than the other sections of the 

bridge. Besides, it was observed that the greatest 

bending occurred in the middle sections of the arch. 

According to this result, it has been understood that 

the arch section of the bridge is the part that needs the 

most attention for the earthquake strength of historical 

buildings built on earthquake faults. 

• According to the 10 various earthquake 

analyses, it was observed that the largest 

displacements and seismic cracks on the bridge 

occurred in the 2023 Kahramanmaraş (Pazarcık) 

earthquake. The greatest displacement value that 

occurred in the middle parts of the bridge during the 

Kahramanmaraş (Pazarcık) earthquake is 25.604 mm. 

This value is of great importance for the future and 

survival of the Çüngüş Bridge. 

• It was seen that the most critical cracks that 

occurred during the earthquake were obtained in the 

arch section (Fig. 4) of the bridge. According to 10 

different earthquakes, it has been observed that there 

are very large cracks in the middle sections of the arch 

section of the bridge and smaller seismic cracks at the 

edges of the bridge. From this result, it was 

understood that the most critical sections for the crack 

behavior of historical stone bridges are the arch 

sections (Fig. 4). 
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Abstract 

Globalization has motivated companies to develop competitive strategies in today's 

business environment. In this context, they lead them to review their costs. When the 

cost items are analyzed, the most critical point that will give an advantage to 

companies in terms of cost is that companies healthily manage their inventory. 

Inventory management is of vital importance as the companies have a significant 

percentage in terms of cost and ensure that the customer demands are met in a timely 

and sufficient manner. This study focuses on the problems of the company's 

inventory control decisions that ensure balanced and minimum costs through 

effective inventory management. In this study, one-year data on demand, 

consumption, and inventory of a company that uses traditional methods including 

semi-finished products are considered. Since the demand is not known precisely and 

it is probabilistic, we apply the (R, S) inventory control model. We use simulation as 

a stochastic methodology to determine the inventory level of the construction 

materials manufacturing company under consideration. As a result of the study, after 

comparing the actual data in the current system with the developed model we apply, 

it is observed that the cost reduction and its use provided additional benefits to the 

company. 
 

 
1. Introduction 

 

Inventory is the quantities of items that the enterprises 

hold to meet customers' expectations. Determining 

and managing the right inventory model plays a 

critical role in the prevention of problems that may 

arise in the future. Any mistake that may accrue in this 

regard may cause financial damages to the companies 

together with the loss of reputation. The companies 

may hold more inventory on hand than they need. 

This situation causes waste and loss of money due to 

the becoming obsolete of the product over time. Also, 

it will increase the risk of investing in high quantities 

of the items, the cost of workers, insurance, security, 

and storage.  

On the other hand, having a high inventory level is a 

problem as well as having a too-low level of inventory 

that may increase the costs and the effectiveness of 
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the companies. A small quantity of shortage of 

inventory for the company may lead to high-level 

costs, a decrease in customer satisfaction, and a loss 

of commercial reputation. Effective inventory 

management ensures the elimination of disruptions 

caused by production and keeps the product ready at 

the time of purchase by the customer. If the 

companies have appropriate systems to manage their 

inventory effectively, they may control their 

operating costs and increase profitability. Hence, the 

most appropriate inventory management policy 

should be selected and implemented.  

Multi-stage inventory systems are modeled as either 

deterministic or stochastic. In real life, because some 

variables, like demand and lead time, are not likely to 

be known in advance, it is necessary to consider 

inventory management in a stochastic way. Thus, in 

this study, we use simulation as a stochastic 

https://dergipark.org.tr/tr/pub/bitlisfen
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methodology to determine the inventory level of the 

construction company under consideration. 

Inventory is the physical goods that enterprises store 

to meet the requirements that may occur in future 

periods or to prevent problems that may accrue in the 

production process. The determination of the suitable 

inventory management method counts on the 

capacity, organizational structure, production type, 

and financial situation of the company. In order to use 

the resources effectively in inventory management, 

companies should use appropriate methodologies.  

There are different studies carried out by different 

sectors for inventory management with different 

methods. In this part, the research studies using ABC 

analysis and the Analytical Hierarchy Process (AHP) 

method, the Just in Time (JIT) philosophy and 

system, and the stochastic stock control method in the 

literature are investigated. In the literature, the most 

common inventory control systems are (R, s), (s, Q), 

(s, S), (R, S, S), and (r, s, nQ) systems. In the (R, s) 

system, the inventory status is checked in each R 

period and if S is at or below the reorder point, the 

inventory position is raised the to S level. It includes 

a periodic review feature, which gives companies an 

advantage in reducing shipping costs. It is generally 

preferred by companies that purchase the material 

from the same supplier. Rabta and AÏssani [1] 

investigate the steadiness in an (R, S, s) inventory 

modeling and apply a strong stability method to 

consider quantitative estimates. Poisson distributed 

demand pattern is used in the numerical experiments 

for the (R, s, S) modeling. The effect of the strong v-

stability of the Markov chain is observed in the study. 

Babiloni et al. [2] study estimating the fill rate in an 

(R, S) system. An approach to estimate the exact fill 

rate is proposed when the demand behavior fits a 

discrete probability distribution. A simulation 

methodology is proposed to test and show the 

effectiveness of the study. Janssen et al. [3] propose a 

method to find the reorder point and mean inventory 

level including service level constraints for the (R, s, 

Q) inventory model. The proposed approach covers 

the discrete demand process. Gökçen et al. [4] 

develop a heuristic to find optimal inventory control 

parameters of Optimization via Simulation (OvS) for 

the (R,s, S) policy and supplier selection in a two-

stage supply chain taking into account the lost sales. 

They aim to show how the OvS model can be applied 

effectively with the lost sales taking into account the 

supply chain cost. Rodrigues and Yoneyama [5] 

present a new inventory control model for non-

repaired products that are periodically checked. They 

propose an (R, s, S) model that minimizes the total 

cost of inventory with a fill rate constraint.  

Tarim and Smith [6] develop a constraint 

programming (CP) model for an (R, s, S) system 

including service level constraints. To improve the 

performance of the algorithms, domain reduction 

methods are made use of. It is found that the proposed 

CP model performs better in mixed-integer 

programming modeling. Moors and Strijbosch [7] 

introduce a formula for the average shortage of an (R, 

s, S) inventory control system in which demand data 

fit the gamma distribution. The Delphi software is 

used to simulate the proposed (R, s, S) system for 

gamma distributions. Ekren and Arslan [8] aim to 

compare different lateral transfer policies in an (S, s) 

inventory control problem for a supply chain network 

system. Simulation models are developed in ARENA 

14.5. Using the OptQuest tool, the total cost is 

minimized by taking the fill rate into account and the 

performances of the models are compared. They show 

that the proposed supply chain design produces 

efficient results compared to the supply chain without 

a lateral transfer policy. Moors and Strijbosch [9] 

develop a fast and effective algorithm to simulate an 

(R, s, S) model in which both the demand and lead 

time are stochastic. They emphasize that the proposed 

algorithm can be used to calculate fill rate 

performance measurements and find parameter values 

leading to a projected service level. Aytekin [10] aims 

to eliminate the management difficulties that may 

arise due to the usual increase in product diversity and 

applies the Just in Time (JIT) method by using the 

data obtained from a hospital material and service 

management unit. Inventory control model 

alternatives are evaluated by using the priority 

matrices method.  

Another application is carried out on the raw material 

inventory control at the cement factory by Karahan 

and Aslan [11]. Since the orders made by the factory 

are given at certain intervals during the year, it is 

found appropriate to use the inventory model from the 

stochastic inventory control models (R, S) in this 

application. A simulation model is designed by using 

the ARENA simulation software to see the changes 

that may be obtained in the operations and costs of the 

company's current model and the developed (R, S) 

inventory model. Fisher and Raman [12] study 

determining the minimum order quantity on the 

stochastic inventory control model. In the proposed 

stochastic programming model, they try to estimate 

the probability distributions of the demand. The 

model increases the profit by 60% compared to the 

current system. Madduri [13] develops inventory 

policies for foods based on continuous and periodic 

inspections. Review policies are evaluated using 

simulation models. Considering the perishability of 

the product from the results of the simulations, EOQ 
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order policies are examined. The periodic review 

policy is stated to be ideal. 

Yalçınkaya and Karataş [14] use ABC analysis to 

identify critical items in the inventory. To analyze the 

company's current inventory management policy for 

the specified items in the inventory, ARENA is used 

as software. The criticality of the materials needed in 

hospitals and their continuity has created the necessity 

of taking advantage of stock management policies. 

Wang et al. [15] aim not to be in stock out occurrence 

for hospital materials and to keep the costs of the 

inventory to a minimum as much as possible. 

Additionally, the study enables overcoming the 

disadvantages of existing reorder point approaches. 

Aslantaş [16] performs an ABC analysis for the 

products used in the production of distribution 

transformers in a transformer factory. A simulation-

optimization approach is implemented for the 

periodic review inventory policy (R, s, nQ). A 

significant cost reduction is observed with the policy 

implemented. Kasımoğlu et al. [17] develop a mixed-

integer programming model to solve the excess buffer 

inventory problems for a white goods production 

company with sequence-dependent setup times. Utku 

[18] proposes an optimization model and a simulation 

model to evaluate the bottlenecks and improve 

production procedures by investigating different 

alternatives at an automobile industry company. Pınar 

et al. [20] perform an ABC analysis for a textile 

company and propose a management strategy for the 

company. 

Table 1 summarizes the literature about the (R, s, Q) 

stochastic inventory models and enables us to 

compare and see the differences between the 

proposed model. The proposed model contributes to 

the literature by using the simulation as a solution and 

diagnostic tool for stochastic inventory modeling. 

Table 1. Some of the related studies in which (R, S) inventory management is considered in the literature. 

Authors Subject Method 

Rabta & AÏssani 

(2004) [1] 

Investigating the steadiness in an (R, S, s) modeling and 

applying a strong stability method to consider quantitative 

estimates 

Markov Chain 

Babiloni et al. 

(2012)  [2] 
Estimating the fill rate in the (R, S) system Simulation 

Janssen et al. 

(1996) [3] 

Determining the reorder point and average inventory level 

for the (R, s, Q) inventory modeling. 

Compound Bernoulli Process 

(CBM) 

Gökçen et al. 

(2015) [4] 

Showing how the Optimization via Simulation (OvS) 

model can be applied effectively with the lost sales system 

considering the supply chain cost 

Optimization via Simulation 

(OvS) 

Rodrigues & 

Yoneyama (2020) 

[5] 

Minimizing the total cost of inventory with a fill rate 

constraint 

Prognostics and Health 

Monitoring (PHM) 

Tarim & Smith 

(2007) [6] 

A Constraint Programming (CP) model for a 

nonstationary (R, s, S) system including service-level 

constraints 

Constraint Programming (CP) 

Moors & Strijbosch 

(2017) [7] 

A model for the average shortage of an (R, s, S) model in 

which demand fits the gamma distribution 
Delphi Program 

Ekren & Arslan 

(2019) [8] 

The comparison of different lateral transfer policies in an 

(S, s) inventory control problem for a supply chain 

network system 

Simulation modeling 

Moors & Strijbosch 

(2002) [9] 

A simulation model for an (R, s, S) inventory system in 

which both demand and lead time are stochastic 
Delphi Program 

Aytekin (2009) [10] 
An application of just-in-time inventory management 

(Hospital) 

Just in Time (JIT) inventory 

management 

Karahan & Aslan 

(2016) [11] 
An application on inventory control (Cement Factory) 

Stochastic stock control modeling 

(R, S). 

Fisher & Raman 

(1996) [12] 
Cost reduction in case of the demand uncertainty Stochastic modeling 

Madduri (2009) 

[13] 

Inventory policies for perishable products with fıxed   

shelf -lives 
Simulation modeling 

Yalçınkaya & 

Karataş (2020) [14] 

Simulation modeling of ABC inventory control process 

for spare parts in an automotive company 

 

Simulation modeling 
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Wang et al. (2015) 

[15] 
An inventory management problem  

Aslantaş (2019) 

[16] 

Simulation optimization for the inventory control in a 

transformer production company 

An (R, s, nQ) model and a 

simulation-based optimization 

approach are used.  

Kasimoğlu et al. 

(2021) 
Optimization for the prevention of excess buffer inventory Mixed-integer programming 

In this study, we consider the inventory management 

of two types of final products of exterior materials 

manufacturing with the stochastic behavior of the real 

demand data. Different from the literature, as a 

contribution, the (R, S) inventory management of the 

manufacturing system is modeled by using discrete 

event simulation regarding the cost and inventory 

level of the products. 

 In the remainder of the study, the material and 

methodology are stated in the second section 

including simulation modeling and input data 

analysis; results are discussed, and an output analysis 

is carried out in the third section finally, the 

conclusion and the suggestions are mentioned in the 

fourth section. 

 

2. Material and Method 

 

An inventory management model for the “Betopan” 

and “Yalipan” items in a construction material 

manufacturing company is developed and real data 

are used for the application. The demand, 

consumption, and inventory data for the factory's 

products in the past years are shown in Table 2, Table 

3, and Table 4, respectively. 

 

 
Table 2. One-Year Purchasing, Consumption, and Inventory for Betopan product. 

Months J. F. M. A. Ma. J. Ju. Au. S. O. N. D. 

Betopan Purch. 5.23 760 503 418 29 4.74 148 43 127 3.17 5.43 3.99 

Betopan Cons. 2.32 2.16 2.34 5.87 7.21 5.56 4.13 2.80 5.98 4.64 3.47 2.80 

Betopan Inv. 28.32 26.47 23.24 21.19 15.21 15.14 10.12 7.23 1.10 1.115 3.12 4.90 

Table 3. One-Year Purchasing, Consumption, and Inventory for Yalipan product. 

Months J. F. M. A. Ma. J. Ju. Au. S. O. N. D. 

Yalipan Purch. 0 0 0 0 29 4.74 0 0 0 0 0 0 

Yalipan Cons. 570 1.148 2.96 2.31 1.90 289 80 1.81 464 501 1.27 2.13 

Yalipan Inv. 15.28 14.56 11.01 9.62 9.19 10.50 10.21 7.74 7.32 7.48 6.38 4.62 

Table 4. Inventory Statistics for the Past Year. 

One year total Betopan consumption  49,313 One year total Yalipan consumption 15,444 

Average monthly Betopan consumption  4,109,417 Average monthly Yalipan consumption 1,287 

One-year total Betopan inventory  157,174 One-year total Yalipan inventory 113,944 

One year Betopan inventory cost (TL) 3,245,780 One year Yalipan inventory cost (TL) 2,783,120 

The quantity of Betopan consumed by the factory is 

49,313, while the actual amount of Betopan kept in 

inventory in the factory is 157,174 (Table 4). That is, 

the inventory held is about 3 times the amount 

consumed. The quantity of Yalipan consumed in the 

company is 15,444 and the actual quantity of 

Yalipan inventory held is 113,944. Accordingly, the 

quantity of inventory held is approximately 7 times 

the quantity consumed. As shown in Table 4, the 
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quantity held in inventory is much greater than the 

quantity consumed. 

2.1. Simulation Modeling 

Simulation is a suitable methodology that we can be 

used for analyzing the behavior of real systems by 

mirroring the components and relevant processes to 

evaluate and foster measurements to improve the 

systems. Designing the model and necessary 

experiments are the major two phases in the 

implementation of the simulation. Simulation is used 

for various types of supply chains and their 

management because of the opportunities that it 

assures a wide spectrum of benefits. Accomplishing 

the appropriate level of inventory for every 

component of the supply chain, determining the 

desired service levels that stand for an efficient 

struggle for the uncertainties, and helping an efficient 

production planning, scheduling, and implementation 

of them in the supply chains are some of these 

opportunities [19]. Simulation enables us to foresee 

the system's efficiency, compare different 

alternatives, and decide on the best alternative.  The 

discrete-event system simulation modeling is used for 

the simplified imitation of real-world systems which 

are generated to understand their performance over 

time and to identify different behaviors of systems.   

In this model, since the demand is unknown 

and probabilistic, we use simulation as a suitable 

method to apply the (R, S) inventory control model 

for a construction materials manufacturing company. 

The inventory control policy of Betopan and Yalipan 

products is modeled with the simulation method and 

the safety inventory and order quantities are 

determined as a result of the simulation study. Using 

the outputs obtained, the current situation and results 

of the proposed model are compared considering the 

costs. For the application, the necessary monthly 

consumption data are analyzed, and the probabilistic 

behavior of the data is mirrored in the simulation 

model by determining the distribution of the past data 

via input data analysis.  

In this study, the assumptions considered for 

the developed model are as follows:  

(1) (R, S) inventory policy is applied. 

(2) Production is a continuous activity. 

(3) The order cost is independent of the 

number of orders. 

(4) The simulation model is accepted to be 

initiated from the initial condition. 

The distribution functions of the 

consumption amount of the semi-finished products 

of the company are analyzed by using ARENA 

software and its Input Analyzer module.   

 

2.2. Input Data Analysis 

 

In order to establish the simulation model, the 

probability distributions of the product groups are to 

be examined, and the quantity of demand is required. 

Input data analysis is essential for the simulation 

model to reflect the real system. The data that is used 

in the model include the data of “Betopan” and 

“Yalipan” inventory records obtained in the previous 

year of the company. The minimum, maximum, and 

standard deviation values of the product groups are 

determined in accordance with the data obtained. 

Also, information on demand distributions and lead 

time of products are stated in this section.  

ARENA Input Analyzer is used to analyze the 

distribution of the data observed, and it provides the 

histogram graphics of the data to use for the diagnosis 

of the family of the distribution that fits the data. In 

this way, the probabilistic behavior of the system is 

simulated in the simulation model generated. For the 

Betopan consumption, the most appropriate 

distribution is found as 2 +  5.73 ∗
 𝐵𝐸𝑇𝐴 (0.58, 0.996) by the ARENA Input Analyzer. 

Accordingly, the P-value is found as 0.15 for the 

distribution which proves that the data fit the Beta 

distribution. In addition, the minimum value of the 

product group is 2.16, the maximum value is 7.22, the 

standard deviation is 1.72 and the average is 4.11. For 

the Yalipan consumption, according to the input 

analysis, the data fit 1 + 𝑊𝐸𝐼𝐵(43.5, 0.351). The P-

value is found as 0.15 for the distribution that supports 

that the data fit the Weibull distribution. The company 

waits for a certain time to supply products from the 

same supplier. In this case, they try to prevent this 

situation by keeping extra inventory. In order to 

determine the behavior of the system, we use past data 

as stated in Table 5. Accordingly, the distribution of 

the data is determined by using real lead time data.  

 
Table 5. The sample data for finding the distribution of 

the lead time. 

Order 

Number 

Lead Time 

(days) 

Order 

Number 

Lead Time 

(days) 

1 4 16 5 

2 3,7 17 4,8 
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3 4,2 18 3,6 

4 3,3 19 4,1 

5 4,9 20 4,7 

6 4,9 21 3,8 

7 3,2 22 3,5 

8 4,7 23 4,3 

9 3,8 24 3,1 

10 4,1 25 4,9 

11 4,1 26 3,6 

12 3,6 27 3 

13 3,1 28 4,2 

14 3,3 29 3,6 

15 4,5 30 3,1 

 

In Figure 1 the autocorrelation (AC) and 

partial correlation (PAC) in the first lag are not within 

the limits but have about 5%  off the limits which is 

acceptable since there is a very small difference 

considering the limit. Since the sample of data is 

independent of each other, they are random and can 

be used to generate a distribution of delivery times. 

Using the ARENA Input Analyzer, we fit the lead 

time values and get the fitted distribution result as 2 +
3 ∗ 𝐵𝐸𝑇𝐴(0.722,0.788). The beta distribution is a 

distribution used for continuous unbiased variables 

limited to values between 0 and 1 but is defined by 

shape and scale as two parameters. The P-value is 

0.16 which supports the good fit to the Beta 

distribution. 

 

 

Figure 1. Autocorrelation and Partial Correlation. 

 

2.3. Simulation Model 

In this section, a simulation model is developed for 

the production and inventory system of the company 

by using ARENA software. As shown in Figure 2, the 

model includes two components. In the first part, the 

model simulates customer demand generation. This 

component starts with the creation of the customers 

and the demand associated with them. The entity is 

the customer.  There are two decision modules 

available to indicate whether the customer demands 

can be met from the inventory or the production will 

start to maintain the inventory level. Thus, it checks 

the inventory level and initiates the production when 

the level of the inventory reaches reorder point. 

Additionally, it also monitors the demand that is lost 

when the customers are not satisfied. 

The entities in the production component of 

the simulation are the production units. In this section, 

incoming raw materials accumulate in the in-process 

queues and they are processed and eventually added 

to the variable that we define with the name 

“inventory”. In addition to the inventory, there are 

two decision modules to check whether adequate 

production has been done. 
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Figure 1. Arena Interface for the Simulation Model. 

Accordingly, the major subcomponents including the 

input data and output data transformation procedures 

are also included in both of the model components in 

Figure 2. These procedures include all of the 

necessary elements like variables, resources, and 

statistics that set the relevant input variables, calculate 

the necessary statistics and produce the related report.  

The source of the customer demand is 

generated by using the “create” module that is defined 

as “Customer Arrive” in the demand component of 

the model. The customer arrivals are determined as 

random behavior with a random variable that is found 

that fits the uniform distribution with parameters (2, 

7).  Besides, the customer demand is found that fits a 

beta distribution with parameters (0.58, 0.996) by 

using the Input Analyzer tool in ARENA by applying 

the real data obtained from the company.  Thus, the 

customer entity enters this module and is assigned a 

random value within this distribution range. Then the 

customer entity comes to “Check Inventory” as a 

decision module to decide if the customer demand can 

be satisfied from the inventory. The control module 

may follow two ways: (1) If the variable “Inventory” 

has a value that is equal to or greater than the value of 

the “Demand”, this means that the demand is to be 

satisfied.  Accordingly, the entity named “customer” 

gets the “True” statement from the module named 

“Assign”. Then, “Reduce Inventory” decreases the 

onhand inventory considering the demand. Then 

switches to the decision module that is named 

“Restart Production?”, to control if the variable 

named “Reorder Point” is  “Inventory < = Reorder 

Point”. In case that is true, the constraint defined in 

our “Assign” module named production status 

(Production = 1)  enables the connection to the second 

segment in case of production needs. This will enable 

the product that is held in the “Hold” module named 

(Shall we Produce?). In general, the work completed 

in this segment is to create customers and demands 

and to adjust the changing inventory level with 

customer arrivals. (2) In case the value of the 

“Inventory” variable has a smaller value than the 

demand value, it means that the current demand is not 

satisfied or partially satisfied. In both ways, the 

customer entity moves to the “Update Shortage 

module, which is an “Assign” module, where the 

Inventory variable is set to 0. At the same time, the 

“Lost” variable is followed by the customers whose 

demand could not be satisfied. In additiıon to this, the 

variable “Amount Lost” states the demand lost. The 

entity related to the customer then goes through the 

module named “Record”, that records the amount 

lost, to keep track of the quantity that is lost for each 

of the customer (unsatisfied customer) by using 

“Tally”. Then, by using the module named “Leave 

Customer”, the entity moves in order to be disposed 

of. 

The production segment starts with the “Raw 

Material” module which is a “Create” module. 

Entities defined in this part represent the production 

units. The product entity moves in the model 

repeatedly, with each cycle representing a production 

cycle.  The “Shall We Produce?” which is a “Hold” 

module controls the process modules that come after 

themselves and carry out the production. The “Hold” 

module helps the user to monitor an entity by 

searching for the true or false logic condition. If the 

“Production = 1” condition is correct, it moves to the 

other modules, otherwise, it continues to wait in the 

queue “Shall We Produce?”. When the condition is 
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satisfied, the entities go through a six-stage 

production process including mixing raw material, 

handling furnace, pres area, waiting of product, dry 

kiln area, and cutting area. All of these operations are 

provided by the module named “Process” by using the 

ARENA software interface. All these processes have 

their unique processing time values, for example, 

mixing raw materials takes 10 to 20 minutes. 

The level of inventory in the warehouse is 

kept by the “Inventory” variable that is at the 

beginning determined and stated to be 502. At the end 

of operations, the product entity in circulation comes 

to the “Assign” module named “Add Inventory”.  The 

“Add Inventory” module adds a group of 20 of the 

final products to the inventory. Then the product 

entity has to go through two decide modules. The first 

one is "Check if the R period is spent", which allows 

us to check whether the elapsed time is up to the “r” 

period. Using the information obtained from the 

company, R represents 3-month periods and since the 

“TNOW” expression refers to the current time in the 

arena program, this indicates the time corresponding 

to 3 months (TNOW = 2160). The second is the 

“Check Inventory Level” module, which checks 

whether the updated inventory level is greater than or 

equal to the s level (Inventory > = S Level). If the 

entities do not meet the requirements, they must 

return to the beginning of production and repeat the 

processes. The entities that meet these two conditions 

come to the “Stop Production”, which is an “Assign” 

module, where the production is updated as “0” and 

the production stops. 

By using the “Variable” module, the defined 

variables in the model can be examined and 

evaluated.  Figure 3 shows the defined “Variables”. 

Figure 3. The “Variables” in the model. 

 

By using the module named “Statistic”, it is 

possible to obtain the added statistics by the modeler 

that are collected throughout the simulation run and it 

makes it available to specify the output data files by 

the user. Figure 4 shows the “Statistic” module 

(spreadsheet) that helps us to see the information kept 

in the Inventory Model. 

Figure 4. Spreadsheet of the Statistic Module. 

 

In Figure 4, there are two (DSTAT) Time-

Persistent statistics, which are stated as “Average 

Inventory Level”, for the “Inventory” variable and 

“Production On”, for the expression “Production=1”. 

The outputs which are kept in the “Time-Persistent” 

statistics include the mean value, minimum and 

maximum values of the variables, and the 95% 

confidence interval that is observed during any run. 
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Additionally, the list includes six outputs: holding 

cost, shortage cost, production cost, set-up cost, total 

inventory cost, and loss rate. This help cost 

calculation while finding (near to) optimal results. 

 

3. Results and Discussion 

 

In this section, we implement validation and 

verification to check whether the simulation model 

established will work as a real system and investigate 

whether the results of the simulation are realistic 

together with the output analysis. 

 We determine the inventory level that will 

result in the lowest expected cost from the designed 

model. The “Process Analyzer” in ARENA is used 

and the trials are conducted to find the Betopan 

product inventory level. New values for the desired 

parameters are found over the revised values (reorder 

point, batch size, and s level). 

Table 5. Results for the Betopan Product. 

 Total Inventory Cost Inventory (Level) Production On 

Base Model 3,712,768.073 30,961.059 0.978 

Alternative 1 3,186,992.582 26,578.997 0.977 

Alternative 2 2,839,193.154 23,680.026 0.976 

Alternative 3 2,665,893.154 22,235.026 0.976 

Alternative 4 2,695,084.744 22,473.056 0.979 

In Table 5 it is seen that the inventory cost for the 

“Alternative 3” trial is less than the others. The 

inventory level corresponding to this cost for the 

Betopan product is 22,235. This alternative also 

provides a 97 percent utilization. We consider 

“Alternative 3” since the primary goal is repeated in 

the same way for the “Yalipan” product and the 

results are reported in Table 6.  

 

Table 6. Summary Results for the Yalipan Product 

 Total Inv. Cost (TL) Inventory (Level) Production On 

Base Model 2,750,312.010 26,059.365 0.977 

Alternative 1 2,126,540.063 19,468.001 0.975 

Alternative 2 1,737,863.190 14,680.746 0.976 

Alternative 3 2,003,769.157 16,996.219 0.977 

Alternative 4 1,557,862.139 11,330.086 0.978 

As shown in Table 6, after 4 trials for the 

Yalipan product, the optimal “s” level is found. The 

fourth alternative result is the lowest in terms of cost 

and the highest utilization when compared to other 

values. Thus, Alternative 4 is selected.  

Table 7. Summary Results for Both of the Products. 

 
Total Inventory Cost (TL) After Simulation 

Application 

Total Inventory Cost (TL) of  The 

Current System 

Betopan 2,665,893.154 3,245,780 

Yalipan 1,577,862.139 2,783,120 

Total 4,243,755.293 6,028,900 
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Table 8. Results for the Betopan and Yalipan Products. 

 Total Inv. Cost (TL) Inventory (Level) Production On 

Betopan 2,665,893.154 22,235.026 0.976 

Yalipan 1,557,862.139 11,330.086 0.978 

As seen from Tables 5-8 Betopan values are higher 

than Yalipan because it is more preferred by the 

customers.  

For the validation purpose, after the 

simulation results are obtained as in Table 5 – 8, the 

comparison of the results from the (R, S) stochastic 

inventory control model developed and proposed in 

the study with the current inventory control 

performed by traditional methods are implemented. 

For both products, the factory has calculated the total 

annual inventory cost as 6,028,900 TL with their 

classical method. The total cost of holding inventory 

is calculated by the developed stochastic (R, S) model 

as 4,243,755.293 TL for the following year. In other 

words, even if the proposed inventory control model 

is used for only two products, it is seen that it reduces 

the inventory cost by 1,785,144.707 TL annually. 

 

4. Conclusion and Suggestions 

 

In this study, the inventory status of two types of final 

products belonging to the factory which is a 

manufacturer of exterior materials is considered. An 

application is implemented according to the data 

obtained from the production facility of the siding 

factory. In order to reflect the stochastic nature of the 

demand data, the (R, S) inventory management 

system is modeled by using discrete event simulation 

regarding the cost and inventory level of the products. 

In the model, two types of product groups are 

considered: “Betopan” and Yalipan” products. The 

simulation model developed aims at the inventory 

control of the “Betopan” and “Yalipan” products of 

the company. With the developed model, (R, S) 

parameters that make the total cost minimum is found. 

In line with the results obtained, it is observed that 

total inventory cost decreases by about 30 percent. 

Additionally, the cost reduction and its use provide 

additional benefits to the company. The study can be 

extended and applied to all end products and 

inventory levels that make the total cost minimum can 

be determined. As a future study, the simulation 

model can be used for the implementation and 

comparison of different inventory policies for the 

companies. 
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Abstract 

The novel 2-(2-(1H-benzo[d][1,2,3]triazole-1-yl)acetyl)-N- phenylethyl 

hydrazinecarbothioamide (1) was synthesized by reaction of 2-(1H-

benzo[d][1,2,3]triazole-1-yl)acetohydrazide and 2-phenylethylisothiocyanate. The 

condensation of compound 1 in presence of sodium hydroxide gave 3-((1H-

benzo[d][1,2,3]triazole-1-yl)methyl)-4- phenylethyl -1H-1,2,4-triazole-5(4H)-thione  

(BPT). Theoretical calculations of BPT have been studied. The 6-311G+ (d,p) basis 

set was used for the DFT computations. The calculated spectra matched up with what 

was observed; hence the findings were confirmed. The same theoretical calculation 

procedure was used to examine BPT's LUMO, HOMO, and other associated energy 

values. To find out whether solute-solvent interactions were peculiar to BPT, the 

Catalán–Kamlet–Taft solvent parameter was used. Molecular docking studies were 

performed and identified the active sites of BPT with four anti-microbial receptors 

like Aspergillus niger (3EQA), Hordeum vulgare (1CNS), and Candida Albicans 

(4HOE) Streptomyces sp. (1CHK). 
 

 
1. Introduction 

 

In recent years, drug resistance has become a 

significant problem in the world, and in previous 

decades, multi-drug resistant gram-negative and 

gram-positive pathogenic bacteria caused lethal 

contagious diseases that affected the human 

population. Since the 1940s, penicillin has been used 

in human therapeutics; besides, various antibiotics 

have been used for 60 years. Firstly, antibiotics were 

not only developed to treat human infections but also 

used in veterinary, plant aquaculture, and agriculture 

[1, 2]. The extensive use of antibiotics caused a robust 

discerning burden that incommutably resulted in 

resistant bacteria spreading. The multifaceted 

mechanism for the advent of resistance has occurred: 

the resistance gene spread across the bacterial 

demesne with deceptive disregard for species barrier. 

However, the acquisition of resistance of genetic 
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factors has not been limited by the bacterial 

evolutionary response.  Consequently, drug resistance 

has been developed as a global issue for human health 

that attracts the attention of scientists towards new 

antibacterial drug design and development. In this 

direction, heterocyclic compounds demonstrate their 

vital position because of varied biological activities 

[3, 4].  

 One of the heterocyclic compounds is 1,2,4-

triazoles that contain three nitrogen atoms and two 

carbon atoms in a five-membered di-unsaturated ring 

structure [5]. 

Chemically speaking, 1,2,4-triazoles are a 

diverse group of molecules with numerous beneficial 

pharmacological properties. Some 1,2,4-triazole-

based compounds have been shown to induce 

chemotherapeutic effects in cancer cells [6-10]. When 

it comes to drug design, N-heterocyclic molecules are 

critical [11-14]. triazoleMany classes of biologically 
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active chemicals contain the molecule 1,2,4-triazole. 

1,2,4-triazoles and their derivatives, in particular, are 

of great interest due to the vast range of biological 

activity they exhibit, such as anticancer [15], 

fungicidal [16-18], bactericidal  [19-21], antioxidant 

[22], analgesic [23] and antidepressant [24] for these 

reasons, it was interesting to study 1,2,4-triazoles’ 

vibrational spectra, electronic properties and 

molecular structure with the expectation that the 

results would be the helpful guide for future synthesis 

of more potent compounds and the prediction of their 

biological activity mechanism.  

Due to our increased interest in search of new 

biological active agents having a 1,2,4-triazole ring, 

here we report an easy one-pot one component 

synthesis of the novel 1,2,4-triazole molecule, using 

NaOH, in good yield, and the present work also 

reports theoretical results of the synthesized 

compound to find structural characteristics by using 

DFT 6-311G+(d,p) methods.. 

 

2. Material and Method 

 

To produce compounds 1 and 2-(1H-

benzo[d][1,2,3]triazole-1-yl)acetohydrazide (2), we 

followed the procedure outlined in the literature [25]. 

All chemicals were acquired from Merck and Sigma 

Aldrich and used without further purification. 

 

2.1. Physical measurement 

We used Perkin-Elmer FT-IR (ATR) to record the 

infrared spectra, a Stuart SMP 30 melting point 

apparatus to record the melting point, and an 

uncorrected analysis of both TMS (=0.0 ppm) was 

used as an internal standard to record 1H and 13C-

NMR spectra on the Bruker (300 MHz). 

 

Synthesis of 3-((1H-triazolebenzotriazole-1-

yl)methyl)-4-phenylethyl-1H-1,2,4-triazole-5(4H)-

thione(BPT) 

 

2-{2-(1H-benzotriazole-1-yl-acetyl)}-N-(3-

phenylmethyl) hydrazincarbothioamid (CAS 

Registry Number 502869-56-9) (1g) was added to a 

10 mL (2 N) solution of NaOH, and the combination 

was kept at reflux for 5 hours. After that, it was 

acidified with 37% conc. HCl and the pure product 

were produced by recrystallization in ethanol 

(Scheme 1). 

 

 
Scheme.1.   Synthetic pathway of 3-((1H-

triazolebenzotriazole-1-yl)methyl)-4-phenylethyl-1H-

1,2,4-triazole-5(4H)-thione(BPT) 

 

M.p:188-190°C; FT-IR(ATR):3148(N-H), 3096-

3037(CAr-H), 2851-2981(C-H), 1604(C=C), 

758(C=S); 1H-NMR(400MHz, DMSO-d6) 12.50 (s, 

1H, NH),  8.10 (s, 1H, Ar-H), 7.52 (s, 1H, Ar-H), 

7.33(s, 1H, Ar-H), 7.40 (m, 4H, Ar-H), 7.24 (m, 2H, 

Ar-H), 5.12 (s, 2H, CH2), 3.32 (t, 2H, CH2, J=8Hz, 

3.00 (t, 2H, CH2, J=8Hz),.  13C-NMR(75MHz, 

DMSO-d6): 168, 146, 137, 132, 129, 128, 127, 124, 

120, 109, 46,41, 33. Anal. calcd for C17H16N6S 

(336.41): C 60.69; H 4.79; N 24.98; S 9.53; found C 

60.72; H 4.81; N 24.96; S 9.61. yield: 88% 
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Figure 1. 1H-NMR spectrum of (BPT) 

 

Figure 2. 13C-NMR spectrum of (BPT) 
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Figure 3. Optimized structure of BPT at B3LYP/6-311+(d,p) level 

 

3. Theoretical study 

 

The calculations for the molecular modelling were 

done with the Gaussian 09 software suite. Based on 

6-311+G(d,p), the calculations were performed at the 

(DFT/B3LYP) technique. The molecule's vibrational 

frequencies were computed using the same quantum 

chemistry model's gas-phase equilibrium geometry. 

The Becke3-Lee-Yang-Parr (B3LYP) technique was 

used to include electron correlations [25]. Becke's 

gradient exchange corrections, Lee, Yang, and Parr 

correlation functional, and/or Vosko, Wilk, and 

Nusair correlation functional are all included in this 

[26]. 

3.1. Molecular geometry 

The geometrical structure and atomic labelling of 3-

((1H-benzo[d][1,2,3]triazole-1-yl)methyl)-4-

phenylethyl-1H-1,2,4-triazole-5(4H)-thione  have 

been computed and illustrated at Figure 3. the BPT's 

structural parameters have been optimized. Tables are 

given supplementary data. A partial double bond 

character has been discovered for all BPT ring bonds 

in the phenyl ring (S.Table 1) [27] that most of the 

phenyl ring's optimal bond lengths are similar in 

magnitude and lying between bond length ~ 1.40 Å to 

~ 1.38 Å. Similarly, bond lengths of 1,2,4- triazole 

rings are between ~ 1.38 Å to ~ 1.29 Å.   

Additionally, the smallest ¬angle (C24-N17-C14) and 

largest angle value (N17-C14-N13) of the molecule 

was computed at 98.5o and 140. 

 

3.2. Atomic charge 

Atomic charges perform a key role in a molecular 

system as electronic structure, molecular 

polarizability, dipole moment, atomic charge effect, 

and the other molecular system properties. In 

addition, the asymmetric distribution of electrons in 

the chemical bond brings about certain charges. The 

calculated Mulliken atomic charges of BPT are shown 

in Fig.4.(S.Table 2) The charge distributions of 

molecules show the N atoms that bonded to a 

Substituent. The influence of the electron effect 

proceeds from hyperconjugation, and the inductive 

effect of Substituent groups in aromatic rings induces 

a particular negatively charged value in the aromatic 

carbon atoms. For the NBO, the natural atomic 

charges of BPT illustrate a similar tendency as 

Mulliken's atomic charges. 

 

 

Figure 4. Graphical representations of atomic charges on 

the atoms of BPT  

 

3.3. Frontier molecular orbital analysis 

In terms of the BPT, the most critical molecular 

orbitals are HOMO-1, HOMO, LUMO, and 

LUMO+1. Using the B3LYP/6-311+ (d,p) technique, 

these orbital energies were figured out and delineated 

in Fig 5. The calculation showed that the charge 

distribution of the HOMOs level of BPT is highly 

delocalized on the 1,2,4-triazole (Fig 5). The charge 

density of the LUMO level is delocalized on the 

benzotriazole ring. It was concluded from the above 
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discussion that there is an electron flow from the 

1,2,4-triazole to the Benzotriazole. The energy 

separation between the LUMO-HOMO orbital value 

is 4.32 eV. 

Besides the absolute hardness (η), chemical potentials 

(Pi), absolute electronegativities LUMO-HOMO 

energy gap (ΔE), global softness (S), global 

electrophilicity (ω), electronegativity (χ), absolute 

softness (σ), additional electronic charges (ΔNmax), 

have been calculated according to the following 

equations (S.Table 3) [28] 

η=(〖(E〗_LUMO-E_HOMO))/2  (1) 

χ=(〖-(E〗_HOMO-E_LUMO))/2  (2) 

Pi=-χ      (3) 

σ=1⁄η      (4) 

ω=〖Pi〗^2/2η         (5) 

〖∆N〗_max=(-Pi)/2η    (6) 

S=1/2η      (7) 

 

 
Figure 5. Calculated Frontier molecular orbitals of the title 

compound with DFT/B3LYP-G(d,p++) 

 

3.4. NMR chemical shift analysis 

 

The NMR spectroscopy is an essential technique for 

analyses of organic compounds. Geometry 

optimizations of BPT were performed with the 

DFT/B3LYP/semiempirical method/PM3 level basis 

set. After optimization, stage 1H and 13C- NMR 

calculations of BPT were calculated GIAO [29-30] 

and 6-311+G (d,p) basis set in DMSO. Theoretical 1H 

and 13C- NMR chemical shifts results of BPT 

generally agree with the experimental chemical shift 

data.  

The experimental and theoretical 1H and 13C- 

NMR R2 values are 0,93 and 0.99, respectively and 

the atom positions, chemical shifts are generated in 

S.Table 4. 

 

3.5. NBO Analysis 

 

For investigating charge transfer or conjugative 

contact in molecular systems, NBO analysis 

guarantees an efficient method and ensures the 

research of intra- and intermolecular bonding and 

interaction in molecular systems 31 . There will be 

a more significant amount of giving tendencies from 

electron donors to electron acceptors, resulting in a 

longer E(2) value and, as a result, a more significant 

amount of conjugation throughout the entire system. 

There is a stable donor-acceptor interaction when 

electron density delocalization occurs between 

Lewis-type (bond ore lone pair) Lewis NBO orbitals 

and formally empty non-Lewis NBO orbitals (anti-

bond or Rydberg). NBO analysis used the second-

order Fock matrix to look at intermolecular 

interactions. The stabilization energy associated with 

I → j delocalization is approximated as follows for 

each donor NBO (I) and acceptor NBO (j): 

 (𝐸2) = ∆𝐸𝑖𝑗 = 𝑞𝑖 =  
𝐹(𝑖,𝑗)2

𝜀𝑖𝜀𝑗
 

Fij is the diagonal NBO fock matrix element of Ɛi, Ɛj, 

where q is the donor orbital occupied (orbital 

energies). DFT/B3LYP/6-311+(d,p) level NBO 

analyses have been undertaken, and the interaction LP 

(1) C2 → π* C1-N13 has the most excellent E(2) 

value around as shown in S.Table 5. 

 

3.6. Molecular Electrostatic Potential (MEP) 

Analysis 

 

To find out the net electrostatic effect caused by the 

entire charge distribution of the molecular and to 

correlate it with chemical reactivity, partial charges, 

dipole moments, and electro-negativity, we calculate 

the molecular electrostatic potential (MEP). It also 

makes it possible to understand the relative polarity 

using a visual approach [32,33]. The charge 

distribution of the molecule is shown in three 

dimensions in Figure 6 (below). There are three 

different electrostatic potential values in Fig 6: blue 

represents areas with the highest electrostatic 

potential, green indicates areas with zero potential, 

and red denotes areas with the lowest electrostatic 
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potential (see Fig 5). Red, orange, yellow, green, blue: 

these are the possible increments. The most vital 

repellent color is red, while the most robust attractive 

color is blue. An electronegative atom pair is 

frequently seen in regions of negative potential where 

there is a single atom. When looking at the MEP map 

of BPT, both the NH and the –CH2 groups that joined 

the 1,2,4-triazole ring can be found in the positive 

zone. A look at Fig. 6 shows that a map of MEP values 

shows that negative potential exists over the 

benzotriazole group's N12 and N13 bonding atoms.  

 

 
Figure 6. Molecular Electrostatic Potential (MEP) 

Analysis of BPT 

 

3.7. Infrared Spectroscopy 

 

In order to calculate the vibrational frequencies of 

BPT, the DFT/B3LYP method with the 6-311G+(d,p) 

basis set was utilized, as was the Gauss-View 

molecular visualization tool for the vibrational band 

assignments. 

S.Table 6 shows theoretical computed IR 

spectra of the molecule's peaks. The measured and 

computed wave numbers agree very well. For two 

reasons, there could be a discrepancy between 

estimated and observed values. The first is that 

experimental data are in the solid phase, whereas 

theoretical calculations are in the gaseous phase. In 

addition, contrary to calculations, experimental 

values have been reported in the presence of 

intermolecular interactions. 

The NH vibrations are the strong 

characteristic band for organic molecules [33,34]. NH 

stretching was observed at 3230 cm-1 in Raman and 

3146 cm-1 in the IR spectrum while computed at 3668 

cm-1. Besides, NH in-plane bending vibration was 

observed at 1510, 1454 and 1205 cm-1 in Raman and 

1495 and 1177 cm-1 in IR spectrum of the BPT while 

computed at 1496, 1550 and 1249 cm-1. (Fig 7) 

C-H stretching computed at 3203, 3185, 3173 

cm-1 while was observed 3064, 3052 cm-1 in raman, 

3093, 3037 cm-1 in IR spectrum. C-H bending was 

observed 1485, 1324, 1152 cm-1 in IR, 1387, 

1369,1168 cm-1 in Raman spectrum. 

C=N vibrations are also the other strong 

characteristic peaks of biomolecules. This peak 

vibration was observed 1625,1591,1590, IR, Raman, 

Theoretical spectrum, respectively. 

In the case of N-N, vibrations were observed 

1451, 1303 cm-1 in IR, 1454, 1348 in Raman 

spectrum while computed 1485, 1378 and 1359 cm-

1. (Fig 7) 

 

 
Figure 7.  Experimental and theoretical vibration spectra 

of BPT ( a= experimental FTIR spectrum, b= theoretical 

IR spectrum, c= experimental raman spectrum, d= 

theoretical raman spectrum) 

 

3.8. Thermodynamic parameters 

 

Rotation, vibration, and translation are all part of 

thermodynamics; hence they all matter. BPT's 

thermodynamic functional characteristics have been 

calculated using density functional theory (DFT). 

S.Table 7 contains estimated values that are useful for 

calculating biomolecular thermodynamic energy and 

predicting chemical reaction directions. To be clear, 

all of these thermodynamic calculations were done in 

the gas phase and could not be applied to the solution. 

Researchers looked examined BPT's thermodynamic 

characteristics between 100 and 1000 Kelvin. [36]. It 

was observed that enthalpy, entropy and heat capacity 

values increased depending on the temperature. The 

relevant equations are shown in Figure 8 and S.Table 

7. 
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Figure 8. Thermodynamic Parameters of BPT 

 

H0m = 73,40893 + 0,304215 T -6,1 10-5 T2,         (R2 =0,9999) 

S = 194,0431+ 0,029679T +8,44 x 10-5 T2,   (R2 =0,9995) 

CV= -085211+ 0,306056 T – 1,3 x 10-4 T2,  (R2 = 0,9991) 

 
3.9. Catalan and Kamlet-Taft solvatochromic 

parameters 

 

UV spectra of BPT were taken in different solvents. 

The parameters affecting the absorbance bands of 

BPT were determined by the Catalan and Kamlet-Taft 

equations [36,37].  

Catalan equation is given below.  

V=aSA+bSB+cSp+dSdP 

Catalan parameters are defined as solvent acidity 

(SA), solvent basicity (SB), solvent polarizability 

(SP) and solvent dipolarity (SdP). 

Catalan equation was calculated as   

 V=12.07+81.80SA+12.44SB+343.32SP+25.38SdP  

and R2 = 0.66. 

According to this equation, absorb and band 

is controlled SP ability. 

The Kamlet−Taft equation is  V=Vo+aα+bβ+cπ* 

 

The Kamlet−Taft solvent parameters are 

defined as the hydrogen bond donation ability (α), the 

hydrogen bond acceptor ability (β), the dipolarity-

polarizability (π*) 

The Kamlet−Taft equation was calculated as 

V=231.60+50.62α+2.40β+3.74π* R2= 0.24. In 

regards to The Kamlet−Taft equation was found the 

most parameter as the hydrogen bond donation 

ability. 

Uv- Vis Spectrums of BPT were recorded 

with solvents of different polarities such as 

chloroform, THF, Ethanol, Pyridine, Formic acid. 

The experimental UV-Vis spectrum of BPT was 

observed a strong band of about 260 nm because of 

π→π* electronic transition. The computed 

wavelengths were recorded at about 315, 290, 281 

nm, respectively. Hence, the electronic transition of H 

→ L that is the most intense value was obtained at 

about 315 nm. The UV-Vis. parameters of BPT in 

different solvents are given in S. Table 8. 

 

 

Figure 9. Theoretical Uv Spectrum in Different solvents 

of BPT 

 

 

Figure 10. Experimental Uv Spectrum in Different 

solvents of BPT 

 

3.10. Molecular Docking 

Molecular docking studies were performed by 

Autodock 4.2. We identified the active sites of BPT 

with four anti-microbial receptors like Aspergillus 

niger (3EQA), Hordeum vulgare (1CNS), and 

Candida Albicans (4HOE) Streptomyces sp. (1CHK) 

[38]. S.Table 9 summarizes the interactions and 

binding free energy in Kcal/mol between synthesized 

BPT and receptors. The binding energy of (1CHK), 

(1CNS), (3EQA) and (4HOE) are found to be 4.7, 7.3, 

6.2 and 7.6 Kcal/mol, respectively.  

Hybridizing benzotriazoles scaffold with 1,2,4-

triazole ring moieties proved to be a favourable 

strategy in building up new molecules with good 

ability of the binding into the receptors binding site as 

triazole ring showed hydrogen bonding interactions 
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with ASN199 (1CNS), Er455, ARG453(3EQA), 

GLY23 (4HOE). 

 

 

Figures 11. 3D Binding orientation of BPT with different 

proteins 

  

Figures 12. 2D Binding orientation of BPT with different 

proteins. 

 

4. Conclusion and Suggestions 

 

Benzotriazole substitute 1,2,4-triazole was 

synthesized, FT-IR and NMR spectrums are studied 

both experimentally and theoretically. DFT (B3LYP) 

method using 6-311+G(d,p) basis set was used to 

compute the geometric parameters, vibrational 

frequencies, and chemical shifts of BPT's normal 

modes. Determine the charge transfer by performing 

a HOMO/LUMO study. The 1,2,4-triazole 

delocalizes the HOMO, while the benzotriazole 

delocalizes the LUMO. For 1H and 13C NMR, the 

chemical shifts agreed well with the DMSO solution's 

experimental results. By using NBO studies to 

explain molecular interaction and stability and the 

second-order perturbation for transactions, we have 

been able to stabilize the structure. Based on these 

findings, we believe BPT is a viable candidate for 

further pharmacological and biochemical research. 

Clinical drugs containing triazole nucleus are being 

used in treating several ailments. The progress of 

resistance in Candida spp against fluconazole, the 

most effective anticandidal commercial drug, 

prompted the pharmacologist to synthesize triazole 

alcohols as fluconazole analogues to treat 

fluconazole-resistant fungal strains. 1,2,4-Triazole 

moiety via hydrogen bonding and dipole interaction 

can improve the solubility and affinity of the 

compounds with bimolecular targets. Among the 

broad spectrum of bioactivities, we comprehensively 

reviewed the advances in anticancer, anticonvulsant, 

antifungal, antibacterial, antiparasitic, analgesic 

antituberculosis anti-inflammatory and, antiviral, 

activities of 1,2,4-triazole derivatives particularly 

reported over the past decade. In according to the our 

study results; hybridizing benzotriazoles scaffold 

with 1,2,4-triazole ring moieties proved to be a 

favourable strategy in building up new molecules 

with good ability of the binding into the receptors 

binding site as triazole ring showed hydrogen bonding 

interactions. 
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Abstract 

In geophysics, magnetic data can be used to obtain information about the depth and 

location of the structure, whether it is near the surface or deeper. This study is an 

example of applying the Normalized Full Gradient (NFG) method to an archeological 

site to determine the depth and location of structures that cause magnetic anomalies 

at the archeological site. One of the parameters that affects the shape and size of the 

magnetic anomaly is the depth of the source causing the anomaly. For this reason, it 

is important to correctly determine the location of the source. One of the methods of 

determining the depth of the structure using magnetic field data is the NFG technique. 

When using the downward analytical continuation, bias occurs due to the transition 

of the depth of mass, which is invalidated by this method. The NFG technique has 

been tested on anomalies caused by prismatic synthetic models. Test studies with 

synthetic models using the NFG technique have yielded satisfactory results. Based 

on these results, the NFG technique was applied to the real magnetic anomaly 

collected from the ancient city of Sapinuwa. The results were compared with the 

building remains found during the proposed excavations. The results obtained were 

satisfactory.. 
 

 
1. Introduction 

 

Potential field data has a wide place among various 

methods in applied geophysics. This stage is the result 

of the long-term development of applied geophysics. 

It has been applied to a significant extent, especially 

in oil and gas reserves and mineral explorations. Since 

the 1960s, thanks to the important developments in 

computer techniques, many successful applications 

have been realized in potential areas with the 

development of existing evaluation theories for the 

solution of geophysical problems. 

 It is a fact that geophysical methods are used 

extensively in hydrocarbon and mineral explorations, 

which are accepted as natural riches in many parts of 

the world until today. In recent years, it has been used 

intensively in the examination of the properties of 
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structures very close to the surface or just below the 

surface, as well as in deep welded structures. 

 The aim of this study is to reveal the 

geophysical properties of such areas by using 

geophysical methods in archaeological areas. For this 

reason, the magnetic method, which is included in the 

group of potential field methods within the 

geophysical research methods, was used. 

 In this study, one of the geophysical 

evaluation methods, the NFG technique, which is 

based on the downward analytical continuation of the 

gradient field, was used. It is a method in which the 

relationship between the potential field and the source 

that creates the field can be re-established (for 

example, the analytic continuation method). This is 

the conversion of the measured magnetic field to the 

magnetic field in another, more understandable plane. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1295828
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Such a process is based on a very simple relationship 

between the determined singular points of the 

structures constituting the anomaly and the geometric 

shape of the structures (center of gravity, vertices of 

the polygonal section). 

 The analytical continuation distinguishes 

some indistinguishable structural anomalies in the 

observed magnetic field. Analytical properties are lost 

at singular points of the boundaries of the mass, 

leading to an anomaly in its magnetic potentials and 

derivatives. The shape of the source and the location 

of the source causing the anomaly can be determined 

from the knowledge of the source and the singular 

points at its boundaries. The downward analytical 

continuation values of the observed magnetic field 

data show irregular changes during the passage of the 

source causing the anomaly. The normalized Full 

Gradient method is one of the most successful 

methods used in the determination of the singular 

points of the potential fields. These methods are often 

called singular points method and were first 

introduced by Strakhov (1962) and Golizdra (1962) 

[1,2]. 

 The NFG technique has been rapidly adopted 

since the 1960s, and this method has been used by 

researchers. In particular, it can be applied to identify 

singular points of potential areas [3-14]. In addition, 

this technique has been successfully applied to 

seismic methods [15] and electromagnetic methods 

[16]. Magnetic and gravity have been often used to 

model subsurface geology. The magnetic survey is 

widely used to estimate the geometric parameters of 

simple models. These models can be in the form of a 

sphere, cylinder, dyke, or thin plate [17-20].  

 Magnetic imaging (especially gradiometer), 

ground-penetrating radar (GPR), and Electrical 

resistivity tomography (ERT) methods have 

widespread usage in archaeological sites. In the past 

years, some of the applications of these methods are 

presented by Ekinci and Kaya (2006)[21], Balkaya et 

al. (2012)[22], and Büyüksaraç et al. (2014)[23]. In 

addition, in particular, some examples of archaeo-

geophysical studies in ancient cities of Anatolia are 

given as Amorium [24], Baris [25], Commagene [26], 

Dedemezarı Nekropolü [27, 28], Kılıç[29], Malos 

[30,31], Parion, [32, 33], Pisidia Antioch [34], Side 

[35], Satala [36], Sardis [37], Smyrna Höyük [38, 39], 

Tepecik and Norşun [40], Zeugma [41]. In this study, 

the NFG technique was performed using field datasets 

containing magnetic profile anomalies caused by 

buried structures in the ancient city of Sapinuwa 

(Çorum, Turkey) and noiseless synthetically 

produced data. 

 

 

 

2. Sapinuwa Ancient City 

 

The ancient city of Sapinuva is an ancient city dating 

back to the Bronze Age, located in the Ortaköy district 

of Çorum province. It is known as the second-largest 

city of the Hittite kingdom. The city, which had great 

strategic importance, was also important politically 

and economically. Our study area is located in the 

north of Central Anatolia, 55 km southeast of Çorum 

city center, and 60 km northeast of Boğazköy in 

Ortaköy District. Today's Ortaköy District, with the 

Alan Mountains in the south and Karadağlar in the 

north, is on a plateau formed by terraces descending 

from west to east in the valley where Özderesi, a 

branch of the Çekerek River, is located. 

 The Hittite city of Sapinuwa is located about 

3 km southwest of the Ortaköy District center, and 

appears as a widespread settlement on this plateau 

extending as terraces on the northern slopes of the 

Özderesi Valley, a branch of the Çekerek River. The 

city covers an area of 3 km in the east-west direction 

and 2.5 km in the south-north direction, including the 

lower and upper city (Figure 1).  

 Boğazköy was the most important center 

where the Hittites ruled in Anatolia. In addition, 

centers such as Maşat mound, Kültepe, Alaca mound 

and Sapinuva also have an important place. In 

Sapinuwa, there are large religious and administrative 

structures that also served as administrative centers 

from time to time. Due to its location, it has an 

extremely important strategic position. The city is 

located at a key point on an important passage 

connecting Göynücek-Amasya Plain to its east and 

Kelkit Valley, which is its continuation, to Alaca-

Sungurlu Plains to its west and Boğazköy located 

here. 

 The city is located at a key point on an 

important passage connecting Göynücek-Amasya 

Plain to its east and Kelkit Valley, which is its 

continuation, to Alaca-Sungurlu Plains to its west and 

Boğazköy located here. There is a 20 km long corridor 

in which the Çekerek River flows, extending to the 

Göynücek Plain in the east of the city. On this 

corridor, front defense facilities were built by 

selecting key points. It is accepted that the city has 

adopted a highly effective defense strategy by using 

these front defense facilities. 
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Figure 1. Location map of Sapinuwa ancient city. The 

map was generated using Generic Mapping Tools (GMT) 

[42]. 

 

3. Material and Method 

 

3.1. Definition of the Magnetic Anomaly 

Figure 2 shows the prism model. The vertical and 

horizontal magnetic field components are defined in 

[43] with equations (1) and (2), respectively. 

 

Figure 2. Vertical prism model  

𝑍 = 2𝑘 {𝐻𝑜 sin 𝛽 𝑙𝑛 (
𝑟2𝑟3

𝑟1𝑟4
) − 𝑍𝑜(∅1 − ∅2 − ∅3 + ∅4)} (1) 

and 

𝐻 = 2𝑘 {𝑍𝑜𝑙𝑛 (
𝑟2𝑟3

𝑟1𝑟4
) − 𝐻𝑜 sin 𝛽 (∅1 − ∅2 − ∅3 + ∅4)}

 (2) 

where Z is the vertical magnetic field, H is the 

horizontal magnetic field, H is the azimuth angle, I is 

the inclination angle. 

𝑟1
2 = 𝑑2 + (𝑥 + 𝑑 cot 𝛼)2 

𝑟2
2 = 𝐷2 + (𝑥 + 𝐷 cot 𝛼)2 

𝑟3
2 = 𝑑2 + (𝑥 + 𝑑 cot 𝛼 − 𝑏)2    (3) 

𝑟4
2 = 𝐷2 + (𝑥 + 𝐷 cot 𝛼 − 𝑏)2 

 

∅1 = tan−1[𝑑 (𝑥 + 𝑑 cot 𝛼)⁄ ] 

∅2 = tan−1[𝐷 (𝑥 + 𝐷 cot 𝛼)⁄ ] 

∅3 = tan−1[𝑑 (𝑥 + 𝑑 cot 𝛼 − 𝑏)⁄ ]  (4) 

∅4 = tan−1[𝐷 (𝑥 + 𝐷 cot 𝛼 − 𝑏)⁄ ] 

Here, a prism with top depth d, bottom depth D, width 

b, distances from each vertex to the observation point 

r_1, r_2, r_3, r_(4,) and tangent angle ∅_1, ∅_2, ∅_3, 

∅_4  for each vertex. The total magnetic field is given 

by the equation (5) 

𝐹 = 2𝑘{𝐻 sin 𝛽 cos 𝐼 + 𝑍 cos 𝐼}  (5) 
 

3.2. Normalized Full Gradient Method (NFG) 

 

The NFG technique is based on the downward 

analytical continuation of potential field data and 

analytical signal amplitude. As is known, all potential 

sources are located below the measuring plane. 

Potential field data recorded in a given plane can 

theoretically be calculated on a plane above or below 

the measurement plane if there is no source. In a 

potential field data, although it is possible to make an 

analytical continuation upwards (outside the mass) to 

the desired height, it is not possible to make an 

analytical continuation downwards as much as 

desired in the environment of the mass causing the 

anomaly. 

 The extension can be applied to the data up to 

the closest point of the source, in other words, up to 

its top surface. Because after this point, some singular 

points are encountered. So downward analytical 

continuation is only made up to this maximum depth 

where the singular point is. From this point of view, 

the downward analytical continuation values of the 

potential field data show irregular changes while 

passing the body, which causes an anomaly. The 

initial value of these irregular variations indicates the 

depth to the upper surface of the body causing the 

anomaly. The downward analytical continuation is a 
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useful assessment method for identifying shallow 

sources. 

 Nabighian (1972) [44] showed that the 

amplitude of potential field data can be described by 

the following equation. 

 

𝐺(𝑥) = √𝐹𝑥
2(𝑥) + 𝐹𝑧

2(𝑥)   (6) 

 

Here, F(x) represents the potential field data, and, F_x 

(x) and F_z (x)  represent the horizontal and vertical 

derivatives of the magnetic anomaly, respectively. 

The mathematical basis of the NFG technique is the 

G_T (x,z) operator. In general, the NFG amplitude at 

a given point is expressed by the following equation 

[3, 45]. 

 

𝐺𝑇(𝑥𝑖, 𝑧𝑗)  =
√[𝐹𝑥

2(𝑥𝑖,𝑧𝑗)+𝐹𝑧
2(𝑥𝑖,𝑧𝑗)]

𝑣

1

𝑀
∑ √[𝐹𝑥

2(𝑥𝑖,𝑧𝑗)+𝐹𝑧
2(𝑥𝑖,𝑧𝑗)]

𝑣𝑁
𝑖=1

  (7) 

 

Where G_T (x,z) is the NFG’s amplitude at a specific 

point (x_i,z_j), z_j is the downward continuation 

level, (i = 0, 1, 2, 3,. . ., M; j = 0, 1, 2, 3,. . .,z). The 

function F(x,z) expresses the magnetic field along the 

x-axis and analytical continuation is made along the 

z-axis at ∆z intervals. M is the number of points in the 

profile, and the functions F_x (x) and F_z (x) are 

derivatives of F(x,z) along the x and z axes. v is the 

degree of the NFG operator. The full gradient term is 

expressed as the sum of the horizontal gradient F_x 

(x,z) and the vertical gradient F_z (x,z). The term 

NFG, on the other hand, refers to the division of the 

full gradient of equation 6 by the arithmetic mean 

value. 

 In order to protect small frequency 

components in potential field data, the subharmonic 

value is usually taken as 1. The upper harmonic limit 

value is usually found by trial and error. For this 

purpose, N=10, 20, 30, and 40 values were used 

within the scope of the study. For each harmonic 

value, the appearance of NFG cross-sections was 

observed. It is desirable that there are no sharp 

transitions between the maximum and minimum 

contour closures in NFG sections and the absence of 

multiple local minimum closures. If the NFG contour 

values are greater than 1, they are taken to be the 

maxima. On the contrary, if those are smaller than 1 

represent the minima [16]. Sındırgı and Özyalın 

(2019) [12] developed a new criterion instead of trial 

and error method to determine the most appropriate 

harmonic number. In their article, they obtained the 

optimum harmonic number by calculating the 

minimum error values corresponding to different 

harmonic numbers. 

 

3.3. Calculation of the NFG operator  

 

The calculation of the NFG operator can be performed 

using a Fourier series approximation of the function 

F(x,z) along the x-axis in the range (-L,L) given by 

Bracewell (1984) [46] and Blakely (1995) [47]. 

 

𝐹(𝑥, 𝑧) = ∑ [𝐴𝑛 cos (
𝜋𝑛𝑥

𝐿
) + 𝐵𝑛 sin (

𝜋𝑛𝑥

𝐿
)] 𝑒

𝜋𝑛𝑧

𝐿∞
𝑛=0  (8) 

 

The basis of this method is the use of Fourier series. 

Analytical continuation operation for any z-plane of a 

harmonic function given in the interval [0,L]  can be 

written as a Fourier sine series. 

 

𝐹(𝑥, 𝑧) = ∑ 𝐵𝑛 sin (
𝜋𝑛𝑥

𝐿
) 𝑒

𝜋𝑛𝑧

𝐿𝑁
𝑛=1   (9) 

 

Here; B_n is the Fourier sine coefficient, n is the 

harmonic number, L is the length of the profile, z is 

the plane on which the analytical continuation is 

made. With the help of equation 9, it is possible to 

calculate the F(x) function above or below a given 

plane. 

When the first-order derivatives of the F(x,z) function 

defined in equation 9 are taken in the x and z 

directions, F_x (x,z) and F_z (x,z) are defined by the 

following equation. 

𝐹𝑥(𝑥, 𝑧) =
𝜋

𝐿
∑ 𝑛𝐵𝑛 cos (

𝜋𝑛𝑥

𝐿
) 𝑒

𝜋𝑛𝑧

𝐿𝑁
𝑛=1   (10) 

 

𝐹𝑧(𝑥, 𝑧) =
𝜋

𝐿
∑ 𝑛𝐵𝑛 sin (

𝜋𝑛𝑥

𝐿
) 𝑒

𝜋𝑛𝑧

𝐿𝑁
𝑛=1   (11)  

 

The B_n sine coefficients in equation (11) can be 

found with the help of the following equation. 

 

𝐵𝑛 = ∑ 𝐹(𝑥, 𝑧) sin (
𝜋𝑛𝑥

𝐿
)𝑁

𝑛=1    (12)  

To eliminate the Gibbs effect resulting from 

downward continuation process, a smoothing factor 

(q) can be defined as follows. This term is called the 

Lanczos smoothing operator. 

𝑞 = [
𝑠𝑖𝑛(

𝜋𝑛

𝑁
)

𝜋𝑛

𝑁

]

𝜇

     (13) 
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where μ is any integer number and the degree of 

smoothing. 

4. Experimental Results 

 

In this section, the NFG technique was applied to 

synthetic magnetic data generated from prismatic-

shaped models mostly used in magnetic methodology 

to investigate the effectiveness of the method. A 

synthetic prism model was calculated to test the effect 

of the suggested technique on the determination of 

location parameters such as the depth of the structure 

center and its distance from the origin. The synthetic 

models were calculated by the method of Telford et 

al. (1976)[43] for a prismatic-shaped 2D body. Trials 

were made on three different models to examine the 

NFG field depending on the width and thickness 

variation of a magnetic prism. For all of the four 

prismatic-shaped synthetic models, the profile length 

was chosen as 40 m. Likewise, inclination, 

declination, azimuth angle, and magnetization 

intensity values were defined for all four prismatic-

shaped synthetic models. These values were taken as 

60o, 0o, 0o, and 1 A/m [SI], respectively. 

 

4.1.  Synthetic Model #1 

 

The parameters of synthetic Model #1 and the model 

parameters obtained from the NFG technique are 

shown in Table 1. Synthetically generated ∆T(x,0) 

curves and NFG sections are given in Figure 3. 

NFG technique with different harmonic numbers is 

applied to the synthetic anomalies of a prismatic 

model. It is observed that the NFG technics produces 

closed contours around the anomalous body for all 

harmonic intervals. They are the depths of the 

maximum singular points in the NFG sections 

calculated for various harmonics. The center of the 

completely closed contours of the NFG harmonics 

corresponds to the actual burial depth of the structure. 

In Table 1, the structural parameters of this model and 

largest singular point value (LSPV) of the NFG field, 

the depth in the z-axis, and the horizontal distance in 

the x-axis for the N=10, 20, 30, and 40 harmonics are 

given. Figure 3 shows that the NFG technique 

precisely determines the surface projection point of 

the structure (x = 20.5 m) at various harmonic 

numbers. In addition, the structure depth was obtained 

exactly (h=1.5m) at the 40th harmonic number 

 

 

Figure 3. Synthetic anomaly and NFG sections for a 

single 2D synthetic prism model #1 for various harmonics 

 

4.2.  Synthetic Model #2 

 

Model#2 was created to see the effect of the NFG 

technique on the solution with the increase of the 

structure width. The parameters of synthetic Model 

#2 and the model parameters obtained from the NFG 

technique are shown in Table 2. In this application, 

the top surface depth, thickness, and distance to the 

origin parameters of the structure in Model #1 are 

used exactly. In Model #2, only the width of the 

structure has been increased. 

In Model #2, the prism width is defined as 11.0 m. 

The magnetic anomaly and NFG sections of the 

model are shown in Figure 4. Due to the increase in 

model width in all NFG sections with different 

harmonic numbers, positive closures are observed 

completely independently of each other at horizontal 

distances corresponding to the boundaries at both 

ends of the structure. 

There are negative closures in the direction of the 

extension of the structure. This detail is clearly 

observed in the 40th harmonics. The depth of the 
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structure and their distance from the origin were 

found clearly on both sides. 

 

 
Figure 4. Synthetic anomaly and NFG sections for a 

single 2D synthetic prism Model #2 for various 

harmonics 

 

4.3.  Synthetic Model #3 

In this section, we wanted to see the effect of the 

structure thickness on the solution in the NFG 

solution. Model #3 was generated to see the effect of 

the NFG technique on the solution with the increase 

of the structure thickness. The parameters of synthetic 

Model #3 and the model parameters obtained from the 

NFG technique are shown in Table 3. In this section, 

the top surface depth, width, and distance to the origin 

parameters of the structure in Model #2 are used 

exactly. In Model #3, only the thickness of the 

structure has been increased. There are negative 

closures in the direction of the extension of the 

structure (Figure 5). While in the previous Model #1 

and Model #2 studies, the singular point values 

corresponded to the center of the structure, it is 

observed that the singular points in the NFG sections 

for different harmonics are concentrated towards the 

upper surface of the structure with the increase in 

thickness in Model #3. 

 

Figure 5. Synthetic anomaly and NFG sections for a 

single 2D synthetic prism model #3 for various harmonics 

 

4.1.  Synthetic Model #4 

 

The model under consideration is three magnetic 

prisms in contact with each other at the same depth 

(Fig. 6). The angles of inclination, declination, and 

azimuth used in the previous three models are also 

used in Model #4. However, while the magnetization 

intensity of Prism #1 and Prism #3 is 1 A/m [SI] in 

the calculations, the magnetization intensity of Prism 

#2 in the middle is 1.5 A/m [SI].The purpose of 

choosing the model is to examine NFG solutions by 

comparing them to geological structures in contact 

with different magnetization intensities. NFG 

sections for the magnetic anomaly of this model and 

different harmonics calculated from this anomaly are 

shown in Figure 6. The structural parameters of this 

model are given in Table 4. When the NFG cross-

section at the 40th harmonic in Figure 6 is examined, 

positive closures are observed in the horizontal 

distances corresponding to the borders at the two ends 

of the structures, due to the wide increase in the width 

of the model compared to its thickness. There are 

negative closures in the direction of the extension of 
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the structure. This detail is clearly observed in the 

40th harmonics. 

 

Figure 6. Synthetic anomaly and NFG sections for multi-

body 2D synthetic prism Model #4 for various harmonics 
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Table 1. The best model parameters obtained from the NFG for synthetic Model #1 

MODEL 1 Depth (m) Thickness (m) Width (m) Distance (m) 

 1.0 1.0 1.0 20.5 

 Harmonic Number (N) 

 10 20 30 40 

LSPV 2.45 4.86 7.27 9.96 

Distance (m) 20.5 20.5 20.5 20.5 

Depth (m) 1.1 1.4 1.4 1.5 

 

 

 

Table 2. The best model parameters obtained from the NFG for synthetic Model #2 

MODEL 2 
Depth (m) Thickness (m) Width (m) Distance (m) 

1.0 1.0 11.0 20.5 

 Harmonic Number (N) 

 10 20 30 40 

LSPV 1.85 2.98 4.40 5.60 

Distance (m) 15.0-26.1 15.0-26.1 15.0-26.1 15.0-26.1 

Depth (m) 1.1 1.4 1.4 1.5 
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Table 3. The best model parameters obtained from the NFG for synthetic Model #3 

MODEL 3 
Depth (m) Thickness (m) Width (m) Distance (m) 

1.0 3.0 11.0 20.5 

 Harmonic Number (N) 

 10 20 30 40 

LSPV 1.86 3.00 4.48 5.70 

Distance (m) 15.0-26.1 15.0-26.1 15.0-26.1 15.0-26.1 

Depth (m) 4.1 2.0 1.8 1.3 

 

Table 4. The best model parameters obtained from the NFG for synthetic Model #4 

MODEL #4 Prism #1 Prism #2 Prism #3 

Depth (m) 1.0 1.0 1.0 

Thickness (m) 1.0 1.0 1.0 

Width (m) 8.0 8.0 8.0 

Distance (m) 12.0 20.0 28.0 

 

 

5.  Field Examples 

 

In the Hittite city of Sapinuwa, the first search started 

in 1998 with resistivity studies. Since the study area 

has suffered a great fire several times in history, 

magnetic measurements were carried out with the 

thought that the magnetic method could yield more 

appropriate results here. Total magnetic field data was 

collected using Scintrex Smartmag brand 

magnetometer. The orientation of each profile was 

chosen from south to north and the direction of the 

sensor was oriented towards north. The sensor height 

was chosen as 0.50 m. In order to define the study 

area, measurements were carried out by selecting 

small independent areas, and in later studies, 

measurements were carried out in a large area 

consisting of adjacent areas. 

 

5.1.  Site #1 

 

In this area with dimensions of 15*15 m, the profile 

spacing is 1.0 m and the measuring spacing in each 

profile is 1.0 m. When the total magnetic field 

anomaly obtained is examined, the first point that 

draws attention is a difference of approximately 130 

nT between the positive and negative closures in the 

W-E direction in the middle of the field, and similarly 

a difference of approximately 160 nT in the N-S 

direction (Figure 7). 

 

 

 

Figure 7.  (a) Magnetic survey area and data acquisition 

profiles, (b) Magnetic anomaly map of the studied Site #1 

and NFG sections 

 

In this study area, firstly, a 15 m long AA' section 

in the W-D direction to cut the closures and a 15 

m BB' section in approximately S-N direction 

were taken. NFG technique was applied to the 

data obtained from AA' and BB' sections (Figures 

8). When both figures were examined, an average 

depth of approximately 1.0 m was found. As a 

result of the evaluation of the magnetic anomaly 
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map of the area with the NFG technique, LSPV 

locations are shown in Figure 8. 
 

 

Figure 8. An application of the NFG technique to the 

magnetic anomalies obtained from Site #1 

 

A trial trench is proposed in the 3*3 m area indicated 

by the black dashed line in Figure 7. Successful 

geophysical results were obtained at the end of the 

excavations at the proposed site. During the 

excavation, wall ruins were found 0.70 m below the 

surface extending approximately SW-NE in the 

western part of the trench. At the later stage of the 

excavation, these ruins were cleared and the 

foundation part of the wall was reached at 

approximately 1.0 m. Likewise, in the NFG section in 

Figure 8, the proposed trench boundaries are shown 

with a black dashed line. The foundations of the 

building obtained at the end of this trench are shown 

in Figure 9. 

 

 

Figure 9. The wall remains unearthed in the proposed 

trial trench at Site #1. 

 

5.2.  Site #2 

 

The dimensions of the Site #2 search area are 14*26 

m. The distance between the profiles is 1.0 m and the 

measuring range in each profile is 1.0 m. When the 

total magnetic field map obtained in Site #2 is 

examined, positive and negative closures extending in 

the S-N direction are observed (Figure 10). The 

dimensions of our working area are 14*26 m, 1.0 m 

between profiles, and the measuring range in each 

profile is 1.0 m. For this reason, firstly, a 25 m long 

AA' section was taken in the S-N direction to cut the 

closures. NFG technique was applied to the magnetic 

anomaly of the AA' section (Figure 11). 

 

 

Figure 10.  Magnetic survey area and data acquisition 

profiles, (b) Magnetic anomaly map of the studied Site #2 

and NFG sections 

 

When the NFG section was examined, it was 

observed that there were two separate structures. 

Symbols with yellow asterisks show singular point 

values for different harmonic numbers. It starts from 

about 1.0 m and reaches up to 1.7 m. A trial trench is 

proposed in two separate areas of 2*5 m, indicated by 

the black dashed line in Figure 10. The foundations 

of the building obtained at the end of this trench 

are shown in Figure 12.  
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Figure 11. An application of the NFG technique to 

the magnetic anomalies obtained from Site #2 

 

 

Figure 12. The wall remains unearthed in the proposed 

trial trench at Site #2. 

 

6. Results and Discussion 

The NFG technique is based on downward analytical 

continuation, and the NFG technique applied to 

magnetic field data gives direct information about the 

location and depth of buried structures in 

archaeological sites.  

 NFG cross sections were calculated for 

harmonics N = 10, 20, 30 and 40 (Figure 3). In the 

middle part of the profile, inclusions start to appear, 

although they are not obvious around the singular 

point value (2.45) at the N=10 harmonic. Contour 

inclusions become more frequent at N = 20 and 30 

harmonic. The maximum singular point value (9.96) 

becomes the most prominent at the N=40 harmonic. 

In case of an increase in the width of the structure, no 

significant inclusion is observed in the N=10 

harmonic (Figure 4). With the increase of the 

harmonic number, the maximum inclusions are 

concentrated on the two sides of the structure, while 

the minimum inclusions are observed in the middle 

part of the structure. In case of an increase in the 

thickness of the structure, no significant inclusion is 

observed in the N=10 harmonic, similar to the 

previous model (Figure 5). In N=30 and 40 

harmonics, while the maximum inclusions are 

concentrated on the two sides of the structure, 

minimum inclusions are observed in the middle part 

of the structure. In three different structure models, 

while maximum inclusions are concentrated at the 

edges of the structures in all harmonics, minimum 

inclusions are observed in the middle of the structures 

(Figure 6). 

 Two NFG applications were performed by 

taking sections AA' and BB' from the Site #1 

magnetic map (Figure 8a and b). In both NFG 

applications, singular point values for different 

harmonic values are shown with yellow asterisks. 

While the singular point values for the AA' section are 

positioned at approximately 9m in the horizontal 

position, it is observed that they vary between 0.7-

1.5m in the vertical axis. The fact that it does not 

change in the horizontal axis indicates that the width 

of the structure is narrow (figure 8a). On the other 

hand, it is possible to say that the structure is slightly 

wider and deeper in the distribution of individual 

point values in section BB' (Figure 8b) 

 NFG was applied by taking a section from the 

Site #2 magnetic map (Figure 11). The observation of 

a maximum closure between the two minimums in the 

left and right parts of the NFG section from the NFG 

application indicates that there are two different 

structures. It is observed that structure depth starts 

from about 1.0 m and reaches up to 1.7 m. 

 Singular points were detected with better 

precision at higher harmonics than at lower harmonics 

for shallow depths. When synthetic model studies are 

examined, as the structure width increases according 

to structure thickness, the singular values shift 

towards the structure boundaries instead of the 

structure center.

 

 

 

 

 

 

 

 

 

 

 

 

 



Ş. Özyalın, Z. Akçığ / BEU Fen Bilimleri Dergisi 12 (2), 578-590, 2023 

588 
 

7. Conclusion and Suggestions 

 

In the present study, 2D NFG technique was used to 

detect the location of a 2D prismatic-shaped. The 

method was applied to both synthetic and field 

datasets. The performance and reliability of the NFG 

technique were tested on the synthetic magnetic data. 

The solution efficiency of this method was 

investigated according to different structure 

properties (e.g. width, thickness). Especially, the 

NFG technique has been applied to multiple structure 

models. As a result of the evaluation, the method can 

define the structures correctly (location and depth). In 

archaeological sites, this finding helps overcome the 

problem of locating buried multi-structures. 

 The field data used in the present study are 

also acquired at Sapinuwa ancient site in Çorum, 

Turkey. The NFG technique was applied to three 

magnetic profiles obtained from the magnetic maps of 

two separate areas at Sapinuwa ancient site. After 

evaluation of the NFG technique of three magnetic 

profiles obtained from the two sites, search trenches 

were proposed. When the location parameters of the 

ruined structures obtained by the proposed method in 

this study are compared with the results of the 

archaeological excavations, they show a good 

agreement with each other. For these data sets, the 

estimated depths are very close to the depths 

measured from archaeological excavations. It can be 

said that this method, applied to the magnetic data set 

collected from archaeological sites, produces 

successful and effective results. 
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