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EARTHQUAKE HAZARD ANALYSIS FOR DISTRICTS 
OF DÜZCE VIA AHP AND FUZZY LOGIC METHODS  
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Earthquake hazard is defined as the determination of a ground motion from a large earthquake that can cause damage and loss in a 
certain place and within a certain time period. Damage due to an earthquake is an important element of the earthquake risk concept, 
which is defined as the probability of loss of property and life. There are many variables that constitute the earthquake hazard. The 
number and type of these variables may vary in different studies and for different purposes. In this study; geology of the city, lengths of 
active faults and the epicenter of the earthquake outer-center points of the earthquakes with a magnitude greater than 3 on between 
1905 and 2016 were used. In this study; Open Source Code Geographic Information Systems (GIS) Software QGIS, Analytical Hierarchy 
Process (AHP) and Fuzzy Logic Method have been used to investigate the earthquake hazard of Düzce districts. These parameters were 
evaluated together to create thematic maps. Regions were determined in terms of earthquake hazard in the generated maps. As a result 
of the analysis by two methods, the districts showed similar results in terms of earthquake hazard. According to the three criteria 
evaluated, the central district is the most risky district with 39%. Yigilca, Gölyaka and Kaynaslı districts are medium risky districts. 
Cilimli, Gümüsova, Cumayeri and Akcakoca are the least risky districts. 

I n d e x  T e r m s — Düzce, earthquake hazard analysis, AHP, fuzzy logic, open source code geographic information systems, 
QGIS, spatial operations

I .  I N T R O D U C T I O N  

% of our country's soil, 98% of its population and 93% 
of its dams [1] are in earthquake-affected areas, so the 

social and economic losses caused by earthquake disaster 
require very serious precautions [2]. Estimates based on 
probability calculations in earthquake hazards determinations 
are important decision tools since the location, timing, 
magnitude and other features of future earthquakes are 
uncertain [3]. 

Earthquake hazard analysis of the settlements is required for 
taking the precautions. Analyzes should be made using 
geographic information systems (GIS). Thus, with the 
thematic maps created together with the spatial and attribute 
data, scenarios related to pre-disaster, disaster moment and 
post-disaster can be established with the disaster that can 
occur. In this context, as a result of the analyzes carried out 
together with the geographic information systems, priority 
districts can be determined according to the hazard value. 
Before any disasters occur, it is possible to achieve the least 
loss of life and property at the time of disaster and afterwards 
by carrying out studies aimed at high risk dangerous districts. 
Geographic information systems can be used to determine the 
most suitable places for collection areas after disaster. 

I I .  M A T E R I A L S  A N D  M E T H O D S  

The study area includes districts of Düzce. Düzce is plainly 
located in the western black sea region. The province center of 
Düzce with an area of 2492 km2 is located at 39051 minutes 
north latitude and 31008 minutes east longitude. The place of 
Turkey among the illusions lies in the western and northern 
part of the Bolu province lands to the east of Sakarya province 
and the southwestern part of Zonguldak province [4]. The 
study was conducted in five steps. In the first step, spatial data 
were used to use in earthquake hazard analysis and to create 
thematic map in geographic information system. At this step, 
Düzce provincial boundaries and district boundaries were 
manually digitized in the form of closed area (polygon) using 
QGIS open source geographical information system and 
Google Hybrid map as a base layer. Later active faults and 
alluvial areas were digitized using the WMS (Web Map 
Service) published by the General Directorate of Mineral 
Research and Exploration, "Geoscience Map Viewer and 
Drawing Editor " [5], as a base layer  on QGIS [6].  The 
epicenter points of earthquakes were obtained by searching the 
magnitude is greater than or equal 3 through the web page of 
"B.U. KOERI-RETMC Earthquake Catalog Search System" [7] 
of Boğaziçi University, Kandilli Observatory and Earthquake 
Research Institute.  The epicenter, which is the earthquake 
center point, is the point on the earth closest to the focus 
point. At the same time, it is the point where the earthquake is 
most damaged or felt the strongest [1]. In the second step, 
spatial intersection operations were performed using 
vectorized alluvial areas, active faults, earthquake epicenter 
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point data with Düzce district boundaries using QGIS. Alluvial 
areas, active faults and earthquake point amounts within the 
boundaries of each district are thus determined for analysis. In 
the third step, alluvial areas, active faults and earthquake point 
data obtained for each district were used as parameters and 
analyzed with AHP. In the fourth step, alluvial areas, active 
faults lengths and count of earthquake epicenter point data 
obtained for each district are used as parameters and analyzed 
with MATLAB Fuzzy Logic Designer  add-on [8]. In the fifth 
step, based on the earthquake hazard results obtained, 
thematic maps have been created based on the districts. 

 PR E P A R A T I O N  O F  SP A T I A L  D A T A  A.
In the preparation step of spatial data, firstly the province 

boundaries and districts of Düzce are created by QGIS in the 
form of vector layer (Figure 1). Afterwards all the vector layers 
shown in Figure 2 were created. These layers are alluvial areas, 
active faults and epicenter of the earthquake outer-center 
points of the earthquakes with a magnitude greater than 3 on 
between 1905 and 2016. 

 
F i g . 1 .  C r ea t i o n  o f  V e c to r  L ay er s  w i th  D ü z c e  P r o v i n c e  an d  

D i s t r i c t  B o u n d a r i es  w i th  Q G I S .  

 
F i g . 2 .  D em o n s tr a t i o n  o f  v ec t o r  l ay er s   o f  ep i c en te r  
p o i n t s ,  ac t i v e  f au l t s  an d  a l l u v i a l  a r e as  b y  Q G I S  f o r   

D ü z c e  E ar th q u a k e  H az ar d  an a l y s i s .  

 CR E A T I O N  O F SP A T I A L  D A T A  O N  T H E  BA S I S  O F B.
DI S T R I C T S  

The layers created in the vector format are intercepted in 
the QGIS to determine the quantities within each of the 
boundaries of each district. As a result, new vector layers were 
created.  

 EA R T H Q U A K E  HA Z A R D  A N A L YS I S  W I T H  C.
AN A L YT I C A L  H I E R A R C H Y  PR O C E S S  (AHP)  

The Analytic Hierarchy Process (AHP) was originally 
proposed by Myers and Alpert in 1968, and in 1977 it was 
developed as a model by Saaty to be used in the solution of 
decision making problems [9]. AHP can be described as a 
decision-making and forecasting method that gives the 
percentage distributions of decision points in terms of the 
factors affecting the decision, which can be used if the decision 
hierarchy can be defined. The AHP relies on individual 
benchmarks on a decision hierarchy, using a pre-defined 
comparison scale, in terms of the factors that influence 
decision making and, if necessary, the significance of decision 
points in terms of these factors. As a result, differences in 
importance are transformed into percentages on decision 
points [10]. As shown in Figure 3, firstly an aim is   
determined with the AHP and the criteria are determined 
accordingly. Subsequently, for each criterion, alternative 
values are used to obtain values for each alternative. As a 
criterion epicenter of the earthquake outer-center points of the 
earthquakes with a magnitude greater than 3, active faults 
lengths  and alluvial areas were used for each district boundary 
to determine the earthquake hazard. Alternatively, the districts 
are used. Thus, appropriate earthquake hazard results were 
obtained by using the values of the three criteria each ruler 
had. The values used for each district in the AHP analysis are 
shown in Table I. The values obtained as the result of the 
analysis are shown in Table II. As a result of the analysis, it is 
seen that the central district has the highest earthquake hazard 
value. 

 
F i g  3 .  G en er a l  S t r u c tu r e  o f  A H P .  
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Table I. Epicenter of the earthquakes with a magnitude 
greater than 3, active faults lengths  and alluvial areas were 

used for each district boundary values 
Districts Epicenters 

 >= 3 (total) 
Active 

Faults (m) 
Alluvial 

Areas (km2) 

Akçakoca 4 6593 24.020 
Yığılca 96 66661 7.445 
Çilimli 24 27619 46.401 

Cumayeri 14 22855 10.983 
Gümüşova 33 8575 24.842 

Gölyaka 72 46472 46.664 
Kaynaşlı 68 32143 47.294 
Merkez 142 80405 323.785 

    

Table II. Earthquake Hazard Values of Düzce 
Districts as a Result of Analysis with AHP 

District Rank AHP Values (%) 

Merkez 1 39.55 
Yığılca 2 15.00 

Gölyaka 3 13.40 
Kaynaşlı 4 11.53 
Çilimli 5 07.75 

Gümüşova 6 04.91 
Cumayeri 7 04.29 
Akçakoca 8 02.52 

 
The thematic map of the analysis values is shown in Figure 4. 
The hazard value is increasing towards the southern parts of 
Düzce province. The hazard values of the earthquake towards 
the red tone from the blue tones are increasing. 

 
Fi g . 4 .  D em o n s tr a t i o n  o f  A H P  E ar th q u ak e  H a z ar d  V a l u es  

o f  D ü z c e  D i s t r i c t s  w i th   T h e m at i c  M ap   b y  Q G I S     

 EA R T H Q U A K E  HA Z A R D  A N A L YS I S  W I T H  F U Z ZY  D.
LO G I C   

Fuzzy logic is a concept that first appeared in 1965 when Dr. 
Lotfi A. Zadeh published an article on "Information and 
Control" in this issue. Fuzzy logic is a very valuable form of 
logic that deals with values that are roughly characterized and 
can be reasonably judged from absolute and exact values [11]. 
Fuzzy logic holds intermediate values such as very long, long, 
medium, short, and very short instead of long-short, as in 
human logic, and everything is represented by values in the 
range [0,1]. In summary, fuzzy logic is preferred if the results 
in a system need not be precisely defined, if the results are to 

be displayed in range values, or if mathematical criteria are to 
be determined and classified as adjectives [11 - 18]. The reason 
of comparison fuzzy logic with AHP is time and location of 
the disaster is uncertain. Using fuzzy logic method, a model 
with current data is created. In this model, earthquake hazard 
is defined as low, medium and high. After the earthquake 
disaster, the fuzzy logic model will be used to model the 
current earthquake hazard values only by entering the current 
system. 

In the Fuzzy Logic Method, criterion values are used in a 
similar manner to the AHP method. For this, Fuzzy Logic 
Designer plugin is used via MATLAB. Membership functions 
were created separately for each criterion to reach the results 
obtained in the AHP with the existing values. Afterwards, the 
basic rule table is defined, for example, if the number of 
epicenter points, the fault length and the alluvium area of a 
district are low, earthquake hazard is low and in the opposite 
case, the danger value is high. Furthermore, the decision 
maker has been defined according to various probability 
interpretations of the rule table. All rules were evaluated and 
earthquake hazard analysis was made according to the values 
that each district had. Figure 5 shows the general structure of 
the fuzzy logic model. From the left to the right in the 
direction of flow, firstly the rules are added to the rule table 
which is created together with the values that the districts have 
for each criterion. 

 
F i g . 5 .  G en er a l  s t r u c tu r e  o f  F u z z y  L o g i c .  

The values used in the generated fuzzy logic model are as in 
Table III. 

Table III. Input and Output Values Used in Fuzzy Logic 
Model 

 Range Low Medium High 

Epicenters 
(Figure 6) 

[0 200] [0 0 8 55] [16.5 55.8 117] [55 168 200 200] 

Active Faults 
(Figure 7) 

[0 120] [0 0 7.2 40] [0 0 7.2 40] [0 0 7.2 40] 

Alluvial  Areas 
(Figure 8) 

[0 400] [0 0 11 66] [0 73.2 149.1] [66 191.4 400 
400] 

Earthquake 
Hazard Results 

(Figure 9) 
[0 30] [0 0 0.0348 5.25] [2.303 5.518 6.533 

10.2] 
[5.3 16.2 30.3 

30.3] 
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F i g . 6 .  M em b er s h i p  Fu n c t i o n  o f  E ar th q u ak e  E p i c en t er  

P o i n t s  D a ta  

 
F i g . 7 .  M em b er s h i p  Fu n c t i o n  o f  A c t i v e  Fau l t s  D a ta  

 
F i g . 8 .  M em b er s h i p  Fu n c t i o n  o f  A l l u v i a l  A r e as  

D a ta  

 
F i g . 9 .  M em b er s h i p  Fu n c t i o n  o f  M A T L A B Fu z z y  L o g i c  

D es i g n er  R es u l t s  

 
F i g . 1 0 .  R u l e  T a b l e  

After the fuzzy model is constructed, the earthquake hazard 
values obtained according to the input values are obtained 
visually with the rule viewer. In Figure 11, the hazard result 
values change dynamically according to the values obtained by 
moving the vertical red line with the mouse to the right or left 
by hand. The earthquake hazard value of 18.80 is obtained, 
which is count of epicenter of the earthquakes with a 
magnitude greater than 3 is 100, length of faults  is 60 km and 
alluvial area is 200  

 
Fi g . 1 1 .  V i s u a l  V i ew  o f  R u l e  T ab l e .  

km2. This value should be multiplied by 2 to normalize with 
AHP results. Equivalent AHP value is 37.60%. While the basic 
rule table was constructed, the values of each districts were 
evaluated separately for each criterion. Values close to those 
obtained with AHP were found. In this way, earthquake 
hazard analysis can be performed quickly with the values to be 
entered via MATLAB with the dynamically changing 
numbers. 

I I I .  F I N D I N G S  A N D  D I S C U S S I O N   

 The results obtained by using AHP and Fuzzy Logic methods 
are shown in Table 4. In Figure 12, the results obtained from 
AHP and Fuzzy Logic Model for each district is similar to the 
correlation value of 0.996. 

Table.4. Earthquake Hazard Values Obtained with AHP 
and Fuzzy Logic Models of Düzce Districts. 

District Rank 
AHP 

Values 
(%) 

Fuzzy 
Logic 

Values 

Fuzzy Logic 
Values * 2 

(%) 

Merkez 1 39.55 19.70 39.40 
Yığılca 2 15.00 06.24 12.48 

Gölyaka 3 13.40 06.20 12.40 
Kaynaşlı 4 11.53 05.73 11.46 
Çilimli 5 07.75 03.87 07.74 

Gümüşova 6 04.91 02.00 04.00 
Cumayeri 7 04.29 01.92 03.84 
Akçakoca 8 02.52 01.75 03.50 

 
F i g . 1 2 .  D em o n s tr a t i o n  o f  R es u l t s  O b ta i n e d  b y  U s i n g  A H P  

an d  Fu z z y  L o g i c  M eth o d s .  
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I V .  R E S U L T S  A N D  R E C O M M E N D A T I O N S  

 Accelerating and analyzing earthquake hazard analysis is 
possible by evaluating several parameters. With AHP and 
Fuzzy Logic methods, earthquake hazard analysis can be done 
and the results are compatible with each other. According to 
the three criteria, earthquake hazard analysis for Düzce central 
district is the most risky district with 39% .Yığılca, Gölyaka 
and Kaynaşlı districts are medium risky districts. Çilimli, 
Gümüşova, Cumayeri and Akçakoca were determined as the 
least risky districts. The use of fuzzy logic for a dynamic 
earthquake hazard model is a quick solution. In the classical 
AHP Method, post-disaster values are re-adding and 
recalculations for each criteria and alternatives. In the fuzzy 
logic, after post-disaster only changed values of criteria or 
alternatives are updating via MATLAB fuzzy logic extension 
and then updated earthquake hazard analysis results can be 
obtained. 
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CLASSIFICATION OF EPILEPTIC AND HEALTHY 
INDIVIDUALS WITH RECURRENCE PARAMETERS 

Funda Kutlu Onay1, Cemal Kose2 
1 Amasya University, Amasya, Turkey 

2 Karadeniz Technical University, Trabzon, Turkey 
 

Epilepsy is a brain activity disorder that manifests itself with epileptic seizures. Although the reasons of epilepsy are not fully known, 
the diversity and variability of the individual make it difficult to diagnose epilepsy. For this, the diagnosis of epilepsy with 
computerized systems is one of the most popular research topics in recent years. Although many techniques and methods have been 
developed for this purpose, Electroencephalogram (EEG) signals are one of the most preferred and most basic ways to diagnose 
epileptic seizures or epilepsies because of their practicality and easy application. However, interpretation of EEG signals is not easy 
due to nonlinear and variable signal characteristics. This has led to the preference of nonlinear methods as well as traditional methods 
in the study of EEG signals. It can be seen from the literature that non-linear methods give very successful results in previous studies. 
In this study; EEG signals from healthy and epileptic subjects were represented by recurrence parameters obtained by recurrence plot. 
The features extracted from the recurrence plot are applied to multi-layered artificial neural networks, k-nearest neighbors, and 
support vector machines classifiers after feature selection process. Accordingly, the highest classification accuracy was achieved at 
around 97.05% when the multi-layered artificial neural network was used. 

I n d e x  T e r m s —recurrence parameters, recurrence quantification analysis, EEG, epilepsy, non-linear classification

I .  I N T R O D U C T I O N  

OMPUTER-ASSISTED disease diagnosis is one of the most 
studied areas on the present day. Thanks to the developed 

software, misdiagnosis of diseases is reduced and the time for 
diagnosis is shortened. One of the most common areas of use 
of this technology is the diagnosis of epilepsy.  

Epilepsy is a disorder of brain dysfunction that occurs in the 
form of recurrent seizures and affects about 1% of the world's 
population [1].  Epilepsy affects human life seriously because it 
causes depression, anxiety disorders, psychosis in adults and 
deficiency, hyperactivity, stuttering in children. [2]. As a 
result, epilepsy has an important position in biomedical 
researches for many years. The reasons of epilepsy are not 
known exactly, but the human brain has the potential to have 
epileptic seizures, even with neurological damages such as 
head trauma, high fever. Today, approximately 30,000 new 
epilepsy patients are attending annually, and about 30% of 
them are children under the age of 18. It is known that 
approximately 720.000 individuals in Turkey are suffering 
from epilepsy [3].  

Epilepsy is commonly seen in mammalian species due to 
their complex brain structures [1]. More than 40 types of 
seizures have been described in the literature. For this reason, 
epileptic seizures are difficult to perceive and it takes a long 
time to find the source of the problem. In fact, since symptoms 
from other ailments are sometimes interpreted as epileptic 

seizures, BCI systems have begun to be developed to prevent 
the misdiagnosis of diseases [2]. 

The human brain continuously generates an electrical 
current at low voltage. These signals, which are mostly 
transmitted in a computer environment as EEG or ECoG 
signals, are used for automatic diagnosis and computer 
analysis for epilepsy or other purposes. Due to the non-
invasive, practical availability and ease of application, EEG 
signals are the most preferred signals in BCI applications. Due 
to non-periodic and non-stationary characteristics and 
unstable amplitude, phase, and frequency values, 
interpretation of EEG signals are difficult. As such, there is a 
great need for the development of efficient automated 
methods and systems for EEG analysis [4].  

In this study, the EEG data set was used which is recorded 
by Bonn University for the detection of epilepsy and 
perception of epileptic seizures. These data were recorded 
from 100 channels for 23.6 sec, with 5 healthy and 5 epileptic 
patients. Each trial has three periods: normal, pre-seizure, and 
seizure [5].  There are successful studies in the literature where 
this data set is used. Gautama et al. utilized nonlinear methods 
to represent normal and epileptic EEG signals and attained 
86.2% classification accuracy [6]. Kannathal et al. achieved 
90% classification accuracy using entropy and adaptive fuzzy 
logic interference system [7]. Tzallas et al. studied using time-
frequency analysis and k-EYK classifier and obtained 97.71-
100% success rate [8]. Polat and Güneş acquired 98% 
classification accuracy with decision trees and fast Fourier 
transformation based systems [9]. Acharya achieved 97.7% 
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and 94.7% classification accuracy using RQA with SVM and 
Fuzzy classifiers, respectively [10].   

I I .  D A T A S E T  D E S C R I P T I O N  A N D  
P R O P E R T I E S  

 The dataset used in the study is an EEG database recorded 
in the Epileptology Department of the University of Bonn in 
Germany and open to public access. This data was recorded 
with a 128-channel 12-bit EEG recording system and sampled 
with a sampling frequency of 173.61. Therefore, each 
experiment is 23.6 seconds long. There are a total of 500 trials 
in this way and these were taken from 5 groups (A, B, C, D, E). 
The experimental groups, explanations, and trial numbers are 
given in Table I. All experiments are free of physical artifacts 
caused by eye and muscle movements [5]. 

Table I.  Information of experimental groups 

Groups Explanation Trial numbers 
A Eyes open from healthy individuals 100 
B Eyes closed from healthy individuals 100 

C 
Seizure-free from hippocampal 

formation of the opposite hemisphere of 
the brain 

100 

D Seizure-free from epileptic zone 100 
E Seizure activity 100 

 

EEG signals were recorded from volunteers according to the 
international 10-20 electrode placement system. A sample test 
of each of the experimental groups is given in figure 1, as A-B-
C-D-E, respectively. 

 
 S am p l e  E E G  s i g n a l s  f o r  A ,  B ,  C ,  D ,  an d  E ,  Fig. 1. 

r e s p e c t i v e l y .  

I I I .  F E A T U R E  E X T R A C T I O N  A N D  
S E L E C T I O N  

Recurrence quantification analysis (RQA) is a method used 
by Eckmann [11] to analyze nonlinear data [11]. It is possible 
to pick out the dynamic areas and to detect the nonlinear 
states on the signal with RQA parameters extracted from the 
recurrence plot (RP). Since EEG signals also have these 
characteristic features, RQA has become a frequently used 
method in the analysis of EEG signals. The mathematical 
equation used in RP calculation is given as 

,    (   ||   ||),       ,     , 1 ,m
i j i i j iR x x x i j Nε= Θ − − ∈ ℜ = …             (1)  

The RQA metrics obtained from RP are explained in Table 
II. Here, ||.|| corresponds to Euclidean distance; xi , points to 
the considered point and 𝑁 is the total number of points to be 
considered. ε i  is the predetermined threshold distance and, θi 
Heaviside step function and is defined as 

1 0
0 0
if s
if s

≥
Θ =

<




               (2) 

Table II.  Description of RQA parameters 

RQA parameters Equation Description 

Recurrence Rate 
(RR) ,2

, 1

1 N

i j
i j

RR R
N =

= ∑  

It gives the density of 
repetitive points in RP. 
Corresponds to the sum 

of the correlations. 

Determinism 
(DET) 

min

,
,

( )
N

l l

N

i j
i j

lP l
DET

R

==
∑

∑

 
Corresponds to the 

percentage of repetition 
points located on the 

diagonals. 

Laminarity (LAM) min

1

( )

( )

N

v v

N

v

vP v
LAM

vP v

=

=

=
∑

∑

 
 

Corresponds to the 
percentage of repeat 
points located on the 

vertical line. 

L min

min

( )

( )

N

l l

N

l l

lP l
L

P l

=

=

=
∑

∑

 Average diagonal line 
length 

Trapping 
time (TT) 

min

min

( )

( )

N

v v

N

v v

vP v
TT

P v

=

=

=
∑

∑

 Average vertical line 
length 

Selective 
Entropy (ENTR) 

  

There are three important parameters for the creation of the 
correct and most selective RP: embedding dimension, time 
delay and threshold. False Nearest Neighbor (FNN) was used 
in determining the best embedding dimension parameter in 
the study and was found as 7 for healthy individuals and as 6 
for epileptic individuals. The Mutual Information (MI) 
algorithm was applied to find the best time delay parameter 
and was obtained as 4 for healthy individuals and as 3 for 
epileptic individuals. The healthy and epileptic RPs generated 

min

( ) ln (
N

l l

ENTR p l p l
=

= − ∑
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by these parameters are given in figure 2-a and figure 2-b, 
respectively. 

 
 S am p l es  R P s  f o r  a )  h ea l th y  b ) ep i l e p t i c  Fig. 2. 

Feature selection is a process performed to determine the 
properties that best represent the class within a feature set. In 
order to increase classification performance, the features that 
do not contain enough information about the class are 
eliminated by feature selection algorithms. In this study, the 
feature selection process was performed by Chi-square 
method. Chi-square is a hypothesis testing method that tests 
the dependency and independence between two variables. The 
feature selection based chi-square testing consists of two steps. 
In the first part of the method, the Chi-square statistics of the 
attributes are calculated according to the class characteristic. 
In the second phase, the attributes are decomposed until the 
inconsistent features in the dataset are determined by looking 
at the Chi-square values in the Chi-Merge principle, 
depending on the degree of freedom and the level of 
significance determined. The Chi-square value for an instance 
in the dataset indicates the dependency of this in the class. If 
this value is zero, the instance is independent within that class; 
if it is a high value, this example is more specific for the data 
set [12]. The mathematical equation used to calculate the Chi-
square value is given as 

2
2

1 1

( )k
ij ij

i j ij

A E
E

χ
= =

−
=∑∑                               (3) 

According to this equation, k is the number of classes, Aij (i, 
row, j, column) is the measured frequency value and Eij is the 
expected frequency value.  

The feature vector obtained after the feature selection 
process is applied to the classifiers. The classifiers used in the 
next section will be mentioned. 

I V .  C L A S S I F I C A T I O N  

 MU L T I L A YE R  AR T I FI C I A L  NE U R A L  NE T W O R K S  A.
(MLANN) 

Artificial neural network is a classification technique 
inspired by the work of the human brain and is based on 
learning. The human brain has the ability to learn events and 
make inferences from these events, and ANN studies are 
simulated by models of neural networks in the brain. The task 
of an ANN is to specify the set of outputs that correspond to a 

given set of inputs [13]. MLANN is a neural network model 
consisting of one or more layers. A MLANN consists of three 
basic layers: an input layer that serves data, a hidden layer (or 
more) that best separation between classes and an output layer 
that reveals class information about the input value. An 
example of a MLANN structure is given in figure 3. 

 

 
 I l l u s t r a t i o n  o f  a  M L A N N  ar c h i te c tu r e  Fig. 3. 

The neurons in the hidden layer(s) detect features. For this 
reason, the number of layers and neurons in the hidden 
layer(s) are important parameters for the best separation. 
Apart from this, learning coefficient and momentum 
coefficient are two other important parameters. The 
momentum coefficient allows the weight change value to be 
added to the next change in a certain amount in the learning 
process [14]. 

 SU P P O R T  VE C T O R  MA C H I N E S  (SVM) B.
The support vector machine (SVM) is a classification 

technique that can be used for both linear and non-linear 
problems. The basic approach in SVMs is based on finding the 
best decision boundary that separates the two classes, namely 
hyperplane [15]. The SVM initially applied for linear 
classifications was then applied to nonlinear problems with the 
addition of kernel functions. Because real-time problems are 
largely unsuitable for linear decomposition, which makes the 
use of kernel functions a requirement. The data cannot be 
separated linearly, it is moved from one dimension to another 
using kernel functions, and they can be linearly separated in 
this new space [16].  

Choosing the appropriate kernel function is very 
important for correct classification. The most commonly used 
kernel functions in the literature are polynomials, normalized 
polynomials, Pearson VII and radial basis kernel functions, 
and radial basis function (RBF) is the most successful kernel 
function among them. RBF is used in this study and the 
mathematical expression is calculated as  

2| |( , ) ix xK x y e γ− −=               (4) 

Here, γ refers to the kernel dimension. 
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 K-NE A R E S T  NE I G H BO R S  ( K-NN)  C.
k-nearest neighbors (k-NN) is a successful classification 

technique that is often used to classify data in pattern 
recognition and machine learning areas [17]. The label value 
of the pattern is marked according to the k neighbor(s) which 
is closest to itself. If the majority of the neighbors belong to 
which class, the pattern to be recognized belongs to that class. 
The key parameter in the performance of the k-NN algorithm 
is to determine the best k value. One of the most commonly 
used methods for determining the best k value is cross-
validation. Another important parameter is the distance 
metric used to calculate the closeness between patterns. there 
are studies on Euclid, Hamming, Mahalanobis, Manhattan, 
Minkowski, Cosine distances in the literature. As a result, the 
Euclidean distance was preferred in this study as it gave more 
positive results in the previous studies. Euclidean distance 
between two points is calculated as 

22

...
1 1 ( )( ) N N

d A BA B= + + −−                     (5)  

V .  R E S U L T S  A N D  D I S C U S S I O N  

In this study, RQA parameters were calculated to classify 
healthy and epileptic individuals. As a result, the Chi-square 
test was applied to determine the distinctive RQA parameters. 
According to this, 6 of the 8 RQA parameters were found: RR, 
DET, L, ENTR, LAM, TT.  

For k-NN, 10-Fold Cross Validation (10-FCV) was used for 
the analysis of k value. The k values and the classification 
accuracy determined for each group are given in Table III. 

Table 3. Classification accuracy of k-NN classifier 

Groups The best k 
value 

Sensitivity 
(%) Specificity (%) Accuracy 

(%) 
AB-E 1 100 92.8 96.4 

AB-CD 3 87 85.9 86.4 
AB-CDE 3 87.4 89.1 88.4 

CD-E 1 91 82.2 86.6 

The kernel-based SVM classifier is used to solve non-linear 
problems. An important parameter in the SVM classification 
which performed by Gauss RBF is the σ parameter 
representing the radial diameter. For the best σ value, 10-FCV 
was used as in k-NN. Classification results are given in Table 
IV. 

Table IV.  Classification accuracy of SVM classifier 
Groups The best σ 

value 
Sensitivity 

(%) 
Specificity 

(%) 
Accuracy 

(%) 
AB-E 0.7 98.4 92.4 95.4 

AB-CD 0.5 87.9 83.7 85.8 
AB-CDE 0.5 86 86.2 86.1 

CD-E 0.3 94.2 82.6 88.4 

Finally, the MLANN system is designed to consist of input 
layer with 6 neurons, hidden layer with 40 neurons and output 
layer with 1 neuron. Sigmoid activation function was used and 

the learning and momentum coefficients were determined as 
0.2 and 0.3, respectively.  The classification results obtained 
are given in table V. 

Table V. Classification accuracy of MLANN classifier 

Groups Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

AB-E 96 89.4 92.7 
AB-CD 97.8 98.08 97.05 

AB-CDE 97.5 93.5 95.5 
CD-E 95.7 85.5 90.6 

 

According to this, the highest classification rate is seen in 
the case of using MLANN, in the non-seizure period when the 
patients and healthy individuals are distinguished. The most 
important advantage of this method is that it can be thought of 
as processing in time space without moving the sign to 
another space. However, since the creation of the RP takes a 
long time, when the signal size increases, the size of the RP can 
be reduced by performing a size reduction on the signal during 
the preprocessing step. Otherwise, in the previous work [18] 
the default values were used to generate the RP. In this study, 
the parameters that are effective in the creation of the RP are 
obtained by optimizing with the existing algorithms. As a 
result, it is also seen that the classification accuracy achieved in 
the previous study is over. 
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HISTOGRAM AND FUZZY C-MEANS BASED                  
AUTOMATIC THRESHOLD SELECTION FOR 

EDGE DETECTION PROCESS BASED 
ON RELATION MATRIX IN COLOR IMAGES 

Ferzan Katircioglu1 
1Duzce University, Duzce, Turkey 

Borders of objects and shadows in the image, reflections and lighting changes within objects are named as edge. The image features 
of the pixel with itself and its neighbors, play a significant role in detection of the edges.  Automatic threshold edge 
detection algorithms on the similarity image obtained from color images have been proposed in this study. Firstly, the relation matrix 
based on the similarity feature between neighbor pixels is utilized and the color image is converted into two-
dimensional similarity image. In the second stage, histogram curve and fuzzy c-means method have been employed to obtain the 
automatic threshold value. Threshold values obtained by virtue of these two methods have been applied to similarity images obtained 
separately by Linear, Exponential and Gaussian functions. Visual results have been utilized for the performance evaluations of the two 
algorithms. Thin edges have been created in the histogram-based edge detection algorithm while distinct and thick edges have been 
created in the fuzzy c-means algorithm. Clear and distinct edges have been created in linear and exponential functions. The results of 
the other two methods have been achieved in the Gaussian function, through utilization of the low D coefficient. The edge detection 
results are within acceptable measures and have responded to high performance and have the feature of to be applicable to large image 
types. 

I n d e x  T e r m s —Histogram, similarity image, relation matrix, edge detection, fuzzy C-means

I .  I N T R O D U C T I O N  

HADOW boundaries, reflection and illumination changes 
in the image are named as edge. The oldest color edge 

detection applications generally consist of applications parallel 
to monochrome edge detectors. Robinson has studied on 
derivative edge detection for color images [1]. The edge 
operators suggested for the gray level images in the processes 
subsequent to this study are obtained for color images by the 
vectorial sums of the individual components’ derivatives [2-4]. 
Machuca [5] and Cumani [6] have employed vector slopes and 
second derivative operators. 

A different application in solution of the edge detection 
problem of color images is basing on the ordered statistics of 
the vectors [7]. Morphological edge detector has been inspired 
in this application. Applications which work in the way of 
integrating them is followed  for determining the 
maximum and minimum places of the display function and 
for an edge pixel[8- 9]. 

An effective edge detector structure which is both correct, 

computable and learnable has been presented in image paths 
in fast edge detection structure which is one of the edge 
detection works carried out  recently. A learning framed 
structure applied to random decision forests has been utilized 
within the local border mask. Fast real-time performance 
results are considered as the most important advantage [10]. 
In another study, Sobel and Interval Type-2 Fuzzy System 
based edge detection method has been proposed for color 
images. Color images are applied to this database in as much 
as foregoing provide more edge information compared to gray 
level images [11]. The edge detection operator named ACO 
has realized the fusion of the Hue and PCA components. 
Comparison with existent techniques has been made through 
utilization of Pratt's value parameter [12]. 

Similarity Image based on proposed Relation Matrix, 
Histogram Based and Fuzzy C-Means Based Edge Detection 
processes are presented in the second part of this study. In the 
third part, the algorithms have been applied to the image of 
the peppers which is commonly used in image processing 
applications. In the last part, evaluations are made as to the 
cited method and the applicable features of the edge detection 
operator are stated. 

S
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I I .  H I S T O G R A M  A N D  F U Z Z Y  C - M E A N S  
B A S E D  A U T O M A T I C  T H R E S H O L D  

S E L E C T I O N F O R  E D G E  D E T E C T I O N  
I N  C O L O R  I M A G E S  

To realize the edge detection process in the image within the 
framework of the proposed method has been divided into two 
parts. 

+ To obtain a similarity image based on the relation 
matrix, 

+ To make the Edge Detection process based on 
Histogram and Fuzzy c-means on the obtained 
similarity image. 

A. OB T A I N I N G  T H E  SI M I L A R I T Y  IM A G E  BA S E D  O N  
T H E  RE L A T I O N  MA T R I X  

The similarity image denotes the gray level image obtained 
by using the color properties of the pixels. First process to be 
performed is to applying a 3x3 mask on the image. As seen 
in figure 1 the pixel indicated by P9 constitutes the 
center pixel of the mask [13]. By taking the center pixel as 
basis, the color distances with neighbors is found 
utilizing "Minkowski metric" in the Rn Euclidean space [14]. In 
(1) degree of is specified with a conventional approach 
while p=1  is named as function city blocks and p =2  is named 
as the Euclidean distance. 

  
F i g .  1 .  P l a c e  o f  th e  m as k  o n  t h e  i m ag e  an d  l o c a t i o n  o f  

th e  c en t er  p i x e l  [ 1 5 ]  

 
(1) 

Equation (2) is obtained if the distance between two pixels 
as Pi(Ri,Di,Bi) and Pj(Rj,Dj,Bj) is applied to the Euclidean 
distance which is  one of the distance methods provided here 
in above. 

 
(2) 

The distance approach provided in (2) is applied to the general 
functions given below and the similarity measurement 
between all the pixels in the mask are found [15]. 

 
(3) 

 
(4) 

 
(5) 

The D coefficient in (3), (4) and (5) has been named as the 
normalization coefficient, and ensures the realization of the 
similarity value in the range of [0 and 1].  

 

(6) 

 
F i g .  2 .  T h e  s i m i l ar i ty  n e tw o r k  o f  th e  p i x e l s  i n  th e  m as k  

A mask under the relation matrix is shown in figure 2 while 
in (6) the similarity value which will be in the similarity 
image is calculated [15]. 

 
(7) 

 
F i g .  3 .  O b ta i n i n g  th e  s i m i l ar i ty  i m ag e  [ 1 5 ]  

As shown in figure 3, 3x3 mask has been applied on the real 
image and similarity values have been found by using distance 
finding between pixel method for the center pixel. 9x9 
similarity relation matrix is created for the center pixel, the 
average value is found and recorded to the relevant pixel 
value [17]. 

B. ED G E  DE T E C T I O N  O F  AU T O M A T I C  T H R E S H O L D  
BY  HI S T O G R A M  C U R V E  

Histogram of an image with [0, L-1] gray level interval is a 
discrete function and image statistic method gives the pixel 
number gray level values [18]. The histogram of the similarity 
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Fi g .  4 .  P ep p er  i m ag e  
w h i c h  i s  w i d e l y  u s ed  
i n  l i t e r a tu r e  

image is first obtained in the flow pseudo code of which is 
provided in algorithm 1. Two peak points are searched in the 
histogram curve as the third step. One of the most important 
points here is to pay attention to the degree of proximity 
between the cited peak points. The threshold value is obtained 
by taking the average of the gray level values of the two 
obtained peak points. 

𝑆𝑇,𝑘 =
𝐿(𝑃𝑃𝑃1) + 𝐿(𝑃𝑃𝑃2)

2  (8)  

A l g .  1 .  P s eu d o c o d e  f o r  au to m at i c  th r es h o l d  
ed g e  d e te c t i o n  b y  u s i n g  h i s t o g r am  

Step 1. Obtain similarity image 
Step 2. Obtain the histogram of the similarity image              
Step 3. Find two large peak values on the histogram 
                     
              𝐒𝐓,𝐤 = 𝐋(𝐏𝐏𝐏𝐏)+𝐋(𝐏𝐏𝐏𝐏)

𝟐
 

 
Step 4. Do Edge Dedection 

             if  then isnt edge. 

             if  then is edge. 
 

Finally, each pixel of the similarity image has been passed 
through the ST,k threshold by using the criterion in (9). 

If  than the pixel isn't edge 

If  than the pixel is edge 
(9) 

If Sij  is smaller than ST,k value it means that it is not similar 
with its environment. Not being similar, or in other words the 
existence of sharp changes reveals the edge property. 

C. ED G E  DE T E C T I O N  O F  AU T O M A T I C  T H R E S H O L D  
BY  FU Z ZY C- ME A N S  

FCM(Fuzzy c-means algorithm) found by Bezdek and  after 
improved by many different approaches is one of the most 
popular fuzzy clustering algorithms [19]. The fuzzy c-means 
algorithm works to minimize the objective function, which is 
the generalization of the method of least squares.  

𝐽𝐽 = ��𝑢𝑖𝑖𝑚�𝑋𝑖 − 𝐶𝑗�
2           1 ≤ 𝑚 < ∞

𝐶

𝑗=1

𝑁

𝑖=1

 (10) 

In  𝑢𝑖𝑖𝑚  in (10) “i”represents the object while “j” represents its 
membership value of the cluster.  1 ≤ m < ∞   value 
is expressed as fuzziness degree or fuzziness agent in fuzzy 
clustering algorithm. 

 In �𝑋𝑖 − 𝐶𝑗�
2 “i”represents the object and “j” represents the 

distance between it and the cluster center, and the Euclidean 
distance is used. Clustering centers are calculated after the 
membership values are randomly assigned. Cluster centers are 
detected according to the  (11) below.  

𝐶𝑗 = �𝑢𝑖𝑖𝑚𝑋𝑖

𝑁

𝑖=1

�𝑢𝑖𝑖𝑚
𝑁

𝑖=1

�  (11) 

The membership value in (12) is compared with the old 
value from the previous cycle. The process continues until 
comparison is less than the minimum value ε [20]. 

𝑢𝑖𝑖 =
1

∑ �‖𝑋𝑖−𝐶𝑖‖‖𝑋𝑖−𝐶𝑘‖
�
2

(𝑚−1)�𝐶
𝑘=1

 (12) 

 

A l g .  2 .  P s eu d o c o d e  f o r  au to m at i c  d e t e c t i o n  o f  au to m at i c  
th r es h o l d  e d g e  b y  u s i n g  FC M  

Step 1. Obtain similarity image 
Step 2. Run Fuzzy C- Means (FCM)  
            Number of clusters  = 2; m = 2;  
            ε = 0.001; iteration = 20; 
            Find C1 ve C2  
Step 3. Calculate threshold value 

             𝑺𝑻,𝒌 = 𝑪𝑪+𝑪𝑪
𝟐

 

Step 4. Do Edge Dedection 

              if  then isnt edge. 

              if  then is edge. 
 

The fuzzy c-means clustering method specified briefly 
hereinabove has been utilized to separate the similarity image 
into two separate clusters in the presented study. The average 
of the centers of two clusters gives the threshold value for edge 
detection according to the flow provided in algorithm 2. 

I I I .  D I S C U S S I O N  

The very well-known pepper 
picture seen in figure 4 has been 
utilized for image processing for 
the method used. It is a color 
image with the size of 256x256. 
The presented work has been 
applied in Matlab R 2012b 
version of the computer with 
features of Intel (R) Core (TM) 
i5-4200U CPU 1.60 GHz 2.30 
GHz processor, 6 GB RAM and 
64 bit Operating System. An 

interface has been designed in Matlab Gui for Edge 
Detection process. Firstly D value and the function it will work 
with it is determined in the interface design seen in figure 
5 named Edge Detection. Histogram or fuzzy c-means based 
automatic edge detection process is made on 
the obtained similarity image depending on the user's wish. 

kTij SS ,>

kTij SS ,≤

kTij SS ,>

kTij SS ,≤

kTij SS ,>

kTij SS ,≤
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T H E  J O U R N A L  O F  C O G N I T I V E  S Y S T E M S   
V O L U M E  0 2    N U M B E R  0 1  

D normalization coefficient value, used to obtain the similarity 
image, has been selected as 64 for all applications. The thin 
edges have been created in the histogram-based edge detection 
algorithm in figure 6. (a), (b) and (c), while distinct and thick 
edges have been created in the fuzzy c-means algorithm in 
figure 6 (d), (e) and (f).  Fuzzy C-means method is remarkable 
in achieving the edges, formation of different threshold values, 
and distinctness of the edges. 

Contamination of the similarity image in figure 6 (a) and 
(d) linear function has been removed in both 
methods. The most important feature of the exponential 
function in figure 6 (b) and (e) is that as the distance between 
pixels becomes larger, the percentage of reduction rate of the 

similarity takes place with bigger changes. As 
such, contamination has been reduced and more flattened 
image has been obtained. The similarity output characteristic 
of equality in  (5) is similar to exponential function. Glossy 
and clear images were obtained when figure 6 (c) and (f) has 
been analyzed. However, the disappearance of the image 
edges, even to a small extent, has occurred. 

I V .  C O N C L U S I O N S  

The most important feature of the method used is that the 
color information in the color image is reduced by a one-
dimensional smoothing process. Clean and well-defined edges 
have been formed in the linear and exponential function. If the 

 
F i g .  5 .  E d g e_ D e t ec t i o n  i n t er f ac e  d es i g n   

E D G E  D E T E C T I O N  O F  

A U T O M A T I C  

T H R E S H O L D  B Y  

H I S T O G R A M  C U R V E  
    

(a) =128 Eq. (3) (b) =128 Eq.  

(4) 

(c) =128 Eq. 

(5) 

E D G E  D E T E C T I O N  O F  

A U T O M A T I C  

T H R E S H O L D  B Y  

F U Z Z Y  C - M E A N S  
    

(d) =129 Eq. (3) (e) =185 Eq. 

(4) 

(f) =194 Eq. 

(5) 
Fi g u r e  6 .  A u t o m a t i c  ed g e  d e t ec t i o n  th r es h o l d  i m a g es  w i th  h i s to g r am  c u r v e  an d  f u z z y  c - m ean s   
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edges are thick and there is a contaminated 
environment, D value is increased and finer images can be 
achieved and if the edges are obscure, D value is increased and 
the correction operation can be done. Selection of 
high threshold value can be achieved by the use of low 
D coefficient in the Gaussian function. The thin edges have 
been created in the histogram-based edge detection algorithm 
while distinct and thick edges have been created in the fuzzy c-
means algorithm. The results of edge detection are within 
acceptable measures and have responded at high 
performance. They can be applied to wide image 
types. Furthermore, it is aimed to use the edge detection 
process via similarity image also in works for image correction 
and compression by evaluating the feature information again 
in the original image. 
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 PREDICTION OF SOLAR RADIATION BASED ON 
MACHINE LEARNING METHODS 

Seckin Karasu1, Aytac Altan1, Zehra Sarac1, Rifat Hacioglu1 
1Bülent Ecevit University, Zonguldak, Turkey  

In this study, machine learning methods which linear regression and Gaussian process regression models are used to estimate the 
solar radiation on daily data set taken from the wind central in Zonguldak province in Turkey. The measured wind speed, 
temperature, pressure, humidity parameters together with solar radiation are used for the prediction process. In the prediction 
process, number of delay steps from 3 to 12 for these parameters are applied to the developed models. In order to determine the 
performance of the obtained model, the model is evaluated in terms of statistical error criteria such as MAE, MSE and RMSE. The 
least prediction error for the solar radiation prediction process is determined. It has been observed that Gaussian regression model 
approach provides a high performance to predict solar radiation with related to other measured parameters. 

I n d e x  T e r m s —Solar radiation, prediction, linear regression, Gaussian process regression, machine learning

I .  I N T R O D U C T I O N  

ACHINE learning models are used to find a relationship 
in pattern recognition and classification problems where 

there is no representation between input and output, in data 
mining and prediction problems [1]. In machine learning 
models, there are supervised learning methods such as linear 
regression, nonlinear regression, artificial neural networks [2, 
3], support vector machine, k-nearest neighbors. Beside them, 
there are unsupervised learning methods and ensemble 
learning methods [1]. 

In the literature, single and hybrid estimator models are 
constructed for the estimation of hourly solar radiation. In the 
first stage, Multi-Layer Perception (MLP), Autoregressive 
Moving Average (ARMA) and persistence models are 
established. In the second stage, these are combined with 
Bayesian rules, resulting in a 14% improvement in the estimate 
[4]. Polynomial Basis Function (PBF) and Radial Basis 
Function (RBF) based Support Vector Regression (SVR) 
method are used for daily solar radiation estimation. It is 
shown that the SVR method based on PBF with different 
statistical indicators has higher prediction performance for 
1460 days solar radiation data [5]. Support Vector Machine 
(SVM) and Wavelet Transform (WT) methods have been 
combined to develop a hybrid estimation method. The 
proposed method is compared with other methods such as 
Artificial Neural Network (ANN), Genetic Programming (GP) 
and ARMA.  It has been shown that the proposed prediction 
model gives a low error value in estimating the solar radiation 
for the different input parameters [6]. Genetic Algorithm (GA) 
and pruning method based on optimal NARX estimator based 
on optimal brain surgeon optimization methods are used for 

wind speed and solar radiation estimation. The wind speed 
and solar radiation are estimated for different time periods 
from 8 hours to 24 hours. It is mentioned that the proposed 
method can be applied in photovoltaic (PV) estimation and 
wind power generation [7]. In [8], monthly temperature, 
sunshine duration, meteorological data are used for solar 
radiation estimation. Adaptive Neuro-Fuzzy Inference System 
(ANFIS) is used in the estimation phase. It is stated that the 
proposed model is effective for practical applications. 

In this study, solar radiation estimation is done by linear 
regression and Gaussian process regression methods using 1-
year data consisting of daily time series. For wind speed, 
temperature, humidity and pressure variables, the coefficients 
obtained by the 1st order curve fitting method are calculated 
attached to the number of delay steps and are applied to the 
models. In the phase of model training, 10-fold cross-
validation method is used. According to the model results, 
models created with statistical indicators such as MAE, MSE 
and RMSE are calculated for different delay step counts. It is 
seen that the minimum MSE value for estimating the solar 
radiation value is given by the Gaussian Process Regression 
model for delay step count 11.  

This article is organized as follows: used methods and 
modelling are presented in Section II. Simulation and 
experimental results are given in Section III. Conclusions are 
finally discussed in Section IV. 

I I .  U S E D  M E T H O D S  A N D  M O D E L L I N G  

In this study, one-year data consisting of daily data taken 
from meteorological station in Zonguldak province is used for 
solar radiation estimation. The maximum, minimum, mean 
and standard deviation values for wind speed, temperature, 
relative humidity, current pressure and solar radiation 
variables in the used data set are given in Table I. For solar 
radiation, hourly data values are summed to get daily data set. 
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T H E  J O U R N A L  O F  C O G N I T I V E  S Y S T E M S   
V O L U M E  0 2    N U M B E R  0 1  

T ab l e  I .  S t a t i s t i c a l  V a l u es  o f  V ar i ab l es  

Parameters Max. Min. Mean Std. Dev. 

Wind Speed (m/s) 5 0 2.07 0.78 

Temperature (ºC) 26.2 0.2 15.03 7.17 

Humidity (gr/m3) 99 31 75.66 14.40 

Pressure (mbar) 1016 978 999 6.13 

Solar radiation 
(W/m2) 

22130 480 10864 6382 

 MU L T I P L E  LI N E A R  R E G R E S S I O N  MO D E L  A.
A In the multiple linear regression model, the relationship 

between multiple independent variables (𝑥1,  𝑥2,  𝑥3, 𝑥4) and a 
dependent variable (𝑦�) is examined. The regression function 
used in this study is the first order, and it is assumed that each 
independent variable is a linear relationship with the 
dependent variable, as in (1) 

𝑦� = 𝑏0+𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + 𝑏4𝑥4 (1) 

where  𝑏0 is the y-axis cut point of the modified regression 
curve,   𝑏1 is the coefficient 𝑥1 of the first guess variable, and 
𝑏2 is the coefficient 𝑥2 of  the first guess variable so on. 

In this study, wind speed, temperature, humidity, pressure 
are used as independent variable (𝑥1,  𝑥2, 𝑥3 and 𝑥4) 
respectively and solar radiation is used as a dependent variable 
(𝑦�). 

 GA U S S I A N  PR O C E S S  RE G R E S S I O N  MO D E L  B.
In supervised learning, it is expected that similar predictor 

values 𝑥𝑖 and response values 𝑦𝑖  have close. In Gaussian 
processes this similarity is given by a related covariance 
function [9]. It is determined the covariance between two 
latent variables 𝑓(𝑥𝑖)  and 𝑓(𝑥𝑗) for 𝑖 ≠ 𝑗.  The signal length 
of the predictor is expressed as 𝑁. 

 The covariance function is expressed by different kernel 
functions such as Squared exponential, Exponential, Gibbs, 
Matérn and Rational quadratic kernel. The rational quadratic 
kernel is used in this study. The covariance function 𝑘(𝑥𝑖,𝑥𝑗) 
can be expressed as 𝑘�𝑥𝑖 , 𝑥𝑗�𝑦�� in (2) in terms of kernel 
parameters in the 𝑦�  vector. 
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𝜎𝑓  and 𝜎𝑙 denote the signal standard deviation and 
characteristic length scale, respectively. α indicates rational 
quadratic exponent. The value of 𝑟 in (3) is the Euclidean 
distance between 𝑥𝑖 and 𝑥𝑗 . It is possible to use a separate 
length scale (𝜎𝑚) for each predictor 𝑚, 𝑚 =  1, 2, . . . ,𝑁. For 
each predictor, covariance functions with separate length scale 

implement automatic relevance determination (ARD). In this 
case, the covariance function, 𝑘�𝑥𝑖 , 𝑥𝑗�𝑦�� is expressed as in (4). 
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 FE A T U R E  EX T R A C T I O N  A N D  NO R M A L I ZA T I O N  C.
W I T H  C U R V E  FI T T I N G  

Using (5), coefficients of curve fitting in the first order 
linear function are calculated taking into account the number 
of delay steps for wind speed, temperature, humidity and 
pressure values. 

𝑦� = 𝜑𝑖𝑥 + 𝜓𝑖  (5) 

T ab l e  I I .  E x t r a c t e d  Fe a tu r es  an d  T h e i r  L ab e l s  

Parameters Features Feature label 

Wind Speed [𝜑1,𝜓1] F1 F2 
Temperature [𝜑2,𝜓2] F3 F4 

Humidity [𝜑3,𝜓3] F5 F6 
Pressure [𝜑4,𝜓4] F7 F8 

 
The min-max normalization equation in (6) is used for the 

feature coefficients in Table II and solar radiation variable.  

𝑓𝑖,𝑛𝑛𝑛 =
𝑓𝑖,𝑜𝑜𝑜−𝑓𝑚𝑚𝑚
𝑓𝑚𝑚𝑚−𝑓𝑚𝑚𝑚

 (6) 

where 𝑓 is the feature vector, 𝑓𝑖 is i th element of feature 
vector, 𝑓𝑖,𝑜𝑜𝑜  is the old value of i th element in feature vector, 
𝑓𝑚𝑚𝑚  is the maximum value of feature vector, 𝑓𝑚𝑚𝑚 is the 
minimum value of feature vector, 𝑓𝑖,𝑛𝑛𝑛 is the new value of i th 
element in feature vector. In Table I, the range values for all 
variables are converted to the range [0, 1].  

 EV A L U A T I O N  O F  MO D E L  AC C U R A C Y  D.
There is no single criterion for evaluating the performance of 

the model. Graphical representations can give an idea of 
model performance. Model performance can obtained by 
plotting the estimated time series on the real time series. 
Distribution of the error can be observed with the scatter plot 
[1].  

Apart from these, there are indicators that represent 
mathematical model performance. In Equation (7-9), Mean 
Absolute Error (MAE), Mean Squared Error (MSE) and Root 
Mean Squared Error (RMSE) are given.  

1
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The error is expressed  

ˆn n ne y y= −  (10) 

where 𝑦𝑛 is observed for a given time n and 𝑦�𝑛 is the predicted 
time series. The Pearson linear correlation coefficient, which is 
an indicator of the relationship between input and output for 
𝑚 = 4, is calculated as 
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i ii
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− −
=

− −

∑
∑ ∑  

(11) 

when the R value is 1, it is said that there is a linear 
relationship. When the R value is 0, there is a nonlinear 
relationship between input and output.  

I I I .  S I M U L A T I O N  A N D  E X P E R I M E N T A L  
R E S U L T S  

The one-year wind speed, temperature, relative humidity, 
current pressure and solar radiation data from the daily time 
series from the meteorological station are filtered by 10-day 
average filter in the smoothing process. The curve fitting 
coefficients are obtained from each feature by the first order 
curve fitting method. In this study, solar radiation estimation 
is performed by using different numbers of delay steps for 
linear regression and Gaussian process regression models such 
as wind speed, temperature, relative humidity and current 
pressure values as input, solar radiation value as output.  

The generated models are compared with graphical 
representations, error indicators and the best prediction model 
is chosen for number of delay steps from 3 to 12. The 
simulation is performed in MATLAB. The errors that occur 
for two different estimation models are given in Figure 1-3.  

When the MAE, MSE and RMSE values are examined, it is 
observed that the error values decrease when the number of 
delay steps is increased. In the Gaussian process regression 
method, it is seen that the error amount is less than the linear 
regression method. The minimum MSE value is obtained for 
the Gaussian process regression model when the number of 
delay step is 11. 

The solar radiation value estimated by the model obtained by 
the Gaussian Process Regression Method and the actual value 
are shown in Figure 4. When the estimated values of the 
obtained model are examined, it is seen that the error amount 
is very low. The relationship between the actual values and the 
predicted values is shown in scatter plot in Figure 5. This 
relation is expressed by first order linear regression with 
𝑦 = 0.99𝑥 +  0.0033 equation. R is calculated as 0.99792, and 
it is concluded that the model is successful in predicting the 
actual solar radiation values. 

 

 
 T h e  M A E  c h an g e  d u e  to  th e  n u m b er  o f  d e l ay  Fig. 1. 

s t ep s  f o r  th e  tw o  es t i m at i o n  m eth o d s .  

 
 T h e  M S E  c h an g e  d u e  to  th e  n u m b er  o f  d e l ay   Fig. 2. 

s t ep s  f o r  th e  tw o  es t i m at i o n  m eth o d s .  

 
 T h e  R M S E  c h an g e  d u e  t o  th e  n u m b er  o f  d e l ay  Fig. 3. 

s t ep s  f o r  th e  tw o  es t i m at i o n  m eth o d s .  
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 S o l ar  r a d i a t i o n  p r e d i c t i o n  b y  G au s s i an  p r o c es s  Fig. 4. 

r eg r es s i o n  m e th o d .  

 
 Scatter plot for real and predicted points. Fig. 5. 

I V .  C O N C L U S I O N S  

In this article, linear regression and Gaussian process 
regression methods are used to develop a solar radiation 
prediction model that gives the least error. One-year wind 
speed, temperature, pressure, humidity and solar radiation 
values data consisting of one daily time series taken from 
meteorological station in Zonguldak province are used for 
solar radiation estimation. Coefficients are generated by first 
order curve fitting for variables outside the solar radiation. In 
the solar radiation prediction process, number of delay steps 
from 3 to 12 for these parameters are applied to the created 
models. In training phase, in order to measure the model 
performance, a 10-fold cross-validation method is applied 
independently of the data. It is determined that the Gaussian 

process regression method has a lower MSE value than the 
linear regression method. For the model and model 
parameters for which the best result is obtained, the MAE 
value is calculated as 0.016620, the MSE value is 0.000514 and 
the RMSE value is 0.022674. The predicted solar radiation 
versus real solar radiation for the given minimum error model 
is plotted. Also, it is observed that the performance is high by 
scatter plot. 
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ESTABLISHMENT OF DIAGNOSING FAULTS AND 
MONITORING SYSTEM WITH NEURAL NETWORKS IN 

AIR CONDITIONING SYSTEMS 
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Despite the fact that the world has different climate regions, humankind finds a living environment in a certain temperature, 
humidity range and clean weather conditions suitable for him. This living environment is defined as “Comfort Zone”. Today, people 
spend most of their daily lives in closed environments. The use of air conditioners is becoming increasingly widespread in order to 
create a comfortable environment in the living areas, especially shopping centers. In this study; a malfunction in an air condition was 
detected and the malfunction information was taken and sent to a remote server database via mobile internet infrastructure. The 
data on the server was processed with artificial intelligence and a mobile application was developed. Again, with an Android device 
with network access, it was aimed to retrieve the data from the database and forward it to the technical service personnel. An 
electronic card is designed for the retrieval of the fault data.  

I n d e x  T e r m s — Fault detection and diagnosis, neural networks, mobile programing

I .  I N T R O D U C T I O N  

HE environments in which the air conditioner is used 
contribute to the increase in the work force efficiency 

with a healthy life. For this reason, nowadays, the air 
conditioner has become a necessity for human life without 
being luxurious. Along with an increase in demand for better 
living standards, today, the number of air conditioning used in 
the world is about 140 million and the Figure spent on them is 
90 billion euros[1]. The need for the establishment of climate 
systems is directly linked to the development of human living 
standards and the resulting physiological needs[2]. Therefore, 
it is an important issue to intervene the malfunctioning air 
conditioner in the shortest time when the air conditioning 
systems used in every life of the life, particularly in the health 
sector, are malfunctioning. Especially in air conditioning 
systems, when faults occur simultaneously, it is often hard to 
differentiate those issues from one another[3]. 

Fault detection and diagnosis is an important problem in 
process engineering. Early detection and diagnosis of process 
faults, while the plant is still operating in a controllable region, 
can help avoid abnormal event progression and reduce 
productivity loss[4]. Although fault detection and diagnosis 
FDD has been an active area of research in other fields for 
more than a decade, applications for heating, ventilating, air 
conditioning, and refrigeration (HVAC&R) and other 
building systems have lagged those in other industries. 
Nonetheless, over the last decade, there has been considerable 
research and development targeted toward developing FDD 

methods for HVAC&R equipment[5]. Many models and 
studies have been developed and done to identify fault 
diagnostic errors. According to V. Venkatasubramanian et al., 
causal origins have to be diagnosed and identified in order to 
detect an abnormal event in a timely manner, and that 
appropriate audit control decisions and actions must be taken 
in order to bring it to a safe and working state and have 
worked on a model. In this model, diagnostic methods are 
divided into three general categories and examined in three 
parts. Quantitative and model based methods, qualitative and 
model based methods and process history based methods. 
They have prepared the model in Figure 1 for this[4]. 

 
 C l as s i f i c a t i o n  o f  d i a g n o s t i c  a l g o r i th m s  Fig. 1. 
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Y. Yu et al., provide a systematic review of existing fault 
detection and diagnosis (FDD) methods for an air-handling 
unit (AHU) and in reality, they introduced new approaches to 
high performance. For this goal, the background of AHU 
systems, general FDD framework and typical faults in AHUs, 
is described. Ten desirable characteristics used in a review of 
FDD in chemical process control are introduced to evaluate 
the methodologies and results. A new categorization method is 
proposed to better interpret the different and most recent 
approaches[6].  

Basic building blocks of FDD systems, methods used to 
detect errors and then diagnose the causes.  Several different 
methods are used to detect and diagnose faults. The major 
difference in these approaches is the knowledge used for 
formulating the diagnostics. 

Model-based methods can use quantitative or qualitative 
models. Quantitative models are sets of quantitative 
mathematical relationships based on the underlying physics of 
the processes. Qualitative models are models consisting of 
qualitative relationships derived from knowledge of the 
underlying physics. The boundary between quantitative 
models and qualitative models can become blurred for some 
approaches, but this distinction and that between model-based 
and process history (data) based methods provide a useful 
scheme for categorizing FDD methods, which is used in this 
paper (Figure 2)[5]. 

 
 C l as s i f i c a t i o n  s c h em e f o r  FD D  m e th o d s  Fig. 2. 

Generally, the model-based methods have been most widely 
developed in the HVAC systems. The good application of the 
model-based FDD method relies on the accurate mathematical 
physical models[7]. 

Wang et al., developed a detection model-based on a neural 
network in the variable air volume systems. The neural 

network can be used to diagnose the faults of outdoor air, 
supply air and return air flow rate sensors after training using 
operation data[8]. 

These studies show that neural networks are one of the most 
used models for fault detection and diagnosis. 

In this study, It was aimed to determine the faults in an air 
condition and to send and process this information to a 
remote server via the mobile network infrastructure. For this 
purpose, an electronic card was designed and the air 
conditioner data was taken and wirelessly sent to a remote 
server. On the server side, a neural network model was used to 
classify the fault diagnosis. A mobile software has been 
developed for transferring online data to technical service 
personnel. In this way, changes and failures in the climate can 
be monitored in real time. 

I I .  S Y S T E M  D E S C R I P T I O N  

The method used in the study consists of four stages, so the 
study text is given under four headings. (Figure 3). The first 
stage of the work is the “Air conditioning module”. It consists 
of a simulator system that can generate the fault. The second 
stage which of the work is the “Microcontroller module” 
which is taken the data from the “Air conditioning module”. 
The third stage is the “Server module” where the data is 
collected and processed. In the last stage, "User module" has 
been completed with the developed mobile program. 

 
 M o d el  o f  r em o t e  f au l t  d e t ec t i o n  Fig. 3. 

p l a t f o r m  

A.  ST A G E  O N E:  AI R  C O N D I T I O N I N G  M O D UL E  
This module consists of a training simulator system in 

which a fault can be generated in a wall-mounted air 
conditioner (Figure 4). Thanks to this system, the following 
faults are handled manually and a control card is transmitted 
to the control part of the system, which is designed by means 
of a cable from the serial port. 

With this system, the following faults can be given 
manually. These; 
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 A i r  c o n d i t i o n i n g  t r a i n i n g  s i m u l a to r  Fig. 4. 

s y s tem  

In summer position: 
+ Compressor valve plates leakage leaking 
+ Four-way valve leaking failure 
+ Condenser blockage failure 
+ Filter blockage failure 
+ Electronic expansion valve malfunction 
+ Capillary blockage failure 
+ Evaporator blockage failure 
+ Defective refrigerant deficiency 
+ Refrigerant surplus failure 
+ Air malfunction in the system 
+ Indoor unit pollution failure 
+ Condenser fan failure 
+ Compressor malfunction. 

In winter position: 
+ Compressor valve plates leakage leaking 
+ Four-way valve leaking failure 
+ Condenser blockage failure 
+ Filter blockage failure 
+ Electronic expansion valve malfunction 
+ Capillary blockage failure 
+ Evaporator blockage failure 
+ Defective refrigerant deficiency 
+ Refrigerant surplus failure 
+ Indoor unit pollution failure 
+ Condenser fan failure 
+ Compressor malfunction 

In addition to these faults, the following information is 
obtained through the control card. 

+ Compressor inlet temperature 
+ Compressor outlet temperature 
+ Condenser inlet temperature 
+ Condenser outlet temperature 

+ Evaporator inlet temperature 
+ Evaporator outlet temperature 
+ Storage gas quantity 
+ Compressor input pressure 
+ Compressor outlet pressure 
+ Capacitor input pressure 
+ Condenser outlet pressure 
+ Evaporator inlet pressure 
+ Evaporator outlet pressure 

B .  ST A G E  T W O:  M I C R O C O N T R O L L E R  M O D U L E  
If a microcontroller is chosen for an application, this 

selection should be made to meet the requirements of the 
application being designed. The purpose of this work is to read 
the data received from the serial port via the air conditioning 
module and to communicate with the Wi-Fi module quickly 
and send this information to a database on the internet. For 
this reason, the most basic feature of PIC to be selected is that 
it has serial port communication support and can work at high 
frequency. It is also important that you have the ability to 
perform very fast operations. 

The dsPIC33EP512MU810 (Figure 5) is used as a 
microcontroller in the tramped electronic circuit. The 
microcontroller is directly connected to the Ethernet / Wi-Fi 
module, RTC-E2, display and RS 232 integration. Also a GPRS 
integration allows SIM cards to be read and connected 
internally for later use on the circuit. The designed electronic 
circuit also uses PLL (Phase Locked Loop). Thanks to this 

 
 d s P I C 3 3 E P 5 1 2 ( M U ) 8 1 0  b l o c k  d i ag r am  [ 9 ]  Fig. 5. 
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 A p p l i c a t i o n  c i r c u i t  f o r  s er i a l  to  W i - F i .  Fig. 6. 

structure, a stable frequency is produced[10, 11].  
In this designed system, the wireless network module is 

configured[12]. For this, HLK-RM04 was used (Figure 6). This 
module is an embedded module based on the TCP / IP 
protocol, serial port, Ethernet, universal serial interface 
network standard that hosts wireless network. In this way, 
there is no need to make any configuration on conventional 
serial devices[13, 14]. In addition, the MPC79410 real time 
clock (RTC) (Figure 7) integration is used to record incoming 
data according to the real-time clock. The feature of this 
integration is that it does not lose its date and time 
information even if there is a power failure by generating a 
self-clock signal with the aid of an independent battery and an 
oscillator with a frequency of 32768 KHz connected to pins X1 
and X2 of the integrator[15].  

The first part of the designed device (Figure 8) consists of 
feeding and RS232 connections. In order to avoid the problem 
of polarity in applying the supply voltage at this stage, a 
circular connector structure and a bridge diode are used. For 
RS232 connection, an external RS232 connection is connected 
and DB9 connector is connected to the integrated output. This 
connection allows the data is taken from the air conditioning 
module. Another DB9 connector connected to the Rx and Tx  

 
 A p p l i c a t i o n  c i r c u i t  f o r  M P C 7 9 1 0  Fig. 7. 

 
 D es i g n e d  c i r c u i t  Fig. 8. 

ends of the microcontroller is connected directly so that the 
PIC integration can be set via the computer. 

Finally, the controller, the pressure, the temperature, and 
the amount of gas from the air conditioner module via the 
serial port are sent to a database on the internet via a wireless 
modem via the Wi-Fi module in the system. 

C.  ST A G E  TR E E :  SE R V E R  M O D U L E  
In this part of the work, the data from the system are recorded 
in a database and the application of the neural network results 
obtained in chapter III is explained. The monitored data in 
Micro controller card is transferred to MySQL database server 
through internet. PHP API executes on the internet server 
[16]. The recorded data is useful for further analysis and may 
be useful for data mining. The Fast-Artificial Neural Network 
Library, a PHP library, was used to evaluate the failure of the 
experimental work described in Part III. Thus, when the fault 
information is applied by push messaging method, active users 
at that moment will beep and send a notification. The system 
consists of the front-end user interface part, the data filtering 
and processing part, the data collector part, and the module in 
which the data is stored. They also communicate with a PHP 
API (Figure 9). The Admin user (if desired front-end user) 
interface module supports graphical user interface through 
web browser with HTML and java script. The module is 
implemented by angular.js and node.js. The users explore and 
retrieve the information DB through data filtering and 
processing module and the information is shown in web page 
[17]. 

 
 S er v er  r e l a t i o n s h i p  m o d e l  Fig. 9. 
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D.  ST A G E  FO U R:  US E R  M O D U L E  
An Android application is developed (Figure 10) in the 

Android Studio using Java[18, 19]. Internet connection 
permissions are given in it to connect with Wi-Fi. Data from 
the database (located in MySQL) can be obtained on the 
mobile phone by clicking the developed Android application 
on the mobile phone. When the android program is clicked, it 
connects to URL of PHP API. As a result, PHP API connects 
with the database and returns the data to the mobile phone 
[20, 21]. 

,  

 S c r e en  d i s p l ay  s h o w i n g  a i r  c o n d i t i o n er  Fig. 10. 
d a ta  

The developed mobile application also uses "push 
notification" for instant messaging. Mobile push notifications 
are an important feature of mobile computing services and 
they have been widely implemented in mobile 
applications[22]. Push notification is conceptually an event-
based mechanism where remote servers push events, as and 
when they occur, to smartphone client apps[23]. In particular, 
it was used to inform the technical staff that the malfunctions 
that occurred instantaneously and the air conditioning system 
were out of working values. The Firebase Cloud Messaging 
(FCM) service is used for this. This is a service that developers 
use to send push notifications[24]. Using FCM, you can notify 
a client app that new email or other data is available to sync. 
You can send notification messages to drive user re-
engagement and retention[25]. 

The mobile software processes the data coming from the 
server and displays the values other than the nominal values as 
red and the nominal values as green as above. The data coming 
from the climate is also prepared graphically according to 
time. The graphical screen display is shown in Figure 11. In 
addition, data from the air conditioner is graphically displayed 
on time, if desired. The graphical screen display is shown in 
Figure 11. 

 
 S c r e en  d i s p l ay  o f  a i r  c o n d i t i o n er  d a t a  Fig. 11. 

g r ap h i c a l l y .  

I I I .  D I A G N O S I N G  F A U L T S  W I T H  
N E U R A L  N E T W O R K S  

The work done in this section was made to create an 
academically ground for practice. In this study, the 
malfunction information of an Air-Conditioning Training 
Simulator device is taken and a wireless network and a server 
in internet environment are sent to the database and a 
prediction is made. For this reason, in order to evaluate the 
detection of such faults by means of a prediction method, 
sample faults were created by using hardware components 
from the Air Conditioning Training Simulator and the 1120 
sample data were obtained. 

The following fault classes have been established for this 
estimation, and the distributions of these data according to 
fault classes are given in Table I 

Table I. Distribution of data according to occurrence 

Evap Fan Failure 64 
Evap Clogged 94 
Gas Deficient 120 
Gas Oversupplied 71 
Element of Expansion Failure 47 
Condenser Fan Failure 57 
Condenser Clogged 146 
Normal 521 

 

Multilayer (MLP) neural network classification was 
performed using this data. Artificial Neural Networks are basic 
models of computation that resemble the function of a 
biological network of neurons and are used to solve complex 
functions in a variety of applications such as design, 
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implementation, visualization, and Neural Network 
Simulation tools [26-28]. This is the most popular MATLAB 
Network Toolbox software, along with a lot of software for 
calculations. This software provides comprehensive support 
for graphical user interfaces (GUIs) that allow for the design 
and management of networks. The modular, open and 
extensible design of the toolbox simplifies the creation of 
customized functions and networks and transforms the neural 
network into software scripts called M-code[29, 30]. 

As can be seen in Figure 12, three different layers of input, 
hidden and output layers are used in this system. It consists of 
the sensor data ("Loadcell","KompGirişBasıncı", 
"KompÇıkışBasıncı","KondGirişBasıncı","KondÇıkışBasıncı,"E
vopGirişBasıncı","EvopÇıkışBasıncı","T1","T2","T3","T4","T5","
T6","T7","T8") as input layer. Information from the input layer 
is then processed in a single hidden layer; The output vector is 
calculated in the failure class (output) layer. 

 
 N etw o r k  m o d e l .  Fig. 12. 

The success of the multilayer perceptron (MLP) Neural 
Network classification has been researched based on training, 
validation and test performance. The training performance of 
the neural network was investigated for different speeds, and 
the best performance for the Multi-layer network training 
algorithm was 99.91%. 

The best training results were obtained with the Levenberg 
Marquardt (TrainLM) algorithm. The hyperbolic tangent 
sigmoid transfer function (Tansing) and Linear transfer 
function (Purelin) were used to optimize the input layer 
function. Performance ratio and training speed The best 
results are obtained with the linear transfer function (Purelin). 
The number of neurons in the hidden layer was determined by 
trial and error, and the results were listed for meaningful 
experiments. Depending on the training and performance 
indices, the number of layers of hidden neurons was chosen as 
25. After running the multilayer perceptron (MLP) Neural 
Network using optimal parameters, 99.98% training 
performance and 96.84% test performance were achieved as 
described in the correlation graphs (Figure 13). 

As shown in Figure 14, the multilayer perceptron (MLP) 
Neural Network algorithm has been successful with learning 
consisting of 70 iterations. Training was performed by 
selecting 25 hidden layers, and the other parameters were set 
to default values. Higher training and test rates indicate that 
MLP neural networks and Neural Pattern Recognition 
algorithms can be used safely for classifying failures. 

As a result of these evaluations, the data is processed in the 
Artificial Neural Network layer on the server and this data is 
sent to the user in the instant notification via the mobile 
application.  

 
 C o r r e l a t i o n  R a t es  f o r  T r a i n i n g ,  Fig. 13. 

V er i f i c a t i o n  an d  T es t  D a t a .  

 
 T h e  b es t  v a l i d a t i o n  p er f o r m a n c e  Fig. 14. 

I V .  C O N C L U S I O N  

When studies done in the literature are examined, different 
hardware components and cards are used for fault detection 
and different estimation methods are examined for fault 
detection. This work demonstrates that manufacturers who 
apply the rapidly developing IOT (Internet of Things) 
production technologies will be more solution oriented and 
make faster decisions than other manufacturers. The system 
itself will no longer make such malfunction decisions. When 
the devices are connected to each other, the generated data is 
rapidly transferred to each other through high speed internet 
support through the software that each device generates its 
own data and it is possible to make faster and more effective 
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decisions by looking at the results obtained from the data. 
With these systems, these decisions are transferred to both the 
personnel at work, the manager who follows the job and all the 
devices and a synchronized working environment is provided. 
It is very important that the workforce develops and develops 
towards this developing technology in air conditioning 
maintenance and service. Because in the production phase, 
tasks and responsibilities in all jobs and units are influenced 
both by human training and by the professionalization of the 
person. It is unthinkable that this situation does not exist in 
technical service. It is clear that a system that detects failures 
before failures can reduce possible material and spiritual 
losses. However, new business profession will be born. In 
addition, the development of quality of service, especially in 
the case of malfunctions, has shown that air conditioning 
systems will contribute to productivity in workplaces that are 
heavily used during business processes. The success of the 
artificial neural network applications in different areas has 
shown that this work can be successful in predicting and 
transferring faults that may occur. In addition to achieving the 
desired outcome with this study, the evaluation of other 
estimation methods will contribute to both the academic 
studies and the sector. 
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COGNITIVE SYSTEMS AND QUANTUM 
COMPUTATION 

Deniz Türkpence1 
1 Istanbul Technical University, Istanbul, Turkey 

This review presents an overview of cognitive systems, quantum phenomena and possible connections between them. The focus 
will be the artificial cognitive systems and briefly touch the discussion of possible benefits from quantum counterparts. The non-
classical features of Quantum Theory introduced as quantum resources which enables possible speed ups or advantages over classical 
computational tasks. Quantum computation is introduced as a powerful computational tool over its classical counterparts by also 
covering possible applications of cognitive phenomena in the framework of quantum cognition. Also different attempts in order to 
implement decision making processes for cognitive purposes mentioned. 

I n d e x  T e r m s — Quantum computation, quantum  machine  learning, cognitive systems, quantum  resource

I .  I N T R O D U C T I O N  

OGNITIVE science  is an inter-disciplinary study of 
decision making, intelligence including artificial 

intelligence and  artificial neural networks and also human 
memory linguistics and anthropology [1].  On the other hand, 
quantum cognition adopts quantum probability theory instead 
of classical probability theories derived from Kolmogorov 
axioms [2] obey the Boolean axioms of logic. Since the 
quantum logic is able to explain some discrepancies between 
experiment and the classical probability principles such as in 
the ‘disjunction effect’ [3]; quantum logic becomes a 
generalization of classical logic and quantum probability 
theory.  

Cognition can be defined as the ability to process 
information of perception knowledge acquired through 
experience. Though perception and experience look like 
humanoid concepts, the term ‘learning’ is widespread used for 
algorithmic processes  as ‘machine learning’ in the context of 
artificial intelligence which is a field of computer science deals 
with intelligent machines mimic human behaviors.   The term 
artificial intelligence (AI) first coined by john McCarthy in 
1956 in a workshop referred to as the official birth of artificial 
intelligence [4]. Frank Rosenblatt developed ‘perceptron’ an 
early artificial neural network based on a two-layer computer 
learning network [5]. Today AI finds applications of our 
everyday life from pattern recognition implementations, 
driverless cars to the humanoid robots mimicking physical 
human actions. The progress of machine learning algorithms 
advances the AI current state of art as an underlying fact.  

Since the volume of processed global data has reached a 
persistent annual increment [6] the idea to benefit the 
potential of quantum computing and information emerges by 

the physics society [7]. To this end, there are several proposals 
exploring the gains of unification of machine learning 
algorithms with quantum computing, particularly with efforts 
to develop quantum versions of artificial neural networks[8-
10]. Another proposal is to reformulate the machine learning 
subroutines in order to implement on a quantum computer 
[11-13]. This review presents a general survey of possible 
proposals to relate machine learning in the context of 
cognitive systems. Future prospects and open problems also 
addressed.  

I I .  W H Y  Q U A N T U M ?  

Quantum theory is the theory (QT) of matter and energy 
based on the quantization nature with successful mathematical 
descriptions. The historical development of QT is full of 
debates and scientific discussions due to its counter-intuitive 
nature [14]. Today, QT appears to be one of the most 
successful theories ever with the large number of experimental 
verifications. Moreover, the subject of early discussions such 
as ‘quantum superposition’ or ‘quantum entanglement’ is now 
resources of current quantum technologies. Quantum 
superposition is the existence of linear combinations of 
distinct eigenstates representing a physical system. 
Superposition is a direct consequence of Schrödinger equation 
which is a differential equation representing the temporal 
evolution of a quantum system as wave mechanics 
formulation. Though this fact, Erwin Schrödinger criticized 
the result of his own equation by quoting a cat in a 
superposition of states ‘alive’ and ‘dead’ in which later become 
famous as  Schrödinger’s cat [15]. These results triggered an 
enhancement of already existing discussion in the physics 
community about the interpretations of QT including 
uncertainty, measurement problem and wave function 
collapse [16-17]. One discussion side embraced QT with its 
own counter-intuitive nature by describing a quantum system 
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as not corresponding to a physical quantity before a 
measurement. This view of QT is known as Copenhagen 
interpretation devised by Neils Bohr and Werner Heisenberg 
reflecting the uncertain and probabilistic nature of QT. On the 
other hand, Einstein and Schrödinger refused the probabilistic 
nature or wave function collapse and tried to express the 
results in a deterministic way.  In 1935 Einstein attacked the 
fundamentals of QT with a paper interrogating the 
completeness of QT by introducing a thought experiment 
expressing that by the admittance of the validity of 
Copenhagen interpretation QT is in a clear contradiction with 
locality, special relativity and causality principles [18]. John 
Bell invented an inequality in 1964      
[19] which is not possible to be violated under Einstein’s 
deterministic assumptions of QT.  By this inequality 
discussions were able to be carried into the laboratory.  
Experimental studies examining the inequalities resulted by 
the violations of the inequalities [20]. By these results non-
local correlations of QT , ‘quantum entanglement’ [21] has 
been experimentally proven. Quantum entanglement is now 
being used as a quantum resource and enables quantum 
teleportation [22], quantum dense coding [23] and quantum 
cryptography [24] possible. Non-classical quantum resource is 
not the only compelling reason for quantum technologies. In 
1960’s Gordon Moore noticed that the number of transistors 
in a circuit doubles every two years [25].  

According to this observation the number of atoms 
represent one bit of information decrease logarithmically 
means that miniaturization process of electronic devices will 
end up with the entrance of the quantum region with a few or 
less atoms where the classical circuit theory is no longer valid 
[26]. By these facts, first arguments about implementing 
computational logic governed by quantum systems which is 
known as the first building blocks of quantum computation 
coined by Paul Benioff [27]. A milestone appeared by Richard 
Feynman’s report based on the idea of the potential of the 
efficient simulation of quantum systems could be 
implemented by other quantum systems [28]. The first 
quantum logical algorithm reported by David Deutsch in 1985 
considering the solution of a decision problem with a speed up 
over classical algorithms by exploiting quantum superposition 
principle [29]. A breakthrough of interest to quantum 
computation occurred after the introduction Shor’s factoring 
algorithm which can factorize long digit prime numbers in 
polynomial time [30] followed by Simon’s algorithm [31] for 
period finding in polynomial time and Grover’s search 
algorithm in an unstructured database [32].   

Though quiet much number of quantum algorithms 
developed to date, these algorithms are mostly the variants of 
the quantum algorithms considered above. The reasons of the 
difficulty of developing novel pure quantum algorithms are 

twofold. First, developing a pure quantum algorithm is not 
sufficient alone since the necessity to have better performance 
over any classical algorithm among its classical counterparts. 
Second, since the developers of the algorithms live in a 
classical world, it’s difficult to lift the barriers arising from the 
classical intuitions to reach pure quantum algorithms. For a 
comprehensive introduction to quantum computation see [33-
34]. 

Undoubtedly, a natural question arises about the 
possibility of building a feasible quantum computer. There are 
several physical systems as candidates to implement quantum 
algorithms [35]. Di Vincenzo reported some criterias for 
quantum systems should fulfill in order to be  

 
Fi g . 1  C i r c u i t  an d  m atr i x  r ep r es en t a t i o n s  o f  s o m e  
q u an tu m  l o g i c  g a t es .  E a c h  l i n e  r ep r es en ts  q u an tu m  b i t s  
w h i l e  d o u b l e  l i n es  ( a f t e r  m eas u r em en t)  r ep r es en t  
c l a s s i c a l  b i t s .  T i m e  f l o w s  f r o m  l e f t  to  r i g h t  i n  a  q u an tu m  
c i r c u i t  an d  m a tr i x  m u l t i p l i c a t i o n  o r d e r  to  th e  q u b i t  
s ta tes  i s  f r o m  r i g h t  to  l e f t .     

considered as a universal quantum computer [36]. After  two 
decades of research experience   no single physical quantum 
system appears to fulfill these criterias in a complete manner. 
However, hybrid systems such as semi-conductor and 
superconductor systems are promising for future applications 
[37-38].   

I I I .  Q U A N T U M  C O M P U T A T I O N  

Quantum computation (QC) [33-34] is a computational 
method using the mathematical abstractions defining the 
nature of quantum mechanics. The elementary processing unit 
of QC is quantum bits or ‘qubits’ in short, defined by a unit bi-
dimensional vector 

 

|𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩                    (1) 
 

 in a ℂ2 complex vector space where |0⟩ and |1⟩ are the 
computational basis in dirac notation and 𝛼,𝛽 ∈ ℂ2 such that 
|𝛼|2 + |𝛽|2 = 1. Computational basis are represented by 
column vectors as 
 

|0⟩ = �10�     ,   
|1⟩ = �01�  .                 (2) 
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Larger complex vector spaces required in order to define 
multi-qubit systems in the context of QC. For instance, 𝑁 
qubit system can be expressed as 
 
 |Φ⟩ = |𝜙1⟩ ⊗|𝜙2⟩ ⊗. .⊗ |𝜙𝑁⟩  (3)  
 
or as |Φ⟩ = |𝜙1𝜙2. .𝜙𝑁⟩  in short where ⊗ stands for a tensor 
product of vectors.  

Logical operators acting on computational basis of 𝑁 
qubits are the 2𝑁 × 2𝑁 dimensional unitary operators 
represented by unitary matrices 𝑈, obeying 𝑈†𝑈 = 𝟙 where 
𝑈† is the transpose conjugate and 𝟙 is the unitary matrix with a 
convenient dimension. Fig.1 depicts the single and multi-qubit 
gates and a circuit representation and relevant symbols of 
quantum circuits.  

 
Fi g . 2 .  B e l l  s t a t e  g en e r a to r  ( to p  p an e l )  an d  th e  q u an tu m  
te l ep o r ta t i o n  c i r c u i t  ( b o t t o m  p an e l ) .  Be l l  s t a t es  a r e  th e  
en t an g l ed  s t a tes  an d  ar e  w i d e l y  u s ed  i n  Q C  c i r c u i t s .   

As considered before, quantum superposition is one of the 
main resources of QT which makes QC more powerful. 
Benefiting quantum superposition of QC processes is known 
as quantum parallelism. Therefore Hadamard operator H, is of 
central importance since its action is to put single 
computational basis |0⟩ , |1⟩ into superposition such as  

 

𝐻|0⟩ = 1
√2

(|0⟩ + |1⟩)   ,   𝐻|1⟩ = 1
√2

(|0⟩ − |1⟩). (4) 
 

Also multi-qubit gates are necessary to implement multi-
qubit operations. For instance, a two- qubit quantum gate C-
NOT gate can be represented by a generalization of XOR gate 
with the action |𝐴,𝐵⟩ → |𝐴,𝐵⨁𝐴⟩. Then the effect of C-NOT 
gate can be represented by actions |00⟩ → |00⟩ , |01⟩ →  |01⟩, 
|10⟩ → |11⟩ and  |11⟩ → |10⟩.  Here the first qubit is the 
control qubit and the second qubit is the target qubit. If the 
state of the control qubit is 0 then the gate leaves the target 
qubit left alone, if the target  qubit is 1 then 𝑋 (Not gate) is 
applied to the target qubit. In fact this is a conditional 
operation and the state of the target qubit flipped depended on 
the condition of the control qubit.  These conditional 
operations can be generalized by any two-qubit operator 𝑈 
and the matrix representation can be decomposed as 

 

𝐶𝐶 =  |0⟩⟨0| ⊗ 𝟙 + |0⟩⟨0| ⊗𝑈  (5) 

where  ⟨. | is the transposition of any qubit state. Another 
important two-qubit gate is the swap gate in which swaps the 
two qubit state. The action of this gate can be summarized as 
|01⟩ →  |10⟩ , |10⟩ →  |01⟩ for instance. Another gate 
operation worth mentioning is the ‘Bell state generator’ which 
is a two-qubit operation with an Hadamard gate applies to the 
first qubit followed by a C-Not gate to the both qubits. By this 
operation, entangled states are obtained for different possible 
input states (Fig.2 top panel). A general expression for Bell 
states is  
 

�𝛽𝑥𝑥� ≡
|0,𝑦⟩+(−1)𝑥|1,𝑦�⟩

√2
 . (6) 

 

A simple application of entangled states is the quantum 
teleportation circuit (Fig.2 Bottom panel) which teleports an 
unknown quantum state from one qubit to another one.  
The final stage of the quantum computational tasks is the 
measurement. According to the measurement postulate of QT, 
quantum measurements are described by a set of measurement 
operators {𝑀𝑚} acting on the states of the relevant systems 
being measured. Here the index 𝑚 is the measurement 
outcome in the experiment where the probability result 𝑚  
occurs is  
 

𝑝(𝑚) = ⟨𝜓|𝑀𝑚
† 𝑀𝑚|𝜓⟩. (7) 

    

The state of the system after the measurement is 
 

|𝜑′⟩ = 𝑀𝑚|𝜓⟩

�⟨𝜓|𝑀𝑚
† 𝑀𝑚|𝜓⟩

 . (8) 

 

Here, the linear sum of measurement operators is equal to 
unity ∑ 𝑀𝑚

† 𝑀𝑚𝑚 = 𝐼  implying that the probabilities sum to 
one. Before the measurement the evolution of the system is 
unitary which means that the system has no contact with the 
environment. Measurements are the interactions with the 
environment or the measurement apparatus in which the 
details of the measurement process is the out of the scope of 
QC.  

I V .  T O W A R D S  Q U A N T U M  C O G N I T I V E  
C O M P U T A T I O N  

Direction of computer science evolved more rapidly 
towards cognitive computation in the past decade. Cognitive 
features of a computer, in other words ability to learn and 
implementing decisive processes will be a more efficient 
assistant for humans. IBM researchers underline the shift in 
technology with new advances with the cognitive abilities by 
their experience based on the first cognitive system Watson 
[39]. According to IBM Watson CTO, quantum computing 
would advance artificial intelligence by orders of magnitude 
[40]. By this point of view, recent ideas on improving machine 
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learning algorithms by exploiting the advantages of quantum 
computing have been reported [41-45]. Clustering 
unstructured or sorting labeled data are the central problems 
of unsupervised or supervised learning which are important 
topics of machine learning.  

Quantum version of specific classical algorithms for pattern 
classification has been reported for different goals. For 
instance swap test [46] was introduced in order to identify the 
similarity between two quantum states. Inspired by the swap 
test Lloyd et al proposed a routine to recover classical distance 
between two vectors via quantum measurement [47]. On the 
other hand, a pure quantum pattern recognition aimed 
algorithm was developed by Trugenberger [44]. The procedure 
was based on the measurement of hamming distance between 
two binary quantum states. Lloyd et al also developed a 
quantum support vector machine for supervised machine 
learning [48] and quantum principle component analysis [49] 
as applying classical ML procedures to quantum register.  
Beyond the efforts of implementing QC tasks in terms of 
cognitive duties a comprehensive theory of quantum learning 
is still missing.  Therefore cognitive studies exploiting the 
advantages of QT make an active research area including the 
past two decades’ useful discussions about the efforts on 
understanding of origin of human consciousness linked by QT 
[50]. 

C O N C L U S I O N S  

The current direction of quantum cognitive processes 
appears to be divided into two main paths; first, application of 
cognitive processes to quantum computation with already 
existing quantum algorithms; second, implementing cognitive 
tasks to quantum systems. Though yet there is no current 
convincing theory of quantum learning, the capacity of 
quantum registers with valuable quantum resources makes 
quantum cognitive systems a promising candidate to 
strengthen the capacity of cognitive systems. 
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