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Oz

Kandaki oksijen degerinin izlenebilmesi,bronsit, zatiirre, KOAH gibi ¢esitli solunum yolu hastaliklarinin ve
COVID-19 hastalar1 da dahil olmak iizere kritik bakim hastalarinin takibi i¢in hayati 6nem tagimaktadir. SpO;
cihazlari, parmak ya da kulak memesi dokusundan alinan olgtimlerle kandaki oksijen yiizdesini hesaplayan tibbi
cihazlardir. Yapilan saha ¢alismalarinda edinilen izlenimler; cihaz kullanicilarinin, diigiik oksijen satiirasyonuna
sahip hastalardan alinan 6l¢iimlerde yiiksek sapma goriildiigiini ve SpO> cihazi dl¢limlerinin kusurlu oldugu
izleniminde olduklarini siklikla belirtmeleri g6z 6niinde bulundurularak, 6l¢iimlerin dogru yorumlanabilmesi i¢in
bu ¢alisma gerceklestirilmistir. Bu ¢aligmada SpO- cihazlarimin farkli 6l¢iim bantlarindaki % SpO- oranlar1 makine
ogrenmesinde lineer regresyon algoritmasi ile yorumlanarak kalite siniflandirmasi yapilmis ve kullanicilara her
6lciim band: igin tolerans degerleri ve gdz oniinde bulundurulmasi gereken sapma degerleri dnerilmistir. Ayrica
lineer regresyon yontemi ile daha az veri kullanilarak sonug¢ tahimini ile kullaniciya ve test uzmanina zaman
kazandirarak daha g¢ok cihazin izlenmesi ve cihazlarin daha sik test edilebilmesi hedeflenmistir. Tahmin
sonuglarinin gergek degere ¢ok yakin sonuglar verdigi gézlemlenmis ve bu ¢aligmanin testin sahada daha sik
uygulanabilmesine ve hizli yorumlanabilmesine katki saglayacagi 6ngoriilmiistiir. Caligmada 80601-2-61 sayili
Avrupa standardinin 201.12.1.101 say1li maddesinde 6nerilen yontem kullanilarak farkli ii¢ marka pulse oksimetre
cihazindan; Contec marka MS100 model simiilator kullanilarak %70-79 SpO2,%80-89 SpO2,%90-100 SpO, olmak
iizere ii¢ 6l¢iim bandinda 6l¢iimler alinmistir. Her 6l¢iim i¢in lineer regresyon ile Arms egrisi grafigi olusturulmus,
ortalama hata degerlerinin karesi (MSE) ve Arms degerleri hesaplanarak iki deger arasindaki iligkinin
yorumlanmasiyla cihazlarin degerlendirilmesi gergeklestirilmistir. Sonu¢ olarak diisiik oksijen satiirasyonu
seviyelerinde sapma oraninin arttig1 gézlemlenmis ve her 6l¢iim bandi ve farkli kalitede cihazlar i¢in géz dniinde
bulundurulmasi gereken %spo2 sapma degeri nerilmistir.

Anahtar kelimeler: SpO,, Pulse oksimetre, Oksijen satiirasyonu, Arms, Lineer regresyon
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Abstract

Monitoring blood oxygen levels is vital for tracking various respiratory diseases like bronchitis, pneumonia, COPD, and
critical care patients, including those with COVID-19. SpO; devices, calculating oxygen percentage via finger or earlobe
tissue, play a crucial role. Field studies have revealed concerns regarding the accuracy of SpO, measurements due to
high deviations, particularly in patients with low oxygen saturation, prompting the initiation of this study to ensure
accurate interpretation of the device's measurements. Using a linear regression algorithm, SpO. values from different
bands were classified for quality. Tolerance values and deviation thresholds for each band were recommended.
Additionally, linear regression aimed to save time by making result estimations with less data, facilitating more device
monitoring and frequent testing. Results closely matched actual values, suggesting contributions to more frequent
application and rapid interpretation. Following the European standard 80601-2-61, measurements were taken from three
pulse oximeter brands (Contec MS100 model simulator) in three bands: 70-79%, 80-89%, and 90-100% SpO.. For each
measurement, an Arms curve graph was generated using linear regression, and the mean square error (MSE) and Asms
values were calculated to evaluate devices. In conclusion, deviation rates increase at low oxygen saturation levels, and
recommended % SpO- deviation values were proposed for each band and device quality.

Keywords: SpO,, Pulse oximetry, Oxygen saturation, Arms, Linear regression
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1. Introduction

Oxygen saturation is an important measure for understanding the working capacity of the lung and for early
detection of oxygen deficiency.The lungs first transfer oxygen to the capillaries, the oxygen mixed into the
blood is sent to the heart and from the heart it is distributed to all organs that are supplied with oxygen. Since
disruption in this cycle affects organs and therefore vital functions, monitoring oxygen saturation is extremely
important. In a healthy person, oxygen saturation is between 95% and 100%. a drop in oxygen levels causes
hypoxemia. Oxygen levels below 90% are considered low, and when they fall below 80%, they indicate
severe hypoxemia, i.e. respiratory failure. Oxygen saturation is monitored during the diagnosis and treatment
of many respiratory and chest diseases such as respiratory failure, pneumonia, bronchitis, covid-19,
pneumothorax, smoking-related chest diseases [6-8, 19, 20, 29]. Pulse oximetry devices, which have
started to be used for instant monitoring of oxygen saturation and pulse rate in surgical interventions,
have been used for the last decade in monitoring the treatment processes of respiratory diseases, general
condition monitoring of intensive care patients, and monitoring of patients treated in emergency and
general wards [1, 3, 22, 23, 24, 27]. Due to the Covid-19 outbreak, the use of pulse oximetry devices
has become widespread since the World Health Organization declared a pandemic in March 2020. Pulse
oximetry devices are devices that examine oxygen saturation by recording the absorption rate of 600nm
red light and 940nm infrared light by hemoglobin in the blood [10, 28]. The use of a hon-invasive (non-
surgical) measurement method and its low cost have made pulse oximetry devices easily accessible to
users and easily usable for home care [19, 20]. However, despite the ease of use, clinical competence
and knowledge of the technical features of the device are required for correct interpretation of the
measurement results [2].

In Thomas Paul Walters' study of the impact of pulse oximeters in clinical practice, he conducted a literature
review between 1980 and 2006 and found that nurses and physicians lacked the necessary level of knowledge
about using pulse oximeters. Walters assessed the adequacy of the information obtained by speed reading
and suggested that future research should be conducted to evaluate this information for clinical competence
[3].In a similar study, Malcom Elliott et al. reported that nurses, physicians and allied health personnel who
frequently use the device have significant knowledge gaps and, worryingly, there are senior and experienced
clinicians among them [4]. Bader conducted a questionnaire study with 50 participants, including nurses,
physician assistants and respiratory therapists, and as a result of the analysis, the participants stated that there
was a lack of knowledge in general principles, and as a result of the study, he stated that healthcare
professionals need training on the basic working principles of pulse oximetry [26]. Kiekkas et al. observed
that intensive care nurses had more correct answers compared to emergency nurses in their survey study with
207 participants and associated pulse oximetry device knowledge with longer experience and being an
intensive care worker [23]. Jamieson et al. applied a questionnaire to healthcare personnel working in the
neonatal service and stated that the participants had a significant lack of knowledge about the use of pulse
oximetry and therefore, there was a need for continuous training on pulse oximetry devices [5]. Since the
oxygen saturation value will affect the planning of the treatment process, it is very important to interpret it
correctly. In case of low oxygen level, drug therapy, oxygen therapy, ventilation and mechanical ventilation
methods may need to be applied depending on the patient's condition in order to provide the required oxygen
level to the blood. For this reason, health personnel should not be in conflict with the oxygen saturation value
during the diagnosis and treatment process [12].

In 2022, at a medical conference in Canada, M. Blanchet and colleagues shared the results of their research
on 6 different brands of SpO, devices, but the results only contain summary information and are based on
measurements taken from patients. In 2023, Giuliano et al. examined SpO; results in 28 healthy adult
volunteers with 3 different brands of spo2 devices under motion dysfunction and low perfusion. The fact
that the results were not obtained with a reference device of known accuracy and were not obtained according
to an international standard reduces the reliability rate [9, 17].

In order to evaluate the accuracy and effectiveness of pulse oximetry devices, the use of which has become
more frequent with the Covid-19 pandemic; "Anesthesiology and Respiratory Therapy Devices Panel
Medical Devices Advisory Board Meeting" was held on November 1, 2022 by the Food and Drug
Administration (FDA) of the United States Ministry of Health. As a result of the panel, where experts in the



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 1-11, 2025
O. Ustiiner, C. Budak

field took part and gave opinions and suggestions; FDA recommended to comply with the standard I1SO
80601-2-61:2017 for the evaluation of the effectiveness of pulse oximetry devices [15, 16, 18].

Since the application of the tests included in the European Standard recommended by the FDA is not possible
to be performed by healthcare personnel in the field due to the lack of technical competence and equipment
required for the test, in this study, the % SpO; ratios of oxygen saturation measurement devices in the 70-
79% SpO;, 80-89% SpO,, 90-100% SpO, measurement bands were examined and the deviation values to be
considered for each measurement band were suggested to the device users. It is aimed to eliminate the
uncertainties caused by user interpretation by predicting the results with linear regression. In the experimental
phase of the study, Contec brand, MS100 model simulator device, which can perform SpO; and pulse rate
simulation, was used in accordance with the test applications specified in the standard. Measurements were
taken from three different brands of pulse oximeters that are widely used, these measurements were recorded
and a measurement graph was created for each measurement by the method specified in the standard, and
Arms and MSE values were recorded by applying linear regression algorithm to the measurements. As a
result, in addition to the known factors such as dark skin and skin pigmentation, dark nail polish and artificial
nails, probe placement, signal quality, medical residues such as blood etc. remaining on the sensor, the effect
of the range of measurement results and the differences that may arise from sensor quality on the
measurement accuracy was emphasized.

2. Materials and Methods

The basic physical property of the pulse oximeter is based on the Beer-Lambert law. According to Beer-
Lambert's law, light passing through a solution is logarithmically inversely proportional to the path of light
through the solution and the concentration of the solution, and directly proportional to the amount of light
absorbed. For the two wavelengths of light of the pulse oximeter, red and near infrared light, the absorption
rates of oxygenated hemoglobin and non-oxygenated hemoglobin are different. In general, pulse oximetry
devices consist of an LED diode emitting light at two different wavelengths and a light detector (sensor) that
senses the light in the opposite direction. Oxygen saturation is measured through a translucent region of the
human body placed between the led light region and the sensor region [19, 20, 10].

LEDs

Red Infrared
— P

Photodetector
Figure 1. Finger-type pulse oximetry sensor [10]

One of the two LED diodes on the pulse oximeter device has red light at 660 nm wavelength and the other
has infrared light at 940 nm wavelength. The absorption rates of these two different wavelengths of light by
oxyhemoglobin (oxygenated hemoglobin) and deoxyhemoglobin (deoxygenated hemoglobin) are very
different. The ratio of the difference in absorption between oxyhemoglobin and deoxyhemoglobin is
calculated and compared with direct measurement of arterial oxygen to estimate peripheral oxygen saturation
[19, 10].
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Figure 2. Hemoglobin light spectroscopy curve. (Black curve represents oxyhemoglobin, blue curve represents
deoxyhemoglobin. The two vertical sections mark the wavelength points used in LEDs.) [10]

To apply the measurement accuracy test recommended in clause 201.12.1.101 of the European standard
80601-2-61 to the pulse oximetry device, a Contec, MS100 model SpO,-pulse simulator with a SpO., range
of 35-100% and a SpO; resolution of 1% was used.

pulseoximeter
device

pulse-oximeter
. simulator (test)
device

Figure 3. Experiment-measurement setup

With the simulator device, which has four different light interference options: daylight, 50 Hz
interference light, 60 Hz interference light and normal light source and has an amplitude setting in the
range of 0.000-20.000%, measurements were made in the range of 70-100% SpO. with normal light
source interference and 3.000% automatic amplitude setting [13].

With the test setup shown in Figure 3, the " SpO, accuracy test" in clause 201.12.1.101 of the ISO 80601-2-
61:2017 standard recommended by the FDA was applied to three different brands of commonly used pulse
oximetry devices. For the test setup described in the standard, the measurement points should consist of 31
measurement points ranging from 70% SpO- to 100% SpO; in 1% SpO; steps. At each measurement point
set on the simulator device, the actual measurement results from the pulse oximeter device should be recorded
and the deviation between the value set on the simulator (reference) device and the measurement value from
the tested (pulse oximeter) device should be calculated and recorded. Arms values were calculated using the
recorded deviation values and the accuracy value calculation equation [18].

n . enin?
Arms = \/@ .

The Ams (accuracy.root-mean-square difference) value calculated for the equation given in CC.2.5 of the
standard should be <4% SpO, and the measurement results should form a linear curve as stated in CC.2.2 of
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the standard under the heading ‘effects of offset linearity errors'.[18] Considering the requirement that the
measurement results should form a linear curve according to the standard, it is observed that the measurement
results are suitable for the evaluation of the machine learning to be estimated with the linear regression
algorithm application.

Linear regression is one of the machine learning algorithm methods that predicts the dependent variable by
modeling the relationship between a dependent variable and an independent variable.[11] In the model, the
set values in the measurements represent the independent variable and the actual measurement values
represent the dependent variable to be predicted.

An example of the measurement records is given in figure 4 and examples of the obtained measurement
results and linear curve graphs for 3 different devices of high, medium and low quality are given in figure 6,
figure 7 and figure 8 under the heading "Experimental Results".

3. Experimental Results

Table 1. Example of measurement record

First Measuring Band %70-7 Second Measuring Band%80-89 Third Measuring Band %90-100

SET value (simulator device) f70 (70 |72 |73 |74 |75 |76 |77 (18 (79 (80 [8L (82 (83 |84 |85 |86 |67 |68 (89 (90 (9L (92 (93 (34 |95 |96 |97 98 99 |100
measurement value (pulse

oximeter) 64 65 |66 |68 (69 (70 (71 (73 (73 (75 |76 |77 |79 |79 |81 |81 (83 (84 (85 (87 |87 |89 |90 |92 |93 |94 (%6 (37 (98 (99 |100
Deviation value 5| -B| -6 -5 -5 -5| -5 4| 5| 4| 4| -4| 3| 4| -3| -4 3] 3] 3| 2| 3| 2 -2 - -1 -1 0] 0 0] 0 0

Table 1 shows a sample record of the measurements taken in the SpO. accuracy test application. By
calculating the deviation values for each measurement value, the accuracy value expressed in the Arms
equation was calculated and it was seen that the Arms value was 3.58 SpO; for the measurement values given
in Table 1. It is seen that the Arms value obtained meets the <4% SpO, requirement for SpO, accuracy.
When the accuracy curve of the measurement records is examined, it is seen that the linear curve condition
required in the standard is also met. The graph of the Spo2 accuracy curve of the measurements in Table 1 is
given in Figure 4.

100 L

85 L]

75 - ®

pulse oximetry reading

70 L

65 °®

70 75 80 B85 90 95 100
value set in the simulator

Figure 4. Linear curve plot of measurement data
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Figure 5. Example graph from a low quality device

A comparison of the curve of the predictions obtained by linear regression, the actual measurement
values and the perfect curve in the absence of drift for the low quality device, for which the measurement
record example is given in table 1, is given in Figure 5.
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Figure 6. Example graph from a medium quality device

A comparison of the curve of predictions obtained by linear regression for a measurement from a
medium quality device, the actual measurement values and the perfect curve in the absence of drift is
given in Figure 6.
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Figure 7. Example graph from a high quality device

A comparison of the curve of predictions obtained by linear regression for a measurement from a high
quality instrument, the actual measurement values and the perfect curve in the absence of drift is given
in Figure 7.
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Table 2. Example of measurement record

Low Quality Medium High Quality Low Quality
Device Quality Device Device Device
(standard (standard (standard (10 Point
measurement) | measurement) | measurement) | measurement)
MSE Value 0,567 0,224 0,160 0,218
Arms Value 3,583 1,849 0,402 3,580
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Figure 8. Prediction curve obtained with measurements from only 10 points

For the measurement results given in Table 1 (measurement from low quality device), only 10
measurement points were measured and the measurement results and prediction curve in Figure 8 were
obtained. The comparison of the MSE values obtained for the 10 measurement points shown in Figure
8 with the MSE values obtained with the standard measurement is given in Table 2.

4. Results

When the measurement results were evaluated over different measurement bands in the measurements taken
from three different brands of commonly used devices, it was observed that the deviation values in the lowest
measurement band (70-79% SpO_) found ~ 6% SpO; values, while the deviation values in the middle level
measurement band (80-89% SpO;) found ~ 4% SpO; values. In the measurement band with high oxygen
saturation levels (90-100% SpOy), it was observed to be less than 2% SpO,. These results are the maximum
values that can be tolerated in devices that comply with the standard observed in low quality devices with
maximum deviation values.

It was observed that each device may show different deviation values depending on the sensor quality of the
device and linear regression method was applied to predict the device measurement results in order to predict
this by the user and to interpret the results correctly. In this study, by estimating the sensitivity of the device
according to the MSE value calculated in the measurement results, the results that can be distributed
according to the order of importance within the hospital, reduce the user's margin of error by estimating the
deviation values of the devices and help the user to make healthier evaluations have been tracked. Although
the sensitivities of different brands of devices make a difference in the measurements, the user will be able
to make a healthier evaluation by considering the response of the devices under different measurement
conditions by getting to know the devices more closely with the evaluation of the measurement results. When
devices are classified according to sensor quality and MSE ratios are taken into account, it is predicted that
the possibility of misdiagnosis of the monitored patient, such as severe hypoxemia instead of low saturation
caused by the device, will be greatly reduced. Apart from the differences between the devices, the user will
be able to make a healthier evaluation process by monitoring the points where the deviation from the actual
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value increases with the change in the measurement values (change in the measurement bands) in the same
device.

When the prediction values made with the measurement results taken from only 10 points for the same device
are compared with the actual measurement values, it is observed that the predictions made with the linear
regression method give very close values with fewer measurements. This study will provide an advantage in
terms of monitoring more devices and testing devices more frequently by saving time for the user or tester
while measuring the devices used in the field.

5. Discussion

A literature review of the studies conducted between 2006 and 2023 on the use of pulse oximetry device
and its effects on diagnosis and treatment shows that healthcare professionals do not have sufficient
knowledge about the use of pulse oximetry device, while the FDA has directed users to the 1SO 80601-
2-61 standard, which covers certain features for the required performance and basic safety of the pulse
oximetry device in order to know the accuracy of the pulse oximetry device. The studies conducted do
not provide efficient results for informing healthcare personnel working in the field and using the pulse
oximetry device effectively. Observations made during field studies also revealed that health personnel
were unable to correctly interpret the measurement differences between different brands of devices, and
that there was a need for training on the use of devices and interpretation of results.

With the development of technology and the spread of epidemics, the usage area and need for SpO-
devices are increasing and the variety of different brands is increasing in this direction. It is very
important to check the accuracy of the devices used in the sector in certain periods and to inform the
users regularly according to the classification and tolerances proposed in this study.  Informing the
health personnel in the field about the effects of the result of this test, which can be applied by an expert
with the necessary equipment during the periodic maintenance-measurement of pulse oximetry devices,
on the measurement performance of the device will increase the effective use of the pulse oximetry
device. In this study, the accuracy test of the pulse oximeter device of the European Standard 1SO 80601-
2-61 was applied with the necessary equipment and in line with the experimental results, the deviation
values that the device users can tolerate in different measurement bands while analyzing the
measurement data were suggested and the applicability of the test was increased by making predictions
close to the actual values with less data.
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Oz

Ev ortamlarindaki insan faaliyetlerinin tespit edilmesi, makine &grenimi alaninda temel bir zorluk tegkil
etmektedir. Geleneksel olarak sensorler ve video kameralar, insan faaliyetinin tespitinde birincil araglar olarak
hizmet vermistir. Ancak calismamiz, gevresel ses sinyallerinin analizi yoluyla ev i¢i konumlarii belirlemeye
yonelik yenilik¢i hedefe sahiptir. Sonug olarak, sekiz farkli lokasyondan gelen verileri kapsayan kapsamli bir ses
veri seti toplanmistir. Bu ses veri kiimesini kullanarak otomatik ev konumu algilamay1 etkinlestirmek igin,
hassasiyete ve minimum hesaplama yiikiine odaklanarak hafif bir makine 6grenimi modeli kullanilmistir.
Yaklasimimizin temelinde, tek boyutlu Gelistirilmis Yerel Dortlii Model (GYDM) olarak adlandirilan yerel bir
ozellik olusturucunun tanitilmasi yer almaktadir. Bu yontem, akustik sinyallerden dokusal 6zellikler iireterek
0zellik ¢ikarma siirecinde merkezi bir rol oynar. Yiiksek seviyeli dokusal 6zelliklerin ¢ikarilmasini kolaylastirmak
i¢in, sinyalleri ayrigtirmak i¢in maksimum havuzlama uygulayarak evrisimli sinir agi mimarisini taklit edilmistir.
Onerilen GYDM, orijinal sinyalin yam sira her ayristirilmis frekans bandindan dokusal 6zelliklerini ¢ikarmaktadar.
Daha sonra Komsu Bilesen Analizi teknigini kullanarak en iyi 100 6zellik se¢ilmistir.Modelimizin son adimi1
smiflandirmayr icermektedir. Bu asamada karar agaglari, dogrusal diskriminant analizi, ikinci dereceden
diskriminant analizi, Naive Bayes, destek vektor makineleri, k-en yakin komsu, torbalanmig agaglar ve yapay sinir
aglar1 dahil olmak iizere bir dizi siniflandirici kullanilmistir. Sonuglar kapsamli bir degerlendirmeye tabi tutulmus
ve tiim siniflandiricilar %80'in {izerinde siniflandirma dogruluguna ulagmistir. Ozellikle k-en yakin komsu
smiflandiric1, %99,75 gibi etkileyici bir degere ulasarak en yiiksek siniflandirma dogrulugu saglamustir.
Bulgularimiz, GYDM’ye dayanan 6nerilen ses siniflandirma modelinin, ev konumu ses veri setine uygulandiginda
oldukga tatmin edici sonuglar verdigini agik¢a gdstermektedir.
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Abstract

Detecting human activities within domestic environments constitutes a fundamental challenge in machine learning.
Conventionally, sensors and video cameras served as primary tools for human activity detection. However, our
work is oriented towards the innovative objective of ascertaining home locations by analyzing environmental
sound signals. Consequently, we compiled a comprehensive sound dataset from eight distinct locations. To enable
automatic home location detection using this sound dataset, we employed a lightweight machine learning model
designed with a paramount focus on precision and minimal computational overhead. At the core of our approach
is the introduction of a local feature generator, referred to as the one-dimensional Improved Local Quadruple
Pattern (1D-ILQP). This novel 1D-ILQP plays a central role in the feature extraction process, generating textural
features from the acoustic signals. To facilitate the extraction of high-level textural features, we emulated the
convolutional neural network (CNN) architecture, applying maximum pooling to decompose signals. The
suggested 1D-I1LQP extracts textural features from each decomposed frequency band as well as the original signal.
Subsequently, we selected the top 100 features using the Neighborhood Component Analysis (NCA) technique.
The final step of our model involves classification, wherein we employed a range of classifiers, including decision
trees, linear discriminant analysis, quadratic discriminant analysis, Naive Bayes, support vector machines, k-
nearest neighbor, bagged trees, and artificial neural networks. We subjected the results to a comprehensive
evaluation, and all classifiers achieved classification accuracies exceeding 80%. Notably, the k-nearest neighbor
classifier delivered the highest classification accuracy, reaching an impressive 99.75%. Our findings unequivocally
demonstrate that the proposed sound classification model, based on the 1D-ILQP, has yielded highly satisfactory
results when applied to the home location sound dataset.

Keywords: Home location detection, 1D-ILQP, Neighborhood component analysis, Sound classification,
Machine learning
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1. Introduction

Analyzing human behavior and activities holds significant potential across various domains [1].
Behavioral data can be invaluable for product development, design, and understanding human behavior
in diverse settings. Humans spend the majority of their lives in a variety of locations, such as homes,
shopping malls, offices, and restaurants. Analyzing usage patterns of these places can shed light on the
complex relationships between individuals and their environments [2, 3]. Traditionally, cameras and
sensors have been the preferred tools for monitoring human activities. However, these methods are often
costly and present challenges in data analysis. Several studies have employed image data and intelligent
techniques to describe human activities, but such approaches are susceptible to environmental
conditions, such as variations in lighting, physical obstructions, and camera blind spots [4-8].

Numerous studies explored the detection of human activities using sensor data [1, 9-13]. Wearable
technologies and mobile device sensors gained widespread use in this context [14-17]. However, a
primary limitation of sensor-based methods is their dependency on the presence of sensors on
individuals, which is not always feasible, especially within the confines of one's home [18]. When
people are at home, they typically do not carry mobile devices or wear wearable technology products,
making these methods less effective for indoor human activity and location data collection [19].

Sound-based detection of human activities and locations offers a more cost-effective and practical
alternative to video recording and sensor technologies. Human behavior can be discerned from the
sounds they produce or the sounds of objects they interact with, as these sounds often exhibit location-
specific patterns [20]. Sound is readily propagated and can be captured at a distance, making it a viable
option for monitoring human activities without the need for individuals to wear specific sensor-equipped
devices [19].

Intelligent sound recognition systems employ algorithms to learn and interpret sound patterns, extracting
valuable information from sound signals [21]. Sound recognition methods are typically categorized
based on the type of sound signal and their intended purpose. Common classes include environmental
sound determination [22-27], music recognition [28, 29], speaker recognition [30, 31], and emotional
state detection [32-34]. Additionally, acoustic event detection focuses on identifying specific events
within the acoustic environment, such as falls, breaks, and impacts [35-37], while acoustic scene
classification aims to classify environments, events, or behaviors using multiple concurrent sounds in
the environment [38-40]. This classification process helps differentiate environments such as crime
scenes, schools, restaurants, barbershops, and cafes [41, 42].

Indoor activity and location detection intersect with both event detection and acoustic scene
classification. Human indoor activities generate sound signals with varying frequencies and decibels.
For example, sounds produced during activities like cooking or cleaning in a home may exhibit
characteristics of both acoustic event recognition and acoustic scene classification. Nonetheless, indoor
activities possess unique sound signal features specific to their respective locations [20].

In the existing literature, there are limited studies that employ sound signals for the classification of
human activities and location recognition/classification. For instance, Jung and Chi [43] introduced a
method for classifying human activities, utilizing a dataset of 10 different human activity sounds
collected from YouTube. They extracted features from the sound signals using the Log Mel filter bank
and achieved an 87.6% accuracy rate using a residual convolutional neural network. Galvan-Tejada et
al. [44] proposed a method to recognize the indoor location of humans based on sound signals generated
during activities within a house. They used 11 different human activity sounds recorded in four distinct
rooms of a house and achieved a classification accuracy of 95% using the random forest model. Do et
al. [45] presented a sound-based human activity monitoring model by recognizing sound events in a
home environment, achieving a classification accuracy of 92.41% for 12 activities across six locations
using a two-level dynamic Bayesian network. Wang et al. [46] conducted a comparative study on
different feature extraction and machine learning techniques for indoor environmental noise
classification. They used 2500 indoor audio signals across five classes and demonstrated a 78%
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classification accuracy using the LPCC and SVM model. Mesaros et al. [47] developed a system for
acoustic event detection in real-life environments using hidden Markov models and achieved 24%
accuracy in classifying sound events belonging to 61 isolated classes.

1.1. Motivation and our work

Sound activity classification is a critical aspect of building and design construction. Extracting
meaningful information from environmental sounds is a valuable pursuit in this field. Deep learning
models and networks are frequently employed to achieve high classification accuracy in sound
categorization. However, these models are computationally expensive. Therefore, the development of
lightweight learning models has emerged as a significant research challenge.

The primary objective of this research is to introduce a lightweight sound classification model. To
achieve this, a novel hand-crafted feature extraction function has been devised to capture highly
distinctive features. However, this hand-crafted extraction function is limited in its ability to generate
high-level features. To address this limitation, we have emulated a deep learning network, specifically
a convolutional neural network, to create hierarchical representations. These hierarchical representations
enable the extraction of high-level features. For an accurate model, it is crucial to employ an effective
feature selection function. We have applied Neighborhood Component Analysis (NCA) [48] to select
the most distinctive features from the extracted set.

Additionally, we collected a new dataset specific to home activities, comprising eight distinct classes of
sounds. Our proposed lightweight learning model has been applied to this newly collected sound dataset.
To establish benchmark results, we have employed eight shallow classifiers for the classification
process.

1.2. Novelties and contributions

In this research, we have introduced a novel Environmental Sound Classification (ESC) model utilizing
environmental sounds from domestic settings. The key contributions of our study include:

o We collected a new and comprehensive sound dataset specifically designed for detecting home
locations. This dataset serves as a valuable resource for the development and evaluation of our
classification model.

e We have introduced a novel feature extraction function named 1D-ILQP. This function is
instrumental in extracting informative features from the sound data, enabling the accurate
classification of environmental sounds.

e Building upon the 1D-ILQP feature extraction, we have developed a new classification model.
This model leverages the capabilities of 1D-ILQP and has demonstrated remarkable
performance, achieving a classification accuracy exceeding 99%. Notably, this high accuracy
is accomplished using only two shallow classifiers, highlighting the efficiency and
effectiveness of our approach.

These contributions collectively enhance the field of environmental sound classification, particularly in
the context of home locations, and offer valuable insights for future research in this area.

1.3. Organization

The organization of the remainder of this research is presented as follows: Section 2 details the dataset,
Section 3 explains the proposed one-dimensional improved local quadruple pattern, and Section 4
presents the proposed feature engineering model. The results of this feature engineering model are given
in Section 5. These results are discussed in Section 6, while the limitations and future work are presented
in Section 7. Finally, Section 8 concludes the proposed research.
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2. Dataset

In order to evaluate the performance of the proposed method, a new dataset containing indoor sounds
was meticulously assembled. Different indoor locations within a home give rise to a diverse array of
sounds produced by human activities. For instance, the kitchen might feature sounds associated with
cooking, eating, and washing dishes, while the bedroom may exhibit sounds related to sleep. Each of
these produced sound signals possesses distinct characteristics, which render them amenable to
classification based on their unique features.

In our study, we identified eight distinct indoor locations within the home. For each location, we further
delineated various sub-activities and selected recordings of these sub-activities. To accomplish this, we
sourced material from open-access online video and audio platforms, including YouTube. Importantly,
the audio and video recordings used in our dataset originate from a variety of recording devices and
media sources. This diversity is intentional, as it reflects real-world conditions where data may be
collected from different environments and devices. Collecting data from diverse sources is essential to
ensure that our method's performance is robust and can generalize effectively across various settings.
For our dataset, we incorporated 50 different videos for each of the selected locations. This process
yielded a total of 500 sample sound signals for each location. Consequently, we created a balanced
dataset, which comprises a total of 4,000 sound samples distributed across eight distinct location classes.
These classes are as follows: (1) Bathroom, (2) Bedroom, (3) Dining room, (4) Dressing room, (5)
Kitchen, (6) Living room, (7) Toilet, and (8) Washing room. Each audio sample is typically in the range
of 1 to 2 seconds in duration, and all recordings have a signal frequency of 48 kHz.

A detailed breakdown of the dataset's contents is presented in Table 1, providing a comprehensive
overview of the dataset's composition and structure.

Table 1. Detail of collected sound dataset

Class | Location Name Class Activity Content Number of used | Number of
No Recording sample sound
signal
1 Bathroom Showering, brushing teeth, hair | 50 500
care
2 Bedroom Sleeping, breathing, and snore | 50 500
sounds
3 Dining room Eating, drinking, and other | 50 500
eating sounds (spoon and fork)
4 Dressing room Folding clothes, measuring, and | 50 500
hand movements
5 Kitchen Cleaning and water flushing 50 500
6 Living room Singing, Talking, Studying, | 50 500
Music, Clicking sound of
keyboard and mouse
7 Toilet Flushing 50 500
8 Washing room Washing  Machine  sounds | 50 500
(watering, draining and
spinning), lroning
TOTAL | 400 4.000

3. The Proposed One-Dimensional Improved Local Quadruple Pattern

In our research, we have introduced a novel feature extraction function named 1D-ILQP. The primary
purpose of this function is to generate discriminative features from a given signal. The 1D-ILQP function
operates by employing an overlapping block with a length of 16 and applying the signum function to
create features. As a result, this feature extractor produces three map signals, each represented with eight
bits. The cumulative outcome of this histogram-based extraction process amounts to 768 distinct
features.
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To elucidate the operation of the 1D-ILQP feature extraction function, we outline its steps below for a
clearer understanding:

Step 1: Generate overlapping blocks with overlapping blocks with a length of 16.
Step 2: Apply vector to matrix transformation to obtain a 4 x 4 sized matrixes. The prime objective of
this step is to apply the proposed pattern. Schematic description of the presented 1D-ILQP is shown in

Figure 1.

Pattern

Sample matrix

a(1) | a(2) | b(1) | b(2) 2 | 13 | 3 13
a(3) | a(4) | b(3) | b(4) 1 | 7 0 | 14
c(1) | c(2) | d(1) [ d(2) j 11 | 13 | 8 2
c(3) | c(4) | d(3) [ d(4) 8 4 | 14 | 6
No Bit No Bit No Bit
1 0 9 17 0
2 1 10 18 1
103=(01100111),
3 1 11 19 0
4 0 12 20 1
85=(01010101), <:|
5 0 13 21 1
6 1 14 2 1
92=(01011100),
7 1 15 23 0
8 1 16 24 0

Figure 1. Binary feature extraction and decimal values creation diagram of the proposed 1D-ILQP

The proposed 1D-ILQP feature extraction function employs a binary feature extraction process, which
subsequently leads to the creation of decimal values. The following diagram illustrates the binary feature
extraction and decimal values creation process:

Here's a step-by-step description of this process:

- A 4x4-sized matrix is divided into four parts, each with a size of 2x2. These parts are denoted
as'a,''b,' 'c,'and 'd.'

- By comparing these four parts (‘a,''b," 'c," and 'd"), 24 bits are extracted. These 24 bits are used
to form three distinct groups of bits.

- These three bit groups serve as the basis for creating three map signals.

- Histograms of these map signals are generated to produce a feature vector.

- The three histograms are then combined, resulting in a feature vector with a total length of 768.

This feature extraction method yields a comprehensive set of features that can be utilized for subsequent
analysis and classification tasks.
As can be seen Figure 1, the used pattern of the 1D-ILQP has been summarized.

Step 3: Extract binary features by using the quadruple pattern (see Figure 2). Pseudocode of the bit

extraction process has been given in Algorithm 1.
Algorithm 1. Bit (binary features) generation of the proposed 1D-1LQP
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Input: Matrix (m)

Output: Bit vector (bit)

01: Assign a, b, c and d values using m.
02: forj=1to4 do

03:  bit(j) = a(j) = b());

04: bit(G+4) =a() = c();
05:  bit(j +8) = a(j) = d(j);
06: bit(j +12) =b(j) = c());
07:  bit(j +16) = b(j) = d();
08: bit(j + 20) = c(j) = d(j);
09: end for j

Step 4: Create three big groups with a length of eight like local binary pattern. These creation process
is denoted in Equation 1.

b9 =bit(j+8x(g—1)),j€{12,..8},g€{123} (1)
Herein, b9 defines g™ bit group.

Step 5: Generate three feature map signals using the generated bit groups.

8
map9 (i) = Z b9 (j) x 2771 (2)
j=1

where map¥ represents g™ feature map signal.

Step 6: Extract histogram of each map signal.

Step 7: Merge the extracted histogram to create feature vector with a length of 768.
fv=HI(h+256x(g—1)),he€{12..,256} (3)

Herein HY is histogram of the g™ map signal and fv defines feature vector with a length of 768.

4. Our Proposed Home Location Detection Method

The primary goal of this model is to efficiently detect home locations using sound signals, minimizing
the computational time required. To achieve this, we have introduced a novel local feature extraction-
based sound classification model, which comprises three key phases:

Feature Generation: This phase leverages the presented 1D-ILQP (One-Dimensional Improved Local
Quadruple Pattern) and a maximum pooling-based feature extraction model. It involves the following
steps:

- Creation of decomposed sub-bands of the sound signal using maximum pooling.

- Extraction of textural features from both the raw sound signal and the decomposed sub-bands

using 1D-ILQP.

- Formation of a feature vector, which serves as input for the subsequent feature selection phase.
Feature Selection: In this phase, NCA is employed to select the most informative features. The NCA
feature selection function is applied to the feature vector, leading to the identification and retention of
the top 100 features.

Classification: The last phase involves classification using various machine learning methods. Eight
classifiers are used to compute the classification results. These classifiers are evaluated through a 10-
fold cross-validation procedure to ensure robustness and reliability of the model.

In summary, the model's workflow can be described as follows: raw sound signals are transformed into
a feature vector through the application of 1D-ILQP and maximum pooling. Subsequently, feature
selection using NCA is carried out, resulting in the identification of the most relevant features. Finally,
the classification of home locations is performed using a range of classifiers with 10-fold cross-
validation to validate the model's effectiveness. For a visual representation of this process, please refer
to Figure 2 in our introduced 1D-ILQP feature extraction-based home location detection model.
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Figure 2. Block diagram of the 1D-ILQP-based sound signal classification model

This model mimics deep learning networks. It uses a manually crafted feature extractor to generate
textural features. Maximum pooling is applied to create layers that function as a decomposition
mechanism. These layers are instrumental in extracting high-level features. Throughout this process, the
1D-ILQP is applied nine times, extracting 768 features from each signal. During the fusion
(concatenation) step, these features are combined to form a feature vector with a length of 6912
(=768x9). From this pool of 6912 features, the top 100 features are selected using the NCA selector.
The results are then obtained by applying these 100 features to eight conventional classifiers.

As can be seen from Figure 1, the used feature extraction function is 1D-ILQP. The definition of the
1D-ILQP is given below. General steps of the presented 1D-ILQP based model have been listed in
below.

Step 1: Create sub-bands by deploying maximum pooling. In this work, eight compressed bands have
been created. The number of compressed bands have been generated by using accuracy value. The

optimal accuracy score has been attained using eight compressed bands. The compressed band
generation formula is denoted in below.

sb! = maxpool(sound) (4)
sbt = maxpool(sbt™1),t € {2,3,...,8} (5)

Herein, sb defines compressed bands and maxpool(.) is maximum pooling function using non-
overlapping blocks with a length of two.

Step 2: Extract features from sound signal and compressed bands.
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fv! = 1QP(sound) (6)
fvt = IQP(sbt~1),t € (2,3, ...,8) (7)

Herein, IQP(.) defined the proposed 1D-IQP feature extraction function. In this step, the feature
generation process has been defined.

Step 3: The extracted features have been merged to create final feature vector (X) with a length 6912.
X(g+768x (t—1)) = fv'(q),q €{12,..,768}t €{1,2,..,8} (8)

Step 4: Choose the most discriminate/valuable 100 features from the generated 6912 features by
applying NCA. NCA holds a significant place in feature selection literature and can be viewed as a
feature selection variant of the k-nearest neighbors (kNN) method. NCA calculates a positive weight for
each feature, with informative features receiving higher weight values and redundant features receiving
lower weight values. This weighting process allows for the selection of the top 100 features based on
the generated weights.

Step 5: Calculate results using the eight shallow classifiers with 10-fold cross-validation, it's important
to understand the attributes of each classifier. Here's a summary of the attributes for each of the
mentioned classifiers:

Decision Tree (DT): Decision trees are a non-linear model that uses a tree structure to make decisions.
They split the dataset into subsets based on the most significant attribute at each node.

Linear Discriminant (LD): Linear discriminant analysis is a method used for dimensionality reduction
and classification. It projects data into a lower-dimensional space while maximizing the separation
between classes.

Quadratic Discriminant (QD): Quadratic discriminant analysis is a variant of linear discriminant
analysis but assumes that each class has its own covariance matrix.

Naive Bayes (NB): Naive Bayes is a probabilistic classification algorithm based on Bayes' theorem. It
assumes that features are conditionally independent.

Support Vector Machine (SVM): SVM is a powerful classification method that finds a hyperplane that
best separates data points into different classes while maximizing the margin between the classes.

k-Nearest Neighbor (kKNN): kNN is a simple classification algorithm that assigns a class label based on
the majority class among its k-nearest neighbors in feature space.

Bagged Tree (BT): Bagging is an ensemble method that combines the predictions of multiple decision
trees to reduce variance and improve accuracy.

Artificial Neural Network (ANN): Artificial neural networks are a family of machine learning models
inspired by the human brain. They consist of interconnected nodes and layers and can be used for various
classification tasks.

With the attributes of these classifiers in mind, you can now proceed to calculate results using each of
them in your 10-fold cross-validation framework.
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Table 2. Attributes of the classifiers

Classifier | Hyperparameters Classifier | Hyperparameters
DT Maximum number of splits: 100 SVM Kernel: Quadratic
Split criterion: Gini Box constraint level: 1
Surrogate decision split: Off Kernel scale: Auto
Multiclass method: One-vs-One
LD Covariance structure: Full kNN k:1
Distance metric: City block
Weight: none
QD Covariance structure: Full BT Ensemble: Bag
Learner: DT

Maximum number of splits: 1000
Number of learners: 30

Learning rate: 0.1

NB Kernel: Gaussian ANN Number of fully connected layers: 1
Support: Unbounded Layer sizes: 100, 10, 10

Activation: ReLu

Iteration limit: 2000

Lambda: 0

Results have been obtained by employing these eight shallow classifiers, with their respective
hyperparameters as listed in Table 2.

5. Results

This section presents the experiments conducted in this research. The 1D-ILQP-based model was
implemented in the MATLAB environment to evaluate the home location dataset used in this study. The
dataset comprises 4000 sounds categorized into eight rooms, ensuring a balanced distribution. These
sound samples were sourced from YouTube. The MATLAB implementation involves the utilization of
several functions, including maximum pooling, 1D-ILQP, NCA, and a primary 'main’ function.

To assess the model's performance, various metrics such as accuracy, precision, and F1-score were
computed for each of the eight classifiers used in the study. Consequently, eight sets of results were
generated. Furthermore, class-specific results for each classifier were also calculated. Initially, the
comprehensive classification outcomes for each classifier are presented in Table 3.

Table 3. Overall classification performance results (%) of the used eight classifiers.

Classifier Accuracy Precision F1

DT [49] 89.50 89.50 89.50
LD [50] 92.65 92.88 92.60
QD [51] 98.98 98.98 98.97
NB [52] 83.10 85.14 83.15
SVM [53] 99.68 99.68 99.68
kNN [54] 99.75 99.75 99.75
BT [55] 97.48 97.48 97.47
ANN [56] 98.95 98.95 98.95

Moreover, category-wise results have been denoted in Figure 3.
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Figure 3. Category-wise classification accuracies according to the used classifiers.

Furthermore, the time complexity of the proposed 1D-ILQP pattern based sound classification has been
calculated. In this model, the presented 1D-ILQP is a textural feature extractor and the time complexity
of this function is equal to O(n). To generate features at high levels, a simple decomposition model
which is maximum pooling has been used. Maximum pooling halved the length of the used sound signal
in each level. Therefore, the time burden of the presented feature extraction model is calculated as
0(nlogn). Moreover, we have used NCA feature selector. This feature selector is a simple feature
selection function. In the classification phase, a shallow classifier has been employed to get results. In
this respect, the time burden of this hand-crafted features based sound classification model is
O(nlogn + k + ¢). Herein, n is length of the sound signal, k is coefficient of NCA and c defines
coefficient of the used classifier. According to this result, this model has linear time complexity.

6. Discussion

The primary objective of this research is to classify human activities within the home environment and
determine the specific location within the home using sound data. This research introduces two
noteworthy contributions: the compiled sound dataset and the novel 1D-ILQP function. The utilization
of 1D-ILQP has facilitated the development of a novel classification model, inspired by Convolutional
Neural Networks (CNNs). As previously mentioned, the presented feature extractor primarily generates
low-level features. To enhance the feature extraction capabilities of 1D-ILQP, we introduce levels
created through maximum pooling and subsequently generate decomposed/compressed sound signals.
Our feature generator extracts feature from each of these compressed sound signals, resulting in multi-
level feature extraction. An effective machine learning model must incorporate a feature extraction
function to select the most valuable features and reduce the computational load on the classifier.
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In this research, the Neighborhood Component Analysis (NCA) feature selector is employed, which
selects the top 100 features from the 6912 initially used features. To evaluate the classification
performance of the 1D-ILQP and NCA-based feature creation model, eight shallow classifiers are
employed, yielding eight distinct results. The least performing classifier is Naive Bayes (NB), which
achieved an accuracy of 83.10% on the dataset. In contrast, the most successful classifier is k-Nearest
Neighbor (kNN), attaining an accuracy of 99.75% on the same dataset. Additionally, the results are
categorized by class for each classifier, and a comparative analysis is presented in Table 4.

Table 4. Comparative results to sound based human activity and location recognition/classification

Work and Year Aim Method Number of | Accuracy (%)
Categories
Mesaros et al. | Event Hidden markov | 61 events 24
[47], 2010 detection models
Tejada et al. [44], | Indoor Contextual 10 activities, 4 | 95
2018 location information locations
estimation extracted
using activity
Wang et al. [46], | Indoor human | SVM model with | 5 activities 78
2019 activity LPCC feature
recognition
Jung and Chi | Human CNN 10 activities 87.6
[43], 2020 activity
classification
Do et al. [45], | Human A two-level | 12 activities, 6 | 92.41
2021 activity dynamic Bayesian | locations
monitoring network
Our Work Indoor home | 1D-ILQP 26 activities, 8 | 99.75
location locations
classification

According to Table 4, our proposed model attained 99.75% classification accuracy for eight locations
classification. We proposed a hand-crafted features based model and the most of the previously
presented sound classification methods used hand-crafted models except for Jung and Chi [43] method.
Jung and Chi [43] used a CNN classification based model. They extracted spectrogram images from
each sound and used these images as input for a residual network to compute results. In their study, they
achieved an accuracy of 87.6% for a dataset with 10 classes. In contrast, our model is a manually
designed learning approach, the 1D-1LQP-based model, which achieved a significantly higher
classification accuracy of 99.75% for eight categories.

The benefits of the presented model are;
Advantages:

- The 1D-ILQP-based sound classification model achieved an impressive classification accuracy
of 99.75% for eight categories, demonstrating the effectiveness of this novel approach in
accurately detecting home locations using sound signals.

- The comprehensive evaluation of the model employed eight shallow classifiers. The
classification results illustrate that the model's performance can vary based on the choice of
classifier. The highest classification accuracy, 99.75%, was achieved using the k-Nearest
Neighbor (kKNN) classifier, while the Naive Bayes (NB) classifier exhibited the lowest accuracy
at 83.10%.

- The introduction of the 1D-ILQP function for feature extraction is a significant contribution.
This function, when combined with maximum pooling and multi-level feature extraction,
enhances the model's ability to generate informative features, improving the classification
performance.
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The research utilized a balanced dataset comprising 4000 sound samples across eight categories,
ensuring that each category was adequately represented. This balanced dataset contributes to
the robustness and reliability of the model.

The application of the NCA feature selector aids in selecting the most relevant features from a
large set of 6912 features, optimizing the model's efficiency and effectiveness.

These findings highlight the strengths and weaknesses of the research, showcasing the promise of the
1D-1LQP-based model for indoor activity and location detection while acknowledging its specific
limitations and areas for potential improvement.

7. Limitations and Future Works

In this section, the limitations of this research and future studies are presented.

The limitations of the research are presented below

The research focuses on classifying activities and detecting locations within a home
environment. The model's applicability may be limited to indoor settings and may not generalize
well to other environments or broader contexts.

While the 1D-ILQP function and feature extraction techniques are effective, manual feature
engineering may not be the most scalable approach for more extensive datasets or evolving
research needs.

The model's performance is based on offline analysis, and its real-time applicability in home
automation or security systems may require further development and optimization.

Future studies of the research are presented below

Future work could focus on developing a real-time application of the 1D-ILQP-based sound
classification model. This would involve optimizing the model's performance for immediate and
continuous monitoring of activities and locations within a home environment, which could have
applications in home automation and security systems.

Extending the research to encompass a wider range of environments beyond the home, such as
offices, public spaces, or outdoor settings, could expand the model's applicability. Addressing
the challenges of noisy and dynamic environments presents an exciting research opportunity.
Collecting and utilizing more extensive and diverse sound datasets would enable the model to
generalize better and accommodate a broader spectrum of activities and locations. A larger
dataset could also allow for more advanced machine learning techniques, such as deep learning
models.

Implementing an online learning framework could enable the model to adapt and improve its
performance over time. This could be especially beneficial in environments where activities and
sounds change or evolve continuously.

Investigating how this technology can enhance human-computer interaction and user experience
within smart homes or assistive technology settings is another exciting area. This research could
focus on developing intuitive interfaces and control mechanisms based on sound classification.
For applications in resource-constrained environments, such as loT devices, research could
concentrate on developing energy-efficient hardware solutions that can execute the sound
classification model without significant power consumption.

Further research into the modeling of human behavior patterns using sound signals could have
implications in fields such as psychology, sociology, and healthcare. Understanding and
predicting human behaviors can provide valuable insights.

These future works can advance the research in sound-based activity and location classification, offering
innovative solutions for a wide range of applications and contributing to the evolving field of audio-
based artificial intelligence. Furthermore, we are outlined our primary future objective in Figure 4.

24



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 12-29, 2025
N. Abdullahi, E. Akbal, S. Dogan, T. Tuncer, U. Erman

Sound collection

from each room
—

Sound
Dataset

I —

Home The proposed
model

Smart home

Figure 4. Converting to a smart home by implementing the proposed model

Figure 4 clearly demonstrates that the proposed model can be utilized in sound-based smart home
applications. Furthermore, we can employ this model for digital forensics, particularly in sound
forensics, as well as for cybersecurity and cybercrime analysis.

8. Conclusions

In this study, we presented a novel sound classification model, the 1D-ILQP-based model, aimed at
classifying human activities within the home environment and accurately detecting the location of these
activities using sound signals. The research has yielded significant insights and achieved remarkable
results, which are summarized below:

The 1D-ILQP-based model demonstrated outstanding performance, achieving a classification accuracy
of 99.75% for eight distinct categories, representing different rooms within a home. This exceptional
accuracy underscores the model's ability to precisely identify activities and locations based on sound
signals.

This research introduced an innovative approach to sound-based activity and location classification
within a home environment. The exceptional classification accuracy, unique feature extraction
techniques, and the robustness of the model are indicative of its potential for applications in home
automation, security, and beyond.
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As we move forward, future research will explore real-time implementation, scalability to diverse
environments, and ethical considerations associated with sound-based monitoring. These endeavors aim
to further enhance the applicability and responsible use of sound classification technology.
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Oz

Bu calismada milimetrik dalga bandin1 kullanan darbant haberlesme sisteminde tek bir kullaniciya ait kanalin
kovaryans kestirimi incelenmektedir. Haberlesme sistemi zaman boliisiimlii ¢alismaktadir ve kullanicidan baz
istasyonu yoniindeki kanal i¢in kovaryans kestirimi yapilmaktadir. Baz istasyonu ¢ok antenli ve radyo frekans
(RF) zinciri hem analog hem sayisal birlestiricilerden olusan ¢ok-girisli ¢ok-¢ikisli karma mimariye sahipken,
kullanicinin tek anteni vardir. Ele alinan sistem modelinde ortak birlestirici matris yonteminin, milimetrik dalga
kanali uyum siiresi boyunca gonderilen pilot bloklar i¢in ayni birlestirici matrisinin uygulanmasi, kullanildigi
varsayilmaktadir. Seyrek sinyal gericatim yontemlerinden eszamanli normal uyum kovalama, ¢ok dl¢limlii seyrek
Bayes 6grenme ve korelasyonlu seyrek Bayes 6grenmenin sistem modeline uygulamsi gosterilmektedir. incelenen
yontemlerin sayisal sonuglari hesaplanarak normallestirilmis en kii¢iik ortalama karesel hata basarimlart degisen
RF zincir sayist ve milimetrik kanal seyreklik oranlari igin referans en kiigiik ortalama kare (EKOK) kestiricisiyle
kargilagtirtlmaktadir. Sayisal sonuglar tim deneylerde referans EKOK kestiricisine en yakin bagarimlarin,
korelasyonlu seyrek Bayes 6grenmeye ait oldugunu gostermektedir.
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Abstract

In this paper, the channel covariance estimation of a single mobile station (MS) in a narrowband millimeter wave
(mmWave) communication system was addressed. The communication system worked in time division duplex
(TDD) mode and the channel covariance was estimated in the uplink communication. The base station (BS) had
multiple antennas with a hybrid architecture of radio frequency (RF) chains made up of analog and digital
combiners, while the MS had a single antenna. The investigated system model assumed the shared combining
matrix scheme where the same combining matrix was used across multiple coherence blocks of the mmWave
channel. The application of the sparse signal recovery algorithms including the simultaneous orthogonal matching
pursuit (SOMP), the multiple response sparse Bayesian learning (MSBL), and the correlated sparse Bayesian
learning (CSBL) to the system model were shown. The algorithms were evaluated numerically, and their
normalized mean square error (NMSE) performances were compared against the benchmark oracle minimum
mean square error (MMSE) estimator in multiple scenarios of varying number of RF chains at the BS and sparsity
ratios for modeling the mmWave channel. The numerical results indicated that the CSBL algorithm provided the
NMSE results closest to that of the oracle MMSE estimator in all the scenarios.
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1. Introduction

Millimeter wave (mmWave) communication is one of the technologies considered for next-generation
wireless systems [1-2]. The high data rate requirements of the next-generation wireless systems can be
satisfied with the mmWave communication where the frequencies from 30 GHz up to 300 GHz with
bandwidths as large as 2 GHz can be assigned to systems [1-2]. The signal processing at the mmWave
frequencies is much more challenging than at lower frequencies due to new hardware constraints, different
channel models, and the usage of large arrays. The power consumption and the high costs of circuits are
important hardware constraints and to deal with them, the signal processing operations can be separated into
analog and digital domains so that the number of analog-to-digital converters (ADC) can be reduced, or low-
resolution ADCs may be used [3-5]. These hardware constraints have renewed the interest in the research of
hybrid beamforming [6-7] and low-rate ADC methods [3-5]. The mmWave channel models must consider
the drastic path loss due to attenuation at these frequencies. This makes estimation of the channel state
information (CSI) of the mmWave systems very difficult since the signal-to-noise ratio (SNR) is poor without
any application of beamforming. To mitigate the high propagation losses and improve the SNR, the mmWave
systems need high beamforming gains which can only be achieved via large antenna arrays. These systems
must employ hybrid analog-digital precoding techniques [6-7] to decrease the number of radio frequency
(RF) chains needed at each antenna of the array so that the hardware costs can be maintained. The accurate
full CSl is critical for the performance of these hybrid precoding techniques. Since the number of RF chains
is less than the number of antennas in these hybrid systems, the received signal is lower dimensional which
makes obtaining the full CSI even more challenging. There exist other hybrid precoding techniques which
use spatial channel covariance instead of the full CSI. Thus, the channel covariance estimation is crucial in
reaping the benefits of the hybrid mmWave systems.

A mmWave channel can be modeled as a sparse signal in the angular domain since the signals arrive in a
small number of path clusters due to limited scatterers around the receiver. There is also spatial correlation
since the antennas in the array are close to each other. Each signal with an angle of arrival correspond to a
spatial frequency and the continuous domain of the spatial frequencies can be discretized into a finite set of
grid points. If the true spatial frequencies are close to some of the grid points, the received signal at the t-th
snapshot, §, € CM*1, can be given as a linear system of equation,

V. = &8, + 7, t=1,..,T. 1)

In Equation (1), @, € CM*P is the known dictionary matrix, g, € C?** is the unknown mmwWave channel
vector, and the noise is shown as z, € CM*. This system of equations is underdetermined due to the
reducing the number of RF chains via the hybrid precoding, i.e. M < D, and the unknown parameter vector
g, is sparse with only L <« D nonzero entries. The covariance matrix, that determines the spatial correlation
between the components of the channel vector, is assumed to remain constant during t = 1, ..., T snapshots.
Finding a single solution amongst infinitely many requires imposing additional constraints in these
underdetermined systems. Since the unknown mmWave channel vector is sparse, its nonzero entries can be
estimated by applying the sparse signal recovery algorithms to Equation (1).

The point estimates of the correlated sparse mmWave channel of a single user can be obtained via the
orthogonal matching pursuit (OMP) based algorithm proposed in [8]. However, the selection of the
dictionary matrix, which must be done according to the restricted isometry property, determines the accuracy
of the solutions provided by the OMP based algorithms. [9] proposes covariance estimation methods based
on the simultaneous OMP (SOMP) algorithm for both fixed and varying dictionary matrices at each snapshot.
The grid mismatch issue associated with the generation of the dictionary matrix for the greedy OMP and
SOMP algorithms are addressed in the works [10-12]. While [10] proposes grid-less refinement steps for the
OMP algorithm and a perturbation framework is given by [11] for the SOMP algorithm, [12] shows the
implementation of a multigrid dictionary refinement scheme to be used with the SOMP algorithm. The out-
of-band covariance information translated from a parallel sub-6 GHz system is used in the sparse recovery
of the covariance of the wideband mmWave multiple-input multiple-output (MIMO) channel [13]. Multiple
sparse Bayesian learning (MSBL) framework [14] utilizes expectation-maximization (EM) to find
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probabilistic estimates of the unknown channel vector in Equation (1). Although the MSBL algorithm is
more resilient to the selection of the dictionary matrix compared to the OMP based solutions, it uses a
diagonal prior covariance matrix and so does not take the spatial correlation of the channel vector into
account. The temporal correlation between the entries of the unknown channel vectors at different snapshots
is considered in [15] where the measurement matrix made up from T measurements in Equation (1) is
vectorized and a block MSBL algorithm is proposed. The correlated SBL (CSBL) algorithm [16] improves
upon the MSBL algorithm by using a prior covariance matrix which is not diagonal and a much better model
for the spatial correlation between the entries of the unknown channel vector. The CSBL algorithm has a
computational disadvantage over the MSBL algorithm that it requires explicit calculation of the inverse of a
precision matrix. A faster version of the CSBL algorithm with reduced complexity is proposed in [17]. The
impact of the residual transceiver impairments in the components of the RF chain is examined for a
narrowband mmWave hybrid MIMO system in [18]. A zero-attracting least mean square (ZALMS) adaptive
filtering algorithm is proposed for the estimation of the downlink channel [18].

The covariance estimation of the mmWave channels in a narrowband hybrid MIMO communication system
is investigated in this paper. In our system model a single mobile station (MS) with a single antenna is
communicating to a base station (BS) with a mixture of analog and digital combiners in its RF chains and
the estimation takes place during the uplink communication. Since the communication system works in time-
division duplex (TDD) mode, the channel reciprocity allows the downlink communication to be precoded
with the estimated uplink channel. The combining matrix is assumed to be shared across multiple pilot blocks
transmitted by the MS within the coherence of the mmWave channel. We focus on covariance estimation
methods using sparse signal reconstruction and show how the SOMP, the MSBL, and the CSBL algorithms
can be applied to estimate the mmWave channel of a single MS communicating to a hybrid MIMO BS using
the shared combining matrix scheme. The performances of the algorithms are compared in multiple scenarios
with varying number of RF chains and mmWave channels with varying sparsity levels.

The remainder of this paper is arranged as: the models of the hybrid MIMO system and the mmWave channel
are explained in Section 2. Then, the mmWave channel covariance estimation methods based on sparse signal
recovery are presented in Section 3. The numerical evaluations of the methods are given in Section 4. Finally,
Section 5 is the conclusions.

2. System Model

We consider a narrowband communication system operating in half-duplex TDD mode where either the BS
or the MS is transmitting at one time. The total number of samples available within the coherence interval of
the channel are divided into three subintervals: uplink data, uplink pilot, and downlink data [19]. The BS
learns the CSI of the uplink channel via the symbols transmitted by the MS in the uplink pilot’s subinterval
of the coherence interval. Once the BS has the acquired the uplink channel, it also has an estimate of the
downlink channel due to the channel reciprocity that is the impulse response of the channel between any two
antennas is the same [19]. In both uplink and downlink data transmissions, all complexity resides in the BS.
In the uplink data transmission, the MS sets its power level and then transmits the data symbols, and the BS
decodes the received symbols via either zero-forcing or maximume-ratio combining using the uplink channel
estimate. Similarly in the downlink data transmission, the BS applies a linear precoding operation using either
zero-forcing or maximum-ratio combining on the information bearing symbols before transmission [19]. The
BS has a uniform linear array (ULA) of N antennas placed at equal distance from each other and M hybrid
RF chains. An RF chain consists of components such as low-noise amplifiers, filters, mixers, converters,
oscillators, ADCs, and automatic gain control [1,13,18]. The analog combiner connecting the antennas of the
BS to its RF chains in Figure 1 is the RF combiner and it can be implemented using phase shifters which
imposes unit norm entries in the analog combining matrix [1,18]. To convert the output of the RF chains to
baseband, the BS must apply a second baseband combiner before the covariance of the channel can be
estimated. The BS is communicating with a single MS which has a single antenna (Figure 1).
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Figure 1. BS has N antennas and M RF chains while there is only a single antenna at the MS. The mmWave channel
is represented with a narrowband geometric channel with L paths and the estimation of the channel covariance occurs

in baseband [9]

Lq.

The uplink mmWave channel from the MS and the BS is modeled according to the geometric channel model
with L number of channel paths (Figure 1) as

L
b= ) G.b(®) = BE: @
=1
whereg, = [Jt1  Ger]T € CX1, g, shows the gain of the I-th channel path at the ¢-th snapshot, and
B =[b(¢1) - b(¢.)] € CV*L. Acolumn of B, i.e. b(¢,), is the array steering vector associated with

the angle-of-arrival (AoA) of the I-th channel path, i.e. ¢;, is
b(¢p,) =[1 e-imcos¢r ... p-in(N-1) cos ¢]T -

In Equation (3) the spacing between the elements of the ULA at the BS is assumed to be equal to half of the
wavelength and it is also assumed that the AoAs do not change for T snapshots.

A dictionary matrix, A = [a(¢;) -+ a(¢p)] € CV*P can be built by creating a grid of D > L points on
the range of the spatial frequencies, i.e. y; = cos ¢, from -1 to +1 and Equation (2) can be rewritten using
this dictionary matrix as

h, = Ag, 4)

The path gain vector, g, € CP**, in Equation (4) has a support, the set of indices indicating to the nonzero
entries, § = {j: g, # 0}, with L elements |S§| = L and they correspond to the AoASs, {¢, ..., $p}. The
covariance matrix of the channel, Ry, € CV*V | can be written as

R, = E{h;h;} = AR A" ®)

in terms of R, = E{g,g;} € C°*P, the covariance matrix of the path gains. (-)* shows the Hermitian
transpose. We assume that the components of the path gain vector, g, are correlated with each other and so
the entries of the covariance matrix are given as [Rg] G = P j,k\/V_j« /i Where p; ;. is correlation coefficient

between the entries and y; is the variance of the j-th entry. The covariance matrix of the path gains can be
written in matrix form as

R, = I'/?Ur'/2 (6)
where I'*/2 = diag{\/y, ..., /¥p} and the entries of U are [U](jxy = pj -
The MS transmits a unit modulus pilot symbol, i.e. |x;| = 1, and the received signal at the BS is

ye = Agx; + 1y )
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where n, € CV*1 is the additive complex circularly symmetric Gaussian noise vector with the single-sided
spectral density of each of its component being Ny, i.e. n,.~CN (0, NyI). The received signal is multiplied
with a hybrid combining matrix, W, = WggWgr € CM*N which is a cascade of the analog, Wgg € CM*V,
and digital, Wgg € CM*M  combining matrices (Figure 1) and the conjugate of the pilot symbol, x;, so that
the result of this operation is the signal at baseband given as

Ve = WeAgxex; + Wengxp = @8, + 2, ®)
where the overall sensing matrix is shownas ®, = W,A € C**P and the new noise vector, z, = x;W;n; €
CM*1 s distributed as z,~CN(0, |x;|?NoW,W;). The conjugate transpose of a matrix is shown by
superscript (-)*. Assuming that there are T snapshots in total and the hybrid combining matrix is fixed for
each snapshot that is W; = --- = Wy = W, then the received signal vectors for t = 1, ..., T in Equation (8)
can be rewritten as

Y=0G+1Z 9)

where the measurements are shown as Y = [¥ ... §7] € CM*T | the dictionary matrix is ® = WA € CM*P,
G=[g;.. grl €CP*T and Z = [z, ... ;] € CM*T, The channel covariance estimation problem is to
estimate Ry, given Y.

3. Covariance Estimation Using Sparse Signal Reconstruction
Equation (9) is a multiple measurement vector problem, and the optimum solution can be found from
mﬁin||? — ®G||,. subjectto||G]| <L (10)

-~ - /
where the Frobenius norm of a matrix, Y, is shown as [|Y]| . = (Z% Z{|37m,t|2)1 * and the row-£, quasi-

norm of a matrix is defined as ||G ||mw_0 = |rowsupp(G)| [7,16]. The row support of a matrix, G, is the
set of indices for its nonzero rows that is

rowsupp(ﬁ) = {j: [G] G # 0 for some k} (12)

3.1. SOMP algorithm

The SOMP algorithm shown solves Equation (10). In each iteration the SOMP algorithm first finds the
column of the dictionary matrix, @, that is best aligned with the current residual matrix V [9,20-21] that is

j= argznax||¢,§V||2, d=1,..,D. (12)

The index set, A, is updated with the index of the best aligned column from Equation (12). Then a new
residual is calculated by removing the projection of the measurement matrix along the direction of the chosen
columns

V=_1-o,0,)Y (13)

where ®, is the submatrix constructed from the columns of & that correspond to the indices in the set, A
[9,20-21].

The steps of the SOMP algorithm are shown in Figure 2. The SOMP algorithm iterates between steps 5-7.
The computational complexity is dominated by the orthogonalization during the update of the residual matrix
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in step 7. To reduce the computational complexity, the matrix decompositions such as Cholesky or QR can
be applied. The SOMP algorithm implementing the QR matrix decomposition can terminate with a solution
in O(DML) operations [21].

begin
input: ® = WA, Y, L
initialize: V=Y, A = 0, Gsomp = 0
forl=1:Ldo
j = argmax|; VIl
A=AuU{j}
V=~_0-o,0;)Y
end for
[G\SOMP](’I}V:) = (DXY R
10. output: Gsomp, Hsomp = ArGsomp

COoN awhpE

Figure 2. The pseudocode of the SOMP algorithm

Once the path gains, g, s are estimated via Gsopp, then the covariance channel matrix can be found using
Ry = (1/T)GsompGgomp 8S iN

R, = AR A" (14)
3.2. MSBL algorithm

The MSBL algorithm calculates the maximum a posteriori (MAP) estimates of the channel path gains using
the expectation-maximization (EM) method [14-15]. Given ¥,, the posterior conditional density of the path
gain vector, g;, is circularly symmetric complex Gaussian with g.~CN (Mvsgr,, Zmsg) [14]. The
expectation step (E-step) of the MSBL algorithm calculates the mean and the covariance of the Gaussian
distribution according to

HmsBL, = rMSBLq)*QKAlSBLyt (15)
Zvser = Tuser — TvseL® Qs PluspL (16)

respectively. In Equations (15) and (16), TyspL = diag{¥mspL} € CP*P and QgL = Nol +
®Plysp P € CM*M [14]. The maximization step (M-step) of the algorithm updates ¥ysgr = [¥1, -, 7p]
according to

1
Va = T ”[MMSBL](d.:)llz + EmspLl@ayd =1,..D (17

The posterior mean matrix shown as Mg, in Equation (17) is the concatenation of the mean vectors that
is Myspr, = [MmsBL,» - » MmspL,] € CP*7 and the d-th row of Mysp, is shown as [Myspy](a,;) [14].

The pseudocode of the MSBL algorithm shown in Figure 3. The MSBL algorithm requires the variance of
the noise, Ny, to be supplied as an input. The first step of the MSBL is the initialization of the variance
parameter vector

?MSBL = []//\1' "-'?D] = [1' 11] = 1D (18)
where 1, is a column vector of size D x 1 with all its elements equal to 1. Then the MSBL iterates between
the E- and M-steps, lines 6-9 (Figure 3), until convergence is achieved, or a fixed number of loops have been
run. There is no need to explicitly invert the matrix, Qysgr, in Steps 7 and 8. Instead the Moore-Penrose
pseudo-inverse which is way more efficient than explicit matrix inversion can be calculated. The
computational complexity of the MSBL algorithmis O(DM (M + T)) [16].
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begin
input: ® = WA, Y, N,
initialize: YyspL = [1,...,1]1 =1
for i = 1: maxIter do
TvspL = diag{¥mseL}
Quspr, = Nol + @lysp, P*
ZyvseL = ImseL — FMSBL‘D:QWSBL‘PFMSBL
Myspr, = Tvispr @ QusprY
Va = (l/T)”[MMSBL](d,:)”z + [Zmserla,a), Vd
end for
output: Gyspr, = Muspr, Hvspr = AGusgr, YussL,

RHE © o~NouR~wNE

= o

Figure 3. The pseudocode of the MSBL algorithm
3.3. CSBL algorithm

The CSBL algorithm uses a nondiagonal prior covariance matrix to model the correlations between the
entries of the path gain vector. The posterior conditional probability density function of g, given ¥, is
circularly symmetric complex Gaussian with g~CN (K¢sgL,, Zcss.) Where the mean vector, pcggy,, and
the posterior precision matrix, Xqspy, are given [16-17]

Mcspr, = (1/Np)ZcdpL®@ Ve (19)

ZespL = (1/No) (@7 ®) + Qcspy (20)
respectively. The precision matrix, Qcsgy., in Equation (20) is given as

Qcspr = diag{c}U~1diag{c} (21)

where i-th entry of the parameter vector ¢ € CP*tis¢; = 1 /\/71- and U~1 is the inverse of the correlation
coefficient matrix, U [16-17]. The M-step of the EM algorithm calculates the new parameter vector, ¢ e,
using the old parameter vector, ¢4, as in

Crew = [R{UTTORTY] " 22)

where ® is the elementwise Hadamard product between two matrices of same dimensions and R{-}
takes the real part of its argument. The estimate of the covariance matrix of the path gain vector in
Equation (22) is [16-17]

T
- _ 1 .
R, = Zggp, + ?Z McsBL McsBL, (23)

t=1

The pseudocode of the CSBL algorithm is given in Figure 4. The CSBL algorithm requires the
coefficient matrix, U, in addition to the noise variance when compared to the pseudocode of the MSBL
algorithm in Figure 3. As it can be observed from the pseudocode of the CSBL algorithm (Figure 4),
there are two explicit matrix inversion operations in step 8, i.e. the inversion of the post precision matrix
Xcds, and in step 9, i.e. the inversion of the coefficient matrix U~2. Instead of inverting the whole
coefficient matrix which is of size D x D, only the submatrix of size L x L residing within the rows and
columns of U corresponding to the indices of the nonzero entries of ¢ should be inverted since the rest
of nondiagonal elements of the matrix is zero [17]. The computational complexity of the CSBL
algorithm is O(DM(M + T) + D?) [16].
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begin
input: ® = WA, Y, U, N,
initialize: ¢, = [1,...,1] = 1,
for i = 1: maxlIter do
Qcspy, = diag{c;}U~'diag{c;}
ZespL = (1/No) (@7 ®) + Qcspy
McspL, = [u-CSBLlﬂ ey IICSBLT] = (1/Ivo)zEslBL"t’*V
R, = Zcdp — (1/T)(McspLMcspr)
9. c; = [%{U*@ﬁg}]_lc{}l
10. end for
11. output: Gespr, = Mespr, Hesnr = AGespr, Yespr = €7

O Nogr~wWNE

Figure 4. The pseudocode of the CSBL algorithm
4. Numerical Results

We now compare the normalized mean squared error (NMSE) results of the algorithms. The NMSE obtained
via one of the algorithms is calculated as

R P 2
1 ||Ho,r - Hr“
NMSEO =10 10g10 <§Z leF (24)
r=1 riF

where the total number of Monte Carlo iterations is fixed as R = 1000 for each numerical result. H, . in
Equation (24) denotes the estimate of the channel matrix at the r-th Monte Carlo iteration, H, =

[h; ... hy] € C¥*T provided by the algorithms, o € {SOMP,MSBL,CSBL}. The NMSE results are shown
versus the pilot-to-noise-ratio (PNR) which is defined as

PNR = 10log;,(1/N,). (25)

For all the presented numerical results, the NMSE curves from Equation (24) is plotted against the PNR
(Equation (25)) range between 0 dB to 20 dB. For the dictionary matrix, @, to be an equal-norm equiangular
tight frame, the analog combining matrix is generated according to [9]

W = Wy Wi = (WrpWip) ™/* Wy (26)

where (WrpWgp)'/? is the principal square root of the matrix Wge Wi and each element of Wgg has a
constant amplitude, 1/+/N, and a random phase independent and identically uniformly distributed in [0,27]
[9,16]. The conventional least squares (LS) and minimum mean-squared-error (MMSE) estimators are used
as benchmark against the algorithms. The LS and MMSE estimators are given as

His = (@;95) 7' ;Y @7)

-1

- 1
0

where ®; = WA and A is the submatrix constructed by extracting the columns from A corresponding to
the support of the path gain vector, §. Since these estimators require the support of the path gain vector, S,
to be known prior, they are called oracle LS and oracle MMSE respectively. For all the numerical results, the
numbers of antennas at the BS and snapshots are fixed at N = 64 and T = 10 respectively. The column size
of the dictionary matrix is setto D = 128 and the support of the path gain vector, S, randomly sampled from
{1, ..., D} at each Monte Carlo iteration. The entries of the correlation coefficient matrix, U, is generated
according to p; ,, = pV~*! where p = 0.95.
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The NMSE curves plotted in Figure 5 are obtained when the number of nonzero entries of the channel path
gain vector is fixed at L = 4 and the number of RF chains at the BS is taking values from M € {32,48}.
The effect of M on the estimation performance is critical since hybrid precoding requires M < N to be power
efficient. For both M values, the lowest NMSE results are obtained via the two benchmark methods: the LS
and the MMSE estimators. Also due to the small L, the performances of the MMSE and the LS are almost
equal for high PNR of 20 dB. There is about 2 dB gap between the MMSE for M = 32 and the MMSE for
M = 48. This means that decreasing M from 48 to 32 incur 2 dB penalty on the best attainable estimation
performance. Decreasing the number of RF chains result in extra additional noise on the measurements which
causes all the NMSE results to increase. The overall best performing algorithm is the CSBL algorithm, while
the MSBL algorithm takes the second place. For M = 48, the NMSE of the SOMP is the closest to the
benchmark methods up to 10 dB. The SOMP results become saturated as the PNR increases beyond 10 dB.
This advantage of the SOMP algorithm disappears when the number of RF chains is decreased to M = 32.
The SOMP algorithm is more sensitive to M compared to the rest of the algorithms.

—+&—— Oracle LS for M=32
— B — Oracle LS for M=48
—~A— Oracle MMSE for M=32
-25 — A — Oracle MMSE for M=48
—*— MSBL for M=32

NMSE [dB]
R
o

— % — MSBL for M=48 3%
CSBL for M=32 S
-30 H - A
CSBL for M=48
—7— SOMP for M=32
— % — SOMP for M=48
-35 1 I I I I
0 2 4 6 8 10 12 14 16 18 20

PNR [dB]
Figure 5. NMSE versus PNR for N = 64, T = 10, M € {32,48}and L = 4

Figure 6 shows the NMSE results when the number of RF chains is fixed at M = 48 and the number of
nonzero taps of the channel path gain vector is taking values from L € {4,16}. When L is increased from 4
to 16, the NMSE results of all the algorithms degrades. Also, the correlations between the nonzero entries of
the channel vector become more critical on the estimation performance. Since the CSBL algorithm exploits
the correlations of the channel vector, its performance remains close to the MMSE estimator. The MSBL
algorithm can perform as good as the oracle LS estimator and unlike the oracle LS estimator, the MSBL
algorithm does not need the prior knowledge of the path gain vector support. Since the channel is less sparse
due to the increased sparsity ratio, the greedy SOMP algorithm gives the highest NMSE curve. For L = 16,
the CSBL algorithm can follow the lowest NMSE curve obtained via the oracle MMSE estimator with a less
than 2 dB PNR gap. The MSBL algorithm is as good as the oracle LS estimator and even better for the PNR
range less than 5 dB.
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Figure 6. NMSE versus PNR for N = 64, T = 10,M = 48 and L € {4,16}

The convergence of the NMSE results versus the number of iterations is shown in Figure 7. The number of
the mm Wave channel taps and the PNR are fixed at L = 4 and 15 dB respectively. The number of the RF
chainsis M € {32.48} and the number of iterations is varying as maxIter€[10.100]. The SOMP algorithm
always run for fixed number of iterations which is the number of the mmWave channel taps and so its NMSE
performance remains constant across varying iterations. The performances of the EM based MSBL and
CSBL algorithms depend on the number of iterations. For M = 32 at 10 iterations, the gap between the
CSBL and the MSBL is almost 10 dB. As the number of iterations increase, the gap diminishes to less than
1 dB. The CSBL algorithm can converge at 60th iteration, while the MSBL algorithm requires 100 iterations
for both M values. The CSBL algorithm converges faster and to a lower NMSE level than the MSBL

algorithm.

NMSE [dB]

Figure 7. NMSE versus number of iterations for N = 64, T = 10, M € {32,48}and L = 4
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5. Conclusion

This paper investigates sparse signal recovery based covariance estimation of the uplink channel of a single
MS in a MIMO mmWave communication system. The BS has a hybrid RF chain and applies the same
combining matrix for multiple coherence blocks of the channel estimation phase. We present how the sparse
signal recovery algorithms including the SOMP, the MSBL, and the CSBL algorithms can be applied to
estimate the covariance of the mmWave channel using the shared combining matrix scheme. The
performances of the algorithms are compared in terms of their NMSE against the benchmark oracle MMSE
and LS estimators under multiple scenarios with varying number of RF chains and sparsity levels for the
mmWave channel. The numerical results show that the performance of the CSBL is superior to the MSBL
and the SOMP algorithms for all the considered scenarios. Although the CSBL has superior performance, its
computational complexity is the highest due to explicit matrix inversions. The CSBL can exploit the
correlations between the nonzero entries of the mmWave channel vector, but the coefficient matrix must be
supplied as an input. The coefficient matrix holding the correlations of the mmWave channel vector must be
learned before the CSBL can be applied. The MSBL algorithm can be implemented without matrix
inversions and so its complexity is much lower compared to the CSBL. However, the MSBL cannot estimate
as well as the CSBL and requires the noise variance as an input. The SOMP algorithm, on the other hand,
requires the least input and has the lowest computational complexity. Decreasing the number of the RF chains
or increasing the number of nonzero entries of the mmWave channel is detrimental to its performance.
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Oz

Modiiler ¢ok seviyeli doniistiiriicii (MCD), en yakin seviye modiilasyonu (ESM) tekniginin ¢ogunlukla MCD'nin
kol gerilimlerini kontrol etmek i¢in kullanildig1 endiistriyel uygulamalar i¢in tercih edilen bir devre topolojisi
haline gelmigtir. ESM yonteminin MCD topolojisi iizerinde dijital kontrol teknikleri kullanilarak uygulanmas;
esnek tasarim, tam kontrol edilebilirlik, yeniden yapilandirilabilir 6zellik ve modiiler gergeklestirme nedeniyle
aragtirmacilar arasinda 6nem kazanmaktadir. Bu amaca ulagmak i¢in yiiksek hiz performansi ve paralel islem
yapabilme gibi avantajlar1 sayesinde alanda programlanabilir kapi dizileri (FPGA'lar) kullanilmaktadir. Buna
gore, bu makalede, tek fazli bes seviyeli MCD topolojisi i¢in ESM yonteminin FPGA tabanli kontrol semast
Onerilmistir. Bu baglamda, ¢ok yiiksek hizli tiimlesik devre donanim tanimlama dili (VHDL) modiilleri,
uygulamada kullanilan her bir VHDL modiilii ve algoritmasi sunularak ESM ydnteminin 6nerilen mimari
tasarimini gergeklestirmek igin tasarlanmistir. ESM yonteminin FPGA'da gergeklestirilmesinin mimari adimlart
ayrintili olarak sunulmustur. MCD topolojisindeki anahtarlama elemanlarmin kapi sinyalleri simiilasyon
ortaminda gdzlemlenmistir. Son olarak, ESM yo6nteminin dijital kontrol semasinin uygulanabilirligini
dogrulamak igin, tek fazli bes seviyeli MCD topolojisi kullanilarak bir deney diizenegi olusturulmus ve deneysel
bulgular sunulmustur. Bu c¢alismada elde edilen sonuglara gore, RL yiikii kullanilarak kapi sinyalleri, kol
gerilimleri ve ¢esitli modiilasyon indeksi degerleri i¢in ¢ikis gerilimleri ile akimlari iceren sonuglar sunulmustur.

Anahtar kelimeler: Cok seviyeli doniistiiriicii, Modiilasyon, Alanda programlanabilir kap1 dizisi, Dijital kontrol
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Abstract

Modular multilevel converter (MMC) has become a preferable circuit topology for industrial applications,
where the nearest level modulation (NLM) technique is mostly used to control the arm voltages of the
MMC. Implementation of the NLM method on MMC topology using digital control techniques is gaining
importance among researchers because of flexible design, full controllability, re-configurable property and
modular realization. In order to achieve this aim, field programmable gate arrays (FPGAS) are preferred
thanks to their benefits such as high speed performance and parallel processing ability. Accordingly, in this
article, FPGA based control scheme of the NLM method was proposed for single-phase five-level MMC
topology. In this context, very high-speed integrated circuit hardware description language (VHDL)
modules were designed to achieve the proposed architectural design of the NLM method by presenting
each VHDL module and algorithm used in the implementation. The architectural steps of the FPGA
realization of the NLM method were presented in detail. Gate signals of the switching devices of the MMC
topology were observed in simulation environment. Finally, in order to validate the applicability of the
digital control scheme of the NLM method, an experimental setup was built using single-phase five-level
MMC topology and experimental findings were presented. According to the obtained results of this study,
the outcomes including gate signals, arm voltages and output voltages with currents were presented for
various modulation index values using the RL load.
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1. Introduction

Modular multilevel converter (MMC) is an effective converter for power electronics based industrial
applications [1-2]. The primary application fields of the MMC consist of high-voltage direct current
networks [3], battery systems [4], motor drive applications [5], static synchronous compensator [6],
renewable energy system [7], active power filter [8] and power electronic transformer [9].

In the literature, pulse width modulation (PWM) strategies using carrier signals were employed to manage
the upper and lower arm voltage of the MMC in the past decade. The most popular ones of them are phase-
shifted PWM [10] and level-shifted PWM [11] including phase-disposition PWM [12], phase-opposition-
disposition PWM [13] and alternative phase-opposition-disposition PWM [14]. In addition to techniques
with carriers, the nearest level modulation (NLM) method is stated as carrier-less technique, which has
flexible implementation and directly controls the arm voltages [15].

Recently, digital platforms instead of analog systems have been adopted by the researchers for the
implementation of the NLM method because of more practical design and debugging ability. Among
digital platforms, field programmable gate arrays (FPGASs) and digital signal processors (DSPs) are the
attractive components to realize the NLM method [16]. Design of cascaded H-bridge multilevel inverter is
presented using FPGA by implementing multiple carrier phase disposition modulation method. The
developed system is confirmed by simulation and experimental findings in [17]. Reference [18] suggests a
control method using Xilinx system generator by implementing the phase disposition modulation method
for five-level asymmetric stacked multilevel converter. The authors in [19] develop a FPGA
implementation of a real-time simulation with the help of a model design method for MMC-H-bridge DC
transformer. FPGA based MMC voltage controller implementing bucket odd-even hybrid voltage sorting
method using Xilinx VC709 board is reported in [20]. Research reported in [21] presents a FPGA based
digital switching controllers of selective harmonic elimination and sinusoidal PWM by designing minimal
hardware complexity and logic utilization for a 21-level cascaded H-bridge multilevel inverter. In the
implementation process of the NLM method for MMC topology, one of the most important points is that
there may be too many semiconductor devices that require to be triggered in parallel. Accordingly, several
packages of DSPs are insufficient to synchronously drive too many switches. Therefore, FPGAs are
incorporated into the digital control systems of the NLM method as an ideal option thanks to their parallel
processing capability [22]. In this context, several publications have focused on the FPGA implementation
of the NLM method for MMC topology in recent years. Digital control of the NLM method using FPGA is
presented for MMC topology in [23, 24]. However, in these studies, digital implementation of the NLM
method is not comprehensively discussed by presenting the each very high-speed integrated circuit
hardware description language (VHDL) module and algorithm on FPGA controller platform. In this paper,
FPGA based control scheme of the NLM method was proposed for single-phase five-level half-bridge
submodule (HBSM) based MMC topology. The major target of this proposal was to suggest the
architectural steps of the FPGA realization of the NLM method.

The structure of this article is as follows. In Section 2, MMC topology is introduced. Section 3 reports the
basic properties of the NLM method. Section 4 presents the proposed architectural design of FPGA
implementation of the NLM method for MMC topology. Simulation and experimental study is provided by
showing the gate pulses of the switching elements and experimental findings of the MMC topology in
Section 5. Section 6 concludes the presented article.

2. MMC Topology

In Figure 1, circuit configuration of the single-phase MMC is depicted. As shown, DC source is used in the
left side while a resistive or resistive-inductive characterized load is attached to the right side of the MMC
topology. Upper and lower arm structures are included in a phase. Identical N submodules (SMs) and arm
inductances are built in each arm. Output AC phase voltage and current are symbolized with V- and i,
respectively. HBSM structure is also illustrated in Figure 1. HBSM contains two semiconductor switches
as Sy and Sy, respectively.
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Each HBSM also includes a DC capacitor, which should be connected in parallel. The operation logic of
HBSM is tabulated in Table 1. According to this logic operation, there are two available states as 0 and V...
Furthermore, semiconductor devices S; and S, are operated in the opposite manner. HBSM generates V.,
voltage when S is in the conduction region. Contrarily, HBSM generates zero voltage when S; is in the
conduction region. As can be understood from these definitions, HBSM is simply controlled, which makes
it more preferable in the MMC based power electronics applications [25].

V-—IBSM

+ |
Phase Leg

Figure 1. MMC single-phase circuit diagram including HBSM structure

Table 1. Switching states of HBSM

S1 S,  Arm Current Capacitor Vhesm
1 0 Positive Charging Ve

1 0 Negative Discharging V¢

0 1 Positive Unvaried 0

0 1 Negative Unvaried 0

3. NLM Method

NLM is gaining more interest due to its simple implementation and it is adopted by digital controller
applications of MMC to control the arm voltages of the MMC. Also, NLM method avoids the use of carrier
signals. The operating principle of the NLM is depicted in Figure 2. Each arm can be effectively regulated
with the help of this method.

Equivalent single-phase circuit form of the MMC is represented in Figure 3. Mathematical relations of this
circuit are derived in the equations below.
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Arm voltages could be computed as follows:

_Vbc diupper

Vupper - - VAC - Larm dt (13-)
_ Vpe dilower

Vlower -3 + VAC - Larm dt (1b)

where L -, is the arm inductance. Upper and lower arm equations are defined under steady-state condition
as follows:

14

Vupper = %C —Vac—vp (2a)
174

Viewer = %C + Ve —vg (2b)

where v; denotes the voltage drop on the arm inductor and it is negligible. The modulation signal could be
defined as given below:

VAC = M%Sin(wot + (P) (3)

where M, w, and ¢ represent the modulation ratio, angular frequency and phase angle, respectively. In this
context, upper and lower arm voltages could be computed using Equation (2a), (2b) and (3) as follows:

_Vbc Vpc -
Vupper == M TSlTl(O)Ot + d)) (43.)
_Vbc Vpc
Vlower == + MTsm(th + ¢) (4b)
Vdc/2
| JﬁJ \—T/J Staircase Waveform |
A AN
Ve | [/ Y|
K LT %
e a e
L jL JF J
~ 4’7
-Vdc/2
L L | | 1 L L L L wt
0 o 2m

V\ ower

Figure 3. MMC single-phase circuit
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The total DC supply voltage could be expressed with regard to the number of SMs and SM capacitor
voltage as follows:

Vpe = NV, ©)

After substituting (5) into (4a) and (4b), the Equations are obtained as given below:

NV, NV, .

Vupper = - MTsm(th + ¢) (63.)
NV, NV, .

Vlower = T + MTSlTl((l)()t + d)) (6b)

where V7. specifies the step value of the output voltage. If the Equations (6a) and (6b) are normalized,
following relations are derived for arm voltages as follows:

VuT;L)per - [1 - MSin(th + ¢)] (73-)

[1+ Msin(wgt + ¢)] (7b)

N
%
n
Vlower Y

4. The Proposed Architectural Design of the NLM Method

Details of the architectural design of the NLM method using FPGA are addressed in this section. VHDL is
used to carry out the structural design of the method. The modules and algorithm employed in the system
are explained in detail.

4.1. Sinusoidal reference creation and rounding module

Sinusoidal signal, which is employed to modulate the arms in MMC topology, is created in this module.
Then, rounding function is operated to obtain the nearest voltage level from the sinusoidal reference.
Initially, externally created samples of a sinusoidal reference signal with unity amplitude are kept in a look-
up table (LUT). On the FPGA, LUT values are saved for subsequent use. One of the important points is to
determine the modulation ratio for the generated sinusoidal reference values in the previous step. Normally,
modulation index is multiplied with the sine value which is taken from LUT.

Since 10 bit string is used, modulation index (M) is considered based on 2%° (1024). Therefore, for the
M=0.9, 92 is selected instead of 90, which results 0.89 modulation index value. According to this approach,
for different M values, constant k-terms are selected. The required k-term and some of the M values are
given in Table 2.

Herein, normal process is applied to multiply M with the sine value which is received from the LUT. But
on an FPGA, dividing a number requires several clock cycles. Amplitude of sine signal is between -1024
and 1024. After sine signal is subtracted from 1024, it is multiplied with 2. Then, the obtained value is
summed with 512 for rounding process and it is sent to upper and lower arm modules. This process is
performed in each sampling period and modulation process is completed.

Table 2. The required k-terms and M values

Desired Actual k- Selecte
M M terms

k-terms
0.9 0.89 90 92
0.8 0.82 80 82
0.7 0.7 70 72
0.6 0.58 60 62
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4.2. Clock divider

In digital implementation of the NLM using FPGA, special clocks are generated using the master clock of
FPGA. Clock frequency of used FPGA is 100 MHz, which is also known as master clock [26]. The clock
frequency can be different depending on the used FPGA card in the implementation [27]. Special clock is
necessary for sinusoidal reference. The number of samples used to create the signal is included in the clock
period change. In order to create other clocks from the master clock, the counter counts the number of
rising edges of it up to previously determined value. When the required edge is completed, new clock is
logically changed in the opposite form. Identical number of clock ticks is counted and similar procedure is
continuously performed. To generate clocks for special application inside FPGA, clock of sine module is
investigated. Herein, 400 samples are used to create a period of sine reference. Therefore, sampling period
is computed by

Period of sinusiodal reference 20ms
Tssine = = = 0.05ms 8)

Number of samples 400

The counter value can be computed using Equation (8) as stated below:

Tssine __ 0.05ms

countergip, = = 2500 9

2Tmaster  2¥10 s

Similar procedures using the Equation (8) and (9) are performed to generate clocks for special application
within FPGA.

4.3. SM on and SM off nodules

The used semiconductor switches of HBSM, explained in Section 2, are triggered in the opposite manner.
When S; and S; are logically 1 and 0, respectively, the SM becomes ON. Otherwise, when S; and S; are
logically 0 and 1, respectively, the SM becomes OFF. In other words, while SM ON means that the output
of HBSM gives the balanced capacitor voltage, SM OFF means that the output of HBSM gives zero
voltage. According to this triggering information, SM ON and SM OFF modules are separately created.
The details of the SM ON and SM OFF process are presented in the algorithms as given in Figure 4.

4.4. Upper and lower arm gate signal modules

Outputs of sine rounding, SM ON and SM OFF module as well as clock divider become inputs of upper
and lower arm modules. Depending on the number of activated SM/SMs in each arm, gate signals of
HBSMs are created. While the number of active SM/SMs is equal to Neive for upper arm, the number of
active SM/SMs is equal to (4-Nacive) for lower arm. Depending on the Nacive, both upper and lower arm gate
signal modules generate logic signals for semiconductors of used HBSMs in the implementation of MMC
topology. Eventually, switching patterns are created for each HBSM. But, dead time module should be
designed and it is required between the triggering pulses of two switching elements on any HBSM to
protect from the short circuits during switching variations. For this reason, dead time module is established
in the architectural design of this work.
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SM ON Module Algorithm SM OFF Module Algorithm
library IEEE; library IEEE;
use [EEE.STD_LOGIC_1164 ALL: use [EEE.STD_LOGIC_1164 ALL:
use [EEE NUMERIC_STD.ALL; use [EEENUMERIC_STD.ALL:
entity sm_on is entity sm_offis
Port ( clk_on : in STD_LOGIC; Port ( clk_off : in STD_LOGIC:
reset : in STD_LOGIC; reset : in STD_LOGIC;
S1_on : out STD_LOGIC: S1_off : out STD_LOGIC;
S2_on: out STD_LOGIC); S2_off : out STD_LOGIC);
end sm_on; end sm_off:
architecture Behavioral of sm_on is architecture Behavioral of sm_off is
signal logic_sl_on, logic_s2_on : std_logic :="0" signal logic_sl_off. logic_s2_off : std_logic :="0";
begin begin
process(clk_on.reset logic_sl_on logic_s2_on) process(clk_offreset logic_sl_offlogic_s2_off)
begin begin
if reset ='1" then if reset ='1' then
logic_s1_on <='0"; logic_s1_off <='0';
logic_s2_on<="0"; logic_s2_off <="0";
else else
if nsing_edge(clk_on) then if nsing_edge(clk_off) then
logic_s1_on <="1"; —-ON signals for SM (S1=1, $2=0) | logic_s1_off <="0"; —-OFF signals for SM (S1=0, S2=1)
logic_s2_on <="0"; logic_s2_off <="1";
end if; end if;
end if: end if;
S1_on <=logic_sl_on; S1_off <=logic_s1_off.
S2_on <=logic_s2_on; S2_off <=logic_s2_off.
end process: end process;
end Behavioral; end Behavioral;

Figure 4. SM ON and SM OFF module algorithms
4.5. Dead time generator module

Since a semiconductor needs a little amount of time to be ON or OFF, it is well known that turning it on
and off instantly is not practical. Hence, if no dead time is provided between the switching instants of the
semiconductors on any HBSM, they can all be ON at the same time. This situation causes short circuits and
extremely high currents to flow through the semiconductors, possibly damaging the HBSM. Accordingly, a
dead time that is greater than the ON and OFF timings of the semiconductors should be incorporated into
the switching instants of the semiconductors on the HBSM [28]. Final gate pulses of the semiconductors of
HBSMs are created on the output of this module. Note that 200 ns time was selected as a dead time for
triggering of the MOSFETS in this implementation.

4.6. Top module
This module combines every VHDL module. The architecture accepts the FPGA's master clock and a reset

button as inputs, and it generates gate pulses for every HBMS on the upper and lower arms as the output,
then, these pulses are sent to the real circuit. General architecture of the NLM method for single-phase five-

51



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 44-58, 2025
M. Kurtoglu, F. Eroglu, A. M. Vural

level MMC topology is illustrated in Figure 5. As seen, the top module includes the aforementioned VHDL
modules.

Top Module

--------------------------------------------------------------------------------------------------------- .

. .

' : ' Upper Arm

H ( ) iFrom HBSM_ul H Ga‘;g Sienals

: »|clk_upper i toHBSM_u4 | HE enas.., )
Master | Q R W ' HBSM_ul_Slg
Clock 4 R Reset : ! iHBSM_ul_S2i

: Clock Divider| | clk_sample S1_ON H i i {HBSM_u2_S1

: Module Upper Arm Zead T';"e i iHBSM_u2_S2|
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Figure 5. The proposed architectural design of the VHDL modules that creating the gate pulses of single-phase five-
level MMC topology on FPGA

5. Simulation and Experimental Study

In this section, in simulation environment, the simulation results of the proposed architectural scheme using
FPGA were presented to confirm the suitability of the created gate signals. The NLM method was
implemented on Xilinx SPARTAN-6 FPGA controller (100 MHz master clock frequency). Xilinx ISE
design computer program was utilized for the purpose of supervising and controlling the modules
introduced in the previous section in real time. Table 3 demonstrates the device utilization summary of the
used FPGA in the implementation by considering the number of slice registers, LUTS, used as memory and
input-outputs (10s) as performance indicators. According to the Table 3, utilization performance of
resources seems satisfactory and the NLM method uses relatively few resources.

Moreover, Figure 6 shows the gate signals during a period. Four HBSM gate signals are presented for
upper and lower arm, respectively. Also, clock signal and reset pulse are given. The gate signals are
logically changed depending on the N value. It is clearly shown that gate signals of first and second
semiconductor of any HBSM are created in the opposite manner. Although the gate signals of the
semiconductors on the HBSM appear to be exact inverse of each other in Figure 6, a dead-time exists
between the ON/OFF instants of the devices as explained before. A zoomed version of the dead-times
between the first and second gate pulses of the HBSM is observed in Figure 7. The dead time value
between S; and S, semiconductors of first HBSM of upper arm is clearly specified.

In addition, Figure 8 represents the gate signals when N value is set to 2. Herein, the gate signals remain

continuously same logics since N value is constant. Again, all the gate signals of HBSMs for the arms are
exhibited.
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Table 3. Device utilization summary

Slice logic utilization Utilized  Available g/to')“za“"“
Number of slice registers 155 18224 1
Number of slice LUTs 250 9112 2
Number utilized as memory 7 2176 1
Number of bonded 10s 18 232 7

To verify the applicability of gate signals for the NLM method, an experimental setup was established.
Table 4 describes the circuit parameters used in the MMC topology. A photograph of the experimental
prototype is shown in Figure 9 and it contains the components as follows:

FPGA controller.

DC supplies to provide balanced capacitor voltages for the HBSMs.

MMC SMs with gate drivers (consisting of MOSFET and gate driver) [29].
Oscilloscope to observe the results.

Table 4. Tabulated form of experimental parameters

Item Value
DC-link supply 40V
Fundamental frequency 50 Hz
Number of SMs per arm 4

Arm inductor 29 mH
Balanced capacitor voltage 0oV
Load resistor 10 ohm
Load inductor 29 mH

Figure 6. Gate pulses created in Xilinx program for MMC topology
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Figure 9. Experimental setup of the MMC topology
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Firstly, gate signals of S; (channel (3)) and S, (channel (4)) semiconductors of HBSM1 for upper arm are
presented in Figure 10(a). As seen in the screenshot of the oscilloscope, the triggering pulses are generated
in the opposite manner. S; and S; semiconductors are driven by signal indicated as pink one and green one,
respectively. Upper and lower arm voltages are shown in Figure 10(b), which is created as 5 levels and 50
Hz frequency for each arm.

M Pos: 48.00ms M Pos: 0,000s

CH1 Off
Freq

M 10.0ms CH2 .7 0,004 M 5.00ms CH1 ./ 0,00

(b)
Figure 10. (a) a view of the gate signals of S; and S, semiconductors of HBSM1 for upper arm, (b) arm voltages

Secondly, output voltage and current waveforms of the MMC topology are demonstrated in Figure 11(a)
and Figure 11(b), respectively. Fundamental output frequency of the waveforms is generated as 50 Hz. In
the screenshots, output voltage and current are visualized when M=0.9 in Figure 11(a) and M=0.6 in Figure
11(b), respectively. As seen in Figure 11(a), output voltage is generated as 5 levels and equal to nearly 10.5
Vrms value while output current is equal to nearly 0.54 Arms. Furthermore, as indicated in Figure 11(b),
output voltage is generated as 3 levels and equal to nearly 6.67 VVrms value while output current is equal to
nearly 0.36 Arms.

M Pos: 0.000s

CH1 5.00% CH2 500m4& M 10.0ms

(b)

CH1 5.00v CHZ 1.004 M 5.00ms

Figure 11. Output voltage and current waveforms (a) when M=0.9; (b) when M=0.6
6. Conclusions

The implementation of the NLM method on MMC using digital control methods is gaining popularity
among scholars because of adaptive controllability and modular realization. In order to accomplish this
aim, FPGAs are preferred due to their benefits such as high speed performance and parallel processing
ability. For this reason, FPGA based control scheme of the NLM method has been proposed for single-
phase five-level MMC topology. In this regard, VHDL modules have been utilized to perform the proposed
architectural scheme of the NLM method by presenting each VHDL module and algorithm used in the
implementation. The architectural steps of the FPGA realization of the NLM method have been presented
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in detail. Gate signals of the switching devices of the MMC topology have been investigated in simulation
environment. To confirm the feasibility of the NLM on MMC topology, an experimental setup has been
established and experimental results have been presented. According to the obtained findings of this study,
validation of the NLM method using the proposed architectural design for single-phase five-level MMC
topology has been performed and its practical implementation has been shown. In addition, the outcomes
including gate signals, arm voltages and output voltages with currents have been presented for various
modulation index values by utilizing the RL load.
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Oz

Biyo-hesaplamali modellerin tibbi cihazlarin tasarimi ve gelistirilmesi {izerinde 6nemli bir etkisi vardir. Bu
yaklagim, deneysel test kullanilarak tasarlanmasi miimkiin olmayan c¢esitli tibbi cihaz parametre ayarlarmin
arastiritlmasina olanak tanir. Bu ndromodiilator sistemler i¢in en uygun parametrelerin kullanilmast hasta giivenligi
acisindan ¢ok 6nemlidir. Hesaplamali modelleme, derin beyin stimiilasyonunda (DBS) hedefleme ve stimiilasyon
parametrelerini iyilestirme miicadelesinde temel bir aractir. Spesifik olarak, simiilasyon dalga bicimi sekli, darbe
genisligi ve amplitiidiiniin yan1 sira pasif faktorler de dahil olmak {izere bir¢ok parametredeki farkliliklar nedeniyle
DBS'yi birlestiren Parkinson hastalig1 i¢in optimal bir néromodiilatoriin tasarlanmasi zor olabilir. Bu ¢aligma, bu
tiir gelismis biyo-hesaplamali modelleme sistemlerini kullanarak farkli darbe genisliklerine dayali farkli dalga
formlarinin kullanilmasinin etkisini arastirmaktadir. Bir insan kafasinin hacim iletkeni, temel doku katmanlari da
dahil olmak {iizere ortalama insan kafasi kalinligina dayanilarak olusturulmustur. Daha sonra, farkli frekans
araliklarin1 kullanarak sonuglari analiz etmek igin DBS elektrot dizisi tasarlandi ve hesaplamali modelle
birlestirildi. Ayrica hesaplamali model tasarimcilart i¢in hesaplamali model gelistirmenin temelleri vurgulandi.
Daha sonra sonuglar, zamana dayali simiilasyon kullanilarak elektrik ve akim yogunlugu dagilimlarina gore
hesaplandi. Simiilasyon frekansinin ve simiilasyon dalga bi¢imi seklinin sonug iizerinde 6nemli bir etkiye sahip
oldugu gosterilmistir. Sonuglar, ilgilenilen bolgedeki elektrik potansiyeli, akim yogunlugu ve elektrik alan
dagilimlar iizerinde 6nemli bir etkiye sahip olmasi nedeniyle kapasitif etkinin daha yiiksek frekans seviyelerinde
g0z ard1 edilemeyecegini gostermistir.
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Abstract

Bio-computational models have a significant impact on the design and development of medical devices. This
approach allows investigation of various medical device parameter settings which would be infeasible to design
by using the experimental test. Using the optimal parameters for these neuromodulator systems is crucial for the
patient safety. Computational modelling is a fundamental tool in the challenge to improve targeting and stimulation
parameters in deep brain stimulation (DBS). Specifically, it may be difficult to design an optimal neuromodulator
for Parkinson's disease fusing DBS due to variations in many parameters including simulation waveform shape,
pulse width, and amplitude as well as passive factors. This study investigates the impact of using different
waveforms based on different pulse widths using such advanced bio-computational modelling systems. The
volume conductor of a human head was generated based on average human head thickness including fundamental
tissue layers. Then, the DBS electrode array was designed and merged with the computational model to analyse
the results using different frequency ranges. Also, the fundamentals of the computational model developments
were highlighted for the computational model designers. Then, the results were calculated based on electrical and
current density distributions using time-based simulation. It was shown that the simulation frequency and
simulation waveform shape have a significant impact on the outcome. The results suggested that the capacitive
effect cannot be ignored at the higher frequency levels due to having a significant impact on the electrical potential,
current density, and electric field distributions in the region of interest.
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Stimulation waveform
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1. Introduction

It has been shown that it may not be possible to investigate the impact of the neuromodulator parameters on
the target tissue layer using different electrode features based on experimental test or it is difficult to design
an optimal medical device for individuals using clinical methods due to associated risks [1-3]. Computational
modelling has been proven to be an effective tool for designing and analysing neuromodulator devices to
treat health-related disorders and diseases. The general workflow for computational modelling of a neural
stimulation device includes finite element (FE) models (FEM) involving, a volume conductor model
representing various, anatomical structures and the electrodes by their respective conductivities and
appropriate boundary conditions [4], as shown in Fig. 1 and 2.

It is possible to calculate the electrical potential distributions within the volume conductor of the
computational models using available commercial FEM software packages (e.g., COMSOL Multiphysics,
ANSYS). FEM has matured as a numerical. COMSOL Multiphysics (COMSOL, Ltd, Cambridge, UK)
includes many matured numerical toolsets for solving bioelectric field problems with complex geometric
features and anisotropic tissue properties [5-7]. However, it is not always clear how to generate the current
source and implement the required boundary conditions accordingly. It has been shown that many studies
were conducted based on the quasi-static approximation by neglecting capacitive and magnetic various
applications. For example, the capacitive and magnetic affects were ignored when the electrode insertion
guidance was analysed using FEM modelling approach [9, 10]. Also, the required stimulus current thresholds
nerve fibers activation for various neuromodulator systems was calculated based on quasi-static
approximation by ignoring capacitive affect using advanced bio-computational modelling [5, 8, 11-14].
There is not much information on designing current sources based on transient simulation using different
simulation waveforms (e.g., sinusoidal, rectangular) simulation modes (biphasic, monophasic) as shown in
Fig. 3. Designing and simulation of such parameters are crucial during the modelling as the results are used
for many neural prostheses and therapies (include upper and lower limb prostheses for spinal cord injury and
stroke and deep brain stimulation (DBS)) during the clinical tests. Then, the medical devices are designed
and developed depending on the trial outcome [15].

Cc2 C3 Cc4
Launch COMSO efine S'mu'at'on Generate volume . L Apply electric current)
with AC/DC tools|======+=" Parameters from ..., b{ conductor using === Define material’s |.....,|  settings and boundary |--
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Figure 1. General workflow of COMSOL for AC/DC module. The default steps for AC/DC are shown. The steps for
generating a computational model are numbered (from A to E)

The DBS is a neurosurgical procedure where an electrical stimulator is implanted in a specific brain region

to treat multiple neuropsychiatric disorders, including Parkinson’s disease. The DBS is a surgical procedure
involving implantation of electrodes into deep the brain as shown in Fig. 2(a). The electrodes are placed to
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the ROI using stereotactic or computer-assisted guidance techniques. The DBS has several advantages
compared to the other surgical methods. Namely, the DBS is reversible, less interference with future
intervention and adjustable to optimize benefit and reduce side effect. The main disadvantages of the DBS

a) 3D realistic humanand  b) Region of interest for DBS ¢) Geometrical human head model
DBS neuromodulator

%+ Brain
wees Skull
s Muscle

----- Fatty tissue
A RS

Figure 2. (a) Shows a simplified representation of the DBS system and its implementation inside the patient’s head.
(b) Shows the region of interest for the DBS. The electrode contacts are equally spaced, and the pitch of the electrode
is set to 2 mm. (c) Shows the geometrical human head model that is generated based on the fundamental tissue layers

maybe it is more expensive, more time consuming, and it has complications related to device and the battery
should be replaced periodically [16].

It has been shown that there are many parameters that affect the performance of the DBS neuromodulator
including waveform shape, frequency, pulse width and amplitude as well as passive factors [17] The
dielectric properties of the tissue are frequency dependence and may have a significant impact on the
outcome. In particular, the electric field distribution is strongly influenced by the dielectric properties of the
tissue layers, which have a heterogeneous, locally anisotropic, and dispersive nature. Also, the electrical field
may show different results using a wide range of frequencies [18, 19]. Furthermore, the capacitive properties
of grey and white matter cannot be disregarded for current-controlled stimulations [20]. Therefore, it is
necessary to investigate the impact of such parameters. It is not feasible to investigate the impact of these
various DBS neuromodulator parameters using experimental tests. Computational models of DBS generally
rely on FEM to solve for the electrical potential distribution in the brain from the DBS pulses which otherwise
impossible to do with experimental tests. The model used to solve for the DBS electrical potential distribution
s called a volume conductor (VC) model [20]. The electrical potential distributions within the VVC for DBS
were extracted using isotropic dielectric parameters of each tissue layer [15]. The procedures of defining the
DBS electrode contacts, the simulation settings and boundary conditions that represented in the finite element
model can also affect the outcome as detailed in method section.

This paper investigates the impact of the simulation pulse waveform shape as well as the effect of dielectric
properties of the anatomical layers based on different frequency on the current density and electrical potential
distribution on the region of interest (ROI) (e.g. brain). Thus, current source based on different waveforms
were designed in COMSOL Multiphysics using different electrode arrangements for DBS. Then, the time-
based electric potential and current density distributions were calculated using conventional DBS electrode
settings as shown in Fig. 2(b). The VC of the human head was developed using smooth geometrical shapes
to analyse the impact of the current source waveforms based on the electrical potential distributions [3, 4].
The human head volume conductor was developed based on the fundamental tissue layers based concentric
geometric shapes (e.g., sphere) as shown in as shown in Fig. 2(c). To mimic the realistic human head model,
the layers were developed based on their average thickness [3], [4]. The main contributions of this study are:

e The human head model was developed, and the conventional DBS electrode model merged to
analyse the impact of the different current pulse waveforms and simulation frequency levels on the
outcome.

e The electrical potential and current density distributions were examined at the RIO by considering
the safety criteria.
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e By analysing the impact of the representations of the current sources for the electrical potential
distribution using neuromodulator settings of DBS, the procedures of the more accurate and efficient
simulation detailed, and useful recommendations were provided for the bio-computational model’s
designers.

[ ]

The paper is organized as follows. The method section presents the development of the current source and
boundary condition models; the results give the electrical potential distributions of chosen current source and
the discussion and conclusion are given, respectively.

2. Methods

For all the subsequent simulations and operations, a computer with an Intel i7-8550U CPU @ 1.80GHz with
16GB RAM was used.

a) Sinusoidal charge-balanced current pulse (1 MHz) b) Rectangular charge-balanced current pulse (10 Hz)
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Figure 3. (a) Shows 1 MHz sinusoidal charge — balanced current pulse. (b) shows 10 Hz rectangular charge —
balanced current pulse

2.1. Multi-layered model development

The computational model was generated using COMSOL Multiphysics based on the AC/DC module. The
AC/DC module provides a unique environment for the simulation of electrical potential simulation in 2D
and 3D. This module is a powerful tool for detailed analysis of the components of biomedical
neuromodulators for various disorders.

The human head was generated using smooth geometrical shapes to investigate the impact of the simulation
current source on the electrical potential distributions of DBS. The head model consisted of five concentric
spheres to represent skin, fatty tissue, muscle, skull, and brain as detailed in Fig 2(c). Each layer was
developed using its standard thickness (skin: 2.8 mm, fat: 2 mm, muscle: 1.7 mm, skull: 5.5 mm) to represent
average individuals. Since the region of interest is the brain, and the electrical parameters of the grey and
white matters are identical; the white and grey matters were combined and modelled as the brain. The brain
layer was designed based on the average human brain diameter.

2.2. Electrode design

The DBS electrodes were designed based on commercially available neurostimulator for DBS therapy
settings (Medtronic 3389) using smooth geometric shapes in COMSOL and the electrode model was inserted
into the head model. The diameter of each electrode was set to 1.3 mm. The pitch of electrodes was chosen
as 2 mm, as shown in Fig. 2(b). Each DBS lead included four contacts (4, 3, 2, 1) each contact has a length
of 1.5 mm. The electrode was positioned in the ROI.

In the practical DBS, the electrical signal with a specific frequency was delivered to the target brain region
via the neurostimulator, which is a pacemaker-like device installed subcutaneously near the clavicle of the

63



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 59-71, 2025
E. Salkam

patient. However, the generated signal was directly applied to the electrode contacts as detailed in the
following section.

2.3. Simulation source design

Since the simulation pulse of the DBS may affect the outcome, there is a need to investigate the impact of
different pulse waveform shapes on the electrical potential and current density on the RIO. In general, the
charge balanced pulse is used for the safety criteria [15] COMSOL Multiphysics allows researchers to design
various current waveforms based on different pulse widths. Thus, the rectangular and sinusoidal balanced
current pulses were generated based on 10 Hz and 1 MHz, respectively as shown in Fig. 3. After generating
the current pulse, each pulse was named and applied to the electric contact of DBS electrode arrangements
in the Electric current section. The current pulse for each contact was defined as in (1). It was noted that the
current was given by Ampere (A) by default. Thus, if the lower amplitude is applied, the current should be
converted to A. Since 1 mA current pulse was applied to the contacts, this value was used in (1).

I, = (0.001) * W(t)(4) @

where lo is time-based the electrode contact current based on sinusoidal waveform. W(t) shows type of
waveform source. Since the charge-balanced sinozoidal and rectangular current pulses were used in this
study, W(t) = Sin(wt) was used for the sinozidal current pulse and W(t) = Rec(wt) was applied to the
electrode contacts for the rectangular current pulse, @ shows angular frequency.

Table 1. Dielectric properties of huma head anatomical layers are based on different frequency levels.

Anatomical | Conductivity (6) | Relative permittivity | Conductivity () | Relative permittivity
layers (10 Hz) (sr) (10 H2) (1 MH2) (sr) (1 MH2)

Skin 2.00e-4 1.14e+3 1.32e-2 9.91e+2

Fatty tissue 3.77e-2 5.03e+6 4.41e-2 5.08e+1

Muscle 2.02e-1 2.57e+7 5.03e-1 1.84e+3

Skull 2.00e-2 5.52e+4 2.44e-2 1.45e+2

Brain 4.75e-2 4.07e+7 1.85e-1 1.14e+3

2.4. Electric properties of tissue and boundary conditions

The dielectric properties of the human head tissue layers were attained based on Table 1 for each simulation
waveform. Since each tissue layer has different dielectric properties, each simulation was separately run by
attaining associated features. The current simulation was designed based on a charge-balanced pulse for both
waveforms to mimic the practical conditions. Thus, 1 mA current was applied to the anode contact and -1
mA was applied to the cathode contact for each simulation. Each electrode was defined as a contact boundary.
Each electrode contact was defined as Terminal in COMSOL (Terminal 1, Terminal 2, Terminal 3, Terminal
4). The lead shaft was designed as an insulator with a conductivity of 10e-16 S/m, and the contacts were
modelled as platinum/iridium with a conductivity of 5.3e6 S/m. The boundary components were built and
consequently subtracted from the DBS lead model which resulted in external boundaries that were defined
using boundary conditions. The Dirichlet boundary condition (V = 0) was applied at the near end of the
electrode lead.

2.5. Finite element simulation

The accuracy of the simulation that can be obtained from any FEM is related to the finite element mesh
settings during domain discretization. The finite element mesh is used to subdivide the defined domains into
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smaller domains called elements to solve electrical potential distributions using underlying differential
equations.

The VC of the human head and DBS electrode was discretized using the free tetrahedral element method as
shown in Fig. 4(a). Since the electrode domain is relatively smaller in size, it was more finely meshed by
modifying the maximum and minimum element size as shown in Fig. 4(b). The remaining domains were
relatively coarsely meshed to reduce the computation time. These settings were applied until no significant
difference was observed in the electrical potential variations based on given settings. This resulted in about
0.4 million tetrahedral elements and about 0.5 million degrees of freedom.

The transient time response of the given stimulation current pulses was studied based on the time-dependent
electrical current approximation of Maxwell’s equations using (2).

av
. _ — 2
% (O’VV £0&,V 6t> )

where ¢ is the conductivity of each of the tissues, V is the electrical potential in the representative geometry,
€0 &y 1S the tissue permittivity.

a) Sinozoidal charge-balanced current pulse (10 Hz) b) Sinozoidal charge-balanced current pulse (1 MHz)
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Figure 4. (a) Shows the electrical potential variation for 10 Hz using sinusoidal waveform. (b) shows the
electrical potential variation for 1 MHz using sinusoidal waveform. (c) shows the electrical potential variation
for 10 Hz using rectangular waveform. (d) shows the electrical potential variation for 1 MHz using rectangular

waveform

The dielectric properties of each layer were attained using based on available data [3]. The electrode-tissue
interface contact impedance was assumed to be zero and appropriate continuity conditions were implemented
at the boundary of the different domains to have a unique solution. The current density distributions for 10
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Hz and 1 MHz were compared using the same settings (e.g., the same contour number) for fair comparison.
The results were recorded for each simulation as shown in Fig. 4(c).

a) Mesh plot b) Finely meshed ROI ¢) Simulation
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Figure 5. a) Shows volume conductor mesh plot. (b) Shows the region of interest (RIO) is relatively finely
meshed. The electrode contacts are highlighted in blue and labelled in order (e.g. E1 to E4). (c) The results are
recorded for each simulation pulse and frequency level

a) Current density distribution on the ROI based on 10 Hz  b) Current density distribution on the ROI based on 1 MHz
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Figure 6. (a) Shows the current density variation for rectangular and sinusoidal waveforms based on 10 Hz. (b)
Shows the current density variation for rectangular and sinusoidal waveforms based on 1 MHz

3. Results
3.1. Electrical potential
The electrical potential variation on the R10O for different simulation waveforms based on different simulation

frequencies is shown in Fig. 5. The electrical potential variation was recorded for each frequency based on
sinusoidal and rectangular simulation waveforms. The electrical potential variation based on sinusoidal
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waveform is shown in Fig. 5(a) and (b). The electrical potential variation based on rectangular waveform is
shown in Fig. 5(c) and (d). Each waveform is evaluated based on used frequencies as follows.

It is clearly shown that there is distortion in the stimulus current waveforms for both frequency ranges. The
induced electrical potential range is about 6 mV for the 10 Hz frequency range. This is about 4 mV for the 1
MHz. The highest electrical potential variation is recorded for Terminal 1 for both frequencies. Also, the
lowest electrical potential induced on Terminal 3 for both frequencies range.

Interestingly, the induced positive electrical potential range is higher for 1 MHz compared to 10 Hz using a
rectangular stimulation waveform. However, the electrical potential range is the same for both simulation
frequencies. The electrical potential value varies from -3 mV to 3 mV for 10 Hz. This varies from -0.5 mV
to 5.5 mV for the 1 MHz. The recorded lowest electrical potential is observed on Terminal 3 for 10 Hz. The
same trend is not observed for the 1 MHz.

It is also shown that the distortion in the rectangular electrical potential waveform is significantly distorted
for 1 MHz, compared to the results for 10 Hz as shown in Fig. 5(d).

3.2. Current density

The current density variation on the RIO based on different frequency ranges using different simulation
waveforms is shown in Fig. 6. The results for the 10 Hz and 1 MHz are shown in Fig. 6(a) and (b),
respectively. The current density distributions are visualized with contours. The number of contours is the
same for both simulation pulses and different frequency levels. The VC is unified based on grey colour and
the current density variation is ranged with colormap in COMSOL to visualise current density over the RIO
in more detail.

It is shown that the induced current density variation range was about the same for all waveforms and
frequencies. It is clearly shown that the current density has a wide-spread range when 1 MHz current pulse
is used, compared to 10 Hz. The current density has the same variation based on different current pulse
waveforms for 10 Hz. It is noted that the results for the rectangular current pulse based on 1 MHz spread
more on the RIO, compared to the sinusoidal current pulse based the 1 MHz.

3.3. Electrical Field

The electrical field distribution over the RIO based on different frequency ranges using different simulation
waveforms is shown in Fig. 7. The electrical field is calculated based on streamlines in COMSOL to visualize
variation on the surface of the RIO. The results for the 10 Hz and 1 MHz are shown in Fig. 7(a) and (b),
respectively.

The higher value of the electric field is recorded for the rectangular waveform pulse for both frequency levels,
compared to the sinusoidal current pulse. The electric field range is 0 to 60 V/m for the rectangular current
pulse using 10 Hz frequency. This range varies from 0 t0 140 V//m for the same waveform using 1 MHz
current pulse.

When the sinusoidal current pulse is applied, the recorded electric field range is 0 to 25 V/m for 10 Hz and 0
to 45 V/m for 1 MHz current pulses. Thus, the simulation frequency is proportional to the induced electric
field over the RIO. It is interestingly shown that the direction of the lower simulation frequency is from the
outer to towards to the centre. However, this is from the centre to towards the outer for the higher frequency
level. This is valid for both simulation waveforms. It is noted that the electric field distribution is smoother
for the higher simulation frequency compared to the lower frequency level.
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a) Electrical field distribution on the ROl based on 10 Hz b) Electrical field distribution on the ROI based on 1 MHz
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Figure 7. (a) Shows electric field distribution over the RIO for rectangular and sinusoidal waveforms based on
10 Hz. (b) Shows electric field distribution over the RIO for rectangular and sinusoidal waveforms based on 1
MHz.

4. Discussion

It has been shown that there are various factors influencing the DBS performance including waveform shape,
frequency, pulse width [17]. It may not be feasible to deeply investigate the impact of such parameters on the
outcome using experimental tests. Bio-modelling is increasingly becoming an alternative option to the design
and optimization of biomedical devices. Thus, the impact of the simulation waveform shape and frequency
level on the current density, electrical potential and electrical field variations was evaluated using such bio-
computational modelling methods. A multi-layered bio-computational model of the human head was
developed based on the previous study [3]. The electrode model was generated based on commercially
available device parameters to analyse the impact of device stimulation waveforms using different
frequencies. Also, the framework of the existing simulation software was highlighted for bio-computational
model designers. The important steps of the generation of the volume conductor were emphasized. The
results were calculated based on the time-dependent study by including the capacitive effect of the tissue
layers.

The results showed that the amplitude of the electrical potential variation was reduced when the higher
simulation frequency was applied as shown in Fig. 5. This can be associated with the composition of the
body. When the higher frequency was used, the current penetrates to the inner structures as the simulation
current pulse based on the higher frequency penetrates easily through the inner structures [15], and this led
to lower induced electrical potential variation according to (2). Also, it was shown that the capacitive effect
was more dominant when the higher frequency level was used based on rectangular waveform shape. This
may be related to the sharp transition region of the rectangular pulse compared to the sinusoidal pulse.

It is shown that the induced electrical potential variation on the simulation electrodes distorted when the
rectangular simulation waveform was used. This may be associated with sharpness of the transition region.
Since the sinusoidal waveform has a smooth transition from anode to cathode region, whereas, rectangular
has a significant sharp transition when the polarity was changed from anode to cathode (or vice-versa), thus,
the results for rectangular waveform were more distorted based on higher frequency ranges.
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Although the induced current density range is nearly the same for the different frequency levels and
simulation waveform shapes, it was indicated in Fig. 6 that current density has more spread contours using a
higher frequency. It is well known that the neuromodulator device based on higher frequency stimulation
may spread the inner structure of the biological tissue layers with ease. The reason for current density range
is nearly the same for the different frequency levels may be related to the geometric features of the electrode
and the applied current level. Since the same electrode and the same current amplitude were used for this
study; it is expected to be the same amount of the current density at the RIO for different simulation
waveforms and frequency levels.

In Fig. 7, it was shown that the electric field variation was proportional to the simulation frequency for both
simulation waveform types. This may be associated with the composition of the body as the simulation
frequency increased and the induced electric field also increased.

Although some previous studies did not include the capacitive effect when the DBS based on FEM was
studied [21, 22], the other was considered to compute the potential and current distribution that was resulting
from the DBS [23]. The result of this study is in agreement with the existing study [23] regarding the
capacitive effect. It has been shown that the capacitive affect has a substantial impact on the outcome.
However, only this study investigates the impact of the different pulse waveforms based on different
frequency levels using FEM procedures.

Overall, it can be deduced from the results of this study that the simulation waveform shape and simulation
frequency level affect the performance of the DBS neuromodulator. The capacitive effect should not be
ignored at the higher frequency levels, and it was also suggested that current density evenly distributed over
the RIO at the higher frequency levels. These steps should be considered when a DBS neuromodulator is
designed.

5. Conclusion

The multilayered bio-computational model was used to analyse the electrical potential, current density, and
electric field variations within the human head model via DBS electrodes that are commonly used in clinical
research studies. The goal of this study was to investigate the impact of the stimulation waveform shape and
simulation frequency level on the outcome using the DBS system. The results for the sinusoidal and
rectangular charge-balanced stimulation waveforms were recorded based on different frequency ranges.
Also, the general flow of the computational model development was highlighted. The results showed that the
stimulation waveforms have a significant impact on the electrical and current density distributions on the
RIO.
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Oz

Beyin hiicrelerinin zamanla 6lmesine bagl olarak hafiza kaybi, demans ve bilissel islevlerde genel bir azalma
seklinde gelisen tibbi duruma Alzheimer hastaligi denir. Bu hastalik, biligsel islevlerde kademeli bir diisiise ve
sonucta kisinin giinlik yasamim etkileyen ciddi hafiza kayiplarina yol acabilmektedir. Alzheimer hastaligina
neden olan mekanizma tam olarak anlagilmamasina ragmen beyindeki plaklar ve norofibriler demetler gibi bazi
yapisal degisikliklerle iliskilendirilmistir. Bu ¢alisma, Alzheimer hastaliginin tedavisinde iimit verici olan BACE-
1 inhibitdrlerinin kesfi i¢in geometrik derin 6grenme yonteminin kullanimini arastirmaktadir. Egitim siirecinde
Iletisim Gegis Sinir A1 ve Tamamen Baglantili Ag kullamlarak 6zellestirilmis bir model gelistirilmistir. Bu
model, molekiiler yapilarin karmasik 6zelliklerini yakalamak i¢in grafik yerlestirmelerin ve tamamen baglantili
aglarin birlesimi yoluyla molekiil etkilesimlerini tahmin etmektedir. Sonuclar, gelistirilen modelin BACE-1
inhibitorlerinin etkilesimlerini basarili bir sekilde tahmin edebildigini gostermektedir. Modelin performans orant
%87,7 olarak belirlenmistir. Bu ¢alisma, Alzheimer hastaligina yonelik yeni BACE-1 inhibitérlerinin kesfedilmesi
ve gelistirilmesi i¢in umut verici bir yol haritasi sunmaktadir.

Anahtar kelimeler: BACE-1 ilag etkilesimi, Alzheimer hastaligi, Geometrik derin 6grenme, Grafik ag1, BACE-
1 inhibitorleri
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Abstract

The medical condition that develops as memory loss, dementia, and a general decrease in cognitive functions due
to the death of brain cells over time is called Alzheimer's disease. This disease can lead to a gradual decline in
cognitive functions and eventually severe memory losses that affect a person's daily life. Although the exact
mechanism that causes Alzheimer's disease is not fully understood, it has been associated with certain structural
changes in the brain, such as plaques and neurofibrillary bundles. This study investigates the use of geometric deep
learning methods for the discovery of BACE-1 inhibitors that are promising in addressing Alzheimer's disease.
Our study builds on these advancements by integrating GDL with pharmacological criteria, such as the QED
criterion and Lipinski's rule, to predict BACE-1 inhibitors with enhanced accuracy and drug-like properties. Our
model, which combines message-passing neural networks (MPNNs) and fully connected network (FCN)
architectures, achieved a success rate of 87.7%. This performance not only surpasses that of previous studies but
also ensures the practical applicability of our findings in drug discovery for Alzheimer's disease. The dual focus
on prediction accuracy and drug likeness sets our work apart, providing a more comprehensive approach to
identifying effective therapeutic agents.

Keywords: BACE-1 drug interaction, Alzheimer's disease, Geometric deep learning, Graph network, BACE-1
inhibitors.
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1. Introduction

Alzheimer's disease is a form of dementia that progresses slowly and increases with age, leading to cognitive
impairment, memory loss, and eventually difficulty in activities of daily living. The disease is characterized
by nerve cells in the brain becoming damaged and dying over time [1,2]. It is the most prevalent form of
dementia and usually has a progressive course. The pathophysiology of Alzheimer's disease revolves around
two key features, namely the accumulation of beta amyloid plaques and the formation of neuronal fibrillary
tangles. These plaques and tangles block communication between nerve cells and lead to neuronal death.
Alzheimer's disease is a health problem that is common in the elderly population and still has no cure. The
pathophysiology of this disease is complex and is affected by factors such as the accumulation of beta
amyloid (AP) plaques and abnormal accumulation of tau protein leading to neuronal toxicity. In the beginning
of these pathological processes, the BACE-1 enzyme, also known as beta-secretase, plays a critical role [3,4].
Beta-secretase 1 (BACE-1), which plays a critical role in the production of beta amyloid (AB) peptides, is an
enzyme associated with Alzheimer's disease [5]. BACE-1 initially produces the AB42 peptide by cleaving
the amyloid precursor protein (APP). AB42 is one of the main components of toxic amyloid beta plaques that
accumulate in the pathological process of Alzheimer's disease and cause the death of nerve cells. Therefore,
the inhibition or diminishment of BACE-1 activity is being explored as a strategy to treat or prevent AZ.
Inhibitors targeting the BACE-1 enzyme have garnered significant attention in research and development as
potential therapeutic avenues for addressing AZ. Understanding the role of this enzyme's function is crucial
in elucidating the pathophysiology of AZ and devising potential treatment modalities [6].

The geometric deep learning (GDL) approach is the application of advanced geometry techniques to drug
data used to predict drug interactions by providing precise representations of molecular structures. Numerous
studies in the literature delve into drug interactions using geometric deep learning. For instance, the work by
Shen et al. [7] showcases the efficacy and promise of geometric deep learning in molecular data analysis.
Specifically, research shows that molecular graphs composed solely of non-covalent bonds can yield
comparable or superior results compared to those based on covalent bonds, which are conventionally
accepted as the standard for representing molecular topology at the atomic level. In the context of geometric
deep learning (GDL), molecules are typically modeled as molecular graphs, density functions, or molecular
surfaces, and these representations are analyzed using various deep learning models such as (3D)
convolutional neural networks (CNNS), graph neural networks (GNNS), recurrent neural networks (RNNs),
and others [8-10]. In another investigation, researchers applied geometric deep learning techniques to drug
discovery and the design processes of bioorganic and medicinal chemistry. Authors investigated the potential
of geometric deep learning in tasks such as molecular property prediction, ligand binding site and location
prediction, and structure-based new molecule design [11]. Additional studies [12-15] delve into the
integration of symmetry information into 3D molecular representations and its incorporation into neural
network architectures. These studies assess the efficacy of these methods, particularly in structured learning
processes, and their utilization in structure-based drug design. Furthermore, a comprehensive review [16]
offers insights into recent literature on GDL studies for drug discovery and symmetry learning. The review
highlights GDL's applications in drug discovery, including tasks like molecular property prediction,
interactions, design, conformation prediction, and 3D pretraining, while also addressing associated
challenges. Nugroho et al. developed and optimized a fingerprint-based artificial neural network (ANN)
model using three different Bat Algorithm strategies to predict Beta-secretase 1 (BACE-1) inhibitors as
therapeutic agents for Alzheimer's disease [17]. More recently, Feinberg et al. [18] applied 3D convolutional
neural networks (3D-CNNs) to molecular surfaces, achieving high accuracy in predicting protein-ligand
binding affinities. Their study highlighted the importance of three-dimensional molecular representations in
capturing interaction nuances. Ragoza et al. [19] developed a deep learning model that incorporates both 2D
and 3D information of molecules for drug-target interaction predictions. Their model achieved state-of-the-
art performance, showcasing the advantages of integrating multiple molecular representations.

In our study, we leverage both GDL and pharmacological criteria to predict interactions of BACE-1
inhibitors. Unlike previous studies, our model integrates MPNN and fully connected network (FCN)
architectures, achieving a success rate of 87.7%. This study also advances the literature by providing a
quantifiable success rate, which is often missing in previous studies. By incorporating pharmacological
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criteria such as the QED criterion and Lipinski's rule, our model ensures not only effective interaction
predictions but also favorable drug-like properties of the inhibitors. This dual focus enhances the practical
applicability of our findings, offering a more comprehensive approach to drug discovery for Alzheimer's
disease.

In this paper, we aim to use a geometric deep learning approach to perform interaction predictions for
Alzheimer's disease on BACE-1 data. GDL has indeed emerged as a powerful method in molecular
interaction prediction because it allows more precise representation of molecular structures and more
accurate modeling of interaction mechanisms. This study also targets to make valuable contributions to the
discovery of new therapeutic targets and drug development for the treatment and prevention of Alzheimer's
disease. Application of geometric deep learning methods to interaction predictions on BACE-1 data may lead
to the discovery of potential BACE-1 inhibitors and the development of innovative approaches to the
treatment of Alzheimer's disease. This study aims to offer a new perspective in the fight against Alzheimer's
disease and shed light on advancing treatment strategies. The main contributions of this study are outlined
below:
o It offers a new approach to drug interaction prediction for Alzheimer's disease by investigating the
use of geometric deep learning methods on BACE-1 data.
¢ Interaction predictions obtained through the use of MPNN based method can guide the design and
optimization of BACE-1 inhibitors.
e The study contributes to a better understanding of the molecular interactions between the BACE-1
enzyme and potential inhibitors. This allows for the development of more effective strategies during
the drug design process.

The structure of this paper as follows: Section 2 presents an in-depth exploration of the materials and methods
employed. Section 3 delves into the experimental findings and discussions. Following that, Section 4 outlines
the limitations encountered and suggests future avenues of research. Finally, Section 5 concludes the study
of the paper.

2. Materials and Method

This section outlines the materials and methodologies employed in the study for the prediction of interactions
with BACE-1 inhibitors. It encompasses the dataset description, model architecture, training procedure, and
evaluation metrics utilized in the experiment. The proposed algorithm encompasses three key steps: dataset
collection, training, and prediction. Additionally, Figure 1 shows the block diagram of the proposed model,
providing a visual representation of the methodology employed in the study.

This section outlines the materials and methodologies employed in the study for the prediction of interactions
with BACE-1 inhibitors. It encompasses the dataset description, model architecture, training procedure, and
evaluation metrics utilized in the experiment. The proposed algorithm encompasses three key steps: dataset
collection, training, and prediction. Additionally, Figure 1 shows the block diagram of the proposed model,
providing a visual representation of the methodology employed in the study.
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Figure 1. The block diagrams of the GDL based model

2.1. Data collection

This section provides an overview of the dataset employed in the study. It includes quantitative (1C50)
measurements and qualitative (binary label) binding outcomes, obtained from experiments conducted on a
range of compounds targeting human B-secretase 1 (BACE-1). BACE-1 is an enzyme involved in the
production of beta-amyloid peptides, which accumulate in the brains of Alzheimer's patients, contributing to
the disease's progression. The BACE dataset includes a variety of columns and parameters that are crucial
for developing and evaluating potential BACE-1 inhibitors. These features are broadly categorized into
molecular descriptors, activity measurements, and annotations related to Alzheimer's disease. The dataset
originates from the BACE data, specifically curated for research on Alzheimer's disease therapeutics. The
dataset utilized in this study was sourced from https://moleculenet.org/datasets-1 database [20]. It comprises
1513 compounds represented in the SMILES format. The dataset is partitioned into training of 80%,
validation of 10%, and test of 10% subsets. Additionally, the dataset's scaffold and rec-split methods were
employed to ensure diverse representation and robust evaluation. 1D and 2D descriptive features were used
to represent the compounds in the study. Basic molecular feature information such as molecular weight,
number of hydrogen bond donors and acceptors, and LogP (partition coefficient) were selected as 1D
descriptors. These descriptors are necessary to evaluate the drug-likeness of compounds based on Lipinski's
rule of five. 2D descriptors, on the other hand, capture the molecular topology and include features such as
the number of rings, the number of rotatable bonds, and the presence of specific functional groups. They
provide a more detailed representation of the structure of the molecule. Table 1 shows the dataset used in the
experiment.
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Table 1. The detailed features of the dataset
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2.2. Pre processing

This section describes the preprocessing steps applied to prepare the dataset for training the geometric deep
learning-based model. In the experimental study, raw data represented in SMILES (Simplified Molecular
Line Entry System) format was first converted into molecular graphs. The choice to use the SMILES format
is to represent the structure of chemical compounds efficiently and concisely. The preprocessing steps began
with parsing each compound's SMILES string to generate its corresponding molecular graph, identifying
atoms and bonds, and constructing a graph where atoms are nodes and bonds are edges. These molecular
graphs were then processed to extract node features such as atom types, hybridization states, and aromaticity,
along with edge features like bond types and bond orders, which are crucial for accurately representing the
molecules' chemical properties. Next, these molecule representations were used to construct graph structures
suitable for input into the Message Passing Neural Network (MPNN), where each node (atom) was
represented by a feature vector and each edge (bond) by an attribute vector. Feature normalization was
applied to ensure that all input features were on a similar scale, enhancing the stability and performance of
the neural network.

2.3. Training

This section elucidates the training protocol for our proposed model, which integrates a Message Passing
Neural Network (MPNN) to forecast interactions with BACE-1 inhibitors. The training unfolds in two pivotal
stages: MPNN and FCN. MPNN, a specialized neural network architecture tailored for processing molecular
data depicted as graphs [21], plays a central role. It facilitates the conversion of graph data structure into a
vector termed as a graph embedding. This embedding vector undergoes iterative updates grounded on
messages exchanged among nodes within the graph. Leveraging MPNN, node feature vectors are transmuted
into a distinct space, thereby enabling the generation of graph embedding [22-24]. Originally introduced by
Gilmer et al., this approach reshapes spatial and spectral architectures within graph networks through two
discernible phases: message passing and readout. Moreover, MPNN serves as a supervised learning
framework for graphs, empowering the redefinition of spatial and spectral architectures within graph
networks. MPNN's message passing and readout stages contribute to the model's ability to capture intricate
structural and functional characteristics of molecules. By incorporating MPNN into our training pipeline, we
aim to exploit the rich information present in molecular structures to accurately predict interactions with
BACE-1 inhibitors.

In the GDL-based model used, the metric space is created by excluding the reading function. Since the entire
graph is examined to predict molecule interactions with BACE inhibitors for results, simply placing node
proximity information in the embedding field will not be sufficient. Within the proposed GDL framework,
embedding values undergo processing through a fully connected layer to facilitate prediction. This layer
comprises four dense layers, with a dropout rate of 20% implemented in the first three layers to counter
overfitting. The initial dense layer encompasses 92 neurons, succeeded by 46 neurons in the second layer, 23
neurons in the third layer, and a solitary neuron in the output layer. Activation functions encompass RelLu
for the first three layers and sigmoid for the final layer. The architecture of the methodology employed in the
experimental application is delineated in Figure 2.
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Figure 2. The Architecture of the FC Network Component
2.4. Prediction of interaction

In estimating the interaction of BACE-1 inhibitors, the Quantitative Estimates of Drug-likeness (QED)
criterion is utilized [25,26]. This criterion allows quantitative evaluation of a combination of a compound's
biological effect, drug properties, and pharmacological properties. This measure is calculated by evaluating
molecular properties through a series of mathematical and statistical analyses. A compound with a higher
QED score is considered to be more likely to succeed in the drug development process. Therefore, QED is
used as an important tool in drug design and discovery processes. Figure 3 shows the interaction rates of
QED on the BACE-1 inhibitors.
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Figure 3. The QED results for interaction on BACE-1 inhibitors

3. Experimental Results and Discussion

In this study, Lipinski's rule was also taken into account for the prediction of drug interactions of BACE-1
inhibitors. The Lipinski rule consists of a set of rules used to evaluate whether oral bioavailability of a
compound is likely [27]. This rule is important for determining the pharmacokinetic properties of a
compound and is widely used in the development of drug candidates. Lipinski's rules are [28]:

The molecular weight of the molecule has not been more than 500.

The total number of hydrogen bonds (sum of N and O atoms) has not been more than 5.

The number of donor hydrogen bonds has not been more than 5.

To determine the lipophilicity of the molecule, the distribution coefficient (LogP) value should not
be more than 5.

The BACE-1 drug interaction prediction performance value obtained by using the GDL model was
determined as 0.877. To assess the effectiveness of the GDL model, the area under the curve (AUC) was
calculated, indicating the accuracy of the proposed model. The ROC curve was used to provide a clearer
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visual interpretation of the drug prediction of BACE-1 inhibitors. Figure 4 shows the results of the AUC, F1
score and negative predictive value performance values of the proposed model. Figure 4 shows that the AUC
value approaches 90. In the ROC curve, the under the curve is defined as AUC. The desired situation is for
the ROC curve to be close to 1. This shows that the discrimination of the system is high. In Figure 4a, the
high AUC value shows that the discrimination of the system is high.

Accuracy is a performance criterion that is frequently used to measure the success of a model, but is not
sufficient to measure system performance. F1 score is used to avoid making a wrong choice, especially when
there is an imbalance in data between classes. Figure 4b shows the F1 score values for the training and
validation data sets. As seen in Figure 4b, the F1 score reached approximately 80% at the end of 60 epochs.

When a test result is negative, the value that indicates the probability of the result actually being negative is
called Negative Predictive Value. As can be seen in Figure 4c, it was actually negative, but the percentage
defined as negative in the system was approximately 78%.
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Figure 4. (a) The AUC (b) The F1 Score (c) The Negative Predictive Value performance of GDL based model

This study examined the potential role of BACE-1 inhibitors in the treatment of Alzheimer's. When we
review other studies in the existing literature [29-32], there is sample evidence that BACE-1 inhibitors are an
important therapeutic strategy targeting AD pathology. In particular, BACE-1 inhibitors have been shown to
inhibit A oligomerization and consequent amyloid plaque formation and thus may slow disease progression.
Other studies in the literature reveal that BACE-1 inhibitors often face significant challenges in terms of their
selectivity and drug-like properties. In this study, we showed that the GDL model we developed provides a
high accuracy in predicting the efficacy of BACE-1 inhibitors. It is important to highlight the potential use
of this model as a tool in the design and screening of BACE-1 inhibitors. However, the current study has
some limitations. For example, the data set used was limited and only covered a specific chemical space.
Additionally, further work is required on the generalizability and applicability of the GDL model to other
molecular targets. Additionally, we think this study is an important step to further investigate the potential of
BACE-1 in the treatment of AD. In the future, with further experimental studies and clinical trials, it will be
possible to realize this potential and develop an effective therapeutic strategy in the treatment of AD.
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Upon reviewing the literature, it is evident that many studies in the field do not explicitly report success rates
in a manner that allows for direct comparison. For example, studies by Korolev et al. [33], Wang et al. [34],
and Ghosh et al. [35] focus primarily on clinical and biochemical evaluations, providing valuable insights
into binding mechanisms and pharmacokinetic properties, but do not offer quantifiable success rates for
predictive modeling. This study makes significant contributions to the literature by leveraging geometric
deep-learning techniques to predict interactions of BACE-1 inhibitors, an approach not widely explored in
previous studies. Unlike traditional methods, our model utilizes the Message Passing Neural Network
(MPNN) and Fully Connected Network (FCN) to effectively capture and represent complex molecular
structures and their interactions. A key superiority of our study is the gquantifiable success rate of 87.7%,
which demonstrates the robustness and accuracy of our predictive model. This metric provides a clear
benchmark for future research and offers a measurable improvement over previous studies that often lack
explicit success rates.

4. Conclusion

This study assessed the applicability of geometric deep learning techniques in forecasting interactions of
BACE-1 inhibitors for addressing Alzheimer's disease. During the training process, a customized model was
developed using a Communication Transition Neural Network (MPNN) and Fully Connected Network
(FCN). This model predicts molecule interactions through the combination of graph embedding and fully
connected networks to capture complex structural and functional features in molecular structures. Our results
show that the geometric deep learning model we developed can successfully predict the interactions of
BACE-1 inhibitors. The performance rate of our model was evaluated based on the curve under area (AUC)
value and was determined as 87.7%. By using pharmacological criteria such as the QED criterion and
Lipinski's rule, the effectiveness of our model has further increased. These findings offer a novel approach
for identifying and developing potential BACE-1 inhibitors aimed at treating Alzheimer's disease.
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Oz

Lastik arizalar1 dnemli giivenlik riskleri olusturur ve ileri seviye inceleme tekniklerini gerektirir. Bu arastirma,
lastiklerin ¢elik kugaklarindaki kusurlari tespit etmek icin manyetik sensorlerin ve derin 6grenmenin
uygulanmasini incelemektedir. Kusurlarin neden oldugu manyetik alan degigimlerini yakalayarak, saglam ve
dogru bir ariza tespit sistemi gelistirilmesi amaglanmaktadir. Bu ¢alismada, manyetik goriintii sensér devresi
tasarlanmig ve daha sonra ondan elde edilen goriintiiler, hata olmayan, ¢atlak ve delaminasyon tipi ¢elik kusak
hatalar1 olarak siniflandirilmisgtir. Cesitli derin 6grenme modelleri ve bunlarin hibrit mimarileri arastirilmig ve
karsilastirtlmigtir. Deneysel sonuglar tiim modellerin gii¢lii bir performans sergiledigini, Transformatdr modelinin
%96.12'lik en yiiksek dogruluga ulastigim gostermektedir. Gelistirilen sistem, endiistrilerde lastik giivenligini
iyilestirmek ve bakim maliyetlerini diisiirmek i¢in potansiyel bir ¢6ziim sunmaktadir.
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Abstract
Tire failures pose significant safety risks, necessitating advanced inspection techniques. This research investigates
the application of magnetic sensors and deep learning for detecting defects in steel belts of the tires. It was aim to
develop a robust and accurate fault detection system by measuring magnetic field variations caused by defects. In
this study, the magnetic image sensor circuit had been designed and then the images obtained from it have been
classified as none, crack, and delamination type steel belt errors. Various deep learning models and their hybrid
architectures, were explored and compared. Experimental results demonstrate that all models exhibit strong
performance, with the Transformer model achieving the highest accuracy of 96.12%. The developed system offers
a potential solution for improving tire safety and reducing maintenance costs in industries.
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1. Introduction

Tires are essential components of modern transportation systems, ensuring vehicle stability, traction,
and safety [1]. The steel belt, embedded within the tire's structure, is a critical component that provides
reinforcement and load-bearing capacity. Defects in the steel belt may lead to catastrophic tire failures,
posing significant risks to vehicle occupants and other road users. Early and accurate detection of these
defects is crucial for preventing accidents and ensuring road safety [2]. There are frequent traffic
accidents today and when we investigate the causes of these accidents, some of them are driver errors
and the other large part is the damage to the car as a result of the vehicle not being inspected on time.
One of these damages is the damage to the tires. There may be malfunctions such as wear and tear on
the tires or a flat tire. One of these malfunctions is the damage to the steel belts inside the tire. The
problem is that this damage is noticed late. Not detecting the damage to the steel belts early can also
indirectly damage your vehicle. For example, if there is a break in the wires of the steel belts on your
vehicle's tire and you drive your vehicle without noticing it, you will notice the following symptoms in
your vehicle in the future [3]. These symptoms from the steering wheel shaking and if the damage is on
the left tire, the vehicle pulls to the left, if the malfunction is on the right tire, the vehicle pulls to the
right. Figure 1 represents a view of a steel belt in a tire.

Figure 1. An example of the steel belt of a tire

Traditional methods for inspecting steel belts, such as visual inspection and X-ray radiography, are time-
consuming, labor-intensive, and often unable to detect hidden flaws. Current methods for inspecting
tires are destructive because they require disassembly, making them impractical for in-service checks.
Therefore, non-destructive and efficient techniques for detecting faults in steel belts are urgently needed
[4]. Magnetic sensors offer a promising solution for this purpose by identifying changes in magnetic
field patterns caused by defects like cracks, delaminations, and corrosion. Defects can be found and
identified by analyzing these magnetic field fingerprints [5]. Deep learning is a potent tool for
interpreting complicated data; it is well-known for its effectiveness in image and signal processing. Its
capacity to identify high-level characteristics from unprocessed data makes it a potent contender for
steel belt failure diagnosis. Using data from magnetic sensors and deep learning algorithms, reliable and
precise defect detection models may be created. While several components have been the subject of flaw
detection research, the use of deep learning and magnetic sensors to steel belt inspection is still mostly
unexplored. The literature on reliable and efficient defect detection systems that make use of this mix
of technologies is noticeably lacking. By assessing the viability and effectiveness of several deep
learning models for using magnetic sensor data to identify flaws in steel belts, this paper aims to bridge
that gap.

The primary objectives of this study are:

e Todevelop a magnetic image scanner to investigate the characteristics and potential of magnetic
image sensors (MISs) for non-invasive detection of steel belt damage in tires.
e To investigate the performance of various deep learning models for this application.

87



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 85-99, 2025
S. Yal¢in

e To evaluate the effectiveness of different feature extraction techniques for enhancing fault
detection accuracy.

e To optimize the proposed system for real-world implementation, considering factors such as
computational efficiency and robustness.

The remainder of this paper is organized as follows. Section 2 presents a literature review. Section 3
presents system implementation including magnetic image sensor design and the fault detection
methodology. Section 4 presents the experimental results, including performance evaluation metrics and
comparative analysis of different models. Section 5 discusses the performance of the results in brief.
Finally, Section 6 summarizes the key findings, contributions, and potential future research directions.

2. Literature Review

Zhang et al. (2017) presented a research on the identification of tire flaws in multitextural radiography
pictures [6]. They addressed the tire defect characterization problem using local regularity analysis and
scale characteristic. A defect edge measurement model was used to identify the optimal scale and
threshold parameters for defect edge detection. This framework separated faults from background
textures. Finally, a novel approach for detecting tire problems was suggested using wavelet multiscale
analysis. In order to effectively diagnose tire flaws, Zheng et al. (2021) presented a novel deep learning
model called DCScNet [7]. This model offered advantages over regular CNNs, such as removing the
requirement for labeled training data and lowering subjectivity in manually generated features, by
substituting sparse coding for classic convolutional kernels. As a result, DCScNet performed better in
categorization. Liu et al. (2022) combined the analysis of video and static image data to present a unique
approach for diagnosing belt damage [8]. They created a deep learning framework for processing video
data captured during on-site monitoring in order to detect damage from beginning to conclusion. While
temporal convolutional networks (TCNs) extract dynamic information from consecutive video frames,
improving detection accuracy by mitigating the effects of lighting conditions and shadows, an improved
attention mechanism aids the model in focusing on relevant image regions despite complex
backgrounds. Xie et al. (2021) developed an intelligent system combining deep learning for autonomous
defect detection in order to automate the process of defect identification [9]. In order to overcome the
shortcomings of conventional CNNs with sample-based data, they unveiled a new architecture known
as Fusion Feature CNN (FFCNN), which is intended to extract and integrate pertinent features from
sample inputs for accurate classification. Martinez-Parrales and Téllez-Anguiano (2022) developed an
loT-enabled malfunction detection system for conveyor belts [10]. The technology precisely calculated
important characteristics such as stroke, direction, and frequency by measuring acceleration force at six
vital spots on the machine using two-axis wireless accelerometers. By comparing these numbers to
preset reference points, the system generated real-time visual warnings on the machine's state, both on-
site and remotely. The system's efficacy was carefully tested by testing on an actual conveyor prototype.
Lin (2023) described a revolutionary deep learning-based strategy for reliably detecting tire problems
[2]. The suggested technology outperforms typical ShuffleNet architecture in terms of recognizing tire
debris faults. When compared to other top models like GoogLeNet, VGGNet, ResNet, and the original
ShuffleNet, the enhanced ShuffleNet obtains an impressive detection rate of 94.7%. This innovative
solution benefits both drivers and tire producers by lowering labor costs and considerably speeding up
the tire problem identification process. Zhang et al. (2023) introduced IDD-Net, a pioneering deep
learning model created expressly to address the issues involved with industrial defect detection [3]. IDD-
Net used a novel local-global backbone feature network (LGB-Net) to successfully resolve flaws with
various degrees of similarity and diversity. Furthermore, the suggested Three-Layer Feature
Aggregation network (TFLA-Net) efficiently addresses the issue of large scale changes in faults. TFLA-
Net used a revolutionary three-layer descending approach to smoothly incorporate semantic and fine-
grained information. To solve the issue of object loss deviation at different scales, a new loU loss
function, Defect-loU loss, was proposed. This novel loss function adjusts the loss amount according to
the area difference between objects of different sizes, resulting in a more balanced optimization process.
Sedaghat et al. (2021) introduced a new strategy for identifying tire flaws in X-ray pictures based on an
entropy filter, patch texture attributes extraction by Local Binary Pattern, and defect classification via
Support Vector Machine (SVM) [11]. The suggested technique begins by applying an entropy filter to
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the input. The patch classifier identified the candidate areas, which were picked from the picture and
had distinct patterns. All flaws were found and categorized, and the algorithm's efficiency was evaluated.
Sener et al. (2022) presented a ground-breaking method for increasing car safety: a vision-based seat
belt detector that changes the seat height without the driver or passenger's interaction [12]. The device
assisted in preventing potentially catastrophic neck injuries caused by inappropriate seat belt positioning
by properly recognizing the position of the seat belt relative to the driver's or passenger's neck.
DenseNet121, GooglLeNet (Inception-v3), and ResNet50 were used in a comprehensive benchmarking
procedure to assess the performance of several deep learning architectures. The models were evaluated
according to their sensitivity, specificity, precision, false-positive rate, false-negative rate, F1 score, and
accuracy. Furthermore, training and validation loss curves, as well as accuracy curves, were produced
for each model to offer a thorough study of its performance. A noise reduction technique was introduced
by Sun et al. (2024) to reduce metal slag interference in steel cord conveyor belt damage signals [13].
Wavelet thresholding and Empirical Mode Decomposition (EMD) were combined in this approach.
Wavelet thresholding attenuates high-frequency sounds while retaining crucial low-frequency
information in the intrinsic mode functions (IMFs) created by EMD's breakdown of the original signal
into IMFs. This allowed for the separation of high-frequency noise components associated with metal
slag.

3. System Implementation

In this section, the magnetic image scanner design of the study was made and the methodology for fault
detection of steel belts was presented.

3.1. Designing of magnetic image scanner

Hall effect sensors were used in series and turned into a circuit to detect faults in steel belts in tires. As
an application to understand the operation of the circuit and its logic, scanning of steel wires inside
vehicle tires and highlighting damaged areas and showing them to the user were performed. As a result
of the research, the control of whether the structure inside vehicle tires is undamaged/faultless is
evaluated as successful or unsuccessful only by scanning the tire with X-ray logic at the stage before the
tire is put on sale in the factory where it is produced and visualizing it on the computer and reading and
interpreting the image by technical staff. The output and working principle of the MIS have been
investigated. In this direction, a simple magnetic image scanner has been designed. Using this scanner,
it is aimed to visualize and detect the damages in the steel belts inside the vehicle tires in a computer
environment without any physical intervention. Figure 2 shows the magnetic sensors soldered onto
designed printed circuit board.
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Figure 2. Magnetic sensors soldered onto printed circuit board

The scanner utilizes X-ray logic to evaluate the structural integrity of the steel belts, providing visual
representation and interpretation for technical staff.
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Hardware Implementation:

Sensor Selection: Four IC-ML sensors, each containing four Hall effect sensors, were chosen for their
sensitivity and reliability.

Circuit Design: A custom-designed printed circuit board (PCB) was fabricated to accommodate the
sensors and their connections.

Sensor Placement: The sensors were arranged in a specific configuration to ensure accurate detection of
anomalies in the steel belts.

Interfacing with Microcontroller: A multiplexer was used to interface the analog outputs from the
sensors with the Arduino Uno microcontroller.

Data Transmission: Node.js and Arduino IDE were employed for real-time data transfer and
visualization.

Software Implementation:

Data Acquisition: The microcontroller collected sensor data at a specified sampling rate.

Data Processing: Algorithms were developed to analyze the sensor data and identify patterns indicative
of faults. Visualization: A user interface was created to display the detected faults visually, allowing for
easy interpretation.

Challenges and Solutions:

During the implementation process, it was discovered that one of the IC-ML sensors was
malfunctioning. This issue was addressed by excluding the faulty sensor and proceeding with the
remaining 12 sensors.

The magnetic image scanner successfully demonstrated its ability to detect faults in steel belts within
vehicle tires. The design incorporates a series of Hall effect sensors, a custom PCB, and a software
interface for data acquisition, processing, and visualization. By addressing challenges encountered
during development, the final system provides a reliable and effective solution for quality control in tire
manufacturing. It was realized by using a piece consisting of a series of steel wires carefully removed
from the tire in an industrial environment. For the hardware part of the application, 4 IC-ML sensors
were placed side by side. Since there was no ready PCB for this process, a printed circuit board was
designed from scratch. The sensors were placed side by side in a 17.6 x 2 millimeter area and their
integrated legs were extended to the edges of the board. In order to ensure that the sensors were not
affected by the cables and the microcontroller, the board we prepared was placed on another plate and
the cables soldered to the leg ends were passed through the holes opened in this plate and transmitted to
the intermediate side. The transmitted cables were separated according to the pin configuration. Since
there were 4 Hall effect sensors in each IC-ML sensor, there were a total of 16 analog outputs and 6
analog inputs in the Arduino Uno. To eliminate this incompatibility, 1 16x1 multiplexer circuit was
used. The analog outputs from the sensor were given as inputs to the multiplexer and the output of the
multiplexer was connected to the A0 pin of the Arduino circuit. After assembling all the parts on the
large plate, the visualization process was started in the software section. In order to perform live data
transfer and visualization at the same time, the commands written with javascript technologies which
are Node.js and Arduino IDE were communicated with 9600 baudrate. The fact that the software used
achieved this job smoothly and flawlessly increased the success rate of the application. During the
implementation process of the application, a problem was encountered such that one of the IC-ML
sensors used could not provide the expected results and this sensor had to be canceled. As a result, the
magnetic image sensor design was realized with 12 Hall effect sensors instead of 16 and the scanning -
visualization process was achieved. The results and the images related to the final state of the product
are shown in Figures 3 and 4.
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Figure 4. Front side of the card prepared for study

The design of the card was carried out in this way so that the sensors are not affected by the magnetic
field created by the wiring and the microcontroller.

3.2. Fault detection methodology
The experimental methodology involved the following steps [3]:

Assumptions:
e The steel belt is a linear magnetic material.
e Magnetic field perturbations due to defects are small.
e The tire and steel belt can be represented as a 2D or 3D structure.

The magnetic field intensity, H, in a material is related to the magnetic flux density, B, by the
permeability, u, is computed as in Equation 1.

B = uH )

For a linear material, u is a constant. However, in the presence of defects, 1 becomes a function of
position is presented as in Equation 2.

B(r) = u(r)H(r) @)
Magnetic field perturbation is calculated as in Equation 3.
AB(r) = [u(r) — pO]H(r) @)

where u0 is permeability of defect-free material. Additionally, magnetic sensor output is computed as
in Equation 4.
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V_sensor = f(AB(r)) (@)

Equation 5 illustrates the widespread application of the categorical cross-entropy loss function in
classification issues.

Loss = =X (ytrue * log()’pred)) ()

where y_true is the true label (0 for no defect, 1 for defect), y_pred is the predicted probability of the
defect. The model is trained using backpropagation through time (BPTT) to compute gradients. An
Adam optimizer is used to update the model parameters. The model is trained on a dataset of labeled
tire samples. Once the model is trained, it can be used to classify new, unseen tire data. If the model
predicts a high probability of a defect, an alert can be generated. By combining this mathematical model
with a well-structured deep learning network, this approach effectively detects faults in steel belts using
magnetic sensor data.

4. Experimental Results and Discussion

The study utilized a Windows 10 computer with an Intel Core i7-8650U CPU installed and 16 GB of
RAM. Python 3.8.5 served as the primary programming language for all implemented methods. Code
development was facilitated by PyCharm IDE, while Jupyter Notebook was used for step-by-step
execution.

4.1. Collected data analysis

In this study, a total of 480 magnetic images were collected for None, Crack and Delamination, each in
equal numbers. using the MIS designed for the dataset. 80% of them were reserved for training and the
rest for testing. The collected magnetic sensor data from the MIS design, was subjected to rigorous
analysis to extract meaningful features indicative of steel belt defects. Figure 5 shows the defect types,
including crack and delamination defects of the tires.

Figure 5. Defect types. a) crack defect b) Delamination defect [2]

Table 1 presents the data structure obtained from the magnetic images. Signal processing techniques,
fourier transform has been employed to characterize the magnetic field signatures. The dataset consists
of multiple records, each representing a measurement taken from a specific point on a tire. TirelD: A
unique identifier for each tire. SensorID: A unique identifier for each sensor. X_coordinate: The x-
coordinate of the sensor's position on the tire. Y_coordinate: The y-coordinate of the sensor's position
on the tire. Z_coordinate: The z-coordinate of the sensor's position on the tire. MagneticFieldX: The x-
component of the magnetic field measured by the sensor. MagneticFieldY: The y-component of the
magnetic field measured by the sensor. MagneticFieldZ: The z-component of the magnetic field
measured by the sensor. DefectType: The type of defect presents in the tire (if any), e.g., crack,
delamination, corrosion, or none. DefectSize: The size of the defect. DefectLocation: The location of
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the defect. Given that the dataset consists of numerical data from magnetic sensors rather than images,
the labeling process involved analyzing the sensor readings to identify patterns indicative of defects. For
each record in the dataset, it was compared the magnetic field measurements to established baseline
values and thresholds. Deviations from these norms were then classified as potential defects, with their
type, size, and location determined based on the specific patterns observed in the sensor data. This
approach allowed us to effectively label instances within the dataset, providing a solid foundation for
the subsequent machine learning tasks.

Table 1. Data structure

TireID  SensorID  X.Y,Z coordinate MagneticFieldX,Y,Z DefectType DefectSize DefectLocation
Tl sl 10,20.5 123.-45,78 None - -

Tl S2 15.20.5 132.-51.82 Crack Smm Outer

T2 83 5154 118,-39,75 Delamination 8mm Inner

The magnetic image scanner was tested on actual vehicle tires in a controlled industrial environment.
We faced several challenges during the data collection phase, including:

Tire Variability: Tires can vary significantly in terms of their construction, materials, and manufacturing
processes. This introduced variability into the data and required careful consideration when developing
the fault detection algorithm.

Environmental Factors: Factors such as temperature, humidity, and vibrations can influence the
performance of the sensors and the accuracy of the measurements. We implemented measures to
minimize the impact of these environmental factors.

Noise Reduction: The sensor signals were subject to noise, which could interfere with the detection of
faults. Noise reduction techniques were employed to improve the signal-to-noise ratio and enhance the
accuracy of the system.

By addressing these challenges and conducting experiments in a real-world setting, we were able to
validate the effectiveness of our magnetic image scanner for detecting faults in steel belts within vehicle
tires.

The dataset used in this study was specifically curated to address the research objectives. While it may
not be as extensive as larger datasets, its size was carefully considered to balance data quality,
representativeness, and computational feasibility. Given the nature of the data collected from magnetic
sensors and the specific focus of this research, the dataset's size was deemed adequate to provide robust
insights and conclusions. Since it was obtained with real magnetic circuits, only 480 pieces of data could
be obtained. This study, while aligning with the general framework of previous research in the field of
tire defect detection using magnetic sensors, offers several distinctive contributions that enhance the
understanding and application of this technology. The dataset was meticulously collected in a real-world
setting, ensuring that the sensor readings accurately reflect the conditions encountered in actual tire
usage. This contrasts with some studies that may rely on simulated or controlled environments,
potentially limiting the generalizability of their findings. A strategic sensor placement approach was
employed, considering factors tire geometry. This optimization maximizes the sensitivity of our system
to detect a wide range of defects, including those that might be overlooked by less carefully planned
sensor arrangements. The sampling rate of our microcontroller was carefully chosen to capture the
dynamic nature of tire defects. This study leverages state-of-the-art algorithms for data analysis and
feature extraction, such as machine learning techniques and signal processing methods. These advanced
approaches enable us to identify complex patterns and relationships within the sensor data that may not
be apparent through simpler analysis techniques. We did indeed employ feature engineering techniques
to extract relevant features from the raw sensor data. These features included not only the six coordinate
information (X, Y, Z, MagneticFieldX, MagneticFieldY, MagneticFieldZ) but also additional derived
features such as the rate of change of the magnetic field, standard deviation, and variance. By carefully

93



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 85-99, 2025
S. Yalgin

selecting and combining these features, we aimed to enhance the informativeness of our dataset and
improve the performance of our machine learning and deep learning models.

4.2. Performance evaluation

The experimental results demonstrated the effectiveness of magnetic sensors in detecting faults in tire
steel belts. The extracted features showed distinct patterns for different defect types, indicating the
potential for accurate classification. Note that the performance of the fault detection system influences
by factors such as sensor placement, magnetization strength, defect size, and location.

Figure 6 represents an output from a magnetic image sensor. The numerical values within the grid likely
correspond to sensor readings or pixel intensities. The consistent value of 127 across most of the image
suggests a baseline or reference reading, indicating a uniform magnetic field and the absence of any
significant magnetic anomalies. The values might be normalized to a specific range (0-255) for
processing and display purposes. The sensor has limited sensitivity and resolution, resulting in a uniform
output in the absence of strong magnetic signals. Therefore, it is understood from Figure 6 that no fault
was detected in the steel belts.

Figure 7 presents the output of a magnetic image sensor, used for inspecting steel belts in tires. The grid-
like structure displays numerical values, representing the sensor readings at different positions. The
presence of anomalous values, deviating from the background value of 127, suggests potential defects
in the steel belt. The image indicates a potential anomaly or defect in the steel belt within the region
covered by sensors S5 and S6. The values of 20 and 27 in these sensors deviate significantly from the
background value of 127, suggesting a change in magnetic properties within that area. This change could
be attributed to a defect in the steel belt, such as a crack or delamination. That is, based on the anomalous
sensor readings from S5 and S6, a fault exists in the corresponding region of the steel belt.

MAGNETIC IMAGE SENSOR

NO FAULTS DETECTED

Figure 6. No faults detected in steel belts by magnetic image sensors
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Figure 7. Detection of faults in steel belts from magnetic image 5th and 6th sensors
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K-fold cross-validation is an effective strategy for testing model performance, especially with smaller
datasets as in our study. This strategy efficiently uses all available data for training and assessment,
resulting in a more accurate performance prediction than a standard train-test split. This strategy, which
is widely used in machine learning, divides the dataset into K equal-sized subsets or "folds". During
each cycle, K-1 subsets are utilized for model training, while the remaining subset confirms the model's
performance. This method is repeated K times, each time with a new subset for validation. This produces
K performance measurements, allowing for an averaged total performance estimation. To reduce
overfitting, we randomly divided the dataset into five subsets (K = 5) as suggested by Hamdi et al. [14].
Table 2 shows the K-fold cross-validation steps performed on the five prior models. The fundamental
advantage of K-fold cross-validation is that it essentially expands the database size, resulting in K times
more performance measurements, which is especially useful for smaller datasets like ours. As a result,
using this strategy effectively increases the effective size of our database by five.

Table 2. The operation steps of the K=5-fold cross-validation

K=5-Fold1 K=5-Fold2 K=5-Fold3 K=5-Fold4 K=5-Fold5

Model No Data Processing Type

1 Testing Training Training Training Training
2 Training Testing Training Training Training
3 Training Training Testing Training Training
4 Training Training Training Testing Training
5 Training Training Training Training Testing

Table 3 shows the performance of the different pre-trained models, which are the SVM, CNN, LSTM,
GRU, BILSTM, Transformer, Attention-based LSTM, CNN-LSTM Hybrid, ResNeXt, DenseNet,
according to the average results of the K=5-fold cross-validations. The details of these models used in
the study are available in the studies in references [15-20]. In the performance comparison of the models,
accuracy, precision, recall, F1-score, FPR, FNR, AUC score and computational cost analyses, which are
frequently used in deep learning studies, were performed.

Table 3. The performance of the different models in terms of average results of the K=5-fold cross-validations

Recall

Accuracy Precision (TPR) F1- AUC- Computational
Model (%) (%) (%) Score FPR FNR ROC Cost ()
SVM 92.35 90.22 91.46 0.918 0.082 0.093 0.957 0.22
CNN 94.31 92.43 93.65 0.933 0.063 0.074 0.964 14
LSTM 95.18 93.74 9444 0946 0.054 0.062 0.977 24
GRU 94.82 93.18 94.14 0937 0.064 0.066 0972 21
BiLSTM 95.54 94.16 94.77 0949 0.042 0.054 0.985 28
Transformer 96.12 94.75 95.11 0952 0.041 0.053 0.983 37
Attention-
based LSTM 95.29 94.16 94.29 0945 0.054 0.064 0975 26
CNN-LSTM
Hybrid 95.76 94.48 9488 0.944 0.046 0.057 0.984 33
ResNeXt 95.65 94.28 94.72  0.944 0.047 0.052 0.983 43
DenseNet 95.39 94.20 9437 0.943 0.053 0.066 0.978 41

Transformer and ResNeXt consistently outperform other models across most metrics, indicating their
superior ability to capture complex patterns in the data. LSTM and GRU also demonstrate strong
performance, especially in terms of recall, suggesting their effectiveness in handling sequential data.
CNN and CNN-LSTM Hybrid models show good accuracy and F1-scores, indicating their ability to
extract relevant features. SVM generally has lower performance across most metrics, likely due to its
simpler linear decision boundary. Transformer and ResNeXt achieve the highest accuracy, indicating
their ability to correctly classify a higher percentage of samples. All models exhibit high precision,
suggesting a low rate of false positives. Transformer, ResNeXt, and BiLSTM demonstrate higher recall,
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indicating better ability to identify all actual defects. Consistent with accuracy, precision, and recall,
Transformer and ResNeXt show the best F1-scores, indicating a good balance between precision and
recall. Lower FPR and FNR values for Transformer, ResNeXt, and BiLSTM indicate fewer false alarms
and missed defects. Transformer and ResNeXt achieve the highest AUC-ROC scores, suggesting their
ability to discriminate between classes across different classification thresholds. There's a trade-off
between performance and computational resources. Transformer and ResNeXt demand higher
computational costs due to their complexity. In this means, the Transformer model consistently
outperformed the other models, achieving the highest scores in accuracy (96.12%), precision (94.75%),
recall (95.11%), F1-score (0.952), and AUC-ROC (0.983). LSTM-based models, including BiLSTM
and Attention-based LSTM, also demonstrated strong performance, indicating their effectiveness for
sequential data. CNN and SVM models offered a balance between performance and computational
efficiency. Overall, the choice of the best model depends on the specific requirements of the application,
considering factors such as computational resources and the importance of accuracy, precision, and
recall.

Following the achievement of peak performance, a confusion matrix was produced and the Transformer
model was used to the fault type classification process. This matrix is shown in Figure 8, which provides
a graphic representation of the model's performance in classifying steel belt faults into three categories:
none, crack, and delamination. The number of predicted instances for each class (column) compared to
the actual class (row) is displayed in the matrix's cells. For the "None" category, a diagonal value of 149
denotes good accuracy in recognizing samples free of defects. Similar to this, a value of 151 for the
"Crack" category indicates that crack flaws may be classified with some degree of precision, but a value
of 155 for the "Delamination” category indicates that delamination defects can be detected with high
accuracy. Off-diagonal values are used to indicate misclassifications. For example, five samples from
the "None" class might be mistakenly classed as "Crack."” An unbalanced dataset may have an effect on
how well the model performs. Strong performance is demonstrated by the Transformer model, especially
for the "Delamination™ class; nonetheless, examining misclassified data might reveal potential biases
and places for development.

Confusion Matrix

140

g
[] 120
=
w 100
3
LAV )
Q3
= bt -60
-40
c
£ -20
-~
m
R=
E ‘ g
o None Crack Delamination
& Predicted labels

Figure 8. Confusion matrix for the fault classification using Transformer model
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Figure 10. Loss results of the Transformer model

The Transformer model's training and test accuracy across 100 epochs is shown in Figure 9. The y-axis
displays accuracy, while the x-axis displays the total number of epochs. Significant fluctuations in the
training accuracy curve point to potential overfitting or susceptibility to noise in the training set. In spite
of these variations, training accuracy is often trending increasing, suggesting learning. After around 40
epochs, there is a discernible difference between the training and test accuracy curves, indicating that
the model is becoming overly specialized to the training set and is struggling to generalize to new data.
The test accuracy curve reaches a plateau approximately around the 80th epoch, suggesting that the
model's capacity for generalization has peaked. The Transformer model's training and validation loss
across 100 epochs is shown in Figure 10. This plot provides information on the model's learning process as
well as possible areas for development. In the early epochs, training and validation losses both drop very
quickly, suggesting efficient learning. Around epoch 40, a discrepancy between the training and validation
loss curves manifests themselves, indicating overfitting. The model is not generalizing effectively to
previously unknown data and is growing overly specialized to the training set. The training process's intrinsic
randomness or intricate patterns in the data might be the cause of the fluctuations in both curves. The
validation loss curve levels off at 0.25, suggesting that the model may be operating at maximum efficiency.

5. Discussion

The performance of various learning models has been discussed, including their accuracy, precision, recall,
F1-score, and other relevant metrics. The comparison of different models is conducted to identify the most
effective approach for tire defect detection. The importance of different features in the models is analyzed
using techniques such as feature permutation importance or SHAP values. This analysis helps to understand
which features contribute most significantly to the model's predictions. A comparison of the researcher's
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results with those reported in previous studies on tire defect detection is conducted. This comparison allows
for the assessment of the novelty and significance of the findings and the identification of areas where the
researcher's work contributes to the advancement of the field. The limitations of the study, such as the size
of the dataset, the specific types of defects considered, and the potential generalizability of the findings, are
acknowledged. Potential future research directions, including the collection of larger datasets, the exploration
of additional sensor modalities, and the development of more advanced machine learning and deep learning
techniques, are discussed. The potential implications of the findings for the field of tire safety and
maintenance are discussed. The study demonstrates the feasibility of using magnetic sensors and machine
learning techniques for accurate and timely detection of tire defects. This has significant implications for
improving tire safety, reducing maintenance costs, and preventing tire failures that could lead to accidents.

6. Conclusions and Future Direction

This study effectively demonstrated the potential of using deep learning in conjunction with magnetic sensors
to identify tire steel belt defects. The device detects two types of flaws with great accuracy by detecting small
differences in magnetic field patterns. Studies comparing various deep learning models revealed that the The
Transformer model consistently surpassed the other models, achieving the highest scores in accuracy of
96.12%, precision of 94.75%, recall of 95.11%, F1-score of 0.952, and AUC-ROC of 0.983. LSTM-based
models, including BiLSTM and Attention-based LSTM, also exhibited strong performance, suggesting their
effectiveness for sequential data. The drawbacks of conventional techniques are addressed by the integration
of deep learning with magnetic sensors, which offers a feasible alternative for non-destructive tire
examination. The technology that has been created has the potential to greatly improve tire safety by
facilitating the early identification of serious faults.

Potential avenues for future research might involve expanding the dataset to include a greater range of fault
kinds and severities. Furthermore, investigating more complex deep learning strategies like attention
processes and transfer learning may help the system function even better. It is possible to fully exploit the
promise of this technology to revolutionize tire care and inspection by continually improving the model and
integrating real-world data.

This research highlights the potential of deep learning in addressing difficult engineering difficulties and
enhances defect identification in the tire business.
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Oz

Bu ¢alisma, insansiz araglarin kullaniminda 6nemli bir yere sahip olan otonom sistemler i¢in rota planlama
problemini ele almay1 amaglamaktadir. Belirtilen problemin ¢6ziimiinde kullanilacak olan meta-sezgisel algoritma
yaklasimlarinin performansimi artirmak amaciyla hibrit bir algoritma onerilmistir. Onerilen hibrit algoritmada,
Parcacik Siirii Optimizasyonu (PSO) algoritmasinin basit kullanimi ve giiglii kiiresel arama yetenekleri, Gri Kurt
Optimizasyonu (GKO) algoritmasimin gii¢lii kesif ve yerel minimumdan kaginma 6zellikleriyle birlestirilmistir.
Onerilen hibrit yaklasim, hem hesaplama dogrulugunu hem de islem siiresinde verimliligi saglamay1
hedeflemektedir. Hibrit yaklagim kullanilarak, bilinmeyen bir ortamda sensorler yardimiyla rotalar hesaplanmigtir.
Hibrit algoritmanin performansi, bireysel PSO ve GKO algoritmalari ile karsilagtirilmistir. Karsilastirma sirasinda
algoritmalar; optimum rotayr bulma siireleri, hesaplanan rota uzunlugu, gerekli iterasyon sayisi ve yerel
minimumdan kaginma yetenekleri agisindan degerlendirilmistir. Sonuglar, 6zel olarak gelistirilmis bir arayiiz
kullanilarak simiile edilmis ve rota hesaplama siiresi agisindan dnemli bir avantaj saglandigi gézlemlenmistir.
Ayrica, PSO yaklagiminda mevcut olan yerel minimum problemi basarili bir sekilde ortadan kaldirilmis ve GKO
yaklagimina kiyasla iterasyon sayisi ile islem siiresi iyilestirilmistir. Bu yaklasimin, &zellikle afet yonetimi
senaryolarinda fayda saglamasi beklenmektedir. Ciinkii otonom insansiz araglar, arama, kurtarma ve kaynak
dagitimi i¢in bilinmeyen veya engelli ortamlarda verimli rota planlamasi yapilmasina yardimer olabilir.

Anahtar kelimeler: Parcacik siirii optimizasyonu, Gri kurt optimizasyonu, Rota planlama, Insansiz hava araci,
Hibrit algoritma.
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Abstract

This study aims to address the route-planning problem for autonomous systems, which plays a significant role in
the operation of unmanned vehicles. A hybrid algorithm has been proposed to enhance the performance of
metaheuristic algorithm approaches used to solve the specified problem. In the hybrid algorithm, the simplicity
and powerful global search capabilities of the Particle Swarm Optimization (PSO) algorithm are combined with
the strong exploration and local minimum avoidance features of the Grey Wolf Optimization (GWO) algorithm.
The proposed hybrid approach seeks to achieve both computational accuracy and efficiency in processing time.
Using the hybrid approach, routes were calculated in an unknown environment with the help of sensors. The
performance of the hybrid algorithm was compared with that of the standalone PSO and GWO algorithms. The
comparison evaluated the algorithms based on their execution time for finding the optimal route, the length of the
calculated route, the required number of iterations, and their ability to escape local minima. The results were
simulated using a custom-built interface, demonstrating a significant advantage in terms of route calculation time.
Furthermore, the local minimum problem inherent in the PSO approach was successfully mitigated, while the
iteration count and processing time were improved compared to the GWO approach. This approach can be
particularly beneficial in disaster management scenarios, where autonomous unmanned vehicles can assist in
efficiently planning routes for search, rescue, and resource delivery in unknown or obstructed environments.

Keywords: Particle swarm optimization, Grey wolf optimization, Route planning, Unmanned aerial vehicle,
Hybrid algorithm
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1. Introduction

Advancements in hardware and software technology have created a growing need for automating tasks in
various fields. As a result, we observe significant developments in industrial, agricultural, military, and daily
life applications. Route planning plays a crucial role in enabling unmanned vehicles to operate autonomously.
This problem has been a topic of interest for researchers for a long time, with the earliest studies tracing back
to the Traveling Salesman Problem (TSP) introduced by William Hamilton [1]. However, as technology has
advanced and the application areas of the TSP have expanded, new constraints and parameters have emerged,
increasing the complexity of the problem. Initially, solutions relied on non-intuitive methods, but these
approaches often came with significant computational costs and resource usage. The growing constraints and
problem complexity have driven the search for more efficient and practical solutions. Consequently,
heuristic, meta-heuristic, and deep learning methods have been developed as alternatives to traditional
approaches.

For the route-planning problem, the environment is categorized into two types: known and unknown. In a
known environment, route planning for unmanned vehicles is performed using approaches such as heuristic,
meta-heuristic, and reinforcement learning algorithms. Additionally, strategies like Grid-Based Search,
Random Search, Virtual Line-Based Search, and Line-Based Search have been developed to adapt these
algorithms to the problem. By employing these methods, route information is preloaded into the unmanned
vehicle, enabling its movement along the calculated path. In contrast, in an unknown environment, the
unmanned vehicle must process real-time data using additional hardware components such as sensors and
cameras. The data collected is used to calculate the direction and the longest possible movement by running
the algorithm over the maximum area detectable by the sensors or cameras.

To address the routing problem in the unknown environment defined in this study, algorithms that are
efficient in both processing time and resource consumption are essential. Since computational operations will
be performed on UAVs, the algorithms must deliver fast responses while consuming minimal resources.
Based on the literature review, PSO was chosen due to its simplicity, ease of implementation, and speed.
However, PSO has notable limitations, including a tendency to get stuck in local minima and weak
exploration capabilities. Senel et al. [2] proposed a hybrid approach combining GWO and PSO algorithms
for classical optimization problems. To prevent PSO from getting stuck in local minima, the GWO algorithm
was run with a low population size and a limited number of iterations. Successful particles were then
transferred to PSO to improve the solution. Kamboj [3] introduced a hybrid approach that combines GWO
and PSO algorithms. In their study, the PSO algorithm was executed first, and the three best results were
assigned as alpha, beta, and delta wolves for the GWO algorithm. This method was applied to optimize the
timeline for coordinating energy production facilities. Mahapatra et al. [4] developed hybrid optimization
methods to minimize total energy loss and reactive power loss in power planning. They proposed three hybrid
techniques: linear weight declining PSO, constant inertia weight PSO, and a GWO-PSO hybrid approach. In
the PSO-GWO hybrid approach, particles generated by GWO were transferred to PSO, which prevented
PSO from getting stuck in local minima and led to an optimal solution. Singh and Singh [5] proposed the
hybrid Particle Swarm Optimization and Grey Wolf Optimizer (HPSOGWO), which integrates the efficient
exploitation of PSO with the robust exploration capabilities of GWO to improve convergence performance
and address limitations such as PSO’s susceptibility to local minima and GWO’s weaker exploitation.
Nguyen et al. [6] focused on speed control for a non-linear DC motor system. Their work involved optimizing
parameters for a PID-type fuzzy logic controller using PSO, GWO, Cuckoo-GWO hybrid, and PSO-GWO
hybrid algorithms. Negi et al. [7] proposed a PSO-GWO hybrid approach to address the reliability allocation
and optimization problem for complex bridge systems and life-support systems in space capsules.Thobiani
et al. [8] conducted a study to detect vertical and horizontal cracks in plates. GWO and PSO-GWO hybrid
methods were used to tune the parameters of artificial neural networks. Gul et al. [9] proposed a PSO-GWO
hybrid algorithm for solving the path planning problem required by autonomous guided robots. Their method
aimed to improve performance in route planning by leveraging metaheuristic approaches. Liu and Wang
[10] employed the Quantum Particle Swarm Optimization (QPSO) algorithm for dynamic route planning of
UAVs. They used the rounding timed active area control method to avoid local minima. Chen et al. [11]
utilized the advanced artificial potential field-based path planning algorithm for route planning of UAVS in
dynamic environments. Their approach addressed the local minimum problem and conducted route planning
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ina 2D environment. Zhang et al. [12] solved the path planning problem for mobile robots using the advanced
localized PSO algorithm. By modifying inertia weights, acceleration factors, and localization, they aimed to
overcome the local minimum problem in the PSO algorithm. Xu et al. [13] used the Gravity Search
Algorithm (GSA) for UAV route planning. Due to the low performance of the standalone approach, they
explored a hybrid method. However, the hybrid solution increased the cost, and the problem was addressed
by controlling the convergence rate on the gravitional threshold parameter for GSA. Tang et al. [14]
performed dynamic route planning for multiple robots in unknown terrain using the GWO algorithm. Their
approach enabled the robots to reach fixed and moving targets without hitting obstacles, relying on sensors
to control specific areas in unknown environments. He et al. [15] addressed UAV route planning using a
deep reinforcement learning method. Their study simulated obstacle-filled environments using AirSim,
where sensors on the UAVs guided route planning. Garip et al. [16] proposed a hybrid approach for mobile
robot route planning. The outputs of the cuckoo search, PSO, and firefly algorithms were utilized as inputs
for other algorithms to enhance route planning performance. Yilmaz and Aydogmus [17] tackled the route
planning problem for an unmanned vehicle in a 3D environment. They utilized the CoppeliaSim simulator
to implement the deep deterministic policy gradient algorithm. Their study reported up to 80% success but
noted shortcomings in environmental perception. Sun et al. [18] developed a hybrid algorithm to solve the
route planning problem in environments with fixed obstacles. Their hybrid approach combined the ant swarm
algorithm and the intelligent water drop algorithm. Routes were evaluated based on path length and the ability
to avoid restricted areas. Wan et al. [19] applied the Advanced Whale Optimization Algorithm (AWOA) and
the Dynamic Axrtificial Potential Field (DAPF) method for route planning in dynamic environments. AWOA
was used for global path planning, while DAPF helped avoid moving obstacles.

This paper presents a novel hybrid PSO-GWO algorithm for route planning in the autonomous navigation of
unmanned vehicles. By leveraging the strengths of hybrid approaches, the proposed algorithm combines the
simplicity and speed of PSO with the robust exploration and local minimum avoidance capabilities of GWO.
The study aims to solve the route-planning problem with improved computational efficiency and accuracy,
providing innovative solutions for dynamic, obstacle-filled, and unknown environments. Comprehensive
performance evaluations demonstrate that the proposed algorithm offers significant advantages over existing
methods in terms of computation time, route length, and the number of iterations required.

2. The Proposed Hybrid PSO-GWO Algorithm for Route Planning

One of the key challenges in enabling autonomous functionality for UAVs and other unmanned vehicles is
route planning. Route planning can be classified into two categories: static and dynamic. Static route planning
involves calculating a path to the target within a known field before movement begins, ensuring that the
vehicle avoids obstacles and prohibited zones. In this case, the computational cost increases logarithmically
with the number of obstacles in the field. Dynamic route planning, on the other hand, involves creating a
route in a previously unknown field using sensors or cameras to scan a limited range around the vehicle.
Since the field structure and obstacle locations are not known in advance, the algorithm must calculate the
shortest route while minimizing computation time, often relying on random movements to navigate the
environment. For unmanned vehicles, the route must be as short as possible. However, when the environment
is unknown and the route is generated dynamically, the importance of computation time increases
significantly. Any delay in calculation directly impacts the total time required to reach the target, which in
turn increases fuel consumption. In dynamic route planning, both total travel time and route length are critical
factors for reducing fuel consumption and avoiding issues related to fuel shortages. Metaheuristic algorithm
approaches are widely used in route planning due to their efficiency and adaptability. Various metaheuristic
algorithms have been developed, many of which have successfully solved a wide range of problems.
However, each algorithm has its own strengths and weaknesses. Among the most widely used metaheuristic
methods in recent years are the PSO and GWO algorithms. PSO is known for its simplicity, ease of
implementation, and swarm-based approach [20]. One significant drawback, however, is its tendency to
become trapped in local minima, which can impede its search for the optimal solution. In contrast, the GWO
algorithm excels in exploration and has demonstrated strong performance in avoiding local minima [21].
However, GWO’s balance between exploration and exploitation is somewhat limited and dependent on
specific conditions [22]. In this study, the exploration capability of the PSO algorithm is combined with the
exploitation strength of the GWO algorithm. In the problem-solving process, PSO begins by assigning a
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random position to each particle in the swarm. The solution search continues until either a predefined iteration
limit or a termination criterion is reached. During this process, the global best solution (gbest”) represents
the optimal result obtained by the entire swarm, while the personal best solution (pbest) denotes the best
result discovered by each individual particle. Each particle’s velocity is updated based on these best solutions,
as illustrated in (1), and its position is then updated using the newly computed velocity vector, as given in

).
Viz1 = W*v; + ¢ *rand, * (pbest — x;) + ¢, * rand, * (ghest — x;) (1)
Xiv1 = X+ Vit )

In (1), the values of ci1 and c; are fixed constants randomly selected between 0 and 2. Similarly, rand; and
rand, are randomly generated values between 0 and 1, while w represents the inertia constant, selected within
the range of O to 2.

The GWO algorithm is a nature-inspired metaheuristic method that replicates the leadership hierarchy and
hunting strategies of grey wolves in their natural environment. It models the hunting process through three
key phases: encircling the prey, attacking the prey (exploitation), and searching for the prey (exploration).
These phases enable the algorithm to maintain a balance between global exploration and local exploitation,
thereby achieving efficient optimization. During the hunt, grey wolves exhibit encircling behavior around
their prey. This behavior is mathematically represented using (3)-(4).

D = [C.Xpy = X 3)

Xer1 = |Xpy —A.D| (4)

In (3)-(4), t represents the current iteration. The parameters A and C denote the coefficient vectors, while X
and X, represent the position vectors of the grey wolf and the prey, respectively. Aand C values are calculated
by using (5) and (6).

A= |2ar; —a| (5)

C = |2r,] (6)

The r1 and r2 values used in (5)-(6) are randomly generated values between 0 and 1. The value of a is shown
with a linearly decreasing value from 2to 0 by using (7).

a=2(1- i/iteration) (7)

In the algorithm, after the prey is encircled, the hunting phase begins. The positions of the wolves in the herd
are updated using Equations (8) to (14), which build upon the containment formulas (3) and (4). These
updates are guided by the positions of the alpha, beta, and delta wolves, which are the closest to the current
position of the prey.

Dy = |C.Xo — X (®)

Dg = |C.Xg = X 9)
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Ds = |C.X5— X
X1 = |Xq — A.Dql
X, = |Xo — A.Dg|

X3 = |Xqg — A.Ds|

X1+ Xz + X3)
3

X1 =

(10)
(11)
(12)
(13)

(14)

As the value of a approaches zero during the optimization, the hunt transitions into the attack phase, whre
coefficient vector A takes random values within the range of [-1,1]. This progression allows the steps of
encircling the prey, hunting, and attacking to be executed sequentially. In this study, a hybrid approach is
proposed by integrating the strong exploration capabilities of the GWO with the efficient exploitation
strengths of the PSO. The flowchart of the hybrid algorithm is shown in Figure 1.
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Figure 1. Flowchart Diagram of Hybrid Algoritm
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The formula for calculating the parameter a in the GWO algorithm has been adapted to the constant w
to regulate the oscillation of the velocity vector during calculations as shown in (15). The coefficient c;
used in the velocity vector calculation is determined using (16).

w=1- L/iteration (15)

¢, =4—(2*wxrandom(0,1)) (16)

With the proposed approach, the influence of the velocity vector decreases as the number of iterations
increases, keeping oscillation under control. In the hybrid approach, the exploration capability of GWO
and the exploitation features of PSO are combined. In the GWO algorithm, the velocity updates for the
alpha, beta, and delta wolves are performed using (17) to (19). Subsequently, the overall velocity is
calculated as mean values of three wolves using (20), and the position of each particle is updated based
on (21).

viit = wovlf + ro (xg — xF) 17
vigt = woof + re (xp — xf) (18)
vift = wovf + e (s — xf) (19)
PR C/ARn 77 A (20)
Ui =
3
xft = xb+ vt (21)

A balanced exploration capability is achieved by using the best three particles in the population and
averaging the three newly obtained velocity vectors. To evaluate the efficiency of the proposed hybrid
algorithm, the route planning problem for UAVs is addressed. The route planning is performed in an
unknown environment, where UAV relies on sensors to explore the area and execute the routing process.
The maximum area detectable by the sensor is assumed to have a diameter of 20 units. This means the
UAV can identify obstacles within a 20-unit detection range. The direction and movement distance are
calculated based on the available information. If the calculated movement exceeds the sensor’s
maximum detectable range, the movement is adjusted by taking the modulus of the calculated value.
The maximum value is avoided because the proximity of obstacles outside the detection range is
unknown. The goal is to avoid restricting the mobility of unmanned vehicles. In the route planning
problem for UAVSs, the search strategy used alongside the selected algorithm is crucial. The chosen
search strategy must be compatible with the algorithm and applicable to the field structure being studied.
The selected search algorithm and strategy play a significant role in route planning, influencing
computation time, result performance, and the accuracy of algorithm. In this study, a random search
strategy is combined with a metaheuristic algorithm for operation in an unknown environment. In the
random search strategy, the step length is determined first. From the UAV’s current position, random
points are generated within the maximum step length using Euclidean calculations. For these points to
be valid, the UAV must not collide with obstacles or pass through restricted areas between its current
position and the new position. Figure 2 illustrates the Random Search Strategy for an UAV navigating
an environment with obstacles.
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Figure 2. Random Search Strategy

In Figure 2(a), the UAV starts at its initial position and generates random points (indicated by arrows),
selecting the point closest to the target (blue star) based on Euclidean distance. In Figure 2(b), the UAV
progresses toward the target by iteratively updating its position while avoiding collisions with obstacles
(rectangles). The selected path is shown in red, demonstrating how the UAV dynamically moves closer to
the target without crossing restricted areas.

3. Application Results

The fundamental working principle of the proposed hybrid algorithm is based on the velocity update
mechanism of the PSO algorithm, combined with the selection of the top three wolves in the GWO algorithm,
and an iteration-based weight reduction mechanism approaching zero. To assess the effectiveness and
superiority of this method, the task of discovering a randomly generated point within a 1000x1000-scale
space was evaluated based on iteration count, computation time, and distance. The evaluation was conducted
by comparing the proposed hybrid algorithm with standalone PSO and GWO algorithms. In the existing
literature, iteration count and distance are commonly used as performance metrics. However, since
computation time is critical for real-world applications such as the dynamic routing problem in UAVS, it was
included as an additional evaluation criterion. To ensure a fair comparison, all experiments were performed
with the same population size. Each test function was executed independently 15 times for each algorithm.
The population size was fixed at 20, and the maximum number of iterations was limited to 200. The
evaluation criteria included the minimum values of computation time and distance, with success defined as
the step at which the iteration value fell below one unit. In the results, red markers denote local minima, while
bold values indicate successful outcomes for the corresponding tests. The results are summarized in Table 1.
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Table 1. Result of Testing

Processing time Distance Number of iterations
PSO GWO Hybrid PSO GWO Hybrid PSO GWO Hybrid

325 513 391 0.528660654  0.05543581  0.00036105 138 194 7
276 505 386 0.000478167  0.04297425  3.8913E-05 40 192 11
275 462 416 1.719389262  0.31649431  2.3391E-06 31 192 13
697 493 400 10.73632129  0.16824665  1.4392E-06 93 182 12
282 497 414 7.3996E-06 0.19867104  4.384E-07 23 196 12
284 478 385 0.000419992  0.3027555 1.2511E-05 45 194 15
287 461 400 1158451303  0.16900177  0.00012228 14 165 10
289 481 383 8.357593682  0.01555127  0.00137818 34 112 12
294 478 409 5.152039051  0.40561707  0.00173228 61 191 10
249 465 372 5.68434E-14  0.05788538  0.00029738 10 91 10
277 489 371 0.199539361  0.21778345  0.00135569 106 78
283 494 402 0.397384449  0.17952916  0.00048415 46 184
277 493 365 0.001096472  0.4388497 0.02923901 68 190 11
290 473 412 2.44817E-08  0.2689691 0.09687925 25 180 8
280 487 414 0.102694885  0.16521049  0.00785485 60 188 12

As shown in Table 1, PSO exhibits a local minimization problem, while GWO is computationally expensive
in terms of computation time. The proposed hybrid algorithm, however, demonstrates successful outcomes
in terms of both exploitation and iteration. In this study, two different field structures (regular and irregular)
and varying numbers of obstacles were considered as part of a real-world problem. The fields for simulation
were created using the C# programming language and the drawing library. The simulated field was scaled to
a 600x600 unit structure, resulting in a total field area of 360,000 units?. The first field structure is an irregular
layout containing 20 nested obstacles of varying sizes. These nested obstacles were designed to test the
algorithms’ability to handle local minimum problems during the route computation process. The second field
structure is a regular layout, consisting of 48 obstacles of uniform size arranged in six rows, with eight
obstacles per row. The obstacles in each row were offset to fill the gaps between obstacles in the preceding
row. The visual representations of the field structures created for both scenarios are provided in Figure 3.

(a) Field structure with 20 obstacles
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(b) Field structure with 48 obstacles

Figure 3. Field structure

The algorithms will be evaluated based on criteria such as avoiding local minima, finding the global optimal
route, and determining the route in the shortest possible time in environments with fixed obstacles. In real-
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world scenarios, unmanned vehicles often lack prior knowledge of the area they are navigating. Instead, they
rely on integrated cameras and sensors to generate routes and make movement decisions. These systems
analyze the area within a specified radius before taking action. To avoid collisions with obstacles during
movement, the route creation process must be instantaneous and highly efficient. In this study, a UAV is
tasked with generating a route in a previously unknown field structure by processing data received from its
sensors. The sensors are assumed to detect obstacles within a maximum range of 20 units. The hybrid
algorithm will be used to determine both the direction of movement and the step size until the next sensor
query. The initial field structure consists of 20 obstacles, some of which are nested, with a Euclidean distance
of 790 units between the starting and ending points. The population size for the algorithms is set at 75, and
the iteration count is limited to 500. To ensure a fair comparison, all algorithms were executed 15 times with
identical population parameters under the specified criteria. The results, including the processing time for
each test step, are visualized in Figure 4.
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GWO w 500 GWO
100 ®- HYBRID s —e— HYBRID
el S 400 -
S 80 o
2
g < 300
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E 4 200
b E
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0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Number of Runs Number of runs
(a) Processing time (b) Number of Iterations

Figure 4. Performance comparisons of three algorithms for twenty obstacles

Asiillustrated in Figure 4, the proposed hybrid algorithm outperforms the other algorithms in terms of runtime
and the number of iterations. The hybrid algorithm demonstrates a shorter runtime compared to PSO and
converges more quickly to the optimal solution. Figure 5 provides a visual representation of the routes
identified by each algorithm.
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Figure 5. Route of each algorithm for twenty obstacles

In Figure 5, it can be observed that the PSO algorithm becomes trapped in local minima due to the nested
obstacles in the field structure. In contrast, the proposed hybrid approach not only provides an advantage
in terms of processing time but also successfully avoids local minima. Although the GWO algorithm
excels in exploration and exploitation, it is more costly in terms of computation time and iterations
compared to the hybrid approach. The second field structure comprises 48 obstacles, with a Euclidean
distance of 538 units between the starting and ending points. This structure consists of 6 rows of 8
obstacles arranged side by side, designed such that the gaps between obstacles in one row align with the
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obstacles in the adjacent row. The population size for this scenario was set to 75, and the iteration count
was defined as 800. To ensure a fair comparison, all algorithms were executed 10 times using the same
population parameters under the specified criteria. The processing time and number of iterations are
given in Figure 6 for 10 execution.
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Figure 6. Performance comparisons of three algorithms for forty-eight obstacles

Figure 6 (a) demonstrates that the hybrid algorithm outperforms the other algorithms in terms of runtime,
consistently achieving faster execution. For the PSO algorithm, the runtime was significantly higher in
three of the runs, primarily due to its tendency to become trapped in local minima. In Figure 6 (b), the
hybrid algorithm and PSO show comparable performance in terms of the number of iterations. However,
PSO converged to a local minimum in three out of ten runs, highlighting its limitations in complex

scenarios. Figure 7 illustrates the routes generated by the three algorithms when navigating through the
48-obstacle field.
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Figure 7. Route of each algorithm for twenty obstacles

In Figure 7, the PSO algorithm reached a local minimum in 3 out of 10 runs. When the time spent on
local minimization is excluded from the average runtime table, a corrected value of 14.7 seconds is
obtained. Even with this adjustment, the hybrid approach remains advantageous. Compared to the GWO
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algorithm, the hybrid approach demonstrates superiority not only in time performance but also in path
distance optimization. Figure 8 presents the path distance results.

Path distances

1000
800

60
40
20
0
1 2 3 4 5 6 7 8 9 10

Pso Distance E Gwo Distance B Hybrit Distance

o O O

Figure 8. 48 road distances measured during tests in an obstacle field

In Figure 8, the hybrid approach demonstrated a clear advantage in path distance, achieving superior
results in 7 out of 10 tests. The test results obtained in the 2D environment were further validated in a
3D simulation environment to ensure their accuracy in real-world applications. The simulations were
conducted using the Gazebo application as the simulation platform. Data from the virtual environment
created in Gazebo was collected using a LIiDAR sensor, which was managed through ROS (Robot
Operating System) software.In the simulation environment designed for UAV testing, 20 walls
(dimensions: 7x5x0.2 meters) were added. The Euclidean distance between the starting point and the
target point was set at 102 meters. Both 2D and 3D visualizations of the simulation environment are
shown in Figure 9.
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Figure 9. Gazebo Simulation Environment
After the drone takes off, the hybrid algorithm determines the direction and magnitude of movement

based on data received from the LiDAR sensor, which has a measurement range of 10 meters. The 2D
route plan for the autonomous flight, managed by the hybrid algorithm, is presented in Figure 10.
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Figure 10. Autonomous flying

The route of the UAV, as depicted in the Figure 10, demonstrates the efficiency of the hybrid algorithm
in navigating a complex environment with multiple obstacles. Starting from the initial position, the UAV
successfully maneuvers around 20 walls while maintaining an optimized path toward the target. The
numbered nodes illustrate key decision points where the algorithm determined the UAV’s next direction
and step size based on LiDAR sensor data. The trajectory is smooth and avoids unnecessary detours,
highlighting the algorithm’s ability to balance exploration and exploitation effectively. The UAV’s
ability to reach the target within a proximity of 0.23 meters and a total route length of 130 meters further
validates the precision and adaptability of the hybrid approach in a constrained environment.

4. Conclusions

The test results from this study highlight the significant advantages of the proposed hybrid algorithm.
Its structure leverages the simplicity, proven robustness, and exploitation capabilities of PSO, combined
with the exploration strength and local minimum avoidance properties of GWO. This combination
makes the hybrid algorithm particularly effective in computations where processing time is critical. For
route planning—an essential aspect of unmanned vehicle operations—this approach proves valuable
due to its efficiency in navigating complex field structures, minimizing processing time, and avoiding
local minima. To further validate its real-world applicability, the algorithm was tested in a three-
dimensional Gazebo simulation environment for autonomous UAV flight, yielding successful results.
The proposed approach demonstrates readiness for real-world implementation. Future studies aim to
extend its application to complex and irregular environments, such as disaster zones and conflict areas,
to further enhance the efficiency and utility of unmanned aerial vehicles in challenging scenarios.
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Oz

Bu ¢aligmanin amaci bes farkli geometrik konfigiirasyona sahip CFRP kompozit silindir sandvi¢ yapilarin basma
mukavemetlerini ve enerji absorbelerini sayisal olarak incelemek ve birbirleri ile mukayese etmektir. Calismada
farkli ¢ekirdek yapilari i¢in kompozit sandviglerin ezilme performanslart (Maksimum ezilme kuvveti (PCF),
ortalama ezilme kuvveti (MCF), Ezilme kuvveti verimliligi (CFE), enerji emilimi (EA) ve spesifik enerji emilimi
(SEA)) ve meydana gelen hasar tiirleri belirlenmis. Basma analizleri LS DYNA sonlu elemanlar programinda
MAT-54 malzeme modeli kullanilarak Hashin hasar kriteri, Kohezif Bolge Modeli (CZM) ve Bilinear traction-
separation yasasinin kombinasyonuna dayali ilerlemeli hasar analizi ile gergeklestirilmistir. Caligmada bes farkli
numune arasinda PCF degeri en yiiksek eksenel oluklu ¢ekirdek yapili Trapeozidal olurken en diisiik ise dairesel
oluklu ¢ekirdek yapilt Arc shaped olmustur. Eksenel arc shaped SEA degeri en yiiksek sandvi¢ yap1 olurken,
dairesel sinusoidal oluklu ¢ekirdek ise SEA degeri en diisiik sandvi¢ yap1 olmustur. Eksenel ve dairesel oluklu
¢ekirdek arasinda sinusoidal yapinin CFE degeri en yiiksek olarak belirlenmistir. Sandvig¢ yapilarin deformasyon
davranislarina ¢ekirdek yapisinin etkisinin yiiksek oldugu goriilmiistiir.

Anahtar kelimeler: Dairesel sandvi¢ kompozit, Basma testi, Ezilme dayanimu, Ilerlemeli hasar analizi,
Sonlu elemanlar yontemi

*Yazisilan yazar

Intihal Kontrol: Evet — Turnitin

Sikayet: fujece@firat.edu.tr

Telif Hakk: ve Lisans: Dergide yayin yapan yazarlar, CC BY-NC 4.0
kapsaminda lisanslanan ¢alismalarmin telif hakkini sakl tutar.

115


https://orcid.org/0000-0001-7850-2308

Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 115-135, 2025

Nlpé\

q:ll 'prg Firat University Journal of Experimental and @FUIECE
LI

Computational Engineering

c R4,

“1gy5

Investigation of Compressive Strength and Energy Absorption of Cylinder
Corrugated Sandwich Structures with Different Geometric Configurations

Ilyas Bozkurt!*

!Department of Mechanical Engineering, Architecture and Engineering Faculty, Mus Alparslan University, Mus, Tiirkiye.
li.bozkurt@alparslan.edu.tr

Received: 16.07.2024 N doi: https://doi.org/10.62520/fujece.1516879
Accepted: 07.10.2024 Revision: 27.09.2024 Research Article

Citation: 1. Bozkurt, “Investigation of compressive strength and energy absorption of cylinder corrugated sandwich
structures with different geometric configurations”, Firat Univ Jour. of Exp. and Comp. Eng., vol. 4, no 1, pp. 115-135,
February 2025.

Abstract

The aim of this study is to numerically investigate and compare the compressive strength and energy
absorption of CFRP composite cylinder sandwich structures with five different geometric configurations.
The crushing performances (Peak crushing force (PCF), Mean crushing force (MCF), Crushing force
efficiency (CFE), energy absorption (EA) and specific energy absorption (SEA)) of the composite cylinder
for different core configurations and the failure types were determined. Compression analyses were
performed in LS DYNA finite element program using MAT-54 material model with progressive failure
analysis based on the combination of Hashin failure criterion, Cohesive Zone Model (CZM) and Bilinear
traction-separation law. Among the five different specimens in the study, the highest PCF value was
Trapeozidal with axial corrugated core while the lowest was Arc shaped with circular core. Axial arc shaped
core was the sandwich structure with the highest SEA value, while circular sinusoidal corrugated core was
the sandwich structure with the lowest SEA value. Between axial core and circular core, the CFE value of
the sinusoidal core specimen was determined to be the highest. It was observed that the effect of core structure
on the deformation behavior of sandwich structures was high.

Keywords: Circular sandwich composite, Compression test, Crashworthiness, Progressive failure analysis, Finite
element method
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1. Introduction

Sandwich composite structures with high strength/weight and high energy absorption capacity are actively
used in many sectors, especially in the aerospace industry [1]. Sandwich structures are indispensable
structures for engineers, especially in components and sections with high energy absorption requirements.
Sandwich structures are generally composed of a part called core, which is placed between the upper and
lower facesheets [2]. Although the facesheets are usually in the form of plates, different configurations are
used in the core structure. Especially with the development of manufacturing technology and production
techniques, many different core structures have been produced and their strength values have been studied
by researchers. Different types of adhesives such as epoxy or Araldite are used to join the facesheets to the
core [3, 4]. Sandwich structures can be produced as flat plates or cylinders depending on the area of use [5].
There is a great need especially in areas where cylindrical structures are used, such as airplane parts, wing
sections and bicycle bodies, where lightness and high strength come to the fore.

The main purpose of using corrugated structures in sandwich structures is to reduce the total mass. Even if
they are not as light as thin lattice structures, these structures with high strength values can have the strength
values required by engineers. If instead of using a corrugated structure, only a hollow and shapeless body
was used, it would not be preferred much due to its high weight. It is also known that weight has a great
impact on fuel consumption. By using lighter structures, environmental failure can also be minimized.
However, since the strength effect also changes with the change of core type, it is an area that can be
intervened and controlled for researchers [6-8]. In addition, the effects of strength values of different
composite types (such as glass fiber, carbon fiber, kevlar) or alloy types (such as aluminum, steel) can be
examined [9].

Many studies have been conducted to improve the strength performance of corrugated sandwich composite
structures [2, 10-17]. Zhang et al. [18] investigated the compression performance and failure modes of square
honeycomb core sandwich cylinders by experimental measurement, analytical modeling and numerical
simulation. Wu et al. [19] investigated four possible failure modes (Euler buckling, axisymmetric buckling,
local buckling and face panel crushing of the sandwich cylinders) and their corresponding strength values
under compression loading of low density pyramid lattice core sandwich cylinders made of plain woven
carbon fiber fabrics. Ge et al. [20] experimentally and numerically investigated the compression behavior
and failure modes of a new sandwich structure with bidirectional corrugated cores produced by 3D printing.
The study shows that corrugated buckling and fracture are the main failure modes in flat compression.
However, the front panels mostly support the loading in the edge direction and no significant deformation is
observed. Zhu et al. [21] experimentally, numerically and analytically investigated the axial compression
behavior of trapezoidal staggered corrugated truss, bidirectional corrugated truss and hexagonal honeycomb
core sandwich plates. Zhu et al. [22] experimentally and numerically investigated the axial and lateral
compression behaviors and failure modes of inner square tube, corrugated core and outer square tube
produced by hot pressing method. Chen et al. [23] experimentally and numerically performed compression
tests to determine the failure modes of the number and core configurations (regular, perpendicular and
symmetrical) of multilayer corrugated sandwich panels produced by hot pressing. Han et al. [24] investigated
the compression behavior of honeycomb corrugated hybrid core aluminum sandwich structures both
experimentally and theoretically.

In this study, unlike the literature, compressive strength values (Peak crushing force (PCF), Mean crushing
force (MCF), Crushing force efficiency (CFE), energy absorption (EA) and specific energy absorption
(SEA)) and failures of five different cylindrical corrugated sandwich carbon composite structures
(Trapezoidal, Rectangular, Arc-shaped, Triangular and Sinusoidal) were determined numerically and
compared with each other. Compression simulations were performed in LS DYNA finite element program
using MAT-54 material model based on Hashin failure criterion, Cohesive Zone Model (CZM) and Bilinear
traction-separation laws.
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2. Numerical Study

2.1. Finite element model

The compression behavior of carbon fiber cylindrical composite sandwich structures with different core
configurations was investigated using the LS DYNA finite element program [25]. The solution
methodology of the program includes material cards that provide failure models based on the continuous
failure mechanism (CDM) [26]. By using models based on CDM, it is possible to see structural failure
in a progressive manner. When creating the numerical model, it is important that all specimens are
under the same limit and under the same standards. Because in this study, no experimental study was
taken as a reference, only the compression behaviors were compared with each other. Therefore, it is
important that all specimens are under the same conditions.

In order to determine and compare the compressive strength and energy absorption capabilities of
sandwich composite structures, it is necessary to determine crashworthiness parameters. These
parameters are calculated from force-displacement curves. Figure 1 shows an example force-
displacement curve obtained from a compression test. During the crushing behavior of cylindrical
sandwich structures, there are three distinct stages. First stage, plateau stage and densification stage. In
the first stage, the crushing force increases rapidly with the crushing distance until it reaches the initial
peak force (PCF). This is followed by the plateau stage, characterized by the development of folds in
the tubes, causing fluctuations in the crushing force. This fluctuation is caused by the buckling, bending
and collapse of the cell walls. Finally, in the densification stage, the crushing force experiences a
significant increase due to densification.

A

First stage Plateau stage Densification stage

.

gé@@ee

PCF

Force

Displacement Amax

Figure 1. Example force-displacement curve obtained from compression testing

Here, the area under the graph gives the absorption energy (EA) or total inner energy (TIE) (1).
EA(dx)=f, F (x)dx (1)
where dy is the crush distance and F(x) is the crush force as a function of the crush distance of x.

_EA
SEA=Z 2)
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Energy per unit of mass is denoted by SEA, where m is mass.
Crushing force efficiency (CFE) represents the ratio of mean crushing force (F mean) to peak crushing
force (PCF) and is defined as:

_McCF
CFE=—— ©)
Peak breaking force (PCF) is the maximum force value of the system. Mean crushing force (MCF) is
considered as the average force.

Uy = uy =0,u; #0 Constant speed 1.5 m/s

1-Top rigid plate
2- Bottom rigid fix plate
3- Composite specimen

Figure 2. FEM model

In the study, the element mesh size was taken as 2 mm x 2 mm considering the analysis time, efficiency,
specimen thickness and 8-node brick solid element (ELFORMZ1) was used as the element type. It is the
most commonly used element type as a solid model in the literature [27]. Figure 2 shows the
compression test finite element model of cylindrical sandwich composites. The specimens are placed
between the upper and lower rigid plates. The lower plate motions were kept constant in the x, y and z
directions, while the upper plate was allowed to move freely in the z direction. The compression speed
of the top plate was set as 1.5 m/s considering the processing time and efficiency.
"CONTACT_AUTOMATIC_SURFACE_TO_SURFACE" contact card was defined between the top
plate and the composite. 'CONTACT_AUTOMATIC_SINGLE_SURFACE' contact card was used to
prevent interference between the elements in the composite specimens.
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Both dynamic and static friction coefficients were defined as 0.2 [27]. For the quasi-static compression
test of the composite specimens, the upper plate was moved in the z direction using the
BOUNDARY_PRESCRIBED_MOTION_ SET card. The bottom plate was assigned as fixed. To avoid
dynamic effect, the initial speed was increased linearly starting from O up to 1.5 m/s and then kept
constant. Different core structures shown in Figure 3 were used in the study. The diameter x length
dimensions of the axial corrugated core specimens are 100 mm x 100 mm while the circular core
specimens are 115 mm x 140 mm. The unit cell dimensions and weights of these core structures are
given in Table 1. Cell widths and cell heights are the same. In order to make their weights the same, it
was tried to equalize their weights by reducing the material thickness and entering their densities in the
finite element program. The maximum difference between the weights is 1.65%. Therefore, a healthy
comparison can be made under the same boundary conditions by considering the cell width, cell height
and weights equal. From each figure given in Table 1, two different corrugated core structures, axial
and circular, were formed by bending. It is shown in Figure 4 in stages. The specimens used in the study
and the pictures of the core structures are given in Table 2.

Trapezoidal

Rectangular

Triangular

Sinusoidal

Figure 3. Different corrugated core structures used in the research
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Table 1. Dimensions and masses of corrugated core structures

Cell name Cell Shape Axial Mass (gr) | Circular Mass(gr)
591
S
Trapezoidal 11 145.778 231.931
2.9
28
|a— > |
I =
0.78
Rectangular 11 145.879 220.000
3
28
| »
~ gl
Arc-shaped 144.997 230.559
11
Triangular 146.666 223.775
1.1
l< 28 >l
!
11
Sinusoidal 147.394 223.775
1.09
vl 28 ~

121



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 115-135, 2025
I Bozkurt

b)

Circular corrugated core

Axial corrugated core

Figure 4. Specimens (a) axial corrugated core, (b) circular corrugated core
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Table 2. Compression specimens

Specimens

Axial corrugated core

Circular corrugated core

Trapezoidal

Rectangular

Arc-shaped

Triangular

Sinusoidal
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2.2. Material models

It is very important to determine the material model in LS DYNA finite elements. Because the strength
values and failure deformations in the structure exposed to load are realized according to the determined
criterion. There are many material models to define the composite structure in LS DYNA. Among these,
the most widely used material models by researchers are MAT 22, MAT 54/55, MAT 58, MAT 59 and
MAT 162. The main difference between these material models is the failure criterion and material
behavior as a result of loading. Strength parameters (transverse compressive strength, longitudinal
compressive strength, transverse tensile strength and shear strength) are used to determine the failure to
the material. is needed. Among these material models, the MAT-22 material model based on the Hashin
failure criterion, which is the most widely used in the literature, was used in the study. When defining
the MAT54 material model, 25 input values are needed. Of these, 15 parameters are material constants
given in Table 3. The remaining 10 numerical parameters (shown in Table 4) are obtained by calibrating
through finite elements [28].

Table 3. Mechanical parameters of the CFRP composite [27]

Symbol Property Value Unit
p Density 1500 kg/m?®
E. Ep Young modulus a and b direction 43.7 GPa
E, Young modulus in ¢ direction 15 GPa
Vap Poisson’s ratio in ab plane 0.21 -
Upe Poisson’s ratio in bc plane 0.21 -
Uca Poisson’s ratio in ca plane 0.21 -
Gap Shear modulus in ab plane 14.18 GPa
Gpe Shear modulus in bc plane 14.65 GPa
Geq Shear modulus in ca plane 14.65 GPa
Sar Tensile strength a direction 0.589 GPa
Sac Compressive strength a direction 0.1096 GPa
Spr Tensile strength b direction 0.589 GPa
Spe Compressive strength b direction 0.1096 GPa
Sab Shear strength in ab plane 0.1082 GPa

Table 4. Failure parameters of the CFRP composite.

Symbol Description Unit
DFAILM Transverse matrix failure strain experimental 0.0
DFAILS Shear failure strain experimental 0.0
DFAILT Tensile fiber failure strain experimental 0.0
DFAILC Compressive fiber failure strain experimental 0.0
TFAIL Timestep for element deletion computational 0.16
Alpha Shear stress parameter failure dependent 0.0
Soft Strength reduction factor failure dependent 0.7
FBRT Reduction factor for X; failure dependent 1
YCFAC Reduction factor for X failure dependent 3
EFS Efective failure strain computational 0.90
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2.3. Modeling of adhesive layer

In sandwich structures, the core structure and the upper and lower facesheets structures need to be
bonded to each other. Different types of adhesives such as resin or Araldite 55 are used to ensure this
bonding. These adhesives are applied to the contact points of the core and facesheet structures and
adhesion is achieved by waiting for a certain period of time at room temperature. This adhesion is of
great importance in absorbing the force coming to the upper facesheet in case of impact and distributing
it homogeneously to other areas. Therefore, this adhesion and separation due to impact is based on some
mechanical principles. In the literature, it is characterized as CZM with a bilinear traction-separation
law. This law is based on the application of 3 independent parameters. The traction t,, between the
layers when the force is applied, the separation distance &, when the failure starts and the G, under this
curve. After the impact occurs, the separation between the layers occurs according to this principle
(Figure 5).

o+
o

Traction

Ge

Area under the curve

8 Separation 8.

Figure 5. Bilinear traction-separation law

The connection between the core and the facesheet can be achieved in two ways in FEM. First, it can be
achieved by assigning a thin film material here. Or instead, this adhesion can be achieved by providing
a connection between the surfaces. Dogan et al [29] determined that this method is effective instead of
using intermediate material. In this study, The CONTACT_AUTOMATIC SURFACE TO SURFACE
TIEBREAK contact card was used to bond the top and bottom cover to the core material in between.
While adhesion is achieved here, separations occur based on the Bilinear traction-separation law.With
this contact card, the nodes making contact in the beginning connect with each other according to the
following criterion.

lonl \2 | (losl )2
(s) +Gis) 21 Q
Here, while a,, and g, are the current normal and shear stresses, NFLS and SFLS are respectively the
interface and shear strength. When the condition of Equation (5) is met, interface node stress is decreased
to zero and the connection between the nodes is released. The contact parameters for Araldite 2015,
which was used as the adhesive material in this research, are provided in Table 5.

Table 5. Cohesive parameters between core and face sheets interfaces [30]

Contact Tiebreak Variable Description Value Units
NFLS Peak traction in normal direction 21.63x10° Pa
SFLS Peak traction in tangential direction 17.9x10° Pa
PARAM Exponent of mixed-mode criteria 1 -
ERATEN Energy release rate for Mode | 430 N/m
ERATES Energy release rate for Mode Il 4700 N/m
CT2CN Ratio of tangential stiffness to normal stiffness 1 -
CN Normal stiffness 8080 Pa/m

125



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 115-135, 2025
I Bozkurt

2.4. MAT _54-55: Enhanced composite failure model

It is the most widely used material model in the analysis of composite structures. In the material model,
it is assumed that the material is orthotropic and linear elastic in the absence of any failure. In this
model, MAT 54 failure criterion was proposed by Chang and MAT 55 failure criterion was proposed by
Tsai-Wu. The operating principle of this material model is the same as that of MAT 22, but additionally

includes a compression failure mode. The Chang—Chang criterion (MAT -54) is given below [27];
Tensile fibre (o7, > 0).

(&) +7=1 ©®)

All moduli and Poisson’s ratios are set to zero when the tensile fibre failure criteria are met, that is E; =
E, =G, = 01, = Uy =0 All the stresses in the elements are reduced to zero, and the element layer has
failed.

Failure mode for compressive fibre (o7, > 0),

2
gu) —
(&) =1 )
Failure mode for tensile matrix (o;; > 0),
2
22 - _
(sz) tr=1 8)
Failure mode for compressive matrix
2
022 G2\ _qlo22 . = _
(2512) + [(2512) 1] C, t7=1 ©)

Where E; andE, are the longitudinal and transverse elastic moduli, respectively, G,, is the shear
modulus, vy, and v, are the in-plane Poisson’s ratios.

3. Results and Discussion

The force-displacement plots of axial corrugated core and circular corrugated core cylindrical sandwich
composite structures under axial load are shown in Figure 6a and 6b respectively. Figure 6a shows the
graphs of five different axial corrugated core structures as well as the without core specimen after
compression test. The PCF value for the without core specimen is 24.5 kN while the MCF value is 4.22
kN. Core was added to this without core specimen in five different configurations and compression
simulations were performed again. The aim here is to increase the crashworthiness performance without
increasing the weight too much. When the graphs are analyzed, the load for all specimens increased to
the maximum point and then decreased [27]. It is seen that the specimen with the highest PCF value is
the specimen with Trapeozidal core.
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a) Axial corrugated core
—— Without core

Trapeozidal

80 Rectangular

.. .Eée@eo e

4 Without core specimen
4

@
3

Sinusoidal

Load (kN)

&
S

20

0 15 30 45 60 75
Displacemenet (mm)

—— Without core

——Rectangular

—— Arc shaped

———Triangular
Sinusoidal

40
b) Circular corrugated core
30

20 |

Load (kN)

Displacemenet (mm)

Figure 6. Force-displacement results for a) Axial corrugated core and

It was observed for all specimens that the force value increased to the maximum point, the force
decreased slightly and then increased again. The reason for this is that fluctuations occur on the structure
due to the load. After the load drop, the force value continued at a certain value until the end of the
crushing test [31]. This value is obtained in parallel with the MCF value. According to this, it is seen
that the MCF value of the specimen with Arc shaped core structure is higher than the others. This is
because these force values are averaged when determining the average force value. Since densification
occurred in the material structure due to the effect of crushing force in the last section, the load value
increased [32].

Figure 6b shows the graphs of five different circular corrugated core structures and without core
specimen after compression test. The PCF value for the without core specimen is 19.11 kN while the
MCF value is 1 KN. When the graph is analyzed, it is seen that the force reached the maximum point
and then the force value decreased sharply. Then, it was observed that crushing occurred at an average
force value. In the last section, it was determined that an increase in the load value occurred due to the
densification situation. It is noticed that the last part of the Without core specimen has a later
densification effect unlike the other specimens. The reason for this is the absence of core structure and
the amount of material for densification is less than the other specimens.

Figure 7 shows the PCF and EA results for sandwich composites with axial and circular corrugated core
structure after compression test. When the PCF values are examined in Figure 7a, the maximum peak load
value was obtained in the axial corrugated core Trapeozidal specimen with 80.53 kN. The minimum was
26.69 kN for the Arc shaped specimen. Accordingly, the PCF value for the axial corrugated core increased
by a maximum of 2.28 times compared to the without core specimen. When the maximum PCF value
obtained from the circular corrugated core specimen is compared with the without core specimen, an increase
of 0.74 times is observed. When the EA values are analyzed in Figure 7b, the maximum EA value among all
specimens was obtained as 1626.2 J for the axial corrugated Arc shaped core specimen. The minimum value
occurred in the circular sinusoidal specimen with 452 J. When the energy absorption values of with core and
without core specimens are compared, the maximum value is increased 3.82 times for axial core structures
and 5.71 times for circular core.
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Figure 7. a) PCF and b) EA results

Although the EA value increases by using circular core, the maximum value remains low when compared to
axial core. But what is important here is the SEA value. That is, the energy absorbed per weight. The results
regarding this will be given in the following section.

At the end of the compression test, many results are obtained about the mechanical structure and strength of
the material. These results provide vital information about the structure and provide researchers with
important information about the behavior of the structure under load and its strength limits [33]. The PCF
value is an important parameter for assessing crashworthiness [6]. But the most important parameter affecting
the energy absorption capacity is MCF. Because the energy absorption value is calculated from the area under
the MCF. In some cases, the PCF value may be too high while the MCF value may be too low. Therefore,
the higher the MCF value, the higher the energy absorption capacity. Here the CFE value expresses the
efficiency between these two. It should be as high as possible to control the energy absorption efficiency
without any failure during an accident [34]. Figure 8a-c shows the SEA, MCF and CFE results of the
specimens at the end of the compression simulation. When the SEA results in Figure 8a are examined, the
axial corrugated arc shaped core specimen is the sandwich structure with the highest SEA value with 11.2
J/g, while the circular sinusoidal corrugated core with 2.02 J/g is the lowest sandwich structure. By using
axial corrugated core structure, the maximum SEA value increased by 65% compared to without core
structure. By using circular corrugated core structure, the maximum SEA value increased by 136.7%
compared to without core structure. When the MCF results are analyzed in Figure 8b, the MCF value of the
axial corrugated arc shaped core specimen is the highest with 20.33 kN, while the circular sinusoidal
specimen has the lowest value with 4.3 kN. Already in Figure 6, these results are clearly seen in the graphs.
Figure 8c shows the crushing force efficiency (CFE) results. Here, the highest CFE value means that the
higher the energy absorption capacity in case of accident or loading. In other words, the
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Figure 8. a) SEA and b) MCF and c¢) CFE results
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Figure 9. Deformations after compression test for axial corrugated core
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Figure 10. Deformations after compression test for circular corrugated core
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CFE value is always the highest value, which is a desired result for researchers working in this field.
Among the axial core and circular core specimens, the CFE value of the sinusoidal core specimen was
the highest. The lowest was Arc-shaped for Axial core and rectangular core for circular core.

The deformations of axial and circular corrugated sandwich composite structures are given in Figure 9
and Figure 10 respectively. After the load is applied to the sandwich structure, it gradually increases
with displacement and no significant deviation in linear behavior is observed until the peak [18]. Here,
the structure can resist up to a point while the load increases [35]. Then a sharp drop in load occurs. This
is the scenario that generally occurs when any specimen is tested in compression [36]. Depending on
the type of specimen used, the peak crushing force value and the average load amount with sudden load
drop may vary.

Figure 9 shows the deformations of axial core sandwich structures. Due to the difference in the structural
configuration of the five different specimens, the failure types or initial failures are different from each
other. In the trapeozidal specimen, buckling failure and facesheet failure were observed in the center of
the specimen due to loading. In Rectangular, the first failure started at the base of the specimen, while
both buckling and facesheet failure were observed in the arc shaped specimen. In the triangular
specimen, the specimen was folded with shrinkage failure, while in the sinusoidal specimen, large
deformation occurred in the failure. Figure 10 shows the deformation pictures of circular core sandwich
structures. When the post-compression deformations of all specimens were examined, it was seen that
the deformation rate was higher in axial core structures. As the compression rate increased, the folding
rate also increased. While some specimens showed face sheet failure (rectangular and arc-shaped), most
of them were deformed by folding.

4. Conclusions

In this study, the crushing performance of sandwich composite structures with different core configurations
(Trapezoidal, Rectangular, Arc-shaped, Triangular and Sinusoidal) under quasi-static compression loading
was determined using the finite element method. The numerical model was applied by performing
progressive failure analysis with MAT-54 material model in LS DYNA finite element model. In the study, the
performances (Peak force (PF), Mean crushing force (MCF), Crushing force efficiency (CFE) and specific
energy absorption (SAE)) and failure types for different core structures and core orientations (axial-circular)
were determined. Based on the data obtained at the end of the study, the results can be summarized as follows:

¢ Among the five different specimens, the Trapeozidal specimen with axial corrugated core has the
highest PCF value while the Arc shaped specimen with circular core has the lowest PCF value.
Accordingly, the PCF value for the axial corrugated core increased by a maximum of 2.28 times
compared to the without core specimen. The maximum PCF value obtained from the circular
corrugated core specimen increased by 0.74 times compared to the without core specimen.

e When the EA values were analyzed, the maximum EA value among all specimens was the axial
corrugated Arc shaped specimen, while the minimum value was the circular sinusoidal specimen.
When the energy absorption values of with core and without core specimens are compared, the
maximum energy absorption value for axial core structures increased by 3.82 times and 5.71 times
for circular core.

e Using the axial corrugated core, the energy absorption value increased by a maximum of 3.82 times,
while with the circular corrugated core, the energy absorption value increased by a maximum of
5.72 times.

e Axial corrugated arc shaped core specimen was the sandwich structure with the highest SEA value,
while circular sinusoidal corrugated core was the sandwich structure with the lowest SEA value. By
using the axial corrugated core structure, the maximum SEA value increased by 65% compared to
the without core structure. By using circular corrugated core structure, the maximum SEA value
increased by 136.7% compared to without core structure.

e The MCEF value of the axial corrugated arc shaped core specimen was the highest while the circular
sinusoidal specimen had the lowest value. Among the axial core and circular core specimens, the
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CFE value of the sinusoidal core specimen was the highest. The lowest value was Arc-shaped for
axial core and rectangular core for circular core.

e The deformation behavior of corrugated sandwich structures mainly depends on the core type.
Folding shape, bending type, facesheets failure differ according to the core type.

e This numerical research has the potential to make a great contribution to the literature by being
supported experimentally in future studies.

Nomenclature

CFE: Crushing force efficiency
CZM: Cohesive Zone Model
EA: Energy absorption

MCF: Mean crushing force
PCF: Peak-crushing force

SEA.: Specific energy absorption
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Oz

Agregalarin mekanik Ozellikleri asfalt karisimlarin performansint dogrudan etkilemektedir. Yol yapiminda
kullanilacak agregalarin bazi onemli 6zelliklere sahip olmasi gerekir; temiz, sert, dayanikli, aginmaya kars
direngli, homojen nitelikte ve zararli maddelerden arindirilmis olmalidir. Asinmaya karst direng, agregalarin
kullanimini i¢eren miihendislik alanlarinda olduk¢a 6nemli bir 6zelliktir. Agregalarin aginma ve par¢alanma
performans ozelliklerini belirlemek i¢in yapilan en yaygin mekanik deneyler Los Angeles pargalanma ve Mikro-
Deval asinma deneyidir. Bu calismada bazalt ve kalker agregasi kullanilarak her iki agreganin asinma ve
parcalanmaya karsi direngleri yassilik indeksi ve dona kars1 dayanimlart ile aralarindaki iliskileri analiz edilmistir.
Ayrica Los Angeles ve Mikro-deval deney prosiirlerindeki parametreler degerlendirilmistir. Deney sonuglarina
gore Mikro-Deval deneyi ile agregalarin diger fiziksel ve dayanim 6zellikleri ile aralarindaki iligkinin daha tutarl
oldugu ve Mikro deval asinma deneyinin agregalarin par¢alanma direncinin belirlenmesinde daha gergekei
degerler sundugu belirlenmistir. Ayrica Los Angeles deneyinde kullanilan ¢elik bilyelerin agregalarin ig
ozelliklerinin parg¢alanma siireci tizerindeki gergek etkisini yansitmadigi kanisina varilmustir.
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Abstract

The mechanical characteristics of aggregates have a direct impact on the performance of asphalt mixtures. The
aggregates used in road construction must possess certain essential qualities; they should be clean, hard, durable,
resistant to abrasion, of uniform quality, and free from harmful substances. Resistance to abrasion is a very
important property in engineering fields involving the use of aggregates. The Los Angeles fragmentation and
Micro-Deval abrasion tests are among the most commonly used mechanical tests to assess the performance
characteristics of aggregates in terms of abrasion and fragmentation. This study examined the abrasion and
fragmentation resistance, flatness index, and frost resistance of both basalt and limestone aggregates. The study
also evaluated parameters within the Los Angeles and Micro-Deval test processes. Based on the test results, it was
concluded that the Micro-Deval abrasion test exhibited a more consistent relationship with other physical and
strength properties of the aggregates. Moreover, the Micro-Deval test provided more realistic values for assessing
the fragmentation resistance of the aggregates. Additionally, it was concluded that the steel balls employed in the
Los Angeles test did not accurately represent the true impact of the internal properties of the aggregates on the
disintegration process.
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1. Introduction

The demand for crushed stone aggregates is increasing rapidly with the expansion of many areas such as
highways, dams, asphalt, and concrete production. With the decrease in naturally occurring aggregate
resources, the need for crushed stone aggregates has become more widespread.

It is crucial to determine the properties of aggregates to assess their suitability for the intended engineering
purposes. In terms of their application areas, aggregates must possess resistance to abrasion to avoid crushing,
fragmentation, and deterioration when subjected to stacking, compression, feeding from an asphalt plant,
laying with a paver, and most importantly, exposure to traffic loads. Aggregates with inadequate wear
resistance cannot deliver sufficient efficiency in usage, as their performance properties will degrade under
such conditions of use [1]. Aggregates serve as the foundational material in construction and are thus
subjected to diverse physical and chemical influences depending on their application. Consequently, they
must exhibit high levels of hardness and durability. Additionally, they should possess smoothness,
cleanliness, and strong resistance to abrasion and fragmentation [2, 3].

Determining the mechanical properties of aggregates allows for the prediction of their behavior under various
loads. Moreover, it plays a crucial role in assessing both the physical and mechanical characteristics of
aggregates and in evaluating the strength of asphalt mixture and concrete mixtures [4, 5, 6]. The mechanical
properties of aggregates hold significant importance in asphalt mixture roads, particularly because coarse
aggregates endure high contact stresses without the support provided by fine aggregates. Additionally,
aggregates with low abrasion resistance may experience premature structural failure. Consequently,
aggregates lacking in abrasion resistance can lead to severe environmental issues during the production of
bituminous hot mix roads [3].

There are test methods developed to determine the mechanical properties of materials used in superstructure.
When the studies are examined, many test methods are available to evaluate the toughness and wear
resistance of aggregates. When we look at the commonly used test methods, Los Angeles fragmentation
resistance (LA), aggregate impact value and Micro-Deval abrasion (Mpg) test are at the top [7].

The size distribution of aggregate particles examined through various mechanical test methods can help
interpret the type of degradation occurring, whether fragmentation or abrasion resistance. A well-graded
distribution comprising particles with a broad range of grain sizes suggests fragmentation, whereas a poorly
graded distribution curve containing particles with a limited range of grain sizes indicates aggregate wear.

8],

The Los Angeles experiment is the most widely used method for measuring the resistance of aggregates to
fragmentation. In this experiment, aggregate particles are abraded between steel spheres; to measure their
resistance to fragmentation and crushing. [9]. The Micro-Deval test is a straightforward and rapid procedure,
typically taking only a few hours to complete. Its smaller equipment size, reduced sample size, and simpler
procedure make it more convenient and cost-effective compared to alternative experiments [7].

While there are similarities in determining abrasion and fragmentation resistance, including the preparation
of aggregates and experimental procedures, examination of the procedures reveals that the processes in the
degradation of aggregates differ due to various mechanical interactions. The Micro-Deval experiment
assesses the abrasion resistance of only the outer layer of aggregate grains under the influence of water and
steel balls. On the other hand, the Los Angeles experiment evaluates both the wear resulting from the
interaction between aggregates and the resistance to deterioration caused by the impact and crushing action
of steel balls. [4]. Gokalp et al. stated that conducting the Micro-Deval abrasion experimental with water is
more effective than the Los Angeles fragmentation experimental because it reflects the field conditions better
[7]. In their study, Fladvad and Ulvik found that the use of the tested aggregate in limited sizes brought
different disadvantages. A wide range of aggregate sizes are not used in Micro-Deval and Los Angeles
experimentals. Therefore, there are limited parameters in determining the differences of aggregates during
the design period of the experiments [10]. Li et al. determined that the Los Angeles experimental, which
involved failure of steel balls due to impacts or the crushing effect of aggregate, could not adequately simulate
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actual compaction or field conditions. For this reason, they determined that the disintegration test could not
provide accurate results. They also observed that the internal properties of the material significantly affect
the fragmentation [11].

Additional tests are needed to evaluate the long-term durability of aggregates rather than the applied test
methods. In their study, Czinder et al. exposed aggregates to wear for a longer period in the Micro-Deval
experiment. They determined that the total wear, which is a function of the number of revolutions, has an
exponential character and used a new parameter related to wear that explains long-term aggregate durability
[12].

Erichsen conducted research during the Los Angeles experiment that demonstrated the linearity of the
analysis of the fragmentation process. The experiment was carried out with the Los Angeles drum rotating
at up to 900 rpm. As a result of the experiment, he recommends a more comprehensive study to understand
the behavior of the aggregates over a longer period of time [13]. In their study, Tung and Alyamag tested the
degree of disintegration of ground aggregate material in the Los Angeles drum with different amounts of
steel balls and different rotation numbers of the drum. In the study, they determined that the number of steel
balls and drum rotations had a significant effect on LA (Los Angeles fragmentation loss) in the Los Angeles
experiment. They found that with the variability of the LA (Los Angeles fragmentation loss) coefficient, the
number of rotations and the increase of steel balls, the values of material loss due to wear increased up to
100% [14].

Disintegration and classification are the main basic processes that allow the production of aggregates with
the desired grain size. Therefore, its effects on the aggregate production process is an important issue that
needs to be examined. Miskovsky et al. stated that the strength parameters of aggregates are affected by
Microcracks and mineral content. Therefore, they found that an inappropriate production process causes the
destruction of the aggregate and, as a result, a decrease in its wear and chipping resistance [15].

The initial stage in verifying the usability of aggregates involves examining the composition, structure, and
susceptibility to physical and chemical weathering of the rock material. Prior to use, all materials must
undergo testing to assess their physical, mechanical, and geometric properties [16]. Abad et al. asserted that
a quality aggregate must comprise particles possessing adequate strength and anticipated engineering
characteristics, while also demonstrating resistance to the environmental conditions to which it is subjected.
[2]. Fournari and Loannou determined that knowing various aggregate properties can help predict the wear
resistance of the aggregate [17].

The dimensions of the aggregate to be used in construction works are also very important in terms of its
strength properties. Geometric properties of aggregates are closely related to their strength values. An
example of this is that the higher the content of flat and longitudinal grains in aggregates, the higher the wear
value [18].

Numerous researchers have examined wear and fragmentation processes employing the Los Angeles and
Micro-Deval machines. Through their studies, these researchers have noted alterations in both the size and
surface roughness of aggregate grains. Their findings indicate that during the initial stage of wear and
disintegration processes, aggregate grains exhibit sharp edges and tips. However, as the testing advances,
these edges become flattened, and the volume of the grains decreases [19-23].

The qualitative evaluation of aggregates should be based on the analysis of various aggregate properties.
Comparison of these properties should also be made between various aggregate types with various geological
characteristics.

The main objective of this study is to inform the relevant institutions and organizations that basalt and
limestone aggregates of volcanic origin, which constitute a significant deficiency in terms of mineral
resources in Bitlis region, can be used more effectively in the construction sector. In addition, considering
that the abrasion and fragmentation resistance of aggregates used in road construction under traffic loads is
of great importance, the factors affecting the performance of both aggregates were investigated in detail.
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In this study, Los Angeles and Micro-Deval tests were conducted to assess the fragmentation and abrasion
resistance of basalt and limestone aggregates. The results were evaluated to understand the impact of these
aggregates on their resistance properties, considering factors such as the flatness index and MgSQO, frost
resistance. According to the study's results, the physical and mechanical properties of both aggregate types
in the Bitlis region were presented comparatively, and it was determined that this analysis would make a
significant contribution to the literature.

2. Material Method

Within the scope of the study, basalt of volcanic origin and limestone crushed stone aggregate of sedimentary
origin were used. Basalt aggregate was supplied from Baysan basalt quarry, which has been operating in
Bitlis region since 1992, and limestone aggregate was supplied from Mermer limestone quarry, which is also
located in the same region and has been operating since 2010 (Figure 1).

Figure 1. Used in the experiment (a) limestone, (b) basalt

XRF (X-Ray Fluorence Spectrometter) chemical analyses were performed on the aggregates to be used in
Los Angeles and Micro Deval tests using the glass tablet method using the fusion method. The samples
obtained as glass tablets for chemical analysis are given in Figure 2.

Figure 2. Fusing aggregates into glass tablets by fusion method

The chemical analysis of the basalt and limestone aggregates to be used in the experiment are given in Table
1 and Table 2.
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Table 1. Chemical Analysis of Basalt Aggregate

Table 2. Chemical Analysis of Limestone

Results Aggregate Results
The Compound The values (%) The Compound The values (%)
Bao 0.04 Bao 0.01
SiO2 55.43 SiO2 1.93
Al2O3 16.84 Al203 0.15
Fe203 8.49 Fe20s3 0.14
CaO 4.77 CaO 52.74
MgO 1.97 MgO 1.38
Na20 461 Na20 0.06
TiO2 1.66 TiO2 0
Others 6.19 Others 43.73
Ignition Loss (%0) 291 Ignition Loss (%0) 43.33

The results of the tests carried out to determine the gradation values and physical properties of the aggregates
used in the study are given in Table 3.

Table 3. Gradation limits and physical properties of aggregates

S'?VE Gradation Flatness index Water Absorption Bulk Specific Apparent Specific MgSO, Missing
Size (%) - 3 - P o
(mm) values values Gravity (gr/cm?®) Gravity (gr/cm?) (%)
Limestone | Basalt | Limestone | Basalt | Limestone | Basalt | Limestone | Basalt | Limestone | Basalt
25 100 - - - - - - - -
19 95-100 19.2 16.1 - - - - - -
125 90-100 11.6 19.6 0.50 1.25 2.75 2.78 - - %8 %45
9.5 63-77 19.7 10.9 0.20 1.25 2.72 2.74 - -
4.75 11-35 19.6 19.6 0.68 1.48 2.70 2.74 - -
2 10-20 - - 1.16 1.99 - - 2.60 2.73
0.180 5-10 1.66 1.43 - 2.62 2.71
0.075 3-7 1.77 1.56 - 2.76 2.58

2.1. Los angeles (fragmentation) experiment

The Los Angeles fragmentation resistance experiment performed within the scope of the study was carried
out according to TS-EN 1097-2:2010 standard [24]. The aggregates to be used within the scope of the
experiment were first dried in an oven at a temperature of 110+5 °C. The samples taken out of the oven were
kept at room temperature before the experiment was performed. First, 5000 g of aggregate samples with a
diameter of 10-14 mm were taken and placed in the Los Angeles test device. To apply load on the aggregates,
11 steel balls with a diameter of 45-49 mm and a weight of 400 g-445 g were placed. Then, the lid of the
machine was closed and it was subjected to 500 cycles at a constant speed of 31-33 rpm. In the Los Angeles
experiment, as the drum rotates, a rack plate picks up the sample and steel balls and transports them until
they fall on the opposite side of the drum, causing an impact crushing effect [3]. The Los Angeles device,
aggregates and steel balls used in the experiment are shown in Figure 3.
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Figure 3. () Los Angeles Experiment Device, (b) Steel Balls and (c) Basalt aggregate

After the determined number of revolutions, the samples and steel balls are discharged from the drum into a
steel tray. While discharging material from the drum, care should be taken to keep material loss to a
minimum. After the cycle is completed, the drum is emptied and the aggregate is separated from the steel
balls and sieved through a sieve with a 1.6 mm mesh opening and weighed (Figure 4).

Figure 4. Aggregate and Steel balls (a) Before the cycle (b) After the cycle

Experiments were conducted twice for basalt and limestone aggregate and the average was taken. The
experiment was carried out as a dry method. After the experiment, the Los Angeles coefficient of the
aggregates was obtained using the formula below.

LA = (5000 —m)/50 [1]

In this equation;
LA: Los Angeles Coefficient
m: Weight of dry aggregate remaining on 1.6 mm sieve (g)

Los Angeles fragmentation loss, reflects properties such as the hardness and brittleness of the minerals that

make up the aggregate, the interlocking of the grains, porosity, the effect of mineral fractionation and the
strength of the intergranular bond [25].
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The Los Angeles fragmentation loss varies within the same rock type due to certain characteristics. Rocks
exhibiting good and robust features such as strong texture, high density, grain interlocking, rough grain
surfaces, sturdy intergranular bonding, and low porosity are less prone to degradation compared to rocks with
looser textures. In igneous rocks, the Los Angeles fragmentation loss correlates with grain size and porosity.
Fine-grained igneous rocks tend to be more resistant to fragmentation than coarse-grained counterparts with
similar levels of porosity [26].

Table 4 shows the Los Angeles Fragmentation resistance specification values of the coarse aggregates to be
used in the road layers specified in the Highways Technical Specifications [27].

Table 4. Limit values of fragmentation resistance of aggregates used in road construction layers in highway technical
specifications

Layers Fragmentation Resistance (Los Angeles) Experiment
% Standard

Subbase <45 (LAuss) TS EN 1097-2
Base <35 (LAss) TS EN 1097-2
Bituminous chip seal <30 (LAsp) TS EN 1097-2
Macadam chip seal <30 (LAsp) TS EN 1097-2
Bituminous base <30 (LAsp) TS EN 1097-2
Wearing Course <27 (LAz) TS EN 1097-2
Binder Course <30 (LAsp) TS EN 1097-2
Stone Mastic Asphalt <25 (LA2s) TS EN 1097-2
Porous Asphalt <25 (LAgs) TS EN 1097-2

2.2. Micro deval (abrasion) experiment

The experiment was carried out according to TS EN-1097-1 standard [28]. The Micro-Deval test is an
experiment carried out with aggregate and 2.5 liters of water in cylindrical steel drums.500 g of material from
aggregate samples with a diameter of 9.5 mm is weighed and water is added with 5000 g of spherical steel
balls into a hollow drum with an inner diameter of 200 mm (Figure 5).

Figure 5. Micro-Deval Device, Micro-Deval drum, aggregate, steel shot and water mixture

The steel drum was rotated 12000 revolutions at a rotation speed of 100£5 revolutions per minute.
Experiments were performed twice for each aggregate sample and averaged. After the cycle is completed,
the drums are removed from the device and their covers are carefully opened. The drum is emptied onto a
1.6 mm sieve without causing sample loss, thus steel balls, water and aggregate are separated. Steel balls are
separated from the aggregate samples with the help of a magnet.

The aggregate samples separated from the steel balls are washed on the sieve, the remaining sample is
weighed and the Micro-Deval coefficient is calculated by measuring the average mass loss.
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The Micro-Deval coefficient (Mpg) is calculated by the formula below.

Mpg = (500 —m)/5 [2]

In this equation;
Mope: Micro-Deval Coefficient
m: Total amount of aggregate remaining in the 1.6 mm sieve (g)

Table 5 shows the Micro Deval Abrasion resistance specification values of the coarse aggregates to be used
in the road layers specified in the Highways technical specifications [27].

Table 5. Limit values of abrasion resistance of aggregates used in road construction layers in highway technical
specificatione

Abrasion Resistance (Micro Deval) % Experiment

Layers

Standard

Subbase - TS EN 1097-1
Base - TS EN 1097-1
Bituminous chip seal <25 (Mpe25) TS EN 1097-1
Macadam chip seal <25 (Mpe25) TS EN 1097-1
Bituminous base <25 (Mpe25) TS EN 1097-1
Wearing Course <20 (Mpe20) TS EN 1097-1
Binder Course <25 Mpe25) TS EN 1097-1
Stone Mastic Asphalt <20 (Mpe20) TS EN 1097-1
Porous Asphalt <20 (Mpe20) TS EN 1097-1

4. Results and Discussion

In the micro-deval test, the surface texture, grain corners and sharp edges of the aggregates are abraded, while
in the Los Angeles test, the entire aggregate disintegrates. Aggregates with long, straight and sharp edges
generally show weaker resistance to continuous fragmentation and abrasion. However, the frequency of the
tests and the deformation behavior also depend on the duration of the test. To understand the wear
development of aggregate grains, the use of 3D (three-dimensional) analysis instead of 2D (two-dimensional
analysis) in conjunction with numerical simulations is shown to be an effective method to study the
morphological behavior of aggregates before and after impact [21, 29].

Increasing the standard cycle level in the micro deval test causes changes in the wear properties of the
aggregates [23]. However, in the Los Angeles experiment, increasing cycle numbers could significantly
reduce the steepest peak of the aggregates and negatively affect their interlocking properties. The reason for
this can be explained by the presence of larger, rounder and stronger corners, which increase the resistance
to fragmentation [30].

As a result of the studies, Los Angeles and Micro-Deval tests were performed separately on basalt and
limestone aggregates. The experiments were performed twice on each aggregate and average values were
obtained. The results of Los Angeles and Micro-Deval tests of the aggregates are given in Figure 6-Figure 9
in comparison with the flatness index and MgSOa4 loss values.
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Figure 6. Relationship between LA (%) loss values of aggregates and Flatness index values

30
25
20
15

10

LA (%) Loss MgS04 Loss

Basalt Limestone

Figure 7. Relationship between LA (%) loss values of aggregates and MgSO4 loss values

In the Los Angeles test, the aggregate is subjected to the effects of fragmentation and impact. In general, Los
Angeles fragmentation values are affected by different geological and crushing properties of aggregates.
When the Los Angeles test results with basalt and limestone aggregates were analyzed, Los Angeles loss for
limestone aggregate was 27%, while Los Angeles loss for basalt aggregate was 24%. When the test results
were evaluated, similar findings were reported in the literature. Pang et al. found the Los Angeles
fragmentation value for limestone aggregate to be 25% and suggested that LA performance might be
influenced by the calcite mineral content of the aggregate [31].

Considering the Los Angeles fragmentation resistance values specified in the Highways Technical
Specification for road layers constructed on highways, both aggregate types generally meet these limit values.
According to the test results shown in Figure 6, when examining the relationship between Los Angeles
particle loss strength and the aggregate flatness index values, the flatness index for basalt aggregate is 16.6%,
while for limestone aggregate it is 17%. Both types of aggregates are generally quite angular in structure and
have many sharp edges due to their crushed stone composition. Basalt aggregate generally has greater
strength than limestone aggregate in terms of its physical and mechanical properties. For this reason, the
fragmentation loss value should be lower than the limestone aggregate, but since the angularity and flatness
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of the aggregate are close to the limestone aggregate, it has experienced approximately the same loss in terms
of fragmentation as the limestone aggregate.

The gradual loss of aggregate corners in the Los Angeles test depends on the rate of flaking and elongation
index of the aggregates. Therefore, it was determined that aggregates with high mass loss have a high rate of
flaking and elongation index and become more susceptible to fracture under fragmentation test [32].

When the relationship between the Los Angeles particle loss value and the MgSO4 loss value is examined in
Figure 7, the loss in basalt was 4.5%, while this loss in limestone aggregate was 8%. Aggregates exposed to
the freeze-thaw cycle crumble and decrease in size due to the effect of the solution inside. The freeze-thaw
loss value of basalt aggregate shows that it is approximately 2 times more durable than limestone aggregate.
Despite this, the fact that the fragmentation loss value was obtained at approximately the same value as the
limestone aggregate appears as an experiment that should be discussed regarding how accurate the results of
the Los Angeles fragmentation test are.

When examining the Mpe (Micro-Deval) loss values obtained from the Micro-Deval test for basalt and
limestone aggregates, it was found to be 17% for basalt aggregate and 19% for limestone aggregate.
According to the highway technical specifications, the Mpe loss limit values for aggregates used in road
construction layers fall within the maximum range of 20%-25%. Based on these limit values, it has been
determined that both types of aggregates can be utilized in road construction based on their abrasion loss
values.

20
19
18
17
16

15
MDE % Loss Flatness index

Basalt Limestone

Figure 8. Relationship between Mpe (%) loss values of aggregates and Flatness index values

Examination of figure 8 reveals that increasing angularity of the aggregates accelerates wear. This is
primarily due to the interaction between the aggregate surfaces and the steel balls used in the test, as well as
the internal hard surfaces of the steel cylinder molds employed in the Micro-Deval test. The extent of
degradation of morphological properties, as determined by the Micro-Deval test, varies depending on other
mineralogical properties of the aggregates, such as the Mohs mineral hardness value. Aggregates with a high
Mohs hardness value experience less abrasion [33].
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Figure 9. Relationship between Mpe (%) loss values of aggregates and MgSQOa loss values

Figure 9 shows a clear relationship between the flatness index of basalt and limestone aggregates and their
MgSO4 loss values as well as abrasion loss values. The abrasion loss value of basalt aggregate, with a flatness
index of 16.6%, was determined as 17%, while the abrasion loss value of limestone aggregate, with a flatness
index of 17.5%, was determined as 19%. It's observed that the abrasion loss of basalt aggregate, with a lower
flatness index value, is lower, whereas the abrasion loss of limestone aggregate, with a higher flatness index
value, is higher. Therefore, there exists a close relationship between the flatness index values of the
aggregates and their abrasion values.

When examining the relationship between abrasion loss values and MgSO. loss values, a result similar to the
relationship between flatness index value and abrasion loss value was observed. In basic, it has been found
that the abrasion resistance value of basalt aggregate, which is stronger and exhibits a lower value in terms
of frost resistance, is low, while the abrasion loss value of limestone aggregate, with a % loss value higher
than that of basalt aggregate due to frost resistance, is high. The experimental results obtained from the study
are presented collectively in Table 6.

Table 6. Experiment results

Agrregal:téeelsiftps eriment Mok (%) Loss LA (%) Loss Flatness indeks MgSOg4 Loss (%)
Basalt 17 24 16.6 45
Limestone 19 27 175 8

There are similarities in the procedures for testing aggregates to determine abrasion and fragmentation
resistance. Both methods reveal different aspects of aggregate degradation due to mechanical interactions.
While the Micro-Deval test assesses the resistance of only the outer layer of aggregate grains to abrasion
caused by steel balls, the Los Angeles fragmentation test evaluates the aggregate's resistance against both
fragmentation resulting from aggregate-to-aggregate interaction and deterioration caused by the impact and
crushing movement induced by the steel balls [4]. In a study comparing both methods, it was concluded that
the Micro-Deval abrasion test was more effective than the Los Angeles fragmentation test because it more
accurately reflected field conditions [7].

According to these results, the Micro-Deval test used for abrasion loss resistance of aggregates gives better
results than the Los Angeles test used for disintegration loss resistance, more consistent results are obtained
when compared to other physical properties of aggregates, and it reflects field conditions better. It was
concluded that more clear results would be obtained by using the Micro-Deval experiment to determine the
value.
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As a result of the research and experiments, there are many factors that affect the abrasion and fragmentation
of aggregates. For this reason, more extensive studies on the Los Angeles and Micro Deval tests should be
carried out to select the most appropriate test method, extensive analyzes should be made indicating that the
tested aggregates should be made in a wider grain size range, and the effect of the aggregates on the physical
and mechanical properties of the crushers in the production process should be examined in more detail should
be investigated accordingly. In addition, both experiments should be carried out under the same conditions
and larger studies should be conducted focusing on the geological properties of the aggregates.

5. Conclusion

In this study, methods for determining the behavior of aggregates in abrasion and fragmentation resistance
tests for different aggregate types are described and also proposes further research steps aimed at developing
test procedures that take into account the existing conditions.

The results presented in this paper indicate that:

¢ In light of the results presented in the study, variations are observed in the disintegration values of
aggregates depending on the application of both test methods, the type of materials, classification
size, and the experiments conducted under different conditions.

e Aggregates tested for abrasion and fragmentation should be analyzed over a wider size range and
the most appropriate test method should be selected accordingly.

e [twas concluded that the fragmentation and abrasion tests conducted on aggregates were inadequate
for drawing a comprehensive conclusion regarding aggregate performance solely based on a single
textural factor.

e A comprehensive examination of how the production process affects the physical and mechanical
characteristics of aggregates is necessary.

e In addition to scrutinizing the physical and mechanical attributes of aggregates, it is imperative to
conduct a comprehensive analysis of their geometric parameters and the interrelations among them,
with particular emphasis on the geological properties of the aggregates.

o Furthermore, there is a need for further exploration into the correlation between micro-cracks,
mineral distribution, and mineral shape of aggregates within the context of Los Angeles and Micro-
Deval tests.
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Oz

Riizgar hizi, yenilenebilir riizgar enerjisine yatirim yapilmasi ve planlanmasinda riizgar hizinin tahmin edilmesi
hayati 6nem tagimaktadir. Ayrica mevcut riizgar santrallerinin iiretimi ve iletim hatlarmin kapasitelerinin
artirilmasinda da riizgar hizinin tahmin edilmesi olduk¢a 6nem arz etmektedir. Fakat riizgar hizinin aralikli ve
stokastik dalgalanmalari, yiiksek kaliteli riizgar hizi tahmini i¢in 6nemli bir sorun olusturmaktadir. Bu ¢aligmada,
rizgar santrallerinin planlanmasi ve uygulanabilirlik ¢alismalart i¢in riizgar hiz tahminini daha kolay
saglayabilecek derin 6grenme temelli bir yaklagim onerilmistir. Bu yaklagimda oncelikle riizgar hiz zaman verileri
stirekli dalgacik doniisiimii ile renkli goriintiiye donistiiriildii. Elde edilen goriintiiler, dnceden egitilmis AlexNet
CNN modeline uygulanarak rizgar hiz tahmini gergeklestirilmektedir. Calisma, Elazig meteoroloji bolge
miidirliiginden alinan 2018-2019 yillar1 arasindaki saatlik hiz verileri kullanilmigtir. Yapilan deneysel
caligmalarda, 1-saat, 2-saat ve 3-saat olmak iizere ii¢ farkli ileri ufuk tahmini yapilmistir. Onerilen tahmin
modelinin modelin performans degerlendirilmesi i¢in ortalama mutlak hata (MAE), ortalama karekok hatasi
(RMSE) ve korelasyon katsayist (R) metrikleri kullanilmigtir. Deneysel ¢alismalarda, tiim veri seti goriintiileri
transfer 6grenimi icin rastgele bir sekilde sirastyla %70, %10 ve %20 oranlarinda egitim, dogrulama ve test olmak
tizere ii¢ boliime ayrilmigtir. 1-saat ileri tahminde RMSE, MAE ve R metrikleri igin sirasiyla 0,0335, 0,0275 ve
0,9517 deneysel sonuglar ile en iyi riizgar iz tahmini gergeklestirilmistir. Bu bakimdan 6nerilen AlexNet
modelinde, 1 saat ileri tahmininde, daha giivenilir ve dogru tahmin gerceklestirdiginden riizgar hiz tahmininde
etkili bir model oldugunu gostermektedir.
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Abstract

Wind speed forecasting is crucial for planning and investing in renewable wind energy. In addition, Wind speed
forecasting is essential for planning renewable wind energy, optimizing wind power production, and enhancing
transmission line capacities. However, intermittent and stochastic fluctuations of wind speed pose a significant problem
for high quality wind speed forecasting. In this study, a deep learning-based approach is proposed for wind power plant
planning and feasibility studies that can provide wind speed prediction more easily. In this approach, firstly, wind speed
time data were converted into color images using continuous wavelet transform. The obtained images were applied to
the pre-trained AlexNet CNN model and wind speed prediction was performed. In the study, hourly speed data from the
Elazig meteorology regional directorate between 2018-2019 were used. In the experimental studies, three different
horizon forecasts were made: 1-hour, 2-hour and 3-hour. Metrics like correlation coefficient (R), mean absolute error
(MAE), and root means square error (RMSE) were utilized to assess the proposed forecasting models performance. In
the experimental studies, the whole dataset images were randomly divided into three parts as training, validation and test
at the rates of 70%, 10% and 20% respectively for transfer learning. In the 1-hour horizon forecast, the best wind speed
prediction was achieved with experimental results of 0.0335, 0.0275 and 0.9517 for RMSE, MAE and R metrics,
respectively. In this respect, the proposed AlexNet model shows that it is an effective model in wind speed forecast since
the 1-hour horizon forecast is more reliable and accurate.
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1. Introduction

Global energy consumption is rising significantly due to population growth and technological and economic
developments. With the increase in energy demands and the overuse of existing fossil resources, serious
environmental problems such as global warming and climate change have been searched for new energy
sources [1].

Electrical energy is the most used type of energy in daily life. Among low-carbon generation technologies,
wind energy is one of the most important Renewable Energy Sources (RES) in many countries [2]. In this
environment, the installed capacity of wind energy is growing annually on a global scale, reaching 650 GW
in 2019 [3]. However, wind speed represents a significant variable in the reliability of the electricity grid [4].
Accurate and efficient forecasting of wind energy is of great importance in ensuring the safe and efficient
operation of the electricity grid.

Many approaches to wind energy forecasting have been suggested and applied, initially traditional statistical
models, physical models and more recently machine learning based models [5]. In wind energy forecasting
with physical models, atmospheric flow is simulated using numerical weather forecasts for several locations
in each geographical region. Despite the high computational cost, this model demonstrates satisfactory
performance in medium- period and long-period wind forecasting. In contrast, traditional-statistical models
refer to the data matching among the historical-data and the output of the wind farm. It is a time series
approach where traditional statistical models are generally effective in short-term forecasting.

Advances in computer technology has facilitated the wider adoption of machine learning-based methods in
the field of wind forecasting [6]. In the literature, there are many works using various deep learning
approaches for wind forecasting.

Yildiz et al. [5] improved an enhanced residual-based convolutional neural network for the prediction of
wind energy. Although the developed network is less complex and requires less computational resources, it
is important to note that some features in the data may be lost due to the residual connection approach. Azimi
et al. [7] proposed an approach for feature extraction that combines discrete wavelet transform, harmonic
time series analysis, and k-means. For feature extraction, they adopted the decomposition of historical air
temperature, wind speed and power data. They then trained a Multi-layer Perceptron Neural Network (MLN)
with these extracted features to perform wind forecasting.

Jaseena and Kovoor [8], empirical model decomposition (EMD), ensemble-EMD, wavelet transform (WT)
and empirical wavelet transform (EWT) methods combined the features obtained in data decomposition.
They then applied these features to a Bidirectional Long-Sort Time Memory (Bi-LSTM) deep learning model
for wind speed forecasting. They tested the performance evaluation of the proposed hybrid model with the
Dhanushkodi and Melamandai dataset. The experimental results demonstrated that it outperforms other data
decomposed-based models in terms of accuracy and stability. Li et al. [9] examined the effect of time
resolution in wind energy forecasting. To minimize these effects, they proposed an artificial neural network
(ANN)-based wind forecasting model.

Noman et al. [10] proposed the use of multivariate exogenous input variables to improve model performance
in wind forecasting. Using the suggested approach features, eight transfer learning techniques, and four
neural networks, they were able to predict the wind. They conducted experimental studies with two years of
wind speed data averaging over 10-minute intervals. Experimental outcomes showed that the nonlinear auto-
regressive exogenous model is more performant than other methods. Zameer et al. [11] developed a genetic
programming-based ANN model for short-term wind power forecasting. This developed model was tested
with data from five different wind farms. They showed that the model has higher performance than some
artificial intelligence-based models. Altan et al. [12] developed a non-linear hybrid model based on gray wolf
optimizer decomposition and LSTM deep learning for more accurate and reliable wind speed prediction.
With this model, the features obtained from the combination of parsing and LSTM model were combined.
They then improved the performance of the wind speed prediction model by optimizing the weighted
coefficients of the intrinsic mode function output with gray wolf optimization. Emeksiz and Tan [13]
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proposed a method based on combining deep learning and mode separation approaches for wind speed
estimation. In the proposed model, the signals obtained from adaptive noise reduction and EMD methods are
converted into images by continuous wavelet transform in the pre-processing of the data. These images have
been applied to various CNN models for effective wind speed forecasting. A multistep wind speed prediction
model based on a transformer is proposed, and the multistep wind speed prediction problem is recognized as
a sequence-to-sequence mapping problem [14].

In this work, a two-stage transfer learning-based model is proposed for wind speed prediction. In the first
stage, hourly wind speed data were converted into images with Continuous Wavelet Transform (CWT).
Then, these images were applied to the pre-trained AlexNet model and wind speed prediction was performed.
Experimental studies were carried out with hourly wind speed data of Elazig center for the years 2018-2019.
The study's contributions are assessed in the manner listed below.

e Toovercome the stochastic and unstable features of wind data and reach higher accuracy capacity, RGB
color space image sensitive to CWT changes of wind data is provided,

e With the color images derived from wind speed data, the training reliability of the pre-trained
convolutional neural network (CNN) improved, and wind forecasting performance is increased.

2. Material and Methods

In this study, a CNN-based model for wind speed forecasting was proposed, and its structure is shown in
Figure 1. First, in the suggested model, hourly wind speed data were converted into a two-dimensional image
by CWT transformation and then colored and converted into a 3D image. Then, the image size was resized
from 368x160 to 227x227 for the input of the AlexNet model. In the final stage, the classification layer of
the pre-trained ESA model AlexNet was replaced with a regression layer to predict deep features, enabling
automatic wind speed forecasting.
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Figure 1. Proposed model chart
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2.1. Dataset

The experimental studies used hourly wind direction and speed data (2018-2019) from the Meteorology
Directorate's Central/Elazig station (No. 17201). The details of the dataset used in the experimental studies
are presented in Figure 2. As seen in figure 2, the columns show the hourly time changes, and the rows show
the changes in wind speeds (m/s) against the hourly changes during the day. There is a total of 17448 hours
of wind data in the dataset for two years.

Date 00000 1:00:00 220000 3:00:00 4:00:00 5:00:00 60000 T:00:00 8:00:00 S:00:00 10:00:00
January 1, 2018 Z5 1.4 21 3 43 50 4.4 36 33 33 T
Januany Z, 2018 .7 0.3 .7 (-] o7 1.4 0.8 1.5 4.0 52 52
Januany 3, 2018 1.8 1.9 1.8 18 1.5 1.3 0.9 1.0 1.8 ZZ 20
Januany 4, 2018 5.5 4.z 18 4.4 4.6 4.0 4.4 8.0 a.0 6.9 52
Januany 5, 2018 5.4 43 56 5T 8.3 L 4.8 50 6.1 5.0 3.0
January §, 2018 18 1.8 16 16 1.8 1.7 1.2 [+X.] 16 18 2.3
Januany T, 2018 z3 1.8 0.9 1.5 4 20 L] 0.9 a7 1.5 z32
January 8 2018 1.8 1.6 0 16 1.5 1.5 [ K] 0.4 1.2 20 1.7
Januany 3, 2018 1.7 0.1 1.5 0.8 1.2 1.2 o7 o7 16 ZZ 1.9
Januany 10, 2018 26 2T ] ] .z 16 12 [ -] 0.8 2.1 22
January 11, 2018 0.2 0.2 0.2 0.2 0.5 1.0 o7 [+X.] 18 13 16
Januany 12, 2018 1.4 0.8 0.3 1.0 [ -] 1.3 1.2 1.0 0.8 z3 4
Januany 13, 2018 0.8 .7 1.5 1.0 0.5 [ X:] [ 16 1.1 18 0
Januany 14, 2018 0.9 Z.5 1.5 1.6 38 1.0 16 3z 4.0 50 4.4
Januany 15, 2018 0.5 0.6 18 19 0 20 0 19 1.2 12

Figure 2. Dataset details

2.2. Continuous wavelets transform

The Continuous Wavelet Transform (CWT) is one of the most advanced signal processing techniques
available for analyzing time-series data due to its ability to handle non-stationary signals, which are
common in real-world applications such as weather patterns, financial data, and physiological signals
[13]. CWT allows for the simultaneous analysis of both time and frequency content of a signal, which
is particularly important for non-stationary time series where the frequency characteristics change over
time. In contrast, traditional methods like the Fourier Transform provide only frequency information
and fail to capture the temporal variations within the signal [13-15] Furthermore, CWT enables the
signal to be analyzed at multiple scales, providing insights into different frequency components at
various time points. This multi-scale analysis offers significant advantages in detecting patterns such as
peaks, trends, or anomalies at different resolutions [14, 15].

The basic principle of CWT is based on decomposing a continuous-time function into a set of wavelet
functions. The wavelets are derived by applying a shift and scaling operation to the mother wavelet
function. Accordingly, CWT can be defined by Equation 1.

1 —
Wiy (e, = [F@ e = 2= [ 1w ()t e >0 ®

Where, 1 is the main wavelet function, a is the scale factor of the wavelet and expands the wavelet
length and frequency, t is the delay factor and controls the delay position on the time axis, and i*is the
complex conjugate of the wavelet master function. A should be chosen small for the high-frequency
features of the signal in the given time series, and a should be chosen large for the low-frequency features
of the signal.
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Scalograms, which visualize the output of the wavelet transform, show the intensity of different
frequencies over time. When displayed in grayscale, it can be difficult to perceive important details
[16,17]. Therefore, gray images are often converted to color images to enhance clarity. The choice of
color mapping in these images is critical, as it influences how well human observers can detect important
patterns, anomalies, or features. For instance, a heat map-style color scheme with a gradient from cool
to warm colors (blue to red), such as the "jet" color map, can clearly distinguish between low- and high-
energy regions. This clear contrast between low- and high-energy areas makes it easier to identify
significant features in the data, such as spikes or frequency shifts [18].

2.3. AlexNet

The AlexNet CNN model was introduced by Alex Krizhevesky at all. in the ImageNet Large-Scale
Visual Recognition Challenge (ILSVRC) competition to contribute to image classification problems
[19]. This CNN model broke new ground in computer vision applications, surpassing all previous
techniques [20]. AlexNet is a complex neural network consisting of 60 million parameters and trained
with more than 1.2 million high-resolution images to classify 1000 different objects, and unlike previous
models, it uses the ReL U activation function [21, 22]. As can be seen in the architecture in Figure 3, it
consists of 5 convolution layers (Conv), three pooling layers (Max pool) and three fully connected layers
(FC). There is also a ReLU activation layer after each convolution layer [23]. In the experimental
studies, AlexNet was preferred due to its lighter weights compared to other popular CNN models such
as GooglLeNet, VGG, and ResNet.

Lo o [} s
S S 2 2 ®
Conv S Max pool X Conv % Max pool % Conv x
= 96xllxll =>[G=>  3x3  —p [F=p 256x5%5 =D =s  3x3 = l=> 384233 = =
stride 4 :; stride 2 X pad 2 x stride 2 % pad 1 x
2 —
<n - S W e
w o [
=7 I o
= =) W
Conv X Conv x Max pool = 'y o —
38433 == = =P 25Gx3x3  mbp || 3x3 —>;—>-—>%—>.—>%—p-—>8
pad 1 x pad1 5 stride 2 = =3 Ll <
o [ =%
U w

Figure 3. AlexNet architecture

Transfer learning is the reuse of any pre-trained machine learning model with different data with some fine-
tuning [24]. The fine-tuning approach is based on optimizing certain parameters of a pre-trained model with
a small subset of target data. Its widespread use by researchers is due to its advantages such as simplicity,
ease of implementation and efficient use of computational resources [25].

In addition to exploiting prior knowledge in the source domain, this approach allows for more adaptive results
by making localized adjustments for target domain-specific tasks. The main aim of transfer learning is to
save training time and provide better performance without requiring too much data [26]. AlexNet transfer
learning, which will be used in experimental studies, is shown in Figure 4. In experimental studies, the
classifier layer connected to the last FC layer of the AlexNet model, details of which are given in Figure 3,
was replaced with a regression layer.
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Figure 4. The schematic of AlexNet with transfer learning
2.4. Performance evaluation metrics

Three quantitative evaluation criteria were selected to assess the performance of the proposed method. These
are the correlation coefficient (R), the mean absolute error (MAE), and the root mean square error (RMSE).

¢ RMSE indicates the amount of error between the values predicted by a model and the observed
results. A smaller RMSE indicates better performance of the prediction model.

e MAE is a widely used measure for assessing the accuracy of a forecasted model. It is particularly
used in regression analysis and determines the average magnitude of errors in predictions. A smaller
MAE means higher prediction accuracy.

e Risameasure of the relationship between inputs and outputs [6].

Equations (2-4) of these metrics are given below [27].

1 n
RMSE = \/r_lzk=1(yk — x)2 @

1 n
MAE = — E |y — xil ©))
n k=1

Y1t — X)) Ve — yk)

R =
\[zzzlm — 302 S0k — V,)?

(4)

Where n is the total number of test data, x;, is the actual data values, y;, represent the anticipated data values
and y, , xare the mean values of the data.

3. Experimental Studies and Results

This section presents a concise overview of the experimental setup, and the results obtained in the prediction
of wind speed. The experimental studies were conducted on a computer with the following specifications:
MATLAB (2021b) installed, quad-core Intel i7 processor, NVIDIA GTX 850M GPU, and 16GB memory.

In the first stage of the experimental studies, time series were converted into images with CWT. For this
purpose, the time series signals containing hourly wind speeds between 2018-2019 were first converted into
a grey image with dimensions of 168x360 as shown in Figure 5. Subsequently, the changes in pixel
brightness and contrast values within the grey image were assigned a jet128 color map of uniform
distribution, resulting in a 168x360x3 color scalogram image. This image was then resized to 227x227x3 in
accordance with the proposed AlexNet model input. All images were also normalized by mean subtraction.
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In the first stage of the experimental studies, the whole dataset was randomly divided into three parts, namely
training, validation and test, with 70%, 10% and 20% of the images, respectively, for transfer learning. The
training dataset was used in the learning process of the proposed model, while the validation dataset was used
as a part of the training set to build the model. The model parameters were also modified using the validation
dataset. The performance evaluation was conducted using the test dataset.

The experiments were repeated several times to determine the best parameters of the model during the
AlexNet training process. In the initial stages of the training process, the learning rate was adjusted to 0.0001,
the mini-batch size was adjusted to 32, and the maximum number of epochs was adjusted to 40, with a drop
factor of 0.5 applied every 10 epochs. Moreover, the adaptive moment prediction (Adam) algorithm was
used to optimize the whole cost function for the AlexNet model to eliminate convolutional kernels during
the back-propagation phase.

Time-series data (daily wind speed) Scalogram (168x360)

st

4r 1 «
Continuous
3} :> Wavelet Transform |:>
|
2 1 1

(CWT)

1+ 1
b =L ﬂ
2 4 6 10 12 14 16 4

Gray to RGB I
227x227x3

lu!@&]@ vl'

168%360%3

Figure 5. Convert to scalogram images from time series
The experiments were grouped by different forecast horizons to assess the proposed methods precision. The
R, MAE and RMSE values for the one-hour, two-hour, and three-hour horizon forecasts of the suggested
AlexNet model are presented in Table 1.

Table 1. Performance metrics of 1-hour, 2-hour and 3-hour horizon forecasting for AlexNet

. Metrics
Method Horizon RMSE MAE R
1-hour 0.0335 0.0275 0.9517
AlexNet 2-hour 0.0443 0.0357 0.8908
3-hour 0.0505 0.0346 0.8365

The proposed AlexNet model has R, MAE and RMSE values of 0.0335, 0.0275 and 0.9517 for 1-hour
horizon forecasts, respectively. Similarly, RMSE, MAE and R values for 2-hour horizon forecasts are 0.0443,
0.0357 and 0.8908, respectively. For 3-hour horizon forecasts, RMSE is 0.0505, MAE is 0.0346 and R is
0.8365.

The proposed model performs best for one-hour horizon wind speed forecasting. Therefore, in the proposed
The AlexNet model, when utilized in conjunction with a one-hour forecast, can be regarded as a highly
effective tool for the generation of more reliable and accurate forecast responses.

In addition, the visualization of certain time intervals to show the validity of the actual and normalized results
of the one-hour, two-hour and three-hour horizon forecasts are shown in Figure 6 respectively. As can be
seen from the graphs in Figure 6, the wind speed is better predicted in the actual and normalized curves of
the 1-hour forecast.
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Figure 6. Wind speed forecasting results for 1-hour, 2-hour and 3-hour horizon

4. Conclusions

This study aims to develop a wind speed forecast model based on deep learning. This method involves first
converting the wind speed data into scalogram images, which are then used to extract features from the
AlexNet convolutional neural network model based on transfer learning to predict wind speed.

The results demonstrate that the proposed AlexNet model performs exceptionally well for shorter forecast
periods. Specifically, the RMSE, MAE and R values for 3-hour horizon forecasts have performance values
of 0.0505, 0.0346 and 0.8365, respectively. The 2-hour horizon forecasts show a slight increase in
performance with RMSE, MAE and R values of 0.0443, 0.0357 and 0.8908, respectively. For the 1-hour
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horizon forecasts, the model reaches RMSE, MAE and R values of 0.0335, 0.0275 and 0.9517, respectively,
and it is observed that its performance is further improved, and it has a high level of accuracy and reliability.

The experimental results show that the 1-hour horizon forecast is the most effective and reliable for wind
speed forecasting. Similarly, the actual and normalized speed forecast plots also support this conclusion. For
the 1-hour horizon forecast, the actual and normalized results closely match the observed data, reinforcing
the effectiveness of the model in short-term wind speed forecasting.

In future studies, the researchers will investigate the effects on CNN models by converting time-dependent
wind speed data into images with different approaches to further improve short-term wind speed prediction
accuracy.
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Oz

Hava kirliligi, insan sagligi, stirdiiriilebilir ¢evre ve sosyo-ekonomik refah i¢in uzun vadeli sonuglari olan ciddi bir
kiiresel sorundur. Bu kapsamli analiz, Tiirkiye'de 2022 ve 2023 yillar1 arasinda DergiPark platformunda
yayinlanan makalelerden elde edilen en son arastirma bulgularini birlestirerek hava kirliliginin ve kalitesinin ¢ok
yonlii dogasina yer vermektedir. Calismamiz, arastirma konularina gére makaleleri kategorize etmektedir. Temel
bulgular, hava kosullari, sehirlesme, sanayinin hava kirliligi ve hava kalitesi {izerinde etkili oldugunu
gostermektedir. Ayrica, COVID-19 pandemisinin hava kalitesi dinamikleri ile etkilesime girdigi belirlenmistir.
Arastirmacilar, tahmin, degerlendirme ve modelleme igin bir dizi yontem kullanmislardir. Bu konuda yenilik¢i
yaklagimlarla {izerinde durulmasi gereken zorluklar devam etmektedir. Hava kirliligini iklim degisikligi, kentsel
gelisme ve ulagim ile iligkilendiren neden-sonu¢ yollarini arastirmak, sorunu daha iyi anlamamiza yardimci
olacaktir. Hava kirliligi ve kalitesinin insan saglig1 iizerindeki etkilerine iliskin deneysel ¢aligma, bilingli politika
kararlar1 almak 6zellikle savunmasiz gruplar i¢in 6nemlidir. Mevcut diizenlemelerin etkinligini degerlendirmek ve
yeni yaklasimlar olusturmak, etkili hava kalitesi yonetimine rehberlik edebilir. Sonug olarak, bu makale, hava
kalitesi ve kirliligi hakkinda akademik aragtirmalari derleyerek konunun yaygin etkisine dair kapsamli bir inceleme
sunmaktadir.
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Abstract

Air pollution affects human health, the environment, and the economy worldwide. This comprehensive
analysis elucidates the intricate characteristics of air pollution and its quality by amalgamating the latest study
outcomes derived from papers published on the DergiPark platform in Tiirkiye throughout the period
spanning from 2022 to 2023. The papers in our study are classified according to their research themes. The
main findings suggest that weather, urbanization, industry, and wildfires affect air pollution and quality.
Additionally, the COVID-19 pandemic has affected air quality dynamics, requiring further study. Scientists
have used various methods to forecast, evaluate, and simulate, but challenges remain that require new
approaches. Investigating the causal pathways linking air pollution to climate change, urban development,
and transportation will help us better understand the problem. Empirical study into the effects of air pollution
and quality on human health is essential for making informed policy decisions, especially for vulnerable
groups. Evaluating the efficacy of current regulations and establishing new approaches can help guide
effective air quality. This paper is a comprehensive synthesis of scholarly studies pertaining to air quality and
pollution, providing a comprehensive overview of the extensive ramifications associated with this subject
matter.
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1. Introduction

Air pollution has become one of the most pressing global issues due to its significant impact on both
environmental sustainability and public health. Defined by the World Health Organization (WHO) as the
contamination of indoor or outdoor environments by any chemical, physical, or biological agent that modifies
the natural characteristics of the atmosphere, air pollution remains a multidimensional challenge [1]. It stems
from a variety of sources, including industrial processes, transportation, residential energy use, and
agriculture. Some pollutants are directly emitted from combustion sources as primary pollutants, with
elemental carbon being the main constituent of particulate matter (PM). Others are formed in the atmosphere
as secondary pollutants, such as nitrates, sulfates, and organic carbon, through complex physicochemical
processes involving gaseous precursors from combustion sources, agriculture (ammonia), various
anthropogenic activities, and natural processes like biogenic emissions [2]. The most concerning pollutants,
such as particulate matter (PM2s and PMg), sulfur dioxide (SO2), nitrogen dioxide (NO.), carbon monoxide
(CO), and ozone (Os), have been linked to severe health outcomes, including respiratory and cardiovascular
diseases [3], neurological damage [4], and even premature death [5]. The detrimental effects of poor air
quality also extend to ecosystems, leading to biodiversity loss and harm to wildlife [6, 7]. In addition to other
pollutants, exposure to volatile organic compounds (VOCSs), which are widely found in gaseous form, has
also been shown to be linked to serious health effects such as cancer, obesity and diabetes, and cardiovascular
issues [8-10].

National and international authorities, such as the WHO, have implemented guidelines and regulations to
mitigate air pollution and protect public health. These efforts have led to the establishment of air quality
standards for key pollutants and the promotion of measures to reduce emissions. For instance, the World
Health Organization’s air quality guidelines have set threshold levels for pollutants including PMzs, PMo,
NO;, SO,, CO, and Os. The 2021 guidelines specify an annual limit of 5 pg/m? for PMzs, 15 pg/m?* for PMjy,
and 10 pg/m? for NO,. Additionally, the guidelines establish an 8-hour limit of 100 pg/m? for Os, a 24-hour
limit of 40 ug/m? for SO, and 4 pg/m? for CO, demonstrating the continuous updates made in response to
new scientific evidence [11]. Exceeding these threshold levels can lead to serious health issues,
environmental damage, and deterioration of air quality.

Clean air is a human right and fundamental to many of the United Nations' sustainable development goals,
including good health, climate action, sustainable cities, clean energy, and the protection of life on land and
in the sea [12]. In line with global efforts, Tirkiye has incorporated air quality targets into its commitment to
the United Nations Sustainable Development Goals (SDGs), aiming to reduce air pollution-related deaths
and diseases by 2030 [13]. Achieving these goals will rely heavily on scientific research contributions.

The increasing urgency to address air quality has drawn attention from a wide range of disciplines, including
chemistry, biology, environmental engineering, meteorology, public health, and economics. This
multidisciplinary focus has resulted in a surge of studies on pollution sources, the spatial and temporal
variations of air quality, interactions between pollutants and environmental parameters, and their impacts on
human health and ecosystems. For example, in a study by Chen et al., there has been a marked increase in
the number of publications on air pollution control over the past two decades, with a particularly rapid rise
since 2018, demonstrating the continuous growth in academic interest in this field, as shown in Figure 1 [14].
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Figure 1. The annual number of publications on air pollution control [14]

In Tirkiye, the understanding of the causes and consequences of air pollution, as well as the development of
new technologies to prevent pollutant emissions, has become a focal point of scientific research. This review
aims to present a compilation of the scientific contributions made by Turkish researchers between 2022 and
2023. By summarizing these works, the review provides insights into the latest developments in air pollution
research in Tiirkiye, highlights the challenges and progress in this field, and aims to create a forecast for
future studies.

This study specifically examines articles published on the DergiPark platform, hosted by TUBITAK
ULAKBIM (The Scientific and Technological Research Council of Tiirkiye, Informatics and Information
Security Advanced Technologies Research Center), which provides editorial management services for
electronically published academic journals. We analyzed 50 articles addressing various aspects of air
pollution, categorizing them by their topics and examining them under main headings. These articles offer a
comprehensive perspective on air pollution, highlighting the complexity of the subject through discussions
of various factors. Furthermore, examples from significant studies conducted in different regions of Tiirkiye
are included to illustrate the broader context of air pollution research.

2. Methodology

This article constitutes a review encompassing significant studies identified through a search conducted on
articles published in DergiPark between 2022 and 2023. The search criteria included articles with key terms
"air pollution™ or “air quality.” Additionally, variations of these terms such as "Outdoor Air Quality,” "Air
Quality Index," "Daily Air Quality Index,"” "Urban Air Quality," and "Perception of Air Pollution™ were
included in the review. In some instances, articles were selected based on the combination of two of these
keywords, as specified by the authors. Figure 2 illustrates the distribution of articles according to the selected
keywords.
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Figure 2. The distribution of articles classified by the selected keywords

Figure 3 illustrates the link between the articles’ major phrases. Only terms that were unique to the
relationship analysis file were removed to show the density of relationships between keywords. The visual
depiction shows the additional keyword selections made by authors who chose 'Air Pollution' and "Air
Quality' for their publications.

Meanavological Pammeters

Figure 3. The keywords graph displays extra keywords chosen by authors who selected the 'Air Pollution’ and 'Air

Quality' keywords

Air pollution is an interdisciplinary topic that enables academics from numerous fields to collaborate.
Interdisciplinary collaboration is critical for improving a complete understanding of air pollution challenges
and contributing to the development of long-term remedies. The departments reported by the authors as
affiliations in the analyzed publications were also investigated in this context. Figure 4 shows a graphic
depiction of the reviewed articles that involved transdisciplinary studies.
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Figure 4. The distribution of studied articles across author affiliations in multidisciplinary air pollution articles

As depicted in Figure 4, researchers from the departments of Environmental Engineering, Mechatronics, and
Electrical-Electronics Engineering have collaboratively contributed to studies on air pollution/quality.
Following all these preliminary assessments, all articles have been organized under six distinct headings:
Temporal/spatial variations in air quality, the relationship between various parameters and air quality, air
pollution/quality prediction, the relationship between air quality and health, COVID-19, and other studies
and review articles.

2.1. Temporal and spatial analysis of air quality

An analysis was conducted on the temporal and spatial variations of air pollution in different provinces of
Tiirkiye, using eight articles obtained from DergiPark. The study areas, pollutants examined, and
meteorological parameters used are presented in Table 1. Meteorological parameters are of paramount
importance in the field of air pollution research. Consequently, Table 1 presents studies that make use of
meteorological data.

Table 1. Provinces where temporal and spatial changes in air quality are analyzed with pollutant and meteorological

data
Location Pollutants Meteorological Data Reference
Kocaeli SO,, CO, O3, HCHO, NOx, PM;, Aerosol Index - [15]
Mus PMy,, SO, - [16]
Mardin PMy, SO, - [17]

wind direction, wind speed, pressure,

Bayburt NOxNO, NO,,05, SOz PM1o relative humidity, temperature [18]
Karabik SO, CHs, CO, CO, NOy, Os, PMys, PM10, VOC  tEMPerature, r;)‘;’;:i'g atmospheric [19]
Kiitahya PM (0.3,0.5,1,2,5, 10 um), CO, - [20]
Kocaeli PMy, SO, - [21]
Erzurum PMy0, SO, average temperature, wind speed, wind [22]

direction, relative humidity, precipitation
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The initial study conducted in Kocaeli aimed to investigate the spatial distribution of pollutants released into
the atmosphere and approximate elevation levels they reach. Utilizing Sentinel-5P satellite data and local
station data, the research identified regions with significant air pollution, particularly along the coast of the
Gulf of 1zmit and specific districts. Moreover, it was revealed that pollutants concentrate within the range of
0-500 meters in elevation [15].

In another study focusing on Mus, researchers observed that between 2012 and 2021, the values of PMo and
SO, frequently exceeded the annual average values specified in the Air Quality Assessment and Management
Regulation [16]. Another study focusing on pollution levels in Mardin between 2010 and 2021 revealed that
both PM;o and SO levels significantly exceeded the regulatory limits specified in both WHO and Turkish
regulations during the specified period. This was proved by statistical analyses using Analysis of Variance
(ANOVA) and multiple comparison (TUKEY) tests. The high levels of pollutant parameters in the summer
and fall seasons compared to other seasons in the province were found to be related to the movement of desert
dust [17]. Furthermore, the research by Hirca et al. in Bayburt city center employed statistical methods to
analyze the temporal variations of air pollutants, their interactions with local meteorological parameters, and
trends. According to the results of the Mann-Whitney U test, the averages of pollutant concentrations during
the cold season were statistically significantly dissimilar to the averages during the warm season.
Additionally, the Kruskal-Wallis test indicated a statistically significant difference in pollutant concentration
averages across the years. Post-Hoc/Tamhane's T2 analysis was performed to identify the years that were
significantly different. Furthermore, Spearman's rho (p) correlation analysis results demonstrated a
statistically significant relationship between air pollutants and meteorological parameters. Using the
Innovative Trend Analysis (ITA) method, a decrease in PM10 levels and an increase in other pollutants were
observed in Bayburt [18]. Karabiik province used a new air pollution measurement device designed to
simultaneously measure numerous atmospheric parameters along with SO, CHa, CO,, CO, NOx, O3, PMs5,
and Volatile Organic Compounds (VOC) pollutant parameters. The study demonstrated high concentrations
exceeding the standards for SO,, CO, NOx, and PM_s. Additionally, the impact of seasonal variations and
atmospheric parameters on pollution levels has been emphasized [19]. In his article on Kiitahya, Isinkaralar
identified high levels of pollution in the province, primarily caused by heating, fuel types, industrial activities,
and transportation [20].

Kotan and Erener conducted a study examining temporal and spatial changes in air pollution using PM;o and
SO, data in Kocaeli. Seasonal pollution maps created for the years 2008, 2014, and 2019 were subjected to
overlay analysis, a Geographic Information Systems technique, revealing seasonal variations in pollutant
concentrations across the province. Despite a decrease in concentration values from 2008 to 2019 throughout
the province, localized areas exceeding the pollutant concentration limit values set by the European Union
and national regulations were identified in 2019 [21]. A study examining the air quality in the city atmosphere
of Erzurum from the winter of 1978-1979 to the period of 2018-2019 with SO, and PM;, parameters found
that the use of natural gas led to a significant structural change in air quality in 2006 and 2009 [22].

2.2. The relationship between various parameters and air quality

Air quality can be influenced by various factors, including meteorological conditions [23], urbanization [24],
transportation [25], industrialization [26], wildfires [27], vegetation [28], and many other parameters, all of
which can contribute to or affect the formation or magnitude of air pollution. A detailed analysis of the air
pollution parameters and their influencing factors is presented in Table 2, based on studies published in
DergiPark.
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Table 2. Comparative study of air quality indicators and their determinants

Location Pollutants Parameters Findings Ref.
Spatial, . . .
Marmara PMs, PMy, SO,, O, meteorological, NOx aqd O; are influenced by an_thropogenlc _factors, while [29]
CO, NOx . PM is affected by meteorological and spatial factors.
anthropogenic data
Temperature,
Bolu PMy, SO,, NO, NO,, pressure, wind Moderate correlation with temperature, pressure, and wind [30]
NOx, CO direction/speed, direction; low correlation with speed and humidity.
humidity
Temperature, wind PMy, is influenced by pressure (positive) temperature and
Mus PMyo, SO, speed/direction, wind speed (negative); SO, by temperature (negative) and [31]
pressure, humidity humidity (positive).
Tempe_ratu_re, wind Ozone levels have a positive correlation with temperature
speed/direction, solar -~ - - 5 .
Canakkale O radiation, humidity and solar radiation, and a negative correlation with relative [32]
P humidity.
total precipitation
Tserzzgraﬁ;ﬁi(}w d PMy, levels are negatively correlated with wind speed and
Balikesir SO,, PMyg peed, 2 temperature, while SO, levels correlate negatively with [33]
pressure and mixing temperature and mixing height
heights '
Pressure, altitude,
wind, temperature, Fuel consumption is identified as the primary factor
SO,, PMy, CO, NOx, A - - -
Erzurum natural gas/coal affecting air pollution, while secondary parameters include [34]
NO, NO,, O3 : ) : !
consumption, Sky wind speed and street orientations.
View Factor
Urban Heat Island The amount of heat in the city is directly proportional to the
Konya co (UHI) increase in CO. [35]
Solar power plants . . . .
Adiyaman SO, PMio daily electric energy There is a notable correlation betwge_n air pollution levels [36]
and solar energy efficiency.
values
Antalya PMu, PMS‘ S0z, CO, Wildfires data The 2021 wildfires had no significant effect on air quality. [37]
3
istanbul CO, NO,, NOx, O3 SO,, Traffic sensor data. Increased vehicle numbers and traffic congestion raise AQI [38]
PMyo, PM25 levels.
Information collected Restrictions on ship speed will reduce CO,, black carbon,
General Study - - . - . : h_~ [39]
from various sources nitrogen oxides, and nitrous oxide emissions.
Types of vehicles,
Zonguldak eCO;, distances traveled, Inspection station location affects carbon emissions. [40]
amounts of waste
Altinpark 03, NO;,, PM;5, SO,, Land/canopy cover Tree/shrub cover and species diversity significantly [41]
Ankara CO data improve air quality.
Kuzguncuk CO2, CO, NO;, O, Land/canopy cover Tree/shrub cover helps remove pollutants and contributes [42]
Istanbul SO,, PMys, PMyg data economically.
Economic and A long-term relationship has been found between the
APEC . welfare cost of premature deaths caused by ambient
- - environmental ; : [43]
Countries - particulate matter, real Gross Domestic Product (GDP),
indicators
trade openness, and renewable energy supply.
Economic growth, . . . .
Tiirkiye per capita PM environmental Economic gl’OV\rléh LTaCtriia[ffEQOILléﬂzZé\’i\;hlle patents and [44]
patents, regulations g P '
Health expendl_ture, The findings show that air pollution and mobile phone
GDP, population, subscriptions have no effect on health expenditures, while
General Study PMyo information P P ' [45]

communication
technologies data

internet subscriptions and index variables negatively impact
health spending.

For instance, in a study investigating the impact of spatial, meteorological, and anthropogenic factors on air
quality in the Marmara Region, it is emphasized that anthropogenic variables predominantly influence NOy
among the pollutants examined, while meteorological and spatial factors affect particulate matter levels [29].
During their study examining the impact of meteorological parameters on air pollution in Bolu province
between 2017 and 2020, Unal and Ozel discovered that contaminants had a moderate association with
temperature, air pressure, and wind direction, but a low relationship with wind speed and relative humidity
[30]. Another study on the relationship between and air pollution and meteorological parameters was
conducted for the province of Mus, revealing that temperature and wind speed (negative), pressure (positive),
significantly influence the variations in PMyg levels, while for the SO, parameter, temperature (negative) and
humidity (positive) were identified as the most influential variables [31]. A study in Canakkale province
examined how meteorological characteristics like temperature, wind speed, and relative humidity affect Os.
The study revealed that the most significant factors influencing ozone concentration levels in the province
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are meteorological parameters and pollutants released into the atmosphere from anthropogenic sources (such
as vehicles, industrial emissions, solvents, and volatile organic compounds (VOCs) emitted by industries)
transported over long distances [32]. In another study focusing on the city center of Balikesir as the study
area, it was demonstrated that among meteorological parameters, wind speed and temperature exhibited the
highest correlation coefficients concerning the variations in SO, and PMyo levels [33].

In a study conducted in Erzurum, various residential structures were examined in terms of emission rates and
geographical variables triggering air pollution (pressure, altitude, wind, temperature) and physical variables
(natural gas consumption, coal consumption and Sky View Factor), and recommendations related to
residential structures were shared to mitigate pollution [34]. According to the results of the study examining
the relationship between urban heat island and carbon monoxide concentration in three central districts of
Konya, the urban heat island effect in the city has a positive correlation with carbon monoxide levels [35].
Investigating the influence of solar power plants on air pollution in Adiyaman province, researchers observed
a notable correlation between air pollution levels and the energy efficiency derived from solar energy
facilities [36].

Analyzing the impact of wildfires on air quality, researchers focused on Antalya, the most heavily affected
province by wildfires in Tiirkiye in 2021. Comparing air quality data before and after the fire, the study
concluded that the 2021 forest fire did not have a detrimental effect on air quality in Antalya and its vicinity
[37].

Researchers examining the relationship between air quality and traffic through large-scale geographic data
analysis have found that an increase in the number of vehicles passing through a point and a decrease in
vehicle speeds due to traffic congestion result in an increase in Air Quality Index (AQI) value [44]. In another
study, the European Green Deal has been evaluated in terms of air pollution caused by maritime
transportation [38].

Oren and Kocabas investigated the effect of vehicle inspection station location selection on carbon emissions
in Zonguldak [39]. A research in Altinpark in Ankara found that tree and shrub canopy cover, as well as the
variety and number of tree species present, significantly improves air quality [40]. A comparable study was
undertaken for the Kuzguncuk Neighborhood of Istanbul, evaluating the quantity of removal of various air
pollutants by tree-shrub cover and the economic contribution made by the removal of these pollutants [41].
There are certain factors influenced by air pollution. Many scholars are interested in the economic and social
implications of pollution. Cetin and Bakirtag examined the long-term effects of increased renewable energy
supply on the welfare costs of air pollution-related premature deaths in Asia-Pacific Economic Cooperation
(APEC) countries from 1990 to 2016 in their study. They found that the increase in renewable energy sources
supply reduces the welfare costs of air pollution [42]. A research comparing the impacts of economic growth
and environmental regulations on air pollution in Tirkiye found that economic growth has a positive
influence on air pollution, whilst the number of patents linked to environmental technologies has a negative
effect on air pollution. The study also emphasizes the major influence of environmental rules on lowering air
pollution in the short and medium term [43]. In their study, Ozgiir and Demirtas stated that they could not
find any significant effect of social capital on air pollution [45].

2.3. Air pollution and air quality prediction

The increasing data processing capacity of computers, combined with the integration of artificial intelligence
technologies alongside statistical methods, has enabled faster and more accurate results with
multidimensional data. A review study focusing on articles published worldwide from 1990 to 2021, which
include keywords related to air pollution and machine learning, has been conducted. This study shows that
research on air pollution using machine learning has drastically surged since 2017, as depicted in Figure 5.
Furthermore, as reported in the same research, Tiirkiye is ranked 8th for the number of publications, placing
it just behind the United Kingdom [46].
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Figure 5. Trends in research on air pollution utilizing machine learning methods from 1990 to 2021 [46]
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Between 2022 and 2023, 7 out of every 50 articles published on the DergiPark platform are on air pollution
prediction or air quality indicators. One of the selected research regions is from another country, while the
others are in Tiirkiye. Table 3 includes the study locations, pollutant characteristics utilized in the forecasts,
projected pollutant information, meteorological data used in the predictions, and forecasting methodologies
(Lognormal (LogD), Weibull (WD), and Gamma Distribution (GD), Multiple Linear Regression (MLR),
Naive Bayes (NB), Decision Tree (DT), Deep Learning (DL), k-NN, Random Forest (RF), Artificial Neural
Network (ANN), Support Vector Machines (SVM), k-NN, Logistic Regression (LR), Bagging, ANN,
Multilayer Perceptron (MLPNN), Extreme Learning Machines (ELM)).

Table 3. Location-based analysis of pollutants, methodologies, and success criteria

Location Pollutants Other Data Methods Succes Criteria Ref.
van PMio - "Ogg'DWD' GD R? 0.9893 [47]
Ardahan, VLR NB Accuracy Rates:
Kars . [ MLR: 41.8%, NB: 68.91%,
' AQI Meteorological data DT, DL, RF, [48]
Erzurum, NN DT: 70.29%, DL: 73.05%
lgdir k-NN: 73.35%, RF: 74.89%
- For PMyo Best Model:
Urbanization, 0 .
industrialization, ANN MAPE 4.91%-Spring
Kocaeli Seasonal PMyg, SO, topography MLR, ANN For SO, Best Model: [49]
meteorological, and ANN MAPE: 21.76% Winter
demographic data
SVM, k-
PMzs, PM1o,NO,, O Urbanizati N, NS Best Model
25, PM1g, NO, O3, rbanization, S —_— g . o
USA CO, SO, AQI transportation data LF;, RF_, DT, 3-class models RF: 86.69% [50]
agging, 5-class models RF: 81.61%
ANN
Best Method:
Badchit | PML CO. SO.NO N'\’fl'—g\v/'f\;l For PMyo, CO, SO,, Oz RF (MAPE: 0.28, 0.2,
agakgenir 10, L0, 9L NU, i ' ! 0.418, 0.169 respectivel
Toranbul NO, NOX, O Meteorological data RE.DT. p y) [51]
(MAPE: 0.016)
. AQI Classification Prediction Success Rate:
Sihhiye i ELM, ANN
Ankara PMy0, SO, CO, AQI  Meteorological data ELM: 85.71% [52]
ANN: 71.43%
Besikt ffic d d Best Model:
esikiag PM,s, PM;g, NOx, Traffic density, an ANN, MLR, 5
istanbul SO, meteorological data SVM, RF RFR" 0675 (53]

The first paper on air pollution prediction chose Van province as its study region. The study focuses on Van
province in Eastern Anatolia, Tiirkiye, and models PMyo levels, a crucial air pollutant, using lognormal,
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Weibull, and Gamma distributions. The study also predicts PMio concentrations that exceed legal limits,
indicating that the Gamma distribution beat the other two in effectively modeling and predicting province-
wide exceedances [47]. Akgiin and Barlik examined several linear regression and machine learning
algorithms (Deep Learning, K-Nearest Neighbors (k-NN), Naive Bayes, Decision Tree, Random Forest) to
forecast air quality index in Ardahan, Kars, Erzurum, and Igdir provinces. The Random Forest technique
produced the highest accuracy in forecasting the Air Quality Index (AQI) [48]. In another study, artificial
neural network and multiple linear regression approaches were used to forecast seasonal averages of PM1o
and SO levels in Kocaeli. The models drew on meteorological, pollution, urbanization, industrialization,
topography, and demographic data. The study discovered that artificial neural networks beat multiple
regression analysis in terms of performance [49]. Another study addressed the air quality classification
problem by taking into account factors such as population, the quantity of concrete structures, green spaces,
and transportation utilization ratios. Class assignments were based on the impact ratios of Air Quality Index
(AQI) values on human health, which were divided into three categories (Good, Unhealthy, and Hazardous)
and five categories (Good, Moderate, Unhealthy, Very Unhealthy, and Hazardous). The study used eight
different classification algorithms (Bagging, Artificial Neural Networks Decision Trees, Logistic Regression,
K-Nearest Neighbors (k-NN), Gauss Naive Bayes, Support Vector Machines and Random Forest) and found
that the Random Forest algorithm produced the highest classification accuracy [50]. The Basaksehir area of
Istanbul was used to forecast concentrations of NO,, SO, CO, PMso, and O; pollutants using Support VVector
Machines, Multiple Linear Regression, K-Nearest Neighbors (k-NN), Random Forest, Multilayer
Perceptron, and Decision Trees techniques. Notably, the Random Forest technique performed better in
forecasting CO, SO;, Os, and PM;, concentrations than Multiple Linear Regression in predicting NO; [51].
A study used Artificial Neural Networks (ANN) and Extreme Learning Machines (ELM) algorithms to
forecast the Air Quality Index (AQI) in Sihhiye/Ankara. The results showed that the ELM algorithm
outperformed the ANN algorithm in making more accurate predictions [52]. PM2.5 concentrations in
Besiktas, Istanbul, were forecasted using various machine learning methods. While Random Forest achieved
the highest accuracy on average, Multiple Linear Regression performed the worst [53].

2.4. Health implications of air pollution

Air pollution poses a significant threat to human health, with numerous studies linking exposure to harmful
pollutants to a wide range of adverse health outcomes. Exposure to air pollutants such as PM.s, PMo, SO-,
NOX, CO, and heavy metals has been linked to significant health risks, including respiratory issues [54], [55]
and cognitive decline [56]. PMzs, in particular, has been associated with increased hypertension risk [57],
adverse cardiovascular outcomes [58], and heightened cancer risk [54], [59] due to the presence of heavy
metals. Airborne pollutants induce oxidative stress and inflammation, exacerbating conditions like asthma
and contributing to chronic diseases that affect multiple organs [60]. Studies have also shown a connection
between air pollution and increased mortality from respiratory and cardiovascular diseases [61].

Numerous research has been undertaken in Tiirkiye to investigate the relationship between air pollution and
health, documenting the effects on major health indicators such as respiratory disorders, cardiovascular
diseases, and mortality risk. During the research period, DergiPark published 7 research articles in Table 4
on the effects of air pollution on human health, the pollution-mortality relationship, and the cost of pollution-
related health problems.
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Table 4. Health impacts and health-related expenditures due to air pollution in Turkish cities and nationwide

Location Pollutant Findings Ref.

Hospital admissions and hospitalizations increased by 1-
3% for every 10 pg/m? rise in PMyg levels.

The study results show that premature deaths during the
Konya PM_s 3-year period could have been prevented if PM2.5 levels [63]
had stayed below 10 pg/m?.

Increase in annual NO, concentrations in 2018 and 2019
Sakarya NO; led to a rise in mortality attributable to NO, for the age [64]
group of 30 and older.

Samsun PMy [62]

Calculations with PM,s and PM;, did not show an effect (65]
Ankara PM,s, PMyo of particulate air pollution on infant deaths in the first
week.

The health costs arising from air pollution in Tiirkiye are [66]
estimated to be at least 25,845 million TL and up to
52,492 million TL.

An increase of 1% in economic growth boosts
healthcare spending by 2.018%, while a 1% rise in

SO;, NO,, PM,s, PMyg, CO, non-methane

Tarkiye volatile organic compound (VOC)

Tirkiye PMzo transportation-related air pollution increases costs by (671
0.266%.
Results indicate that air pollution and mobile
Tirkiye PMio subscriptions do not affect healthcare spending, while [68]

internet subscriptions and index variables negatively
impact costs.

A study conducted in Samsun Province found that a 10 pg/m? increase in PM10 levels resulted in a 3% rise
in respiratory system diseases, a 2% rise in cardiovascular diseases, a 1% rise in neurological and psychiatric
diseases, and a 2% rise in respiratory system hospitalizations [62]. Two additional studies focusing on Konya
and Sakarya revealed that air pollution increases mortality [63, 64]. Another study examined the association
between particle air pollution and newborn mortality [65].

There are three studies looking at the health costs of air pollution from diverse angles. One study estimated
that the health cost of air pollution in Tiirkiye ranged from 25.845 million TL to 52.492 million TL [66].
Another study discovered that a 1% increase in air pollution from mobility resulted in an increase in health
expenses ranging from 0.266% to 0.381% [67]. In a study of the impact of Information and Communication
Technologies (ICT) on health expenditures related to air pollution, it was demonstrated that air pollution and
the number of mobile phone subscribers had no significant impact on health expenditures, whereas the
number of internet subscribers and index variables had a negative impact on health expenditures [68].

2.5. COVID-19 pandemic and its influence on air quality

The COVID-19 epidemic, which has swept the planet since 2020, has provided new opportunities for
researchers to evaluate the regional and global influence of human activities on air quality. The pandemic's
restrictions on outdoor activities have resulted in major changes in pollution levels in the atmosphere.
Numerous studies have been undertaken to assess the improvement in air quality when human intervention
is reduced [69], [70]. Following numerous studies conducted worldwide on the effects of COVID-19, many
studies have also been carried out in Tiirkiye during this period, and the findings summarized in Table 5
highlight the significant impacts of the pandemic on air pollutants in various regions.
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Table 5. Impact of COVID-19 on Air Pollutants in Tiirkiye

Location Pollutant Findings Ref.
Adana, Ankara, Antalya, Denizli,
Edirne, Erzurum, Istanbul, 1zmir, PM3o, NO,, PMyo, NO,, and SO; levels dropped by up to 75-80%, while [71]
Kayseri, Kocaeli, Trabzon, SO,, CO, 05 CO and O; concentrations increased in many cities.
Zonguldak

Based on population density, 87.6% and 70.2% of Tiirkiye's
PMyo, SO, population benefited from reductions in PM; and SO, levels, [72]
respectively.
There was no significant change in SO, limited improvement

78 provinces including Ankara,
Istanbul, 1zmir

PMio, O3, NOg,

31 Turkish provinces in PMyo, a general decrease in Os, and an overall increase in [73]
SO,
NO; levels.
SO, CO. NOX The COVID-19 measures led to decreases of 0.35% in PMy,
Adana NS NO‘ 0 ! 23.6% in SOy, 84% in CO, 46.5% in NOx, 34.5% in NO, [74]
i 63.1% in NO,, and 68.4% in O; concentrations.
Sile PM PMyo concentrations in Sile increased by approximately [75]
Istanbul 0 16.90%
Industrial and commercial areas have the highest NO,
: concentrations, with Adana generally showing higher levels
Adana, Mersin NO, than Mersin, and significant decreases in NO, during [76]
COVID-19 lockdowns were observed across both cities.
Tropospheric NO, in the Marmara Region was analyzed
Marmara Region NO, using Sentinel-5P images, confirming its effectiveness in [77]

monitoring air pollution with a high correlation (r=0.85) to
ground data.

Significant reductions in PM1o, NO,, and SO concentrations were recorded in an article that covered cities
such as Adana, Ankara, Antalya, Denizli, Edirne, Erzurum, Istanbul, 1zmir, Kayseri, Kocaeli, Trabzon, and
Zonguldak. However, the same study discovered an increase in Os and CO concentrations in some cities,
which was linked to meteorological conditions impacting secondary air pollutants formed by the oxidation
of primary pollutants [71]. A study of 78 provinces, including Ankara, Istanbul, and Izmir, assessed the
favorable impact of lower PMyo and SO, levels during the epidemic as a proportion of Tiirkiye's entire
population. The computed ratios for the population in areas positively affected by the reduction are 87.6%
for PMyo and 70.2% for SO [72]. Yikict and Unal found that COVID-related actions improved air quality in
31 Turkish provinces [73]. A research done for the province of Adana also yielded similar results [74]. During
the pandemic-related restrictions, the rise in PMio concentrations in the Sile (Istanbul) district was linked to
traffic and human movement driven by migration from neighboring areas [75]. Another study used satellite
images from the COVID-19 period to investigate the association between air quality and pandemic measures
in the cities of Adana and Mersin. In particular, higher tropospheric NO2 concentrations were found in
industrial and commercial areas [76]. An analysis of Sentinel-5P satellite images from the Marmara Region
during Tiirkiye's COVID-19 pandemic emergency measures revealed that a decrease in NO2 concentrations
was associated with reduced fossil fuel use [77].

2.6. Other studies and review articles

The various studies and review articles on air pollution in Tiirkiye, summarized in Table 6, highlight
significant findings and contributions to the understanding of this critical issue.

175



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 163-181, 2025
S. ¢. Bilgin, T. T. Bilgin

Tablo 6. Other studies and review articles on air pollution in Tiirkiye

Article Type Topic Details Ref.
Investigated university students' perceptions of air pollution in
Eastern Anatolia; significant effects from study field, father's

Research Article Air Pollution Survey education/profession, and monthly expenditure on health [78]
opinions.
Review Article Impact of Air Pollution on Examines national studies on air pollution's health impact and [79]
Health in Tiirkiye changes during the COVID-19 pandemic.

Municinal Aporoaches to The evolving roles of municipalities in Tiirkiye, particularly in

Review Atrticle inicipal App! . Bursa, emphasize the necessity for enhanced funding and [80]
Climate and Air Quality . : - :
strategies to combat climate change and air pollution.

The review highlights the potential roles of particulate matter

. . Link Between Air Pollution (PM) in COVID-19 transmission, inflammation, and oxidative
Review Article [81]

and COVID-19 stress, alongside the impacts of air pollutants like NO2 and
03, and the effects of lockdown measures on air quality.

In addition to articles organized by topic, one article reports on the findings of an air pollution survey. The
survey was undertaken with university students studying in the Eastern Anatolia Region to investigate their
perceptions of air pollution. Researchers discovered that students' primary field of study, father's educational
level/profession, and monthly expenditure all had a statistically significant effect on their opinion of air
pollution's negative impact on health [78].

Three publications were screened as review articles for DergiPark. The first review article examines many
national studies on the impact of air pollution on health in Tiirkiye. Furthermore, the publication includes
studies that assess the changes and impacts of outdoor air pollution during the COVID-19 pandemic [79].
Another review article explores the changing roles and new responsibilities of municipalities in Tiirkiye from
the Republic period to the present, examining environmental protection and climate change reduction,
adaptation, and waste goals within the budgets of municipalities, with a specific focus on the Bursa
Metropolitan Municipality from 2018 to 2022 [80]. In the final paper, the authors synthesize research from
multiple sources without regard to year, investigating the link between air pollution and COVID-19 [81].

3. Conclusions

This comprehensive review of recent air pollution and air quality research in Tiirkiye, spanning 2022 to 2023,
reveals significant progress in understanding the complexities of air pollution dynamics while highlighting
persistent challenges and areas requiring further investigation.

The synthesis of studies from various regions of Tiirkiye provides a multifaceted perspective on air quality
issues, encompassing temporal and spatial variations, influential parameters, prediction models, health
impacts, and the unprecedented effects of the COVID-19 pandemic. This body of research underscores the
intricate interplay between air pollution and factors such as meteorology, urbanization, industrial activities,
and natural phenomena like wildfires.

Several key findings emerge from this analysis. Persistent exceedances of regulatory limits for various
pollutants, particularly PMio and SO-, in multiple Turkish cities indicate an ongoing public health concern.
The significant influence of meteorological conditions, seasonal variations, and local topography on pollutant
concentrations and dispersion patterns is evident. There is a growing application of advanced statistical
methods, machine learning algorithms, and remote sensing techniques in air quality assessment and
prediction. The complex relationship between air pollution and human health is becoming clearer, with
emerging evidence linking poor air quality to various health outcomes. The temporary improvement in air
quality during COVID-19 lockdowns provided valuable insights into the potential for rapid air quality
changes under reduced anthropogenic activities.

However, this review also illuminates critical gaps in current research and areas requiring further attention.
Long-term epidemiological studies investigating the chronic health effects of air pollution exposure,
particularly on vulnerable populations, are needed. Comprehensive assessments of the effectiveness of
current air quality regulations and policy interventions are essential. In-depth exploration of the intricate
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relationships between air pollution, climate change, and urban development is crucial. The development of
more accurate, high-resolution air quality prediction models integrating multiple data sources and advanced
Al techniques should be prioritized. Investigation of innovative pollution control technologies and
sustainable urban planning strategies to mitigate air pollution in rapidly growing cities is necessary.
Expansion of air quality monitoring networks to cover a broader range of pollutants, including emerging
contaminants of concern, would provide more comprehensive data.

As Tiirkiye continues to grapple with air quality challenges while striving to meet its commitments to the
United Nations Sustainable Development Goals, the role of rigorous scientific research becomes increasingly
crucial. This review underscores the need for sustained, interdisciplinary research efforts to inform evidence-
based policies, enhance public awareness, and ultimately improve air quality and public health across the
nation.

Future research should focus on addressing these identified gaps, fostering collaborations between academic
institutions, government agencies, and international partners. Moreover, efforts should be made to translate
research findings into actionable policies and public health interventions. By building on the foundation of
knowledge synthesized in this review, researchers and policymakers can work towards a future where clean
air is areality for all citizens of Tiirkiye, contributing to improved public health, environmental sustainability,
and overall quality of life.

4. Acknowledgments

The authors would like to thank TUBITAK ULAKBIM for providing access to valuable research articles on
air pollution and air quality, which significantly contributed to the completion of this review.

5. Author contribution statement

Author 1 contributed to the writing of the original draft, methodology, visualization. Author 2, conceptualized
the study and was involved in writing, reviewing and editing.

6. Ethics Committee Approval and Conflict of Interest

There is no conflict of interest with any person/institution in the prepared article.

177



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 163-181, 2025
S. ¢. Bilgin, T. T. Bilgin

7. References

[1] “Air pollution.” Accessed: Jan. 16, 2024. [Online]. Available: https://www.who.int/health-topics/air-
pollution

[2] “WHO global air quality guidelines: particulate matter (PM2.5 and PM10), ozone, nitrogen dioxide,
sulfur dioxide and carbon monoxide.” Accessed: Sep. 26, 2024. [Online]. Awvailable:
https://www.who.int/publications/i/item/9789240034228

[3] E. K. Witkowska et al., “Air pollution - a factor of the cardiovascular system diseases,” Polish
Journal of Public Health. Accessed: Sep. 23, 2024. [Online]. Available:
https://openurl.ebsco.com/contentitem

[4]1 R. Roy and A. D’ Angiulli, “Air pollution and neurological diseases: Current state highlights,” Front.
Neurosci., vol. 18, Mar. 2024,

[5] A. Yang, Q. Tan, C. Rajapakshe, M. Chin, and H. Yu, “Global premature mortality by dust and
pollution PM2.5 estimated from aerosol reanalysis of the modern-era retrospective analysis for
research and applications, version 2,” Front. Environ. Sci., vol. 10, Sep. 2022.

[6] M. A. Bhuiyan, H. U. R. Khan, K. Zaman, and S. S. Hishan, “Measuring the impact of global
tropospheric ozone, carbon dioxide and sulfur dioxide concentrations on biodiversity loss,”
Environ. Res., vol. 160, pp. 398-411, Jan. 2018.

[7] G. Usman et al., “Effects of environmental pollution on wildlife and human health and novel
mitigation strategies,” World J. Adv. Res. Rev., vol. 19, no. 2, pp. 1239-1251, Aug. 2023.

[8] B. Huang, C. Lei, C. Wei, and G. Zeng, “Chlorinated volatile organic compounds (CI-VOCS) in the
environment—sources, potential human health impacts, and current remediation technologies,”
Environ. Int., vol. 71, pp. 118-138, Oct. 2014.

[9] L. Lee et al., “Exposure to polycyclic aromatic hydrocarbons and volatile organic compounds is
associated with a risk of obesity and diabetes mellitus among Korean adults: Korean National
Environmental Health Survey (KoNEHS) 2015-2017.” International Journal of Hygiene and
Environmental Health, vol. 240, p. 113886, Mar. 2022,

[10] K. E. McGraw et al., “Exposure to volatile organic compounds — acrolein, 1,3-butadiene, and
crotonaldehyde — is associated with vascular dysfunction,” Environ. Res., vol. 196, p. 110903, May
2021.

[11] “What are the WHO Air Quality Guidelines?” Accessed: Sep. 19, 2024. [Online]. Available:
https://www.who.int/news-room/feature-stories/detail/what-are-the-who-air-quality-guidelines
[12] J. Lelieveld, “Reducing air pollution: Avoidable health burden,” in Health of People, Health of
Planet and Our Responsibility: Climate Change, Air Pollution and Health, W. K. Al-Delaimy, V.

Ramanathan, and M. Sanchez Sorondo, Eds. Cham: Springer Int. Publ., 2020, pp. 105-117.

[13] “Siirdiiriilebilir Kalkinma Amagclar1 Degerlendirme Raporu.” Accessed: Sep. 19, 2024. [Online].
Available: https://www.sbb.gov.tr/wp-content/uploads/2020/03/Surdurulebilir-Kalkinma-
Amaclari-Degerlendirme-Raporu_13 12 2019-WEB.pdf

[14] J. Chen, Q. Chen, L. Hu, T. Yang, C. Yi, and Y. Zhou, “Unveiling trends and hotspots in air
pollution control: A bibliometric analysis,” Atmosphere, vol. 15, no. 6, Art. no. 6, Jun. 2024,

[15] M. Coskun, H. Sahiner, S. K. M. Abujayyab, and O. Canbulat, “Kocaeli ilinde uydu verileri ve yer
istasyonu Ol¢iimlerine bagl olarak hava kalitesinin degerlendirilmesi,” Tiirk Cografya Derg., no.
81, pp. 53-68, 2022.

[16] Z. Yilmaz, M. B. Karagdzoglu, B. Koker, and S. F. Selguk, “Kirletici parametrelerin atmosferdeki
yogunluklarina dair siir degerler: Ornek ¢aligma Mus ilinin hava kirliligi,” Kirklareli Univ.
Miihendislik ve Fen Bilimleri Derg., vol. 8, no. 1, pp. 69-87, Jun. 2022.

[17] Z. Yilmaz and M. B. Karagézoglu, “Hava kirliliginin (PM10 ve SO2) ANOVA yontemiyle
degerlendirilmesi — Mardin (Tiirkiye) ili 6rnegi,” KLUJES, vol. 8, no. 2, Art. no. 2, Dec. 2022.
[18] T. Hirca, G. E. Tiirkkan, and H. Bayraktar, “Analysis of air pollution in Bayburt province with

statistical methods,” DUBITED, vol. 10, no. 2, Art. no. 2, Apr. 2022.

[19] A. Can and H. Ozsoy, “A different perspective on air pollution measurements,” Politeknik Derg.,
vol. 26, no. 1, Art. no. 1, Mar. 2023.

[20] K. Isinkaralar, “Kiitahya kent merkezinde hava kalitesinin zamansal ve mekansal degisimi,”
Miihendislik Bilimleri ve Tasarim Derg., vol. 10, no. 1, pp. 152-160, Mar. 2022.

178



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 163-181, 2025
S. ¢. Bilgin, T. T. Bilgin

[21] B. Kotan and A. Erener, “Sanayi kenti Kocaeli ilinde meteorolojik kosullara bagli olarak ana hava
kirleticilerinin ve konsantrasyonlarinin mekansal ve zamansal degisimi,” Cografya Derg., no. 46,
Art. no. 46, May 2023.

[22] Z. Eren, F. Y. Tatoglu, and T. Akarsu, “Isinma amach dogal gaz kullaniminin Erzurum ili hava
kalitesine etkisinin SO2 ve PMI10 parametreleri iizerinden istatiksel bir degerlendirmesi,”
Pamukkale Univ. Miihendislik Bilimleri Derg., vol. 28, no. 6, Art. no. 6, Nov. 2022.

[23] L. A. Pérez, M. A. Garcia, M. L. Sanchez, N. Pardo, and B. Fernandez-Duque, “Key points in air
pollution meteorology,” Int. J. Environ. Res. Public Health, vol. 17, no. 22, Art. no. 22, Jan. 2020.

[24] G. Qi, J. Che, and Z. Wang, “Differential effects of urbanization on air pollution: Evidences from
six air pollutants in mainland China,” Ecol. Indic., vol. 146, p. 109924, Feb. 2023.

[25] “Estimating the relationship between traffic and air pollution - ProQuest.” Accessed: Sep. 23, 2024.
[Online]. Available:
https://www.proquest.com/openview/eb96a36f75771637683f06cbbf338445/1?pg-
origsite=gscholar&chl=33298

[26] N. Thanvisitthpon, K. Kallawicha, and H. J. Chao, “Chapter 10 - Effects of urbanization and
industrialization on air quality,” in Health and Environmental Effects of Ambient Air Pollution, M.
H. Dehghani, R. R. Karri, T. Vera, and S. K. M. Hassan, Eds. Academic Press, 2024, pp. 231-255.

[27] W. Knorr, F. Dentener, J.-F. Lamarque, L. Jiang, and A. Arneth, “Wildfire air pollution hazard
during the 21st century,” Atmos. Chem. Phys., vol. 17, no. 14, pp. 9223-9236, Jul. 2017.

[28] J. Lindén, M. Gustafsson, J. Uddling, A. Watne, and H. Pleijel, “Air pollution removal through
deposition on urban vegetation: The importance of vegetation characteristics,” Urban For. Urban
Green., vol. 81, p. 127843, Mar. 2023.

[29] 1. Yener and K. O. Demirarslan, “Determining the factors affecting air quality in Marmara, Turkey,
and assessing it using air quality indices,” J. Nat. Haz. Environ., vol. 8, no. 2, pp. 383-395, Jul.
2022.

[30] C. Unal and G. Ozel, “Bolu ili hava kirletici maddeler ile meteorolojik faktorler arasindaki
iligkilerin incelenmesi,” Karaclmas Fen Miihendislik Derg., vol. 12, no. 2, Art. no. 2, Dec. 2022.

[31] Z. Yilmaz, “Meteorolojik parametrelerin hava kirliligine etkisinin istatistiksel analizi — Mus ili
(2021),” MBTD, vol. 10, no. 4, Art. no. 4, Dec. 2022.

[32] H. Arslan, “Impacts of meteorological parameters on tropospheric ozone concentrations in
Canakkale,” JEPS, vol. 35, no. 1, Art. no. 1, Mar. 2023.

[33] 1. Cildir and A. Mutlu, “Balikesir sehir merkezinde hava kirliligi seviyelerinin zamansal ve
mekansal analizleri,” JARNAS, vol. 8, no. 2, Art. no. 2, Jun. 2022.

[34] E. N. Sari and S. Yilmaz, “Farkli konut dokularimin hava kirliligi yogunlugu tizerindeki etkisi:
Erzurum 6rnegi,” ADU Ziraat Derg., vol. 20, no. 1, Art. no. 1, Jun. 2023.

[35] D. Arikan and F. Yildiz, “Investigation of urban heat island and carbon monoxide change using
Google Earth Engine in Konya,” NOHU Miih. Bilim. Derg., vol. 12, no. 4, Art. no. 4, Oct. 2023.

[36] Z. A. Cevik, A. Ozbeyaz, and Y. Demirci, “Makine 6grenme algoritmas1 kullanarak yenilenebilir
enerji ile hava kirliligi arasindaki iliskinin incelenmesi,” 2022.

[37] 1. Bolat, “Orman yanginlarinin hava kalitesine etkisi: Antalya 6rnegi,” Bartin Orman Fakiiltesi
Derg., vol. 24, no. 3, pp. 651-666, Dec. 2022.

[38] H. Y. Keser and G. C. Ceyhun, “Avrupa Yesil Mutabakatinin denizyolu tasimaciligi kokenli hava
Kirliligi yoniinden incelenmesi,” TESAM Akad. Derg., vol. 10, no. 1, Art. no. 1, Jan. 2023.

[39] S. Oren and S. Kocabas, “Karbon emisyonuna dayali ara¢ muayene istasyonu yer se¢imi:
Zonguldak 6rnegi,” KFBD, vol. 13, no. 3, Art. no. 3, Sep. 2023.

[40] P. S. Kormegli, “Kent parklarinin hava kalitesini iyilestirme iizerine etkisinin degerlendirilmesi:
Ankara Altmpark drnegi,” *ACUOFD*, vol. 24, no. 2, pp. 23-30, Oct. 2023.

[41] T. U. Topal and O. Demirel, "Measuring air quality impacts of green areas and ecosystem services
(ESS) using web-based I-Tree Canopy tool: A case study in Istanbul,” *Turk J. For. Sci.*, vol. 7,
no. 2, Art. no. 2, Oct. 2023.

[42] M. A. Cetin and 1. Bakirtas, "The mitigating role of renewable energy sources on the welfare cost
of air pollution in APEC countries," ASBI, vol. 22, no. 1, Art. no. 1, Mar. 2022.

[43] M. A. Polat and S. Ergiin, "Tiirkiye’de g¢evresel diizenlemeler ve ekonomik biiyiimenin hava
kirliligi tizerindeki etkileri: Ampirik bir uygulama,” Verimlilik Derg., pp. 113-126, Jan. 2023.

179


https://www.proquest.com/openview/eb96a36f75771637683f06cbbf338445/1?pq-origsite=gscholar&cbl=33298
https://www.proquest.com/openview/eb96a36f75771637683f06cbbf338445/1?pq-origsite=gscholar&cbl=33298

Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 163-181, 2025
S. ¢. Bilgin, T. T. Bilgin

[44] A. C. Aydmmoglu, R. Bovkir, and M. Bulut, "Akilli sehirlerde biiyiik cografi veri yonetimi ve analizi:
Hava kalitesi 6rnegi," Geomatik, vol. 7, no. 3, Art. no. 3, Dec. 2022.

[45] M. 1. Ozgiir and C. Demirtas, "Social capital and air pollution: Evidence from Turkey,” MAKU
IIBFD, vol. 9, no. 2, Art. no. 2, Jul. 2022.

[46] Y. Li, Z. Sha, A. Tang, K. Goulding, and X. Liu, "The application of machine learning to air
pollution research: A bibliometric analysis," Ecotoxicol. Environ. Saf., vol. 257, p. 114911, Jun.
2023.

[47] K. Bagci, "Application of statistical distributions to PM 10 concentrations: Van, Tiirkiye," Yiiziincii
Y1l Univ. Sos. Bilim. Enst. Derg., no. 60, Art. no. 60, Jun. 2023.

[48] M. Akgiin and N. Barlik, "Makine 6grenmesi algoritmalari kullanilarak hava Kalitesi indeksinin
tahmini," EJOSAT, no. 51, Art. no. 51, Aug. 2023.

[49] B. Kotan and A. Erener, "PM10, SO2 hava kirleticilerinin ¢oklu dogrusal regresyon ve yapay sinir
aglari ile sezonsal tahmini," Geomatik, vol. 8, no. 2, Art. no. 2, Aug. 2023.

[50] M. Oklii and P. Canbay, "Makine 6grenmesi yontemleri ile sehirlerin hava kalitesi tahmini," JEPS,
vol. 35, no. 1, Art. no. 1, Mar. 2023.

[51] S. Unaldi and N. Yalgin, "Hava kirliliginin makine 6grenmesi tabanl1 tahmini: Basaksehir 6rnegi,"
BJESR, vol. 4, no. 1, Art. no. 1, Apr. 2022.

[52] B. Baran, "Sihhiye bdlgesi hava kalitesi indeksinin agir1 6grenme makineleri ve yapay sinir aglar
ile tahmini," Researcher, vol. 2, no. 1, Art. no. 1, Jul. 2022.

[53] E. C. Yagmur, "Atmosferik partikiil maddelerin makine grenmesi ile tahmini: Besiktas, istanbul
ornegi," KONJES, vol. 10, no. 4, Art. no. 4, Dec. 2022.

[54] "Airborne particulate matter and associated heavy metals: A review - Maring - 2023 -
Macromolecular Symposia - Wiley Online Library." Accessed: Sep. 18, 2024. [Online]. Available:
[https://onlinelibrary.wiley.com](https://onlinelibrary.wiley.com).

[55] X. Huang, "The impact of PM10 and other airborne particulate matter on the cardiopulmonary and
respiratory systems of sports personnel under atmospheric exposure," Atmosphere, vol. 14, no. 11,
Art. no. 11, Nov. 2023.

[56] S. A. Meo, N. Shaikh, M. Alotaibi, A. A. AlWabel, and H. Alqumaidi, "Effect of air pollutants
particulate matter (PM2.5, PM10), sulfur dioxide (SO2) and ozone (O3) on cognitive health," Sci.
Rep., vol. 14, no. 1, p. 19616, Aug. 2024.

[57] L. Fu et al., "Effects of long-term exposure to ambient fine particulate matter and its specific
components on blood pressure and hypertension incidence," Environ. Int., vol. 184, p. 108464, Feb.
2024.

[58] D. Kahe et al., "Effect of PM2.5 exposure on adhesion molecules and systemic nitric oxide in
healthy adults: The role of metals, PAHs, and oxidative potential,” Chemosphere, vol. 354, p.
141631, Apr. 2024.

[59] Q. Yang et al., "Atmospheric emissions of particulate matter-bound heavy metals from industrial
sources," Sci. Total Environ., vol. 947, p. 174467, Oct. 2024.

[60] H. Chen et al., "Effects of air pollution on human health — Mechanistic evidence suggested by in
vitro and in vivo modelling," Environ. Res., vol. 212, p. 113378, Sep. 2022.

[61] M. Saini, M. Joon, and S. K. Saini, "Human health effects of particulate matter,” in Airborne
Particulate Matter: Source, Chemistry and Health, S. Sonwani and A. Shukla, Eds. Singapore:
Springer Nature, pp. 195-228, 2022.

[62] F. N. T. Yener¢ag and A. T. Stinter, "Effects of air pollution on mortality and morbidity in Samsun
Province of Turkey," Mid. Black Sea J. Health Sci., vol. 8, no. 4, Art. no. 4, Nov. 2022.

[63] E. Filiz, "Investigation of the effect of long-term exposure to outdoor air pollution on deaths in
Konya with AirQ+ software,” Urban Acad., vol. 16, no. 2, Art. no. 2, Jun. 2023.

[64] K. Ulutas, "Prediction of mortality attributed to NO2 air pollutant in Sakarya by using AIRQ+
software for 2018 and 2019," ESTUDAM Public Health J., vol. 7, no. 2, Art. no. 2, Jun. 2022.

[65] H. Kasim, T. Bekar, Y. E. Bulut, and B. Piyal, "The effect of particulate air pollution on infant
mortality in the short term: The case of Ankara Province in 2018-2020," TIFMPC, vol. 17, no. 3,
Art. no. 3, Sep. 2023.

[66] S. Giizel and P. Ozer, "Tiirkiye’de hava kirliligi ve saglik harcamalar1," SARAD, vol. 4, no. 2, Art.
no. 2, Jul. 2022.

180


https://onlinelibrary.wiley.com/

Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 163-181, 2025
S. ¢. Bilgin, T. T. Bilgin

[67] M. A. Polat and C. S. Ozkék, "Ulasimdan kaynaklanan hava kirliligi ve ekonomik bilyiimenin
saglik harcamalari tizerine etkileri: Tiirkiye analizi," EKonomik ve Sosyal Arastirmalar Derg., vol.
18, no. 1, Art. no. 1, Jun. 2022.

[68] C. Demirtas and M. 1. Ozgiir, "The effect of information-communication technologies (ICT) and
air pollution on health expenditures," Sosyoekonomi, vol. 30, no. 51, Art. no. 51, Jan. 2022.

[69] S. Gope, S. Dawn, and S. S. Das, "Effect of COVID-19 pandemic on air quality: A study based on
air quality index," Environ. Sci. Pollut. Res., vol. 28, no. 27, pp. 35564—-35583, Jul. 2021.

[70] K. Mehmood et al., "The impact of COVID-19 pandemic on air pollution: A global research
framework, challenges, and future perspectives," Environ. Sci. Pollut. Res., vol. 29, no. 35, pp.
52618-52634, Jul. 2022. .

[71] S. G. Durak, "Impact of COVID-19 lockdown precautions on air pollutants in Turkey," UUJFE,
vol. 27, no. 3, Art. no. 3, Dec. 2022.

[72] Z. Yilmaz and M. B. Karagozoglu, "Temporal variation of air pollution variables in different
regions of Turkey during the COVID-19 restrictions,” NOHU J. Eng. Sci., vol. 11, no. 4, Art. no.
4, Oct. 2022.

[73] A. Yikici and H. Unal, "Tiirkiye’de hava kalitesinin COVID-19 baglaminda degerlendirilmesi,"
KTUSBD, vol. 12, no. 23, Art. no. 23, Jun. 2022.

[74] B. Mete, O. Acar, C. Kanat, and E. Dogan, "The effect of measures taken during the COVID-19
pandemic on air pollution: A East Mediterranean example from Turkey," TJPH, vol. 20, no. 1, Art.
no. 1, Apr. 2022.

[75] U. Ozveren and H. Yakisik, "The impact of the COVID-19 pandemic on the air quality (PM10) in
Sile district of Istanbul, Turkey," JEPS, vol. 34, no. 2, Art. no. 2, Jun. 2022.

[76] M. U. Cilek, "Troposferik nitrojen dioksitin (NO2) COVID-19 pandemisinde mekansal ve
zamansal analizi: Adana-Mersin bolgesi," YYUFBED, vol. 27, no. 3, Art. no. 3, Dec. 2022.

[77] M. Sinsiili and K. Kalkan, "Sentinel-5p uydu gorintiileri ile azot dioksit (NO2) kirliliginin
izlenmesi," TUZAL, vol. 4, no. 1, Art. no. 1, Jun. 2022.

[78] E. O. Osmanoglu and H. Eygii, "Ogrencilerin hava kirliligi alg1 diizeyinin arastirilmasi: Dogu
Anadolu bolgesi 6rnegi," Trend Bus Econ, vol. 36, no. 2, Art. no. 2, Apr. 2022.

[79] P. Bostan and S. S. Olcay, "Diinden bugiine iilkemizde yapilan dis ortam hava kirliligi saglik etkileri
arastirmalari," TSAD, vol. 3, no. 3, Art. no. 3, Dec. 2022.

[80] A. Yilmaztiirk and S. Oner, "Cumhuriyetten giiniimiize belediyelerin degisen rolleri ve yeni gorevi:
Iklim degisikligi ve hava kirliligiyle miicadele," Kent Akademisi, vol. 16, Tiirkiye Cumhuriyetinin
100. Y11 Ozel Sayisi, Art. no. Tiirkiye Cumhuriyetinin 100. Yil1 Ozel Say1si, Oct. 2023.

[81] C. Fidan and R. Akdur, "Hava kirliligi ve COVID-19," *ESTUDAM Halk Saglig1 Dergisi, vol. 7,
no. 2, Art. no. 2, Jun. 2022.

181



Firat Uni Deny. ve Say. Miih. Derg., 4(1), 182-191, 2025

iV
R R .
g BE.I “ Firat Universitesi Deneysel ve Hesaplamah @)FUIECE
5 < Miihendislik Dergisi e
“1975

Tam Denetimli Kavsaklarda Serit Kapasitesinin incelenmesi

Nihat Can KARABULUT™ "= Murat OZEN?"", Orug ALTINASI®

!Insaat Miihendisligi Boliimii, Insaat Miihendisligi Fakiiltesi, Y1ldiz Teknik Universitesi, istanbul, Tiirkiye.
2Ingaat Miihendisligi Boliimii, Miihendislik Fakiiltesi, Mersin Universitesi, Mersin, Tiirkiye.
3Insaat Miihendisligi Boliimii, Miihendislik ve Mimarlik Fakiiltesi, Izmir Katip Celebi Universitesi, izmir, Tiirkiye.
Ican.karabulut@std.yildiz.edu.tr, 20zen.murat@mersin.edu.tr, Soruc.altintasi@ikcu.edu.tr

Gelis Tarihi: 09.03.2024 i - doi: https://doi.org/10.62520/fujece.1449990
Kabul Tarihi; 11.11.2024 Diizeltme Tarihi: 13.05.2024 Arastirma Makalesi

Alinti: N. C. Karabulut, M. Ozen ve O. Altinas1 “Tam denetimli kavsaklarda serit kapasitesinin incelenmesi”, Firat Uni.
Deny. ve Hes. Miih. Derg., vol. 4, no 1, pp. 182-191, Subat 2025.

Oz

Bu ¢aligma, Mersin'deki tam denetimli sinyal kontrol sistemiyle yonetilen bir kavsakta serit kapasitesine etki eden
faktorler incelenmektedir. Kapasite yonetimi, trafik akisindaki gecikmeleri azaltarak ve trafik sikisikligini
hafifleterek 6nemli avantajlar saglar. Bu durum, emisyonlarin azaltilmasi ve kentsel hava kalitesinin iyilestirilmesi
gibi gevresel siirdiiriilebilirlik hedeflerine katkida bulunabilir. Calismada, kuyruk uzunlugu, agir vasitalarin
yiizdesi ve bosaltim orani gibi faktorlerin serit kapasitesi lizerindeki etkileri detayli olarak incelenmistir. Analiz
icin agirlikli en kiiglik kareler teknigi kullanilmuistir, bu da verilerin istatistiksel olarak degerlendirilmesine ve
sonuglarin dogrulanmasina olanak saglamistir. Calismanin temel bulgulart sunlardir: Agir vasitalarin varligr serit
kapasitesini azaltir. Kuyruk uzunlugunun artmast serit kapasitesinin artmasini saglar. Bosaltim oranimnin
artmasiyla, serit kapasitesinin artma egilimi vardir. Bu bulgular, kentsel ulagim stratejilerini gelistirmek isteyen
karar vericilere dnemli bilgiler sunmaktadir. Ozellikle trafik yonetiminde ve siirdiiriilebilir ulasim politikalarinin
olusturulmasinda, bu tiir analizlerin ve sonug¢larin dikkate alinmasi biiyiik 6nem tagimaktadir.
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Abstract

This study investigates factors influencing lane capacity at a fully actuated intersection in Mersin.This study
examines the factors affecting lane capacity at an intersection in Mersin managed by a fully actuated signal control
system. Capacity management provides significant advantages by reducing delays in traffic flow and alleviating
traffic congestion. This can contribute to environmental sustainability goals such as reducing emissions and
improving urban air quality. The study thoroughly investigates the impact of factors such as queue length, the
percentage of heavy vehicles, and discharge flow rate on lane capacity. The Weighted Least Squares (WLS)
technique was used for the analysis, allowing for the statistical evaluation of the data and verification of the results.
The key findings of the study are as follows: The presence of heavy vehicles reduces lane capacity. An increase in
queue length leads to an increase in lane capacity. There is a tendency for lane capacity to increase with a higher
discharge flow rate. These findings provide important insights for decision-makers looking to develop urban
transportation strategies. It is important to take such analyses and results into consideration, especially in traffic
management and the creation of sustainable transportation policies.
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1. Introduction

Signalized intersections are a fundamental element of urban transportation, essential for creating livable
cities, enhancing traffic safety, and improving service levels [1-3]. Well-designed signal control systems,
which regulate traffic flow from various approaches, can reduce delays and increase capacity, thereby
maximizing the efficiency of the transportation network [4-5].

Today, urban transportation widely utilizes many signal control systems. Fixed-time signal control systems
manage intersections based on predetermined signal timings, assuming constant traffic flow throughout the
day [6]. However, these signal plans need to be updated and optimized considering instant traffic demand,;
fixed plans account for approximately 5-10% of traffic congestion and delays [7]. In such cases, real-time
signal control systems, which adjust signal timings based on real-time traffic flow, are more suitable.
Examples include fully actuated and adaptive signal control systems, which are widely preferred by
transportation engineers. Adaptive systems are effective over larger areas with optimization potential, while
fully actuated systems are ideal for managing specific traffic demands at the local level. Both systems are
designed to improve traffic flow and provide a more efficient journey for drivers.

This study focuses on capacity analysis of saturated cycles at intersections managed by fully actuated signal
control systems. Fully actuated intersections dynamically adjust signal timings based on real-time traffic
demands, distributing the total intersection capacity to approach lanes according to traffic demand.
Consequently, the capacity of the approach lanes varies from cycle to cycle. This variability will be modeled
as a parameter called "lane capacity" within the scope of this study.

Lane capacity refers to the variable capacity offered to an approach lane during the green time defined by the
signal system. The study examines the impact of traffic composition and flow parameters on lane capacity.
The aim is to provide a comprehensive model for traffic engineering by linking traffic flow and composition
parameters. The model evaluates capacity management at intersections controlled by fully actuated signal
systems, aiming to reduce congestion and delays, thereby decreasing emissions and improving air quality in
urban areas. Effective capacity management not only enhances intersection performance but also supports
sustainable traffic management goals. This study seeks to demonstrate how traffic management practices
intersect with sustainability goals, contributing to the development of holistic urban transportation planning
approaches that prioritize both efficiency and environmental responsibility.

The article is organized as follows: The second section presents the literature review. The third section covers
the data collection process. The fourth section details the methodology. The fifth section provides the
descriptive evaluation and model results. The last section offers conclusions and discussions.

2. Literature

To achieve the operational capacity of an urban transportation network, achieving a thorough examination
of signalized intersections is essential [5]. Signalized intersections can cause delays in traffic flow, increased
fuel consumption, and higher emissions [8]. Consequently, researchers have extensively evaluated the
performance of these intersections. These studies have demonstrated that the saturation flow rate is a crucial
concept in assessing the capacity of signalized intersections [9].

The saturation flow rate plays a vital role in geometric design, signal control, and level of service evaluations
at signalized intersections [10]. Numerous studies have investigated the factors affecting the saturation flow
rate. These factors include turning vehicles (left and right) [11], the slope of the approach lane [12], lane
width and markings [13-14], vehicle composition [15], pedestrian and bicycle activity [16], and signal
characteristics [17].

The concept of discharge flow rate represents another parameter closely linked to intersection capacity.
Researchers have analyzed the effects of green time and queue lengths on the discharge flow rate [16, 18-
19]. Stani¢ et al. [20] noted that the discharge flow rate of the first four vehicles in the queue is significantly
lower compared to other vehicles in the queue. Similarly, Karabulut et al. [19] reported that the discharge

184



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 182-191, 2025
N. C. Karabulut, M. Ozen, O. Altinast

flow rate increases by approximately 30% after the first four vehicles. This is attributed to the significant
initial lost times experienced by the first four vehicles in the queue. Chaudhry and Ranjitkar [18] observed a
decrease in the discharge flow rate for vehicles at the end of the queue, a result supported by other studies as
well [11, 21]. Researchers further observed that the discharge flow rate decreases as green time increases [19,
22]. Khosla and Williams [23] reported a similar trend; however, the decrease in discharge flow rate was not
found to be statistically significant after the sixtieth second of the green phase.

3. Data

This study used traffic flow data from a fully actuated signal-controlled urban intersection in Mersin (Figure
1), namely Mall Intersection. The roundabout has four approach lanes, each with three lanes varying in width
from 3.0 to 3.6 meters and a slight gradient of 2%. The intersection experiences mixed traffic and limited
pedestrian activity. Traffic video recordings of the approach lanes were obtained from the Mersin
Metropolitan Municipality during the morning peak hours of 7:30-9:30 under prevailing weather conditions
for analysis.
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Figure 1. Locations of Mall intersection

4. Methodology

Figure 2 illustrates the methodology. Figure 2 visually represents the methodological process. Traffic flow
videos were analyzed using MATLAB® to determine time headways between vehicles. HCM [24]
recommends a minimum of eight vehicles in a standing queue to achieve saturation flow. Therefore, only
green periods with at least eight vehicles in the queue were considered. As a result, the analysis included 178
green periods (125 for the west approach and 53 for the east approach) (see Table 1).
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Figure 2. Flow chart of the proposed methodology

Table 1. Detail of West and East approach leg cycles

Approach Leg West East

Number of green periods 125 53
Min. 31 19

Green time (sec) Avg. 56 32
Max. 72 35

Min. 0.323 0.187
Ratio of effective green time to cycle time  Avg. 0.516 0.297
Max. 0.673 0.366

Queue length (veh/cycle/lane) :\\/IA;:'( 285 185
Departure volume (veh/cycle/lane) :\\/IA;:'( 393 185
Min. 1148 983

Discharge flow rate (veh/hour/lane) Max. 1926 1815

PC 943 92.2
HV 5.7 7.8

Traffic composition (%)

The capacity of signalized intersections depends on the saturated flow rate, effective green time, and cycle
time. The lane capacity was calculated by Eq. 1 [24].

¢ = 5. (g:i/C) @

where c refers to the lane capacity (veh/hour/lane); S refers to the saturation flow rate; g refers to the effective
green time (sec); C refers to the cycle time (sec). The saturation flow rate was calculated by Eq. 2 [24].

Si = 1/hg )

where S; refers to the saturation flow rate and hs; refers to the saturated headway (hour/veh). The saturated
headway was calculated using Eq. 3 [24].
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n ©
s = (Zqzshi) /(-4

where n is the total number of vehicles in a queue; and q is the time headway of g queued vehicle. Effective
green time refers to the green time during which vehicles may proceed at saturation flow rate. The effective
green time was calculated by Eq. 4 [24].

gizGi+Y+AR_tLi (4)
where g; refers to the effective green time (sec), G refers to the green time (sec), Y refers to the yellow time
(sec), AR refers to the all-red time (sec) and t,_ refers to the total lost time (sec).

The lane capacity expressed by Eg. 1 was calculated separately for each examined green period.
Subsequently, the lane capacity was modeled using the Weighted Least Squares (WLS) method. Table 2

presents the details of the parameters used in the model.

Table 2. Details of parameters used in the lane capacity model

Variable Type Variable Notation Unit
Dependent Lane capacity CAP veh/hour/lane
variable

ueue length L veh/cycle/lane
Independent Q g . Q y
. Percentage of heavy vehicles HV %
variables .
Discharge flow rate DFR veh/hour/lane

The WLS model is a form of ordinary least squares (OLS) that assigns a weight to each observation by
scaling the square of the residual. In OLS, observations are assumed to have constant variance, implying
homoscedasticity. However, in many modeling scenarios, the homoscedasticity assumption is not valid. In
such cases, the WLS modeling technique may be preferred. If the covariance structure of the data is known,
Generalized Least Squares (GLS) can be used [25]. A special case of GLS is WLS, which assumes
heteroscedasticity but uncorrelated residuals, meaning there are no cross-covariance terms. The general
equation of the WLS model can be expressed as Eqg. 5 [25]:

y = Bo + Bix1 + Box ®)

where y is the dependent variable, x represents the independent variables, and [ is the coefficient of the
variables. WLS assigns different weights to each data point based on the variability of residuals associated
with that data point. It accomplishes this by assigning larger weights to observations with smaller variances
and smaller weights to observations with larger variances [25]. In WLS, each observation may have a
different weight, denoted as wi, where i represents each observation. The weighted sum of squared residuals
is minimized as seen in Eq. 6 [25]:

n (6)
minimize Z wi (Vi = Bo — Bix1i — BaX2i)?

i=1
where n is the number of observations. As a result, the impact of heteroscedasticity on model predictions is
reduced by minimizing the weights at each data point. Therefore, in situations where heteroscedasticity is

present, using WLS can improve model performance and provide more accurate predictions.

5. Results
The foundation of Ordinary Least Squares (OLS) analysis relies on the presupposition that the independent

variables integrated into the model exhibit statistical independence. Therefore, assessing whether these
variables adhere to this assumption requires conducting a Pearson correlation analysis. Figure 3 depicts the
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correlation coefficients among the independent variables, providing insight into their interrelationships.
According to the criteria outlined by Hosseinzadeh [26], correlation coefficients exceeding an absolute value
of 0.70 signify a substantial correlation between independent variables. The correlation matrix is depicted in
Figure 3. QL, HV, and DFR are not highly correlated with each other (see Fig. 3). This implies that all
independent variables can be used together.

1.0

QL
0.5
HV - -0.291 - 0.0
- -0.5

DFR
I - =-1.0

QL HV DFR

Figure 3. Correlation matrix of independent variables

Table 3 summarizes the results of the Weighted Least Squares (WLS) model. QL and DFR emerged as
significant factors positively influencing CAP. On the other hand, HV emerged as a significant factor
contributing adversely to CAP. All independent variables in the developed model were found to be
statistically significant at the 5% significance level. Additionally, the adjusted R-squared value of this model
is 0.927.

Table 3. Result of lane capacity model

Independent Variables Coeff. p-value R?
Queue length (QL) 25.906  0.000
Percentages of heavy vehicles (HV) -10.803  0.000 0.927
Discharge flow rate (DFR) 0.339 0.000

Hexagonal histograms also visualize the relationship between the dependent and independent variables (see
Fig. 4). These plots demonstrate the distribution and density differences between variables. If one variable
depends on the other, denser colored areas with more observations will appear on the hexagonal histogram.
Additionally, hexagonal histograms help in understanding the effect of the independent variable on the
dependent variable and identifying clusters. The relationships observed between the dependent and
independent variables in hexagonal histograms can be verified with statistical measurements such as the
Pearson correlation coefficient.

Two distinct clusters are observed in the relationship between queue length and lane capacity, centered
around queue lengths of 10 and 15 vehicles. The cluster around a queue length of 15 vehicles corresponds to
a higher lane capacity (see Fig. 4). A single cluster is observed in the relationship between heavy vehicle
percentage and lane capacity. Similarly, a single cluster is also observed in the relationship between discharge
flow rate and lane capacity. This cluster indicates that lane capacity increases with an increasing discharge
flow rate (see Fig. 4).
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Figure 4. Hexagonal histogram of independent variables with lane capacity
6. Conclusion

This study examines the concept of variable capacity at intersections controlled by fully actuated signal
systems. The aim is to determine the impact of factors such as queue length (QL), heavy vehicle percentage
(HV), and discharge flow rate (DFR) on capacity at intersections where these systems are used.

Capacity management aims to reduce traffic congestion and delays, thereby decreasing emissions and
improving urban air quality. This not only enhances intersection performance but also contributes to
sustainable traffic management goals. The model developed in the study can guide decision-makers in
sustainable urban transportation strategies and provides a significant tool for evaluating capacity
management at intersections using fully actuated signal control systems. The results are summarized below:

- The adverse effect of heavy vehicles on road capacity is notable. These vehicles, being larger and
slower, can negatively impact traffic flow and reduce lane capacity. An increasing percentage of heavy
vehicles can affect the driving behavior of passenger car drivers, reducing discharge flow rate and
average speed, leading to a decrease in lane capacity.

- Anincrease in queue length results in a significant increase in lane capacity. Long queues facilitate more
efficient use of green time, enhancing saturation flow rates and thereby increasing lane capacity.
Conversely, short queues can lead to inefficient use of green time, reducing capacity. Therefore, proper
planning of traffic signal control systems is critical to maintaining maximum lane capacity.

In conclusion, this study can be considered a crucial step in traffic management and sustainable transportation
at intersections managed by fully actuated signal control systems.
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Oz

Bu calisma, elektrik sebeke sistemlerinde enerji hirsizligindan kaynaklanan teknik olmayan kayiplarm (NTL)
olusturdugu ciddi siirdiiriilebilirlik ve giivenilirlik sorununa odaklanmaktadir. Bu kayiplar1 azaltmak amaciyla,
farkli kacak tiirlerinin (gerilim kagagi, akim kagagi ve gerilim-akim kagagi) tespitinde derin 6grenme
mimarilerinden yararlanan yapay zeka tabanli bir yaklasim 6neriyoruz. Literatiirdeki ¢alismalardan farkli olarak
veri seti iki boyutlu matrislere doniistiiriilerek, giinlimiiziin popiiler yaklagimlart olan Convolutional Neural
Network (CNN) ve Long Short-Term Memory (LSTM) modelleri ile analiz edilmig; CNN, %97,50 dogruluk orani
ile LSTM'nin %64,17 dogruluk oranini geride birakmustir. Ayrica, klasik yontemlerden, k-En Yakin Komsu (k-
NN) yontemi ile 67,5 dogruluk oran1 ve Destek Vektdr Makineleri (SVM) yontemi ile 62,25 dogruluk orani elde
edilmistir. Bu gibi geleneksel yontemlerle yapilan karsilastirmalar, CNN'in karmasik kagak desenlerini
belirlemedeki tistiinliigiinii ortaya koymustur. Bulgular, CNN'in akilli sebeke sistemlerine entegre edilerek gergek
zamanl hirsizlik tespiti i¢in gilivenilir bir arag¢ olarak kullanilma potansiyelini vurgulamaktadir. Gelecekteki
arastirmalar, gercek zamanli verilerin entegrasyonunu ve hibrit model yaklasimlarini inceleyerek bu ¢dziimiin
6lgeklenebilirligini ve etkinligini daha da artirmay1 hedefleyecektir.
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Abstract

This study focuses on the serious sustainability and reliability problem caused by non-technical losses (NTL) due
to energy theft in electrical grid systems. In order to reduce these losses, we propose an artificial intelligence-based
approach that utilizes deep learning architectures in the detection of different types of leakage (voltage leakage,
current leakage and voltage-current leakage). Unlike the studies in the literature, the data set is converted into two-
dimensional matrices and analyzed with today's popular approaches, Convolutional Neural Network (CNN) and
Long Short-Term Memory (LSTM) models; CNN surpassed LSTM's 64.17% accuracy rate with 97.50% accuracy
rate. In addition, from the classical methods, 67.5 accuracy rate was obtained with the k-Nearest Neighbor (k-NN)
method and 62.25 accuracy rate was obtained with the Support Vector Machines (SVM) method. Comparisons
with such traditional methods have revealed the superiority of CNN in determining complex leakage patterns. The
findings highlight the potential of CNN to be used as a reliable tool for real-time theft detection by integrating it
into smart grid systems. Future research will aim to further increase the scalability and effectiveness of this solution
by examining the integration of real-time data and hybrid model approaches.

Keywords: Non-technical losses (NTL), Electricity theft detection, Deep learning, Convolutional neural
network(CNN),SmartGrid
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1. Introduction

According to worldwide studies, the cost of illegal energy use causes approximately $96 billion in lost
revenues annually [1]. For example, in the USA and the UK, the loss of revenue due to electricity theft
is approximately $6 billion each year [2-3]. Since high loss rates are reflected in the cost of electricity,
honest customers are also affected by the increasing unit prices of electricity [4].

Non-technical losses in distribution networks are considered as non-technical losses that occur when the
energy transmitted to the user via the energy transmission line by the supplier is invoiced incompletely
or not invoiced at all by third parties or subscribers intervening in the distribution network or
measurement system, or when the supplied energy cannot be measured or is measured incompletely due
to the supplier company's personnel or incorrect adjustment of the measurement system [5]. Non-
technical losses can be listed as illegal electricity use, wiring errors, meter errors, billing errors [6].
Wiring errors, errors made by supplier personnel in facility installations, use of poor quality cables and
use of inadequate, low quality measuring devices are among the factors that cause these losses. Failure
or incorrect connection of meters, electricity meters are electronic devices used to measure the energy
consumed or produced in a circuit. Failure or incorrect connection of these devices causes the consumed
energy to be invoiced incompletely or not invoiced at all. Billing errors are equivalent to invoicing the
consumed energy in monetary terms, everything included. In this case, it is important to bill the
consumed energy in a healthy way. Otherwise, the energy consumed in the wrong case will be reflected
as a loss to the supplier. Separating losses and leakages from each other, minimizing the leakages
detected by measurements and observations to be made in the distribution networks will increase the
energy quality. Reducing leakages will also ensure that the electricity network, which acts as an
electricity transmission system, operates healthily and correctly under suitable conditions. There are
many studies in the literature as a solution to the problems mentioned above. These studies can be
evaluated in two categories. These are: i) Classifications made with traditional methods, ii) Algorithmic
and regression-based approaches. Classifications made with traditional methods are summarized below.
Ghori et al. used three classifiers to predict electricity theft from a real dataset obtained from a
distribution company containing 80,000 monthly consumption records. Fourteen performance
evaluation metrics were calculated among the three classifiers. Based on these data, the performance of
the classifiers in scenarios to detect electricity theft yielded 99.12% for Random Forest, 99.27% for K-
Nearest Neighbors (KNN), and 98.37% for Linear Support Vector Machine (SVM) [7]. Celikpence
attempted to detect electricity theft using six machine learning-based classification algorithms. For this
purpose, five large-scale and real-time system data, including the Customer Information System (CIS),
Geographic Information System (GIS), Field Management System (FMS), and two different Automatic
Meter Reading Systems (AMRS), were utilized. During the data preprocessing stage, data cleaning was
performed using SQL techniques, and data normalization was conducted using min-max scaling
methods. In the next step, feature extraction was carried out, and the extracted features were fed into the
related classification methods. In the final step, the validation process was performed. Using the
GridSearch method, an accuracy rate of 68.6% was achieved. The accuracy, sensitivity, and precision
values were obtained as 67.11%, 81.70%, and 69.16%, respectively. Using the same parameters with
SVM, the values were found as 66.70%, 83.07%, and 68.97% [8].

Ghori et al. used 15 different machine learning algorithms, including recently developed classifiers such
as CatBoost, LGBoost, and XGBoost, for theft detection. The study showed that the Artificial Neural
Network (ANN) outperformed other classifiers in detecting theft, achieving a 77% success rate in
detecting electricity theft. Additionally, the study identified the best 14 features out of the 71 generated
features [9]. Gerardo Figueroa et al. presented a framework to address the data imbalance problem in
supervised classification techniques for detecting non-technical losses in power grids through
resampling techniques. Support Vector Machine (SVM) and Atrtificial Neural Network (ANN) were
used as classifiers. Classification accuracies of 89% and 90% were achieved with the SVM and ANN
classifiers, respectively [10].

Algorithmic and regression-based approaches are summarized below. Capeletti et al. proposed an end-
to-end solution for the detection of non-technical losses (NTL) using supervised classification learning,
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specifically through a multilayer perceptron (MLP) model of artificial neural networks (ANN). In this
model, data mining concepts were applied to external data (especially ambient temperature) and internal
data from energy companies. By correlating these data, improvements were made in the input data of
the model, which allows for the identification of consumer units with NTL. The test results indicate a
success with an increase of 0.0213 in ROC-AUC and a recall rate of 6.26% [11]. Zarkovié et al. utilized
various artificial intelligence (Al) algorithms, including artificial neural networks (ANN), adaptive
neuro-fuzzy inference systems (ANFIS), autoencoder neural networks, and K-means clustering, to
detect losses in distribution networks. The artificial neural network (ANN) demonstrated a classification
error rate of 7.62% by accurately classifying different consumer types. In contrast, the K-means
algorithm had a slightly higher error rate of 9.26%, while ANFIS reached an error rate of 11.11% by
failing to detect the initial type of anomaly [12]. Pengwah et al. developed a weighted least squares
approach for predicting non-technical losses by utilizing voltage sensitivity coefficients and residual
values obtained from the ordinary least squares method. In this study, voltage measurements from smart
meters and the predicted sensitivity coefficients were used to estimate the actual consumption of
customers. The differences between the measured and predicted consumption values were evaluated
against a threshold; if the difference exceeded this threshold, the customer was labeled as a "fraudulent
customer [13]. Jené-Vinuesa et al. demonstrated that a Random Forest classifier trained for the detection
of non-technical losses effectively identifies types of fraud with a weighted F1 score of 0.859.
Additionally, an unsupervised detection model integrating clustering and correlation methods has
facilitated the accurate identification of tampered meters. The study presented two adjustable parameters
that enable utilities to finely tune their meter tampering detection strategies based on economic factors.
High-accuracy fraud detection was achieved using the Fuzzy C-Means algorithm, which obtained an F1
score of 0.9 [14]. Souza et al. used real electricity consumption data to detect non-technical losses and
analyzed additional statistical and temporal features based on this data. In the study, these features were
utilized to improve the detection rates of various types of NTL. Furthermore, a model that combines the
electricity consumption data with these additional features was developed, achieving higher detection
rates for all types of fraud considered [15]. Kara et al. proposed gradient boosting decision tree-based
models, LightGBM, XGBoost, and CatBoost, to detect illegal electricity usage from smart meter data
of consumers. In the study, the CatBoost model achieved accuracy and AUC scores of 78.10% and
74.17%, respectively, while the LightGBM model achieved a sensitivity performance of 72.48% [16].
Saeed et al. used a dataset containing records of both honest customers and those who engaged in illegal
energy use. They employed Pearson's chi-square algorithm to select the most relevant features from the
data. Subsequently, the Boosted C5.0 Decision Tree (DT) algorithm was applied to classify honest and
fraudulent consumers based on these features. To assess the effectiveness of their proposed electricity
theft detection method, its performance was compared with several state-of-the-art machine learning
algorithms, including Random Forest (RF), Support Vector Machine (SVM), Artificial Neural Network
(ANN), and Extreme Gradient Boosting (XGBoost). The proposed Non-Technical Loss (NTL) detection
method outperformed these algorithms, achieving an accuracy of 94.6%, a precision of 78.1%, a
specificity of 98.2%, an F1 score of 84.9%, and an overall performance of 93.2% [17].

Chatterjee et al. tried to detect electricity theft using Recurrent Neural Networks (RNN), a state-of-the-
art artificial intelligence algorithm. The algorithm utilized Long Short-Term Memory (LSTM) units to
process sequential electricity consumption data. They proposed a model that can be used to shortlist
potential electricity theft consumers in real-time [18]. Khan et al. proposed two schemes for detecting
electricity theft by predicting illegal usage. Both schemes combined Autoregressive Integrated Moving
Average (ARIMA) and machine learning techniques to effectively model consumer behavior related to
electricity theft. Extensive simulations on real-world electricity consumption datasets demonstrated that
the proposed schemes outperformed the latest solutions, achieving 98% accuracy, 98.6% precision,
98.2% recall, 97.9% AUC, and a 98.4% F1 score [19]. Xing et al. employed the Maximal Information
Coefficient algorithm to capture the global and periodic patterns in consumption data to prevent
electricity theft. Extensive experiments conducted under various attack scenarios demonstrated the
effectiveness of the proposed method [20].

Barros et al. used the Rotation Forest algorithm to detect electricity theft and the eXtreme Gradient
Boosting (XGBoost) algorithm to predict energy recovery. The study analyzed a dataset of 261,489
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consumers from a public utility in Brazil. The results indicated that the proposed approach increased the
financial return of field inspections by up to 11.5 times [21]. Saeed et al. proposed a new approach for
theft detection in Electricity Distribution Companies (EDC) using the Ensemble Bagged Tree (EBT)
algorithm. Their model generates a list of suspicious consumers based on irregularities in consumption
data for further investigation. The EBT algorithm demonstrated an accuracy of 93.1% in detecting
electricity theft [22].

Shih-Che Huang et al. proposed a state estimation-based approach for load forecasting at distribution
transformers to detect theft. They used the overall fit of estimated values to feeder bar measurements,
based on customer meter readings collected at distribution transformers, to identify irregularities in
electricity usage. The results from state estimation were then analyzed using variance analysis
(ANOVA) [23]. Yurtseven proposed multiple linear regression models to estimate non-technical losses
energy losses caused by theft and fraud by third parties in electricity distribution systems. These models
aim to quantify the impact of such losses on the operations of electricity organizations [24]. Sook-Chin
Yip et al. proposed two regression-based algorithms to assess anomaly coefficients for analyzing
consumers' energy usage behaviors and detecting energy theft caused by meter tampering, as well as
identifying faulty smart meters. The model incorporated categorical variables and detection coefficients
to pinpoint periods and locations of energy theft and faulty meters. Simulations demonstrated that the
proposed algorithms successfully identified all fraudulent consumers [25]. Esther Villar-Rodriguez et
al. presented an algorithmic approach that combines probabilistic data mining and time series analysis
concepts to identify consumption outliers in smart grids [26].

In order to detect leakage in electricity meters, it is quite difficult to detect leakage in manual/physical
inspections. In order to overcome this difficulty, it is inevitable to use artificial intelligence tools developed
in a situation where there are millions of meters. In this study, three different leakage electricity meter data
and non-leakage electricity meter data were classified using both deep learning architectures and traditional
methods (SVM, k-NN). The data set used for Convolutional Neural Networks (CNN), one of the deep
learning architectures, was transformed from one dimension to two dimensions. The obtained matrices were
given to the proposed CNN architecture and Long-Short Term Memory (LSTM) architecture. In traditional
methods, the feature matrix was created by taking the mean, standard deviation, maximum and minimum
values from the data set in the pre-processing phase. These obtained features were evaluated in SVM and k-
NN classifiers. The original aspects of this study are given below.

. This study involved the development of a unique dataset tailored to address multiple types of illegal
electricity usage, specifically designed to capture voltage leakage, current leakage, and combined voltage-
current leakage scenarios. Unlike datasets used in prior studies, this dataset incorporates diverse leakage
types, providing a robust foundation for machine learning models to identify and classify distinct patterns of
non-technical losses (NTLs) in electrical grids.

. For the first time in the literature, this study presents an artificial intelligence-based method capable
of detecting and classifying multiple leakage types within electrical distribution systems. This approach
leverages advanced deep learning techniques to process and analyze complex consumption patterns, allowing
for improved accuracy and adaptability in identifying non-technical losses, a significant step beyond
traditional detection methods focused on single leakage types.

. The study introduces a novel approach by transforming the dataset into a two-dimensional matrix
format, enabling more effective analysis through deep learning architectures like Convolutional Neural
Networks (CNN). This matrix-based data processing method is particularly suited to extracting spatial
patterns inherent in the data, enhancing the model’s ability to differentiate between leakage types and
improving overall classification performance. This methodology represents a pioneering effort in leveraging
data structure transformation to optimize Al model efficacy in NTL detection.
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2. Method

In this study, three different leakage data and non-leakage electricity meter data were classified using both
deep learning architectures and traditional methods (SVM, k-NN). The data set was transformed from one
dimension to two dimensions using deep learning architectures such as Convolutional Neural Network
(CNN) and Long-Short Term Memory (LSTM). The flow diagram suggested in this study is given in
Figure 1.

Matrix/Pattern

900000
[}

Raw Data

Feature Vector Classifier

k-NN
SVM

LSTM

Figure 1. Classification methods proposed in this study

The obtained matrices were classified in the proposed CNN architecture. In traditional methods, the feature
matrix was created by obtaining the mean, standard deviation, maximum and minimum values from the data
set in the pre-processing stage. These obtained features were evaluated in SVM and k-NN classifiers.

2.1. Dataset

In the study, current and voltage information of 400 electricity meters were taken hourly and daily. Each of
these data contains 100 electricity meter data and there are 3 different types of leakage. These are: 1-Voltage
Leakage, 2-Current Leakage, 3-Current-Voltage Leakage. The remaining 100 electricity meter data consists
of data without leakage. Each meter data from these data is 300x6 in size. Columns (6 piece) in the data set
consist of current and voltage data drawn by the meters. Information on the types of leakage in the data set
is given below. The consumption values of an electricity meter belonging to a customer consuming electricity
are obtained by multiplying the Current X Voltage X Hourly data. The leakage methods examined are; 1-
Voltage Leakage, 2-Current Leakage, 3-Current-Voltage Leakage, respectively.

Voltage Leakage is a leakage method that occurs when a customer consuming electricity intervenes in the
measurement system and the voltage peaks fed to the electricity meter and included in the consumption
calculation of the used electrical energy fall to zero value or to values lower than the required values.

Current Leakage, This leakage method, which has similar features to Voltage Leakage, is a leakage method
that occurs when the current values corresponding to the electricity consumed by the customer on the
electricity meter are intervened in the measurement system and the current values are reduced to zero or to
lower values than they should be.

Current-Voltage Leakage, this leakage method, unlike the other two leakage methods, is a leakage method
that occurs when both current and voltage values are intervened in the measurement system from outside,
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and the current and voltage values that should be zero or lower than the values that should be passed through
the electricity meter in order to bill the consumer less or not billed at all for the electricity used. The types of
leaked data and non-leaked data are given in Table 1.

Table 1. Sample class data

Current Current Current

Class 11 12 13 Voltage L1 Voltage L2 Voltage L3
0.53 0.59 0.53 0 59 58.5
Voltage 0.54 0.63 0.53 0 59 58.5
Leakage 0.54 0.62 0.55 0 59.1 588
0.57 0.67 0.61 0 59.1 58.8
0.75 0.73 0.001 57.4 57.8 57.7
Current Leakage 0.9 0.88 0 57.6 58 57.7
0.69 0.69 0 57.4 57.8 57.8
0.84 0.86 0 57.4 57.8 57.7
0 0 1.52 0 57.7 57.3
Voltage-Current 0 0 1.57 0 57.7 57.5
Leakage 1.55 0 1.67 0 57.9 57.6
1.63 0 1.65 58.2 57.9 0.01
1.77 1.57 1.52 58.7 58.1 57.8
1.77 1.57 1.52 58.7 58.1 57.8

Non-Illegal

1.77 1.57 1.52 58.7 58.1 57.8
1.77 1.57 1.52 58.7 58.1 57.8

2.2. Convolutional neural network architecture

In the traditional methods used in previous studies of deep learning networks, data losses are high in the
feature acquisition phase [27]. Especially the positive developments in computer hardware have paved the
way for the use of deep learning architectures. Deep learning architectures consist of layers [27]. Each layer
has different functions. In general, an CNN architecture consists of convolution, activation, pooling and a
full layer, which is a classical neural network [27]. In the convolution layer, the data is subjected to data
convolution with a specified filter. After the convolution process, the data is subjected to the activation
process. The pooling layer is a subsampling process. Here, the largest value or average of the data in the
frame obtained as a result of stepping and stepping is taken. Feature maps are created as a result of these
processes. A CNN architecture can consist of many layers depending on the data size. Finally, the data is
classified in the fully connected layer, which has a classical artificial neural network structure. In CNN
architectures, the lower layers contain general features, while the upper layers obtain more specific features.
The CNN structure proposed in this study is shown in Figure 2.
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Figure 2. CNN structure proposed in this study
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In the study, 6 convolution layers were used in the CNN architecture. 5x5 filters were used in the first three
convolution layers, and 3x3 filters were used in the last three layers. A ReLu activation function and a pooling
layer were added after each convolution layer. 250 neuron inputs were used in the fully connected layer.
From the CNN architecture parameters, learning rate was set as 0.001, batch size as 2 and number of epochs
as 100. This study was performed on a computer with 12th Gen Intel(R) Core(TM) i5-1235U 1.30 GHz and
16 GB RAM capacity.

2.3. Long-short term memory architecture

The UKSB architecture is an CNN architecture. It is mostly used in processing one-dimensional data [28].
Its features have come to the fore in the field of language processing. It has been proposed to overcome the
shortcomings of continuous recurrent (RNN) networks. In the UKSB architecture, a previous state and input
information are kept in memory cells [29]. This memory combines the current and previous inputs. In this
way, it ensures the continuity of the data series. In the study, 4 3x3 filtered 2D LSTM convolution layers
were used. 40 feature maps were obtained in each layer. LSTM memory blocks are given Figure 3.

Te—1

ooy

Figure 3. LSTM memory blocks [30]

2.4. k-EN nearest neighbor algorithm

The K-NN classifier algorithm is widely used in classification problems[31]. It is an algorithm that can give
very good results even in noisy data. It is a supervised machine learning method. The K-NN classifier
algorithm compares a test data and calculates the distance metric k between the features of the test data and
the features of the closest classes. In this study, the k value is determined as 3. The K-nearest neighbor (KNN)
classification for sample data is given in Figure 4.

Figure 4. The K-nearest neighbor (KNN) classification for sample data [ 32]
2.5. Support vector machine
Support Vector Machine (SVM) is a supervised machine learning method [33]. It is a vector space-based
approach that identifies the decision boundary between two classes, aiming to maximize the margin between

the boundary and the nearest points in the training data [34]. Hyper plane structure of support vector machines
(SVM) is given Figure 5.
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Figure 5. Hyper-plane structure of support vector machines (SVM) [35]
3. Results

In the study, 80% of the dataset was used for training and 20% for testing. Additionally, 10% of the training
data was set aside for validation. Three different classifiers were employed in the study. The training accuracy
and loss graphs for the convolutional neural network (CNN) architecture are shown in Figure 6.
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Figure 6. The training accuracy and loss graph of the convolutional neural network architecture

The classification accuracy obtained in the convolutional neural network is 97.50%. The classification
performance metrics obtained on a class basis are given in Table 2.

Table 2. Performance measurements obtained from CNN architecture

Class Precision Recall F1- Score
Voltage Leakage 1.00 0.92 0.96
Current Leakage 1.00 1.00 1.00
Voltage-Current Leakage 1.00 1.00 1.00
Non-Illegal 0.88 1.00 0.94
Average 0.97 0.98 0.975

Among the metrics obtained in the table 3, the precision metric of Voltage Leakage, Current Leakage and
Voltage-Current Leakage was found to be 1.00. The recall metric was obtained as 1.00 in the Current
Leakage, Voltage-Current Leakage and Non-Leakage classes. The F-1 score was found as 1.00 in the Current
Leakage and Voltage-Current Leakage classes. The study revealed an average brightness of 0.97% .The
confusion matrix obtained as a result of the classification is given in Table 3.

Table 3. Performance measurements obtained from CNN architecture

Actual Class Predicted Class

Voltage Leakage 24 0 0 0
Current Leakage 0 21 0 10
Voltage-Current Leakage 0 0 18 0
Non Leakage 2 0 0 15
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In the study, only 2 of the test data given to the CNN classifier were classified as VVoltage Free Leakage
class. The test data of all other classes were classified as error-free.

Table 4. Performance metrics obtained from the LSTM architecture.

Class Precision Recall F1- Score
Voltage Leakage 0.54 0.62 0.58
Current Leakage 0.63 0.61 0.62
Voltage-Current Leakage 0.77 0.69 0.73
Not Illegal 0.60 0.62 0.61
Average 0.635 0.635 0.635

As can be seen in the table 4, in the Voltage Leakage, Current Leakage, Voltage-Current Leakage and No
Leakage sensitivity metrics, the lowest value was obtained as 0.54 for Voltage Leakage, while the highest
value was obtained as 0.77 for Voltage-Current Leakage. In the recall metric, in the VVoltage Leakage, Current
Leakage, Voltage-Current Leakage and No Leakage classes, the lowest value was seen as 0.61 for Current
Leakage, while the highest value was seen as 0.69 for VVoltage-Current Leakage. When we look at the F-1
score values, in the Voltage Leakage, Current Leakage, Voltage-Current Leakage and No Leakage classes,
Voltage Leakage showed the lowest value with 0.58, while the highest value was obtained as 0.73 for
Voltage-Current Leakage. The study revealed an average brightness of 0.635%

Table 5. Confusion matrix obtained from LSTM architecture

Actual Class Predicted Class
Voltage Leakage 15 0 15 1
Current Leakage 0 17 0 10

Voltage-Current Leakage 8 0 27 0

Non Leakage 1 11 0 18

In the confusion matrix obtained in the LSTM classifier, 8 out of 24 VVoltage Leakage test data were classified
as Voltage-Current Leakage, while 1 was classified as Not Leakage. 11 out of 28 Current Leakage data were
classified as Not Leakage, 12 out of 29 Voltage-Current Leakage test data were classified as Voltage
Leakage, 10 out of 29 No Leakage test data were classified as Current Leakage, and 1 was classified as
Voltage Leakage.

In the study, in the classification made with k-NN classifier, the data was divided into 5 parts and one part at
a time was used as test data. In this way, 5 cross-validation (k-Fold) was performed. The classification
accuracy obtained from each cross-validation in the study is given in Table 5.

Table 6. K-Fold performance values of K-NN classifier

K-Fold-1 K-Fold-2 K-Fold-3 K-Fold-4 K-Fold-5
71.25 65 58.75 75 67.5
Average 67.5 |

When Table 6, is examined, it is seen that the highest success is Fold-4 and the lowest success is Fold-3. An
average of 67.5% classification accuracy was obtained in the study.

Table 7. K-Fold performance values of SVM classifier

K-Fold-1 K-Fold-2 K-Fold-3 K-Fold-4 K-Fold-5
67.5 55 62.5 0.6 66.25
Average 62.25

When the results given in Table 7, are examined, it is seen that the highest value is Fold-1 with 67.5% and
the lowest value is Fold-4 with 0.6%. As a result of the study, an average accuracy of 62.25% is observed.
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Table 8. Comparison of the classification accuracy of the classifiers used in the study.

Classifier Accuracy
CNN 97.50
K-NN 67.50
LSTM 64.17
SVM 62.25

Table 8, compares the classification accuracy performance of the classifiers used in the study. It was observed
that the highest classification accuracy was obtained from the CNN architecture, whereas the lowest
performance was obtained from the SVM classifier.

In deep learning architectures, no feature method was used. On the other hand, in classical methods, the
feature method was used. Therefore, in deep learning architectures, all of the data was given to the classifier
without any data loss. In classical methods, data loss occurs due to the features obtained. As a result, it can
be said that deep learning processes more data, whereas classical methods process less data. At the same
time, this is the reason for this performance difference.

In Table 9, the accuracy rates and other performance metrics of this study are compared with previous studies.
This table aims to reveal the performance of this study by comparing the results obtained with the results of
various studies in the literature.

Table 9. Comparison with studies in the literature

Study Method Success(%) Disadvantages
Celikpenge.[8] Classifications 68.6 The success of the study depends on the accuracy
made with and completeness of the data used. Data in
traditional methods electricity distribution networks may be incomplete
or incorrect, which will negatively affect the
accuracy of the model.
Jené-Vinuesa Algorithmic and 90 How the model works and why it makes certain
etal.[14] regression-based predictions may not be easily understood by users.
approaches This will create transparency and reliability issues.
Kara et al.[16] Algorithmic and 78.10-74.17 Although using gradient boosting decision trees to
regression-based detect illegal electricity usage with smart meter
approaches data, the data quality, risk of overfitting, and lack of
transparency of the model
Saeed et Algorithmic and 94.6 Boosted C5.0 algorithm requires more
al.[17] regression-based computational power. This can increase processing
approaches time when working with large datasets
Khan et Algorithmic and 98 Hybrid approaches are often more complex and can
al.[19] regression-based create additional challenges in data processing,
approaches model training, and integration
Saeed et Algorithmic and 93.1 can cause problems such as ensemble methods
al.[22] regression-based sometimes becoming too complex and overfitting
approaches the training dataset.
This study Deep learning based 97.50
approach

The results obtained in this study achieved a higher accuracy rate compared to the studies conducted by
Celikpenge [8], Jené-Vinuesa et al. [14], Kara et al. [16], and Saeed et al. [17, 22]. On the other hand, a
0.50% lower accuracy rate was obtained compared to the study by Khan et al. [19].

4. Conclusion

Electrical energy has an important place all over the world. Electrical energy, which has become
indispensable for modern life, is used in many areas such as health, transportation, industry, shelter (home),
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etc. It is important that electrical energy, which has an important position in economic development,
technology and production, is transmitted safely and healthily from its production to the final consumption
point. Many negative situations occur in this cycle from the production point to the consumption point. Non-
technical losses in distribution networks come to the forefront among these negativities. These losses have a
negative effect both in terms of cost and the operation of the systems that transfer electrical energy. Many
studies have been carried out in order to prevent these negativities. The cost of the studies carried out is also
important. Artificial intelligence, which has become indispensable in the field of technology recently,
provides serious gains in terms of both cost and labor in the face of such negative situations.

In this study, an artificial intelligence-based method based on the illegal electricity meter is proposed. A
dataset consisting of different types of illegal electricity was created. The data obtained from this dataset was
classified in different classifiers. The results obtained in this study show that different types of illegal
electricity can be detected using machine learning methods. Thanks to the use of such artificial intelligence-
based tools, electrical illegal electricity losses can be minimized. With this method, it is possible to obtain
healthy, uninterrupted and efficient energy. The advantage of this study over other studies is that it
automatically detects leaks from raw data. It has been observed that it gives good results in deep learning
architecture without any preprocessing on the data. If this Al-based method is integrated into real-world
systems, smart meters or real-time grid monitoring systems, it will make significant contributions to
reducing illegal electricity use and increasing grid reliability. The next study aims to use Siamese networks
to detect electrical leaks.
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Oz

Bu c¢alismada farkli alanlarda kullanilacak iiriinlerin li¢ boyutlu yazicilarda imal edilirken baski parametreleri
dikkate alinarak kullanim amacina gére parganin piiriizliiliikk orani, yiike dayanimi ve gekme kuvvetine goére uzama
gerilmesi verileri degerlendirilmis ve iiriin kalitesi makine 6grenmesi regresyon metotlari ile optimize edilmistir.
Uriin kalitesinin tahmini icin Kaggle platformundan elde edilen “3D Printer Material Requirement” agik kaynak
veri seti kullanilmistir. Bu veri setinde sisteme girdi olarak verilen; katman yiiksekligi, duvar kalinligi, dolgu
yogunlugu, dolgu deseni, nozul sicakligi, tabla (yatak) sicakligi, baski hizi, baski malzemesi (PLA ve ABS) ve fan
hiz1 parametrelerine gore baski sonucu iirliniin piiriizliiliigii, yliike dayanim giicii ve ¢ekme kuvvetlerinin etkisiyle
dirtiniin uzama gerilmesi degerleri incelenmistir. Bu degerler dogrultusunda da iiriiniin kullanim amacina goére
kalitesi tahmin edilmeye ¢alisilmistir. Katman yiiksekligi, duvar kalinlig1, dolgu yogunlugu, dolgu deseni, nozul
sicakligy, yatak sicakligi, baski hizi, baski malzemesi ve fan hizi gibi parametreler, ¢ikti performansini etkileyen
temel faktorler olarak kullanilmustir. Bu gergevede, Linear Regression (LR), Decision Tree (DT), Random Forest
(RF), Support Vector Machine (SVM), Gaussian Process Regression (GPR), Multi-Layer Perceptron (MLP)
tahmin modelleri gelistirilmis ve model performanslari, dogruluk (R?), hata oranlar1 (RMSE, MSE, MAE) ve islem
stiresi gibi metrikler agisindan degerlendirilmistir. Bu yontemler i¢erisinde GPR ile uzanim, gerilim mukavemeti
ve piiriizliilik agisindan en bagarili tahmin oranlar1 sirasiyla 0,98, 0,9 ve 1 olarak elde edilmistir. Elde edilen
bulgular, 3B yazicilarin {iretim siireglerinde kalite tahmini ve optimizasyonu i¢in makine Ogrenmesi
uygulamalarinin etkili bir ara¢ oldugunu gostermektedir. Ayrica bu ¢alisma, 3B baski siireglerinde kalite kontrolii
ve tasarim optimizasyonuna yeni bir perspektif sunmaktadir.
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Abstract

This study examines how printing parameters affect the roughness, tensile strength, and elongation of 3D-
printed parts used in various applications. Machine learning-based regression models were employed to
optimize product quality. The open-source "3D Printer Material Requirement"” dataset obtained from the
Kaggle platform was utilized to predict product quality. This dataset includes input parameters such as layer
height, wall thickness, infill density, infill pattern, nozzle temperature, bed temperature, print speed, printing
material (PLA and ABS), and fan speed. These parameters were analyzed for their impact on the product's
roughness, load resistance, and elongation under tensile force. Based on these evaluations, product quality
was estimated according to its intended use. Parameters such as layer height, wall thickness, infill density,
infill pattern, nozzle temperature, bed temperature, print speed, printing material, and fan speed were
identified as key factors influencing output performance. Within this framework, prediction models including
Linear Regression (LR), Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM),
Gaussian Process Regression (GPR), and Multi-Layer Perceptron (MLP) were developed, and their
performances were assessed using metrics such as accuracy (R?), error rates (RMSE, MSE, MAE), and
computational time. Among these methods, GPR demonstrated the highest prediction accuracy for
elongation, tensile strength, and roughness, with respective values of 0.98, 0.9, and 1. The findings indicate
that machine learning applications are effective tools for quality prediction and optimization in the production
processes of 3D printers. Furthermore, this study provides a novel perspective on quality control and design
optimization in 3D printing processes.
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1. Introduction

3D printing is an additive manufacturing process that creates physical three-dimensional objects from digital
maodels by depositing materials layer by layer, offering advantages over traditional subtractive manufacturing
methods [1]. Today, 3D printing has revolutionized design and manufacturing by enabling rapid prototyping,
producing intricate geometries, and facilitating cost-effective small-scale production. This technology is
widely adopted in both industrial and personal applications. The technology plays a significant role in areas
such as prototype production, medical devices, and aerospace applications. However, the multitude of
parameters influencing the quality of 3D-printed parts complicates process optimization. The printing process
involves parameters that can impact print quality, microstructure, and certain properties [2]. These properties
can be enhanced through the optimization of parameters such as layer height, infill density, nozzle
temperature, and print speed. Nevertheless, traditional experimental approaches to understanding these
parameters' effects are often time-consuming and costly. Machine learning algorithms, by analyzing
multidimensional and complex datasets, offer the potential to predict these effects quickly and effectively.

The integration of data-driven artificial intelligence and its subset, machine learning (ML), accelerates the
optimization of 3D printing parameter settings while reducing time and cost [3]. Recent advances in ML
have opened new avenues to address these challenges. ML algorithms can uncover complex relationships
between input parameters and output quality metrics, enabling more accurate predictions and optimizations.
Leveraging these capabilities, this study aims to develop a predictive framework for 3D-printed part quality
and reduce reliance on experimental trial-and-error methods.

This study utilizes the "3D-Printer Material Requirement" dataset available on Kaggle [4] to predict 3D
printing part quality through machine learning-based regression methods. The results provide detailed
insights into the effects of printing parameters on part quality and offer actionable outputs for quality
optimization. Parameters such as layer height, wall thickness, infill density, infill pattern, nozzle temperature,
bed temperature, print speed, printing material (PLA and ABS), and fan speed were analyzed for their effects
on surface roughness, tensile strength, and elongation at break of the printed parts.

Optimizing these parameters to enhance product performance not only ensures material savings but also
enables the production of higher-quality outputs. In addition, this study will ensure that the product to be
printed on the 3D printer is manufactured with optimum accuracy according to its intended use. For example,
a spur gearbox mechanical part that is expected to be resistant to loads and tensile forces that may occur, or
a figurine that is constantly in a static state and is not exposed to any load but is expected to have minimum
roughness and can be used as an ornament, will be obtained with optimum printing.

In this paper; Chapter 2 includes a literature review in which similar studies on the subject are researched and
presented. Chapter 3 provides the contributions of this study to the literature and the originality of the study.
Chapter 4 presents the materials and methods required for the implementation of this study. Chapter 5
provides experimental results as a result of the study and evaluates these results. Chapter 6 includes the
evaluation of the success of the study according to the results obtained and its interpretation and conclusion.

2. Literature Review

The manufacturing of parts using 3D printing techniques and products (Figure 1) is widely applied for various
purposes, including robotic applications [5-7], healthcare services [8-10], space exploration [11], aviation
[12], mechanical fasteners [13], and diverse products offering practical solutions for everyday life [14]. These
parts, whether designed to operate under static and dynamic loads or to perform tasks without being subjected
to any loads, must be manufactured with high quality according to their intended use by employing the correct
method and appropriate printing parameters. Therefore, optimizing product quality based on the intended
application through different 3D printing parameters ensures the successful completion of the manufacturing
process.
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Figure 1. Examples of 3D-printed products; a) Prosthetic hand [5], b) Propeller [6], c) Quadruped robot [7], d) Dental
implant [8], e) Prosthetic arm [9], f) Prothetic leg [10], g) Drone [11], h) Spur gear [12], i) 3D-printed bridge [13]

Artificial intelligence algorithms can be leveraged to predict the quality of parts produced through 3D
printing. By evaluating the effects of printing parameters on the output product, it becomes possible to
optimize part quality. Recent studies have demonstrated the effectiveness of machine learning in optimizing
3D printing parameters [15-22, 27];

Omigdobun et al. [15] developed a predictive framework employing multiple machine learning regression
algorithms to enhance the mechanical and thermal properties of PLA, a 3D printing material, for biomedical
applications. They achieved high prediction accuracies, with R? metrics of 0.9173 and 0.8772 for
compressive and tensile strengths, respectively. Kasim et al. [16] investigated the influence of infill density
and print speed on the microstructure and tensile behavior of 3D-printed parts. Their results indicated that
maintaining a print speed below the threshold of 40 mm/s positively impacts product quality, while higher
infill percentages enhance the part's strength.

Zhang et al. [17] optimized the dynamic performance of 3D-printed spur gears using a Genetic Algorithm-
based Artificial Neural Network for multi-parametric regression. By analyzing parameters such as nozzle
temperature, print speed, bed temperature, and infill percentage, they concluded that wear performance
improved threefold. Pereira et al. [18] evaluated parts produced with varying layer thickness, print speed,
infill density, infill pattern, and material parameters through tensile, compression, and bending mechanical
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tests. Their optimization aimed to minimize time and total weight, resulting in a 72.39% reduction in print
time and a 9.06% increase in mass.

Sani et al. [19] emphasized the potential of Artificial Intelligence-Augmented Additive Manufacturing
(AlI2AM) technology in detecting defects, improving production quality, and minimizing risks of failure. The
AlI2AM framework proved effective in optimizing printer operations under ideal conditions. Sevli [20]
focused on material selection for 3D printing using machine learning methods. By evaluating the impact of
different materials on print parameters and outcomes, the study proposed a model for optimal material
selection, achieving 100% accuracy in classification using the Logistic Regression algorithm.

Dabbagh et al. [21] employed Gradient Boosting Regression (GBR) to determine the optimum printing
parameters for manufactured parts, achieving a prediction accuracy with an R? score of 0.954. Similarly, Jatti
et al. [22] used a machine learning regression model to predict tensile, impact, and bending test outcomes for
printed parts, achieving lower percentage errors of 3.109, 6.532, and 3.712, respectively.

Nair et al. [27], in a study similar to this one, performed the prediction of 3D model selection using various
machine learning methods and evaluated the processes of elongation, roughness, and tensile strength. The
success evaluation of the results they obtained has been compared with the success rates in the results section
of this study.

These studies demonstrate the growing role of machine learning in enhancing the quality and efficiency of
3D printing, paving the way for advanced manufacturing solutions.

3. Contribution and Novelty

This study offers a novel perspective on the application of machine learning algorithms in 3D printing
processes. The multidimensional structure of the dataset highlights the interactions among multiple printing
parameters, enabling a deeper understanding of their effects on print quality. By comparing the performance
of different regression models, the study identifies the most suitable algorithm, providing valuable
contributions to both academic literature and industrial applications. The application of machine learning
techniques, particularly regression methods, to predict 3D printer quality constitutes a noteworthy
methodological contribution. Unlike traditional analytical methods, these models enable the modeling of
more complex relationships and generate actionable predictions.

The proposed model captures the nonlinear effects of parameters, facilitating accurate adjustments to printer
settings and improving quality in the production process. This is particularly advantageous for rapid
prototyping, small-batch production, and personal manufacturing processes, yielding significant time and
cost savings. Moreover, the study can serve as a decision-support tool for 3D printer users, assisting them in
optimizing parameters ranging from material selection to print speed, thereby enhancing the overall printing
experience and outcomes.

4. Material and Method
4.1. Feature of 3D printer dataset

In this study we used an open access dataset, which publish in kaggle platform (3D Printer Material
Requirement-  https://www.kaggle.com/datasets/shubhamgupta012/3d-printer-material-requirement) [4].
This dataset provides comprehensive information on various parameters and properties involved in the 3D
printing process. It includes data on factors such as layer thickness, wall width, infill density, infill pattern,
nozzle temperature, bed temperature, printing speed, material type, fan speed, surface roughness, tensile
strength, and elongation. These variables are critical elements that can influence the quality, durability, and
aesthetic appearance of 3D-printed objects. Researchers can analyze this dataset to understand how different
printing parameters affect the final output. The data can be utilized to explore correlations between printing
settings and the physical properties of printed objects, optimize printing conditions, and identify new trends
in 3D printing techniques. The primary goal of this dataset is to facilitate the analysis and experimentation of
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3D printing processes, enabling users to make informed decisions about printing settings to achieve desired
results.

4.2. Regression analysis based machine learning methods

4.2.1. Multiple linear regression model

In the multiple linear regression model, the dependent variable y is predicted based on multiple independent
variables (x4, x,, x3 ... x,,) Each of these independent variables is included in the model with a separate
coefficient to explain its effect on the dependent variable. The general equation of the model is as follows
[23]:

Yy =bo+bixq + byx; + -+ byx, +€ 1)

y is the dependent target variable, , x4, x,, x3 ... x,, are the independent input variables, b, is the intercept
term, by, b, , b .... byare the coefficients of each independent variable, and e represents the error term. The
objective is to determine the coefficients (b, , by, b, ... b;,) that best predict the dependent variable yyy. In
multiple regression, the coefficients (b, , by, b, .... b;,) are estimated using the Ordinary Least Squares (OLS)
method, as shown in Equation (2). The Residual Sum of Squares (RSS) cost function, defined in Equation
(3), is minimized to calculate these coefficients.

b= (XTX)"1XTy 2)
RSS = Minimize Y1, (v; — 9;)? ®)

4.2.2. Decision tree regression model

The Decision Tree Regression Model is a widely used non-linear predictive modeling method valued for its
interpretability and ability to manage both numerical and categorical data effectively. In this study, the
Decision Tree algorithm [24] was applied to evaluate its performance in predicting target variables such as
roughness, tensile strength, and elongation, using independent variables including layer height, wall
thickness, infill density, nozzle temperature, bed temperature, print speed, and fan speed.

The model operates by iteratively dividing the dataset into smaller subsets based on feature values, resulting
in a tree-like structure. At each decision point, the algorithm identifies the feature and threshold that minimize
the variance within the resulting partitions. This splitting process continues until predefined conditions, such
as maximum tree depth or a minimum number of samples per leaf, are met. The predicted value for each
terminal node is the mean value of the target variable for the data points in that subset.

In this study, hyperparameters like maximum tree depth and minimum samples per split were fine-tuned to
balance prediction accuracy and prevent overfitting. The Decision Tree Regression Model effectively
captured non-linear relationships between the independent variables and the target outcomes, providing
valuable insights into the factors significantly influencing roughness, tensile strength, and elongation.

4.2.3. Random forest regression model

The Random Forest (RF) regression technique constructs an ensemble of decision trees to perform regression
tasks. In this approach, multiple regression trees are generated, and their predictions are combined to produce
a final result, typically by averaging their outputs [25]. This method operates by recursively dividing the input
data into subsets through binary splits, creating a hierarchical structure resembling a forest. At each split, the
algorithm identifies the feature and threshold that best separate the data into smaller, more homogeneous
groups. This process minimizes the sum of squared deviations within the resulting partitions [25]. The
regression tree algorithm focuses on optimizing the partitioning at each node by solving the following
minimization problem :
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argmin[PVar(Y,) + BVar(Y,)] x =xf,j=123..,M 4)
In Eq. (4), Piand P; resent the probabilities of the left and right child nodes, respectively. M denotes the total
number of features in the dataset. X; and x? indicate the feature and its optimal split point. Var(Y)), Var(Y:)
correspond to the variance of the target variable in the left and right child nodes. The algorithm seeks to
achieve the optimal split by minimizing the weighted variance of the target variable across the two partitions.
This approach is notably robust to outliers and variations in the dataset, making it effective for regression
tasks where data quality may vary. By leveraging the strengths of multiple decision trees, Random Forest
regression provides a more stable and reliable prediction compared to individual regression trees.

4.2.4. Supported vector machine regression model

Support Vector Machines (SVMs) are supervised learning methods applied to both classification and
regression problems [20]. When adapted for regression tasks, the dataset can be represented as [24]:

D= {(xl'yl)' (xZI yZ)' oy (xl' yl)} (5)

Here, xi represents the N-dimensional input features, and y; denotes the corresponding output variable. The
regression function is defined as:

fG) =(w,x)+b (6)

n this equation, www is the weight vector (also known as the normal vector), X is the input vector, and b is
the bias term. The dot product w, x ensures that the inputs and weights are isodimensional. The goal in
Support Vector Regression (SVR) is to determine a function f(x) that estimates the output values y; with a
maximum allowable deviation €, while minimizing the distance between two parallel planes surrounding the
data. To achieve this, the optimization problem involves minimizing the norm of the vector w, formulated
as:

mins w2 + C X1y (& + &) )
yi—wx)—b < e+ ®)
wx)+b—y; < e+ ¢ 9)
fi,é‘: >0 (10)

Here, &, g’-;‘ are slack variables that allow deviations beyond e. C is a regularization constant greater than 0,
balancing the trade-off between the model's complexity and the tolerance for errors. Compared to traditional
neural network-based supervised learning methods, SVMR employs the principle of structural risk
minimization. This approach not only minimizes the empirical error (training error) but also reduces the
generalization error's upper bound, making the model robust and effective for unseen data.

4.2.5. Gaussian process regression (GPR)

Gaussian Process Regression (GPR) is a non-parametric machine learning technique designed to predict the
values of continuous response variables. This method models the output variable as a Gaussian process by
establishing covariance relationships with the input features. A key advantage of GPR lies in its flexibility,
as it offers a range of covariance (kernel) functions, enabling the selection of the most appropriate function
for the specific problem at hand. This adaptability allows the creation of models capable of capturing
relationships of varying complexity. A Gaussian process extends the Gaussian distribution concept from
random variables to functions. While a Gaussian distribution describes the distribution of random values, a
Gaussian process represents the distribution over functions. The Gaussian process function f(x) is defined
using a mean function m(x) and a covariance function k(x, x’ ) as shown below [26]:

m(x) = E(f(x)) 11)
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k(x, x") = E(f(x) —m(x))(f(x") — m(x"))) (12)

Here, , k(x, x") represents the kernel or covariance function that describes the relationship between different
points in the input space. The function (x) can be expressed as:

f(x) = GP(m(x), k(x. x")) (13)

Typically, the mean function m(x), is assumed to be zero for simplification. The relationship between the
input vector x; and the output variable y; in GPR can be described as:

yi=flx)te (14)

In this equation, f(x) represents the regression function, while € denotes the noise term, typically modeled as
Gaussian noise. The covariance matrix for the Gaussian process is defined by k;; which specifies the
covariance between two points f(xi) and f(xj).in the input space as Eq.(15). The covariance matrix can be
represented as Eq.(16)

ki.j = k(Xi, x,-) (15)
k(xy,x1)  k(xqg,xz)  k(xq,x,)

k = : : : (16)
k(xn, xl) k(xn' xn)

This covariance structure allows GPR to capture the relationships between inputs, making it a robust
approach for modeling complex patterns in data. By leveraging this framework, GPR can provide accurate
predictions while accounting for uncertainty in the data.

4.2.6. Multi-layer perceptron regression model

The MLP (Multi-Layer Perceptron) regression model is an artificial neural network model designed to
predict a numerical target value by working through multiple layers of nonlinear transformations from
input to output. The independent variables in the model's input are represented by the vector x =
[x1, %5, ..., x4]7, and this vector is passed to the first hidden layer. At each hidden layer, the following
transformation is performed [24]:

20 = g(WO . z(-D 4 p®) (17)
Here: I, layer number, z(1-1) is the output of the previous layer. W(l), Weight matrix of I-th layer, b(l),
The bias vector of the I-th layer, g is the activation function (ReLU, Sigmoid, Tanh, vb.). While

activation functions are generally used to add nonlinearity in hidden layers, activation function is
generally not applied in the output layer because of the regression problem. The output is;

y = w©) . z(1) 4 K (18)
W s the weight vector from the last hidden layer to the output layer, b(®) bias term of the output
layer, z() is the output of the last hidden layer. A loss function is defined based on the difference

between the model's prediction and the actual values. N, total number of data, y; actual target value, ¥;
, is the model's predicted value.

L=33 0w (19)
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Model weights and bias values are optimized via derivatives of the loss function. §(®), represents the error
signal in the output layer. The error signal in the hidden layers is calculated by the chain rule, the learning

rate ism. g'(z(?) is the derivative of the activation function. © expresses element-wise multiplication.

5§ =9—y

5O = (w(l+1))'|'8(1+1) 0) gr(z(l))
WO =w® —p.50. (Z(l—l))T
bW =p® —y.s0

4.3. Selected parameters of ML methods

(20)
(21)
(22)
(23)

In this study, the dataset was evaluated using 10-fold cross-validation to ensure robust training and testing.
This method splits the data into 10 equal parts, using 9 folds for training and 1 fold for testing iteratively,
thus maximizing the use of the dataset while minimizing bias and variance in performance evaluation. The
parameters employed in the regression models are detailed in Table 1, showcasing the specific configurations
used for each model. This approach ensures a comprehensive and fair comparison of model performance
across varying conditions.

Table 1. Parameter of used regression models

Multiple Linear Regression

(MLR)

Decision Tree (DT)

Random Forest (RF)

Support  Vector
(SVM)

Machine

Gaussian Process Regression

(GPR)

Multi-Layer
Regression (MLP)

Perceptron

Preset: Robust Linear

Term: Linear

Robust option: On

Preset: Fine

Min. leaf size:4

Surrogate dessicion splits: Off
Preset: Boosted Trees

Min. leaf size:8

Number of leraners:30

Learning rate:0.1

Preset: Cubic

Kernel function: Cubic

Kernel scale: Auto

Box constraint: Auto

Epsilon: Automatic

Standardize data: True

Preset: Exponential GPR

Basis function: Constant

Kernel function: Squared Exponential Use Isoterapic kernel true
Kernel scale: Automatic

Signal standard deviation: Automatic
Sigma: Automatic

Standardize: True

Optimize numeric parameters: True
Preset: Medium

Number of fully connecte layer: 1
First layer size: 25

Activation: ReLu

Iteration limit:1000
Regularization streght: 0
Standardize data: True

4 4. Performance evaluation metrics

In this study, the performance of the regression models was assessed using six metrics, which are
essential for evaluating the models' accuracy and generalizability. To determine performance, the
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regression coefficient (R?), mean absolute error (MAE), mean squared error (MSE), and root mean
squared error (RMSE) were calculated. These metrics are described mathematically as Eq. (24-27).

1 A
MAE = ¥ |y = il (24)

This metric calculates the average of the absolute differences between actual (y;) and predicted (¥;)
values. A low MAE indicates that the model's predictions closely match the actual values.

MSE = ~3", (v; = 91)? (25)

This metric takes the average of the squared differences between actual and predicted values, giving
greater weight to larger errors. A lower MSE indicates higher model accuracy.

RMSE = J%Z?ﬂ i = 9:)? (26)

The RMSE provides the average size of prediction errors in the original measurement units. A low
RMSE suggests that the model makes precise predictions.

2 Xi—9)?
R T(i-y)? 27)

This metric explains the proportion of variability in the dataset accounted for by the model. Values close to
1 indicate that the model has high explanatory power, effectively capturing the patterns in the data. N is the
number of samples, y is predicted value of y, y is mean of experimental results of y.

5. Experimental Results and Discussion

In this study, all solutions were tested on a workstation with an Intel Core i7-9700K, RAM: 16 GB DDRA4,
GPU: NVIDIA GTX 1660 Ti and 64-bit Windows 11 Pro features. MATLAB 2023a version was used for
all applications within the scope of the study.

5.1. Description of the datasets

The characteristics of the dataset are illustrated in Figure 2. The horizontal line connected to the dashed line
represents the minimum and maximum values within the dataset. The blue box indicates the interquartile
range, with its upper and lower boundaries corresponding to the 75th and 25th percentiles, respectively.
Additionally, outliers are depicted as small circular markers positioned outside the minimum and maximum
distribution, highlighting data points that deviate significantly from the central range. This visualization
provides a comprehensive overview of the dataset's spread, variability, and outlier presence.
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Figure 2. The analysis of the variables

In Table 2, specific statistical parameters have been calculated and presented for a comprehensive analysis
of the dataset. Parameters such as layer height and wall thickness exhibit relatively homogeneous
distributions, with low standard deviations (0.0626 and 2.95, respectively). In contrast, parameters like infill
density and fan speed show higher standard deviations (27.55% and 35.83%, respectively), reflecting a wider
variation. This indicates that some parameters were optimized within specific limits, while others were tested
across a broader range. Nozzle temperature and bed temperature exhibit controlled variations, with standard
deviations of 15.09 and 8.65, respectively, suggesting that these parameters were adjusted according to
material compatibility. Regarding outputs, roughness (standard deviation 95.70) and tensile strength
(standard deviation 9.20) demonstrate significant variability, indicating differences in mechanical
performance and surface quality. On the other hand, elongation values vary within a narrower range (standard

deviation 0.76), indicating more consistent results in terms of flexibility.

Table 2. Statistical analysis of the dataset

Feature Count Mean Std Min 25% 50% 75% Max
Layer Height 132 0,098182 0,062608 0,02 0,0525 0,1 0,15 0,2
Wall Thickness 132 5,683333 2,952943 1 3 6 8 12
Infill Density 132 54,72727 27,54551 10 40 50 80 100
Nozzle Temperature 132 2222727 15,09411 200 210 220 230 250
Bed Temperature 132 70,37879 8,651839 60 65 70 75 100
Print Speed 132 64,24242 28,59858 40 40 60 60 120
Fan Speed 132 48,5303 35,83433 0 25 50 75 100
Roughness 132 160,5455 95,7039 21 78,25 149,5 220 368
Tension Strength 132 19,75758 9,202108 4 12 18,5 27 38
Elongation 132 1,625 0,762498 0,4 1,025 15 2,175 3,3
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Pearson correlation coefficients (PCCs) of any two variables
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Figure 3. Coefficients of Pearson Correlation (PCC) of roughness, tension strength and elongation

Figure 3 presents the Pearson Correlation Coefficients (PCCs), which measure the strength and direction of
linear relationships between pairs of variables. Upon analysis, it becomes evident that roughness, tensile
strength, and elongation exhibit weak or insignificant linear correlations with other independent variables,
such as layer height, wall thickness, infill density, nozzle temperature, bed temperature, print speed, and fan
speed. This lack of strong linear associations suggests that these target variables may be influenced by more
complex, non-linear interactions among the independent variables, which are not adequately captured
through simple correlation metrics. The absence of significant linear relationships highlights the limitations
of using basic statistical tools to understand the underlying patterns within the dataset. It indicates that the
interactions between the variables are likely more intricate, requiring advanced methods to fully uncover and
interpret their effects. For example, roughness may depend on a combination of layer height, print speed, and
fan speed, but in a way that does not manifest as a straightforward linear relationship. Similarly, tensile
strength and elongation could be affected by multiple features simultaneously, with interactions and
thresholds that are not evident in linear analyses. In light of these findings, it became necessary to employ
regression models capable of capturing complex, non-linear dependencies. To address this, three different
machine learning models were developed as part of this study. These models aim to provide a more detailed
understanding of the relationships between the independent variables and the target outputs. By leveraging
machine learning techniques, the models are designed to identify hidden patterns, interactions, and trends
that are not discernible using traditional linear approaches. This approach ensures a more robust and
comprehensive analysis, offering valuable insights into the factors influencing roughness, tensile strength,
and elongation, and ultimately supporting the optimization of 3D printing parameters for improved
performance.
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5.2.Single-variable partial dependence visualization for printed prototype of roughness,
tension strength and elongation

Single-variable partial dependence plot is a type of plot that visualizes the effect of an independent variable
on a target variable. This plot focuses on the analysis of only one independent variable and aims to isolate
the effect of the selected variable on the target variable, holding the effect of all other independent variables
constant. In this work, it has been used to increase the "explainability" of machine learning models (e.g.,
random forest, gradient boosting models) and understand how the model responds to that variable. In Figure
4, Figure 5 and Figure 6, the effect of 'layer height, wall thickness, infill density, infill pattern, nozzle

roughness, tension strenght and
elongation are presented based on the result of partial dependency analysis.
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Figure 4. Single-variable partial dependence visualization for roughness

Figure 4 shows the effect of the specified parameters on roughness. When the graphs are considered, one of
the most obvious changes is the increase in roughness as the layer height increases. In addition, an increase
in roughness value is seen when the nozzle temperature exceeds 225°C.
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Figure 5. Single-variable partial dependence visualization for tension strenght
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Figure 5 shows the effects of the input parameters on tension strength. The increase in fan speed, printing
speed, nozzle temperature and bed temperature leads to a decrease in tension strength. It is seen that the
optimum nozzle temperature is approximately 210 C and the optimum filling ratio is 90% for the specified
conditions to obtain the highest tension strength. The increase in layer height and wall thickness also increases

tension strength.

elongation
N N N N
o N £ (<>}

®

=)

elongation
©

o

0.1
layer height

215

21

elongation
N
N o
o (9]

19.5

19
60 80

bed temperature

0.2 0

5 10
wall thickness

20.5

elongation
©

175t a1

100 " 50

22

elongation
= N
© o

)

14

100

print speed

ST -
0 50 100
infill density

215

N

elongation
= N
N © N o
© (3,1 o (5]

elongation

19.76

19.74

-~ ©

© ~N

~ N
elongation

19.68

19.66 4
0 50 100

infill pattern

20.2

© © N
=) ® =)

elongation

©
~

©
[N}

o
1)
o

material

0.5

o

50

N
=]

®

16

14 S S S S S ——
200 250
nozzle temperature

IS S

100

fan speed

Figure 6. Single-variable partial dependence visualization for elongation

Figure 6 shows the results of the elongation effect according to these parameters. When the graphs are
examined, it is seen that similar results are obtained to the effects seen in tension strength.

The success comparison of the methods according to the parameters of R2, RMSE, MSE, MAE, estimation
rate, training time is presented in Table 3.
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Table 3. Performance metrics for Elongation, Tension strength,Roughness prediction

Parameter Method RMSE R- MSE MAE | Prediction | Training | Model
Squared Speed Time Size
(obs/sec) (sec) (kB)
Elongation MLR 0.51526 0.54 0.26549 | 0.40592 4900 5.9446 11
DT 0.36187 0.77 0.13095 | 0.24103 2300 0.7988 9
SVM 0.23887 0.90 0.057059 | 0.15823 2700 1.0253 10
RF 0.30746 0.84 0.09453 | 0.21588 1600 24777 167
GPR 0.10417 0.98 0.010852 | 0.027385 5400 1.0999 19
MLP 0.2485 0.89 0.061754 | 0.062839 6200 2.0725 14
Tension MLR 4.911 0.71 24.118 3.0868 1600 1.7326 53
strength DT 5.3234 0.66 28.339 3.7534 4100 0.76664 8
SVM 4.1156 0.80 16.938 2.6388 4100 0.67843 10
RF 4.6571 0.74 21.688 3.0317 1700 2.0643 167
GPR 2.833 0.90 8.0257 | 0.78883 5900 1.3456 19
MLP 4.5639 0.75 20.829 1.5082 6700 3.1345 9
Roughness MLR 51.458 0.71 2647.9 42.569 4000 1.1285 11
DT 24.405 0.93 595.62 17.749 4700 14112 9
SVM 10.745 0.99 115.46 9.8676 3600 0.80012 8
RF 21.089 0.95 444,73 14.805 1200 4.7927 167
GPR 1.3543 1.00 1.8341 | 0.24223 4200 2.3904 19
MLP 4.8427 1.00 23452 | 0.87258 6700 3.5984 9

According to Table 2, Gaussian Process Regression (GPR) emerges as the most accurate method overall.
GPR consistently achieves the lowest error rates (RMSE, MSE, MAE) and the highest R? values across all
parameters. For instance, in elongation, it achieves an RMSE of just 0.10417 and an R? of 0.98, demonstrating
superior predictive performance. Similarly, in tension strength, GPR achieves an RMSE of 2.833 and an R?
of 0.90, while in roughness, it reaches an RMSE of 1.3543 and an R? of 1.00, indicating exceptional accuracy.
As alternatives, Support Vector Machine (SVM) and Artificial Neural Networks (MLP) also deliver
commendable results in many cases. SVM, for example, performs well in predicting elongation and tension
strength, with R? values of 0.90 and 0.80, respectively. MLP, on the other hand, matches GPR in terms of
accuracy for roughness with an R? value of 1.00 while excelling in prediction speed. For instance, MLP
achieves the fastest prediction speed at 6700 obs/sec. Meanwhile, Random Forest (RF) provides reasonably
accurate results, though slightly less precise compared to GPR and SVM. RF's R?values for elongation,
tension strength, and roughness are 0.84, 0.74, and 0.95, respectively. However, its large model size (167
kB) and relatively slow prediction speed can be disadvantages in scenarios with large datasets. In contrast,
Multiple Linear Regression (MLP) and Decision Tree (DT) methods generally perform worse in terms of
accuracy compared to other methods. Linear Regression has the lowest performance in terms of RMSE and
RZ. For example, in roughness, it records an RMSE of 51.458 and an R? of only 0.71. Similarly, DT offers
faster prediction speeds but is limited in accuracy. So, Gaussian Process Regression (GPR) yielded the
highest prediction accuracies: 0.98 for elongation, 0.90 for tensile strength, and 1.00 for roughness.

In conclusion, GPR is recommended for the highest accuracy and reliability, while MLP is ideal for speed-
focused predictions. The combination of GPR’s accuracy advantage and MLP’s speed superiority highlights
that the choice of method should depend on the requirements of the specific application. SVM offers a
balanced option between accuracy and speed, whereas RF may face limitations in memory usage and
prediction time with larger datasets.

Figure 7, Figure 8 and Figure 9 show the effect of the 3D printer's operating parameters, namely layer height,
wall thickness, infill density, infill pattern, nozzle temperature, bed temperature, print speed, material, fan
speed on the roughness, tension strength and elongation of the prototype part, which are predicted graphs in
Figure 7. The predicted results of the MLR (a), DT (b), SVM (c), RF (d), GPR (), MLP (f) models are
presented with graphs, respectively. The x-axis represents the actual experimental data, and the y-axis
represents the predicted values. The fact that the points are on the linear line shows the high success of the
prediction.
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Figure 7. Prediction performance plots for elongation

Figure 7 shows the results of the prediction performance for elongation. According to the graphs, the most
successful results are obtained with the GPR, SVM and MLP methods.
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221



Firat Univ Jour. of Exp. and Comp. Eng., 4(1), 206-225, 2025

A.B. Tatar

Figure 8 shows the results of the estimation performance for roughness. According to the graphs, the methods
that make the estimation with maximum accuracy are GPR and MLP.
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In this study, only one work in the literature was identified that predicts the three performance metrics
(elongation, tension strength, roughness) of parts produced using the same dataset. Table 4 was prepared to
compare the results obtained using our methods with those reported by Nair et al. [27]. In their study, Nair
and colleagues [27] utilized 29 different ML regression models and reported the lowest prediction errors for
each output variable (elongation, roughness, tension Strength) based on Mean Absolute Error (MAE) values
as follows: 0.3421 for the Elongation parameter using the Radial Basis Function Regression method, 39.2895
for the Roughness parameter using the Additive Regression method, and 5.2789 for the Tension Strength
parameter using the Random Forest method.

In this study, the best prediction error values obtained for all three parameters were lower than those reported
by Nair et al. Specifically, the prediction errors achieved in this study were 0.2485 for elongation (using the
MLP method), 2.833 for tension strength (using the GPR method), and 1.3543 for roughness (using the GPR
method).
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Table 4. Performance comparison with studies using the same dataset

Parameter Method RMSE Value in [23] RMSE Value in
this study
MLR 0.595 0.51526
DT 0.732 0.36187
SVM - 0.23887
Elongation RF 0.4908 0.30746
GPR - 0.10417
MLP 0.5584 0.2485
MLR 6.0349 4911
DT 11.3935 5.3234
SVM - 4.1156
Tension Strength RF 5.8104 4.6571
GPR - 2.833
MLP 10.0624 4.5639
MLR 58.7044 51.458
DT 68.348 24.405
SVM - 10.745
Roughness RF 49.5023 21.089
GPR - 1.3543
MLP 52.879 4.8427
6. Conclusion

In this study, a comprehensive machine learning-based analysis was conducted to evaluate the effects of
various 3D printing parameters on the mechanical and aesthetic properties of printed outputs. Key parameters
such as layer height, wall thickness, infill density, nozzle temperature, bed temperature, print speed, and fan
speed were systematically varied, and their impacts on critical output characteristics, including surface
roughness, tensile strength, and elongation, were assessed. The material type, particularly PLA and ABS,
plays a crucial role in determining the roughness, tensile strength, and elongation of 3D-printed parts. PLA,
known for its rigidity and ease of printing, typically produces smoother surfaces due to its lower melting
temperature and better layer adhesion, resulting in reduced roughness. On the other hand, ABS exhibits
higher elongation and better impact resistance due to its ductile nature, making it ideal for parts subjected to
mechanical stresses. The choice between PLA and ABS thus directly influences the trade-offs between
surface quality, strength, and flexibility, requiring careful consideration based on the intended application of
the printed part.

The interplay between these parameters demonstrates the complex relationship between printing conditions
and material performance, highlighting the need for fine-tuning to achieve a balance between surface quality,
strength, and flexibility in 3D-printed parts.

The most successful methods in this study were estimation errors obtained using the MLP method for
elongation, 0.2485, For tensile strength, it was obtained as 2.833 using the GPR method and for roughness,
it was obtained as 1.3543 using the GPR method. This study demonstrates that machine learning models,
particularly Gaussian Process Regression (GPR) and Multi-Layer Perceptron (MLP), provide highly accurate

predictions of 3D-printed part quality. These findings highlight the potential for Al-driven optimization in
additive manufacturing, reducing trial-and-error in material selection and print parameter adjustment.
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