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Abstract: Today, in computer science, a computational challenge exists in finding a globally optimized solution from an enormously large 

search space. Various metaheuristic methods can be used for finding the solution in a large search space. These methods can be explained 

as iterative search processes that efficiently perform the exploration and exploitation in the solution space. In this context, three such nature 

inspired metaheuristic algorithms namely Krill Herd Algorithm (KH), Firefly Algorithm (FA) and Cuckoo search Algorithm (CS) can be 

used to find optimal solutions of various mathematical optimization problems. In this paper, the proposed algorithms were used to find the 

optimal solution of fifteen unimodal and multimodal benchmark test functions commonly used in the field of optimization and then compare 

their performances on the basis of efficiency, convergence, time and conclude that for both unimodal and multimodal optimization Cuckoo 

Search Algorithm via Lévy flight has outperformed others and for multimodal optimization Krill Herd algorithm is superior than Firefly 

algorithm but for unimodal optimization Firefly is superior than Krill Herd algorithm. 

Keywords: Metaheuristic Algorithm, Krill Herd Algorithm, Firefly Algorithm, Cuckoo Search Algorithm, Unimodal Optimization, 

Multimodal Optimization. 

 

1. Introduction 

In recent times, nature inspired metaheuristic algorithms are being 

widely used for solving optimization problems, including NP-hard 

problems which might need exponential computation time to solve 

in worst case scenario. In metaheuristics methods [1, 9] we might 

compromise on finding an optimal solutions just for the sake of 

getting good solutions in a specific period of time. The main aim 

of metaheuristic algorithms are to quickly find solution to a 

problem, this solution may not be the best of all possible solutions 

to the problem but still they stand valid as they do not require 

excessively long time to be solved. Two crucial characteristics of 

metaheuristic algorithms are intensification and diversification. 

The intensification searches around the current best solution and 

selects the best candidate or solution. The diversification ensures 

that the algorithm explores the search space more efficiently. 

Maintaining balance between diversification and intensification  is 

important because firstly we have to quickly find the  regions in 

the large search space with high quality solutions and secondly not 

to waste too much time in regions of the search space which are 

either already explored or which do not provide high quality 

solutions[3]. 

In this paper, we have used three metaheuristic algorithms Krill 

Herd Algorithm (KH) [4], Firefly Algorithm (FA) [1] and Cuckoo 

Search Algorithm (CS) [5].First is the Krill Herd Algorithm which 

was developed by Amir Hossein Gandomi and Amir Hossein Alavi 

in 2011. The KH algorithm is based on the simulation of the 

herding behaviour of Krill individuals. Second is the Firefly 

Algorithm (FA) which was developed by X.-S.Yang in 2007. It 

was inspired by the flashing pattern of fireflies. Third algorithm is 

the Cuckoo search Algorithm which was developed by X.-S.Yang 

and S.Deb in 2009. It is   based on the interesting breeding 

behaviour of certain species of cuckoos such as brood parasitism. 

This paper aims to provide the comparison study of the Krill Herd 

Algorithm (KH) with Firefly Algorithm (FA) and Cuckoo Search 

(CS) Algorithm via L´evy Flights against unimodal and 

multimodal test functions. Rest of the paper is organised as 

follows. First we will briefly explain the Krill Herd Algorithm, 

Firefly Algorithm, Cuckoo Search Algorithms and several 

Mathematical benchmark functions in section (2).Then 

experimental settings and results will be shown in section (3) and 

then finally we will conclude the paper. 

2. Nature Inspired Algorithms and Optimization 

2.1. Krill Herd Algorithm 

2.1.1. Krill Swarm’s Herding Behavior 

Many Research have been done in order to find the mechanism that 

lead to the development non- random formation of groups by 

various marine animals [11,12].The significant mechanisms 

identified are feeding ability, protection from predators, enhanced 

reproduction and environmental condition [6]. 

Krills from Antarctic region are one of the best researched marine 

animals. One of the most significant ability of krills is that they can 

form large swarms [13, 14].Yet there are number of uncertainties 

about the mechanism that lead to distribution of krill herd 

[15].There are proposed conceptual models to explain observed 

formation of krill heard [16] and result obtained from those models 

states that krill swarms form the basic unit of organization for this 

species. 

 Whenever predators (Penguins, Sea Birds) attack krill swarms, 

they take individual krill which leads in reducing the krill density. 

After the attack by predators, formation of krill is a multi- objective 

process mainly including two Goals: (1) Increasing Krill density 
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and (2) Reaching food. Attraction of Krill to increase density and 

finding food are used as objective function which finally lead the 

krills to herd around global minima. In this mechanism, all 

individual krill moves towards the best possible solution while 

searching for highest density and food. 

2.1.2. Krill Herd Algorithm 

As Predator remove individual from Krill swarm, the average krill 

density and distance of krill swarm from the food location 

decreases. We assume this process as the initialization phase in the 

Krill Herd Algorithm [4]. Value of objective function for each 

individual is supposed to be combination of distance from food and 

highest density of krill swarm. Three essential actions [6] 

considered by Krills to determine the time dependent position of 

an individual krill are: 

(i) Movement induced by other krill individuals 

(ii) Foraging activity 

(iii) Random Diffusion 

We know that all the optimization algorithm should have searching 

capability in space of arbitrary dimensionality. Hence we 

generalize Lanrangian model of krill herding to n dimensional 

decision space. 

𝑑𝑋𝑖 𝑑𝑡⁄ = 𝑁𝑖 + 𝐹𝑖 + 𝐷𝑖  (1) 

Here 𝑁𝑖 is the motion induced by other krill individuals, 𝐹𝑖 is the 

foraging motion and 𝐷𝑖 stands for physical diffusion for ith krill 

individuals.  

2.1.3. Motion Induced by other krill individual 

According to research krill individuals move due to the mutual 

effects by each other so as to maintain high density [6].Movement 

for the krill individual is defined as: 

𝑁𝑖
𝑛𝑒𝑤 = 𝑁𝑚𝑎𝑥𝛼𝑖 + 𝜔𝑛𝑁𝑖

𝑜𝑙𝑑   (2) 

In Eq. (2) 𝑁𝑚𝑎𝑥 stands for  maximum induced speed which is equal 

to 0.01 (m/s) [6] , 𝛼𝑖 is the direction of motion induced which is 

estimated from target swarm density and local swarm density, 𝜔𝑛 

is the inertia weight of the motion induced, 𝑁𝑖
𝑜𝑙𝑑 is the last motion 

induced. 

𝛼𝑖 = 𝛼𝑖
𝑙𝑜𝑐𝑎𝑙 + 𝛼𝑖

𝑡𝑎𝑟𝑔𝑒𝑡
   (3) 

In Eq. (3) 𝛼𝑖
𝑙𝑜𝑐𝑎𝑙  is the local effect due to the neighbors, and 

𝛼𝑖
𝑡𝑎𝑟𝑔𝑒𝑡

 is the target direction effect due to the best krill individual.  

Attractive or Repulsive effect of the neighbors on an individual 

krill movement can be formulated as: 

𝛼𝑖
𝑙𝑜𝑐𝑎𝑙 = ∑ �̂�𝑖,𝑗�̂�𝑖.𝑗

𝑁𝑁
𝑗=1    (4) 

�̂�𝑖.𝑗 = 𝑋𝑗 − 𝑋𝑖 ‖𝑋𝑗 − 𝑋𝑖‖ + 𝜀⁄    (5) 

𝐾𝑖,𝑗 =̂ 𝐾𝑖 − 𝐾𝑗 𝐾𝑤𝑜𝑟𝑠𝑡 − 𝐾𝑏𝑒𝑠𝑡⁄   (6) 

In Eq. (4) NN is the number of the neighbors. In Eq. (5) and Eq. 

(6) 𝐾𝑤𝑜𝑟𝑠𝑡and 𝐾𝑏𝑒𝑠𝑡  are, the worst and the best fitness values of 

the krill individuals till now, 𝐾𝑖 represents the fitness value of the 

ith krill individual, 𝐾𝑗  is the fitness of jth neighbor and X represents 

the related positions. 

To choose the neighbor, using actual behavior of Krill individual, 

a sensing distance (ds) is calculated using 

𝑑𝑠,𝑖 = 1 5𝑁⁄ ∑ ‖𝑋𝑖 − 𝑋𝑗‖
𝑁
𝑗=1   (7) 

In Eq. (7) 𝑑𝑠,𝑖  is the sensing distance for the ith krill individual and 

N stands for number of krill individuals. Based on Eq. (7), two krill 

individuals are neighbor if the distance between them is less than 

𝑑𝑠. 

The effect of the individual krill having the best fitness on the ith 

individual krill is calculated as follow: 

𝛼𝑖
𝑡𝑎𝑟𝑔𝑒𝑡

= 𝐶𝑏𝑒𝑠𝑡�̂�𝑖,𝑏𝑒𝑠𝑡�̂�𝑖,𝑏𝑒𝑠𝑡  (8) 

In Eq. (8) 𝐶𝑏𝑒𝑠𝑡  is the effective coefficient of the krill with the best 

fitness and is defined as: 

𝐶𝑏𝑒𝑠𝑡 = 2(𝑟𝑎𝑛𝑑 + 𝐼 𝐼𝑚𝑎𝑥⁄ )   (9) 

Where rand is a random value in the range [0, 1], I is the actual 

iteration number, and 𝐼𝑚𝑎𝑥 is the maximum number of iterations. 

2.1.4. Foraging motion 

Foraging motion is developed in terms of two main effective 

parameters. One is the food location and the second one is the 

previous experience about the food location. This motion can be 

explained for the 𝑖𝑡ℎ krill individual as follow:  

𝐹𝑖 = 𝑉𝑓𝛽𝑖 + 𝜔𝑓𝐹𝑖
𝑜𝑙𝑑   (10) 

Where  

𝛽𝑖 = 𝛽𝑖
𝑓𝑜𝑜𝑑

+ 𝛽𝑖
𝑏𝑒𝑠𝑡   (11) 

In Eq. (10)  𝑣𝑓 is the foraging speed, 𝜔𝑓 is the inertia weight of the 

foraging motion in the range [0, 1] and 𝐹𝑖
𝑜𝑙𝑑 is the last foraging 

motion. In Eq. (11) 𝛽𝑖
𝑓𝑜𝑜𝑑

 and 𝛽𝑖
𝑏𝑒𝑠𝑡 are the food attractive effect 

and best fitness of the 𝑖𝑡ℎ krill so far respectively. Measured values 

of the foraging speed [7] is 0.02(𝑚𝑠−1).  

The center of food is found at first and then food attraction is 

formulated. The virtual center of food concentration is estimated 

according to the fitness distribution of the krill individuals, which 

is inspired from ‘‘center of mass’’. The center of food for each 

iteration is formulated as: 

𝑋𝑓𝑜𝑜𝑑 = ∑ 1 𝐾𝑖⁄ 𝑋𝑖
𝑁
𝑖−1 ∑ 1 𝐾𝑖⁄𝑁

𝑖−1⁄   (12) 

Hence, we can evaluate the food attraction for the 𝑖𝑡ℎ krill 

individual by following equation: 

𝛽𝑖
𝑓𝑜𝑜𝑑

= 𝐶𝑓𝑜𝑜𝑑�̂�𝑖,𝑓𝑜𝑜𝑑�̂�𝑖,𝑓𝑜𝑜𝑑  (13) 

In Eq. (13) 𝐶𝑓𝑜𝑜𝑑  is the food coefficient. As time passes the effect 

of food in the krill herding decrease and food coefficient is 

evaluated as: 

𝐶𝑓𝑜𝑜𝑑 = 2(1 − 𝐼 𝐼𝑚𝑎𝑥⁄ )   (14) 

The attraction towards food is defined to attract the krill swarm 

towards global optima. Based on this definition, the krill 

individuals normally herd around the global optima after some 

iteration. This can be considered as an efficient global optimization 

strategy which helps improving the global optima of the KH 

algorithm. 

The effect of the best fitness of the 𝑖𝑡ℎ krill individual is also 

handled using the following equation: 

𝛽𝑖
𝑏𝑒𝑠𝑡 = �̂�𝑖,𝑖𝑏𝑒𝑠𝑡�̂�𝑖,𝑖𝑏𝑒𝑠𝑡  (15) 

In Eq. (15) 𝐾𝑖𝑏𝑒𝑠𝑡is the best previously visited position of the 𝑖𝑡ℎ 

krill individual. 

2.1.5. Physical diffusion 

The physical diffusion of all the krills is basically a random 

process. We can express this motion in terms of maximum 

diffusion speed and a random directional vector. We can formulate 
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it as follows: 

𝐷𝑖 = 𝐷𝑚𝑎𝑥𝛿  (16) 

In Eq. (16)  𝐷𝑚𝑎𝑥  is the maximum diffusion speed [8] and 𝛿 is the 

random directional vector and it includes random values in range 

[-1, 1]. As krills position gets better, random motion is also 

reduced. Thus, another term is added to the physical diffusion 

formula to consider this effect. The effects of the motion induced 

by other krill individuals and foraging motion gradually decrease 

increase in iterations. The physical diffusion is a random vector 

hence it does not steadily reduces with increase in number of 

iterations due to which another term is added to Eq. (16). This term, 

linearly decreases the random speed with time and works on the 

basis of a geometrical annealing schedule: 

𝐷𝑖 = 𝐷𝑚𝑎𝑥(1 − 𝐼 𝐼𝑚𝑎𝑥⁄ )𝛿       (17) 

2.1.6. Motion Process of the KH Algorithm 

The defined motions frequently change the position of a krill 

individual toward the best fitness. The foraging motion and the 

motion induced by other krill individuals contain two global and 

two local strategies. KH a powerful algorithm as all these work in 

parallel. The formulations of these motions for the 𝑖𝑡ℎ krill 

individual show that, if fitness value of each of the above 

mentioned effective factor like𝐾𝑗 ,𝐾𝑏𝑒𝑠𝑡, 𝐾𝑓𝑜𝑜𝑑, 𝐾𝑖
𝑏𝑒𝑠𝑡 is better i.e. 

less than the fitness of the 𝑖𝑡ℎ krill, it has an attractive effect else 

it is a repulsive effect. We can notice from the above formulations 

that better fitness has more effect on the movement of 𝑖𝑡ℎ krill 

individual. The position vector of a krill individual during the 

interval t to t + ∆t is given by the following equation: 

𝑋𝑖(𝑡 + ∆𝑡) = 𝑋𝑖(𝑡) + ∆𝑡 𝑑𝑋𝑖 𝑑𝑡⁄   (18) 

∆t should be carefully set according to the optimization problem 

because this parameter works as a scale factor of the speed vector. 

∆t completely depends on the search space and it can be obtained 

simply by the following formula: 

∆𝑡 = 𝐶𝑡 ∑ (𝑈𝐵𝑗 − 𝐿𝐵𝑗)
𝑁𝑉
𝑗=1    (19) 

In Eq. (19) NV is the total number of variables and 𝐿𝐵𝑗  and 𝑈𝐵𝑗  

are lower and upper bounds of the 𝑗𝑡ℎ variables respectively. It is 

empirically found that 𝐶𝑡is a constant 

Number between [0, 2]. Lower the values of 𝐶𝑡 more carefully the 

krill individuals will search. 

2.1.7. Crossover 

To improve the performance of the algorithm, genetic reproduction 

mechanisms are incorporated into the algorithm. One such 

algorithm is crossover. Crossover is a genetic operator used to vary 

the programming of chromosomes from one generation to the next. 

In this Algorithm, an adaptive vectored crossover scheme is 

employed.  

We can control crossover by a crossover probability, 𝐶𝑟, and actual 

crossover can be performed in two ways: (1) binomial and (2) 

exponential. The binomial scheme performs crossover on each of 

the d components or variables/parameters. By generating a 

uniformly distributed random number between 0 and 1, the 𝑚𝑡ℎ 

component of𝑋𝑖, 𝑥𝑖,𝑚, is determined as: 

𝑥𝑖,𝑚 = {
𝑥𝑟,𝑚 , 𝑟𝑎𝑛𝑑𝑖,𝑚 < 𝐶𝑟

𝑥𝑖,𝑚 ,  𝑒𝑙𝑠𝑒
    (20) 

𝐶𝑟 = 0.2�̂�𝑖,𝑏𝑒𝑠𝑡  (21) 

In Eq. (20)  r ∈ {1, 2,. . ., i _ 1, i + 1,. . .,N}. With this new crossover 

probability, the crossover probability for the global best is equal to 

zero and it increases with decrease in fitness. 

2.2. Firefly Algorithm 

2.2.1. Behavior and nature of Fireflies 

Fireflies are the creatures that can generate light inside of it. Light 

production in fireflies is due to a type of chemical reaction.  The 

primary purpose for firefly’s flash is to act as a signal system to 

attract other fireflies. Although they have many mechanisms, the 

interesting issues are what they do for any communication to find 

food and to protect themselves from enemy hunters including their 

successful reproduction. There are around two thousand firefly 

species, and most of them produce short and rhythmic flashes. The 

pattern observed for these flashes is unique specific species. The 

rhythm of the flashes, rate of flashing and the amount of time for 

which the flashes are observed together forms a pattern that attracts 

both the males and females to each other. Females of a species 

respond to individual pattern of the male of the same species. 

The light intensity at a particular distance from the light source 

follows the inverse square law. That is as the distance increases the 

light intensity decreases. Furthermore, the air absorbs light which 

becomes weaker and weaker as there is an increase of the distance. 

There are two combined factors that make most fireflies visible 

only to a limited distance that is usually good enough for fireflies 

to communicate each other. The flashing light can be formulated 

in such a way that it is associated with the objective function to be 

optimized. This makes it possible to formulate new metaheuristic 

algorithms. 

2.2.2. Firefly algorithm 

The firefly (FA) algorithm [1, 9, 10] is a metaheuristic algorithm, 

inspired by the flashing behavior of fireflies. The primary purpose 

for a firefly's flash is to act as a signal system to attract other 

fireflies. 

Xin-She Yang formulated this firefly algorithm by taking three 

assumptions [1] 

i. All fireflies are unisexual, so that one firefly will be attracted 

to all other fireflies; 

ii. Attractiveness is proportional to their brightness, and for any 

two fireflies, the less bright one will be attracted by (and thus 

move to) the brighter one; however, the brightness can 

decrease as their distance increases; 

iii. If there are no fireflies brighter than a given firefly, it will 

move randomly. 

2.2.3. Light Intensity and Attractiveness  

Two core issues in firefly algorithm are (i) The variation of light 

intensity, (ii) The formulation of the attractiveness. 

For simplicity, it is assumed that the attractiveness of a firefly is 

determined by its brightness which in turn is associated with the 

encoded objective function of the optimization problems. In the 

simplest case for maximum optimization problems, the brightness 

I of a firefly for a particular location x could be chosen as I(x) ∝  

f(x). Even so, the attractiveness β is relative, it should be judged by 

the other fireflies. Thus, it will differ with the distance 𝑟𝑖𝑗 between 

firefly i and firefly j. In addition, light intensity decreases with the 

distance from its source, and light is also absorbed by the media, 

so we should allow the attractiveness to vary with the varying 

degree of absorption. 

Since a firefly’s attractiveness is proportional to the light intensity 

seen by adjacent fireflies, attractiveness β of a firefly can be 

defined as   

𝛽(𝑟) = 𝛽𝑜𝑒
−𝛾𝑟𝑚

, (m≥1  (22) 
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In Eq. (22), r or 𝑟𝑖𝑗 is the distance between the ith and jth fireflies.  

𝛽𝑜 Is the attractiveness at r = 0 and γ is a fixed light absorption 

coefficient. The distance between any two fireflies ith and jth at 𝑥𝑖 

and 𝑥𝑗  is the Cartesian distance and can be calculated as: 

 𝑟𝑖𝑗 =  ‖𝑥𝑖 − 𝑥𝑗‖ = √∑ (𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)2𝑑
𝑘=1  (23) 

In Eq. (23), 𝑥𝑖𝑘 is the kth component of the ith firefly (𝑥𝑖). The 

movement of ith firefly, to another more attractive (brighter) jth 

firefly, is determined by 

𝑥𝑖 = 𝑥𝑖 + 𝛽𝑜𝑒
−𝛾𝑟𝑖,𝑗

2

(𝑥𝑗 − 𝑥𝑖) + 𝛼(𝑟𝑎𝑛𝑑 −          0.5)  (24) 

In Eq. (3) the second term is due to the attraction while the third 

term is the randomization with α being the randomization 

parameter. Rand is a random number generator uniformly 

distributed in the range of [0, 1]. For most cases in the 

implementation, 𝛽𝑜 = 1 and α ∈ [0, 1]. Furthermore, the 

randomization term can easily be extended to a normal distribution 

N (0, 1) or other distributions. 

2.3. Cuckoo Search Algorithm via Lévy Flight 

2.3.1. Cuckoo’s breeding behaviour 

Cuckoo is an interesting bird species, known not only for the 

beautiful sound they make, but also for their aggressive 

reproductive strategy. Cuckoos are extremely diverse group of 

birds with regards to breeding system.  Many Cuckoo species 

follow the strategy of brood parasitism by using host individuals 

either of the same or different species to raise the young of the own. 

Cuckoo species such as Anis and Guira lay their eggs in communal 

nest though they may remove others eggs to increase the survival 

probability of their own eggs.  Some host birds can engage in direct 

conflict with the intruding cuckoos. On recognition of parasitic 

eggs, the host may kick the parasites eggs out, or build a new nest. 

Female parasitic cuckoos who are specialized in mimicry lay eggs 

that closely which resemble the eggs of their host which reduces 

the probability of their eggs being abandoned. 

Parasitic  cuckoos often choose a nest where host bird have just 

laid their eggs .The cuckoo egg hatches earlier as compared to the  

host's, and the cuckoo chick grows faster than them;. In most cases 

the chick evicts the eggs laid by host species, which increases the 

cuckoo chick’s share of food provided by its host bird. Some 

cuckoo chick can even replicate the call of host chicks to gain 

access to more feeding opportunity.   

2.3.2. Lévy flight 

A Lévy flight is a random walk in which the step-lengths have a 

probability distribution that is heavy-tailed. Research works have 

shown that flight behavior of many animals and insects 

demonstrated the typical characteristics of Lévy flights [17, 18, 19, 

20]. Fruit flies or Drosophila melanogaster, explore their landscape 

using a series of straight flight paths punctuated by a sudden 90 

degree turn, leading to a Lévy -flight-style intermittent scale free 

search pattern was shown in a study conducted by Reynolds and 

Frye. Many researches shows that Lévy flights interspersed with 

Brownian motion can describe the animals' hunting patterns [24, 

25]. Even light can be related to Lévy flights [23]. Latterly, such 

behavior has been applied to optimization and optimal search, and 

preliminary results show its promising capability [18, 20, 21, 22]. 

2.3.3. Cuckoo Search Algorithm 

Each egg in the nest represents solution, and Cuckoo egg 

represents new solution. The aim is to use the new and potentially 

better solutions (Cuckoos) to replace not-so-good or inferior 

solution in the nests. In the simplest form, each nest has one egg. 

The algorithm [5] can be extended to more complicated cases in 

which each nest has multiple eggs representing a set of solutions. 

Cuckoo search is based on three idealized rules which states that  

i. Each Cuckoo lays one egg, which represents a set of solution 

coordinates, at a time, and dumps it in a random nest. 

ii. A fraction of the nests containing the best eggs, or solutions, 

will be carried over to the next generation. 

iii. The number of nests is fixed and there is a probability that a 

host can discover an alien egg. If this happens, the host can 

either discard the egg or the nest and this result in building a 

new nest in a new location.  

When generating new solutions  𝑥𝑡+1 for the ith Cuckoo, Lévy 

Flight is performed. 

𝑥𝑖
𝑡 = 𝑥𝑖

𝑡+1 + 𝛼⨁𝐿𝑒𝑣𝑦(𝜆)   (25) 

In equation (25), α > 0 is the step size which should be related to 

the scales of the problem       of interest. In most cases, we can use 

α = O(L/10) where L is the characteristic scale of the problem of 

interest. The above equation is essentially the stochastic equation 

for a random walk. The product ⊕ means entry wise 

multiplications.  

The Lévy flight essentially provides a random walk whose random 

step length is drawn from a Lévy distribution 

Lévy ~ u = 𝑡−𝜆 , (1 < 𝜆 < 3) (26) 

This has an infinite variance with an infinite mean. Here the steps 

essentially form a random walk process with a power-law step-

length distribution with a heavy tail. Some of the new solutions 

should be generated by Lévy walk around the best solution 

obtained so far, this will speed up the local search. To ensure that 

that the system will not be trapped in a local optimum, a substantial 

fraction of the new solutions should be generated by far field 

randomization whose locations should be far enough from the 

current best solution. 

2.4. Testing Optimization Functions 

In Literature [26] there are many benchmark test functions which 

are designed to test the performance of optimization algorithms. In 

this paper we will compare and validate above mentioned 

algorithms against these benchmark functions. Seventeen 

functions [27,28,29] including many multimodal functions are 

used in this paper in order to compare and verify efficiency and 

convergence of all three above mentioned Nature Inspired 

Algorithms. Certain test functions used in our simulations are as 

follows: 

Ackley Function is multimodal function widely used for testing 

optimizat1ion algorithms. 

𝒇(𝒙) = −𝟐𝟎 𝒆𝒙𝒑

[
 
 
 

−𝟎. 𝟐√
𝟏

𝒅
∑𝒙𝒊

𝟐

𝒅

𝒊=𝟏
]
 
 
 

− 𝒆𝒙𝒑 [
𝟏

𝒅
∑𝒄𝒐𝒔(𝟐𝝅𝒙𝒊

𝒅

𝒊=𝟏

)]

+ (𝟐𝟎 + 𝒆) 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥∗ = (0,0,… . ,0) in the range 

of 𝑥𝑖 ∈ [-32.768, 32.768], for all 𝑖 = 1,2, …, d. 
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Beale function is 2- dimensional multimodal function, with sharp 

peaks at the corners of the input domain.  

 

 

Which has minimum  𝑓(𝑥∗) = 0, 𝑎𝑡 𝑥∗ = (3,0.5) in range 𝑥𝑖∈ [-

4.5, 4.5], for all i = 1, 2.  

 

Branin function is multimodal with three global minima. The 

recommended values of a, b, c, r, s and t are: a = 1, b = 5.1 ⁄ (4π2), 

c = 5 ⁄ π, r = 6, s = 10 and t = 1 ⁄ (8π). 

 

With a global minimum 𝑓(𝑥∗) = 0.397887 at 𝑥∗ =
(−𝜋, 12.275), (𝜋, 2.275) 𝑎𝑛𝑑 (9.42478,2.475 in the range 𝑥𝑖∈ [-

5, 10] and x2 ∈ [0, 15].  

 

Colville is a unimodal test function. 

 

Which has minimum  𝑓(𝑥∗) = 0, 𝑎𝑡 𝑥∗ = (1,1,1,1) in range 𝑥𝑖∈ [-

10, 10], for all i = 1, 2, 3, 4.  

DIXON-PRICE’s unimodal test function  

 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥𝑖 = 2
−

2𝑖−2

2𝑖   bin the range of 

𝑥𝑖 ∈ [-10, 10], for all 𝑖 = 1, 2, …, d. 

 

Easom function has several local minima. It is unimodal, and the 

global minimum has a small area relative to the search space.  

 

 

Which has minimum  𝑓(𝑥∗) = −1, 𝑎𝑡 𝑥∗ = (π, π) in range 𝑥𝑖∈ [-

100,100], for all i = 1, 2, 
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Shubert function an multimodal test function has several local 

minima and many global minima. Its equation is  

 

Which has minimum  𝑓(𝑥∗) = −186.7309,  in range 𝑥𝑖∈ [-10, 10], 

for all i = 1, 2, 

 

Levy Test function is multimodal function. Its equation is 

 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥𝑖 = (1,… ,1)  which is 

evaluated in the range of 𝑥𝑖 ∈ [-10, 10], for all 𝑖 = 1,2, …, d. 

 

Rastrigin function has several local minima. It is highly 

multimodal, but locations of the minima are regularly distributed. 

 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥∗ = (0,0,… . ,0)  evaluated 

in the range of 𝑥𝑖 ∈ [-5.12, 5.12], for all 𝑖 = 1, 2, …, d. 

 

Rosenbrock function is unimodal, and the global minimum lies in 

a narrow, parabolic valley. 

 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥𝑖 = (1,… ,1)  which is 

evaluated in the range of 𝑥𝑖 ∈ [-5, 10], for all 𝑖 = 1,2, …, d. 

 

Zakharov function has no local minima except the global one. It’s 

a unimodal function and its equation is  

 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥𝑖 = (0,… ,0)  which is 

evaluated in the range of 𝑥𝑖 ∈ [-5, 10], for all 𝑖 = 1,2, …, d. 



 

32  |  IJISAE, 2014, 2(3), 26–37 This journal is © Advanced Technology & Science 2013 

 

Griewank function has many widespread local minima, which are 

regularly distributed. It is a multimodal test function. 

 

With a global minimum 𝑓(𝑥∗) = 0 at 𝑥𝑖 = (0,… ,0)  which is 

evaluated in the range of 𝑥𝑖 ∈ [-600, 600], for all i = 1, …, d.  

 

Trid function has no local minimum except the global one. It is a 

unimodal function. 

 

With a global minimum 𝑓(𝑥∗) = −50 for d=6 and  𝑓(𝑥∗) = −200 

at d=10 which is evaluated in the range of 𝑥𝑖 ∈ [-𝑑2, 𝑑2], for all 𝑖 

= 1,2, …, d. 

 

Powell Function is a unimodal function 

 

This function is usually evaluated on the region xi ∈  

[-4, 5], for all i = 1, …, d. having minima  𝑓(𝑥∗) = 0 at 𝑥𝑖 =

(3, −1,0,1,… .3,−1,0) 

Eggholder function is a difficult function to optimize, because of 

the large number of local minima. It is multimodal test function. 

 

Which has minimum  𝑓(𝑥∗) = −959.6407, 𝑎𝑡 𝑥∗ =

(512,404.2319) in range 𝑥𝑖∈ [-512, 512], for all i = 1, 2.  

 

3. Implementation and Numerical Experiments 

In this section we will compare the performance of Krill Herd 

algorithm Firefly algorithm, Cuckoo search algorithm for various 

benchmark test functions. The benchmarks function include both 

unimodal and multimodal with both low and high dimensional 

problems are described in Section 2.4 and for evaluation all 

computational procedures described above has been implemented 

in MATLAB™ computer program.  In order to compare these 

algorithms we have carried out extensive simulations and each 

algorithm has been run 50 times so as to carry out meaningful 

analysis. The maximum number of function evaluations is set as 

10,000 for high dimensional functions and 1000 for low 

dimensional functions. 

Here for Krill Herd Algorithm 𝐶𝑡 is set to 0.5 and the inertia 

weights (𝜔𝑛 , 𝜔𝑓) are equal to 0.9 at beginning of search and it 

linearly decreases to 0.1 at the end. For Firefly algorithm certain 

constants are fixed as 𝛼 = 0.5, 𝛽 = 0.2 and 𝛾 = 1 for simulation. 

For cuckoo search algorithm probability for host bird is fixed 

as 𝑝𝛼 = 0.25. For simulation we have used various population 

sizes from n = 10 to 150, and found that for most problems, it is 

sufficient to use n = 15 to 50. Therefore, we have used a fixed 

population size of n = 50 in all our simulations for comparison. 

Now we will divide this section in two parts comprising 

comparison of algorithms for unimodal test function in first section 

and comparison of algorithms for multimodal test functions in 

another. For both the section we will be comparing KH algorithm, 

FA Algorithm and CS Algorithm via Lévy Flights on the basis of 

three criteria i.e. Optimization fitness (efficiency), Convergence 

and processing time. 
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3.1. Optimization for Unimodal Test Function 

In this section we have compared KH algorithm, FA Algorithm 

and CS Algorithm via Lévy Flights on Eight Unimodal benchmark 

functions popular for optimization. Unimodal functions are those 

function which have only single local minima and these function 

easier to optimize. 

3.1.1. Optimization fitness 

Here we have calculated the mean fitness value using the above 

mentioned algorithms for all unimodal test functions mentioned 

above. Optimized fitness result where global optima is reached are 

summarized in Table 1. 

Table 1.  Comparison of Optimization Fitness for Unimodal Test 

Functions 

Function/ 

Algorithms 

KH Algorithm FFA 

Algorithm 

CS Algorithm 

Dixon-Price(d=20) 0.6975 0.6668 0.6667 

Rosenbrock (d=20) 31.89 14.49 2.63e-14 

Zakharov(d=20) 5.973 3.19e-06 2.77e-28 

Powell(d=20) 0.0299 0.002269 5.27e-09 

Trid(d=20) 9.34e+2 1.52e+03 1.52e+03 

Beale 2.92e-11 5.49e-10 1.34e-30 

Easom -0.96 -0.86 -1 

Colville -1.40e+09 -1.56e+07 -7.57e+17 

Here we can see that Cuckoo Search algorithm has outperformed 

both Krill Herd and Firefly algorithm. For all Unimodal test 

function, fitness value of CS algorithm is much closer to global 

optima as compared to other two algorithms. But if we just 

compare the other two algorithms i.e. Firefly and Krill herd 

algorithm, their result are very close to each other, but  on average, 

results obtained using Firefly algorithm are slightly better than 

results obtained using Krill Herd algorithm. As per results from 

Table 1 it is visible that performance of Krill Herd algorithm is 

better for low dimensional functions and as we move from low 

dimensional function to high dimensional functions fitness value 

for krill herd decreases i.e. distance from global minima increases. 

According to results in Table 1 performance of Firefly algorithm 

is better than Krill Herd algorithm for high dimensional functions 

but for low dimensional function result using Krill Herd algorithm 

are better than Firefly algorithm. Also in Krill Herd algorithm we 

have varied dimensions from d= 5 to 20 and observed that as we 

increases the dimensions, fitness value for function decreases. 

3.1.2. Processing time 

Here we will compare above mentioned algorithms on basis on 

processing time. Processing time is basically time consumed by 

algorithm to process single simulation. It includes time consumed 

by fixed number of iteration to solve the problem. 

Table 2. Comparison of processing time in seconds for Unimodal Test 

Functions 

Function/ 

Algorithms 

KH Algorithm FFA Algorithm CS Algorithm 

Dixon-Price(d=20) 141.73 125.56 19.69 

Rosenbrock (d=20) 137.18 123.44 21.58 

Zakharov (d=20) 137.66 125.66 22.92 

Powell(d=20) 172.44 138.95 63.35 

Trid(d=20) 155.12 146.04 30.72 

Beale 13.034 11.18 1.64 

Easom 12.69 12.13 2.46 

Colville 13.33 12.92 2.59 

From Table 2 it is quite easily visible that time taken or consumed 

by Cuckoo search algorithm is much less than the other two 

algorithms We can also compute from the Table 2 that time 

consumed by Firefly algorithm is less than Krill Herd Algorithm 

although difference is not much, In term of processing time 

Cuckoo search algorithm again outperform other two algorithms. 

3.1.3. Convergence 

In this section convergence plots of the benchmark functions for 

three different algorithm i.e. Krill Herd, Firefly, Cuckoo Search are 

compared for fixed number of iteration i.e. 10,000 iterations for 

high dimensional function and 1000 iteration for low dimensional 

function. Here we will estimate which algorithm gives potentially 

better and quicker convergence towards optimality. Below In 

Figure 1-8 Convergence Graph is plotted for all above mentioned 

Unimodal benchmark functions. 

 

Fig. 1. Convergence Plot for Beale Function 

 

Fig. 2. Convergence Plot for Rosenbrock Function 



 

34  |  IJISAE, 2014, 2(3), 26–37 This journal is © Advanced Technology & Science 2013 

 

Fig. 3. Convergence Plot for Zakharov Function 

 

Fig. 4. Convergence Plot for Dixon-Price Function 

 

Fig. 5. Convergence Plot for Easom Function 

 

Fig. 6. Convergence Plot for  Colville Function 

 

Fig. 7. Convergence Plot for Powel Function 

 

Fig. 8. Convergence Plot for Trid Function 

In Fig.5, Fig.6 and Fig.8 we have plotted the absolute value of the 

fitness function. For Trid, Easom, Colville function, value of 

global minima is negative and so to plot them on convergence 

graph we took their absolute vale. 

From Fig 1-8 we can interpret that the algorithm that quickly 

converges to its optimal solution is Krill Herd Algorithm. When 

we compare them on the number of iteration, Krill Herd Algorithm 

takes least number of iteration to converge whereas solution of 

other two algorithm are better in terms of fitness value. It can also 

be seen from Fig. 1-8 that for most of the test functions, the other 

two algorithms i.e. Firefly Algorithm and Cuckoo search algorithm 

do not converge till 10,000 iterations and for functions for which 

these two algorithm converges before 10,000 iterations, it is the 

cuckoo search algorithm which converges quickly than firefly for 

more of function as compare to number of function for which 

firefly algorithm converges faster than cuckoo search algorithm. 

3.2. Optimization for Multimodal Test Function 

In this section we have compared KH algorithm, FA Algorithm 

and CS Algorithm via Lévy Flights on Seven Multimodal 

benchmark functions popular for optimization. Multimodal 

functions are those function which have many number local 

minima and these function comparatively more difficult to 

optimize. 

3.2.1. Optimization fitness 

Here we have calculated the mean fitness value using the above 

mentioned algorithms for all multimodal test functions mentioned 

in Section 2.4. Optimized fitness result where global optima is 

reached are summarized in Table 3.  
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Table 3. Comparison of Optimization Fitness for Multimodal Test 

Functions 

Function/ 

Algorithms 

KH Algorithm FFA Algorithm CS Algorithm 

Ackley(d=20) 1.19e-05 7.36e-03 4.44e-15 

Levy(d=20) 0.066 2.28e-06 1.14e-06 

Rastrigin 

(d=20) 

8.69 20.36 2.84 

Griewank 
(d=20) 

1.37e-09 5.89e-04 0 

Branin 0.3979 0.3981 0.3981 

Shubert  -186.7309 -186.7309 -186.7309 

Eggholder -893.0205 -930.2513 -959.6407 

From Table 3 we can see that Cuckoo Search algorithm has 

outperformed both Krill Herd and Firefly algorithm in multimodal 

optimization as well. For all Multimodal test function, fitness value 

of CS algorithm is much closer to global optima as compared to 

other two algorithms. But if we together compare the other two 

algorithms i.e. Firefly and Krill herd algorithm for multimodal test 

functions, result for them are in contradiction with results in 

previous section for unimodal test functions. In multimodal 

optimization for most of the low dimensional function ,result for 

both the algorithms are almost  equivalent, for most of the time 

both are able to find the global optima but for high dimensional 

multimodal functions fitness value obtained  using Krill Herd is 

better than fitness value obtained using Firefly Algorithm. Results 

in Table 3 are in contradiction with results in Table 1 as in 

unimodal test function optimization fitness for high dimensional 

function  using firefly was better than krill herd but in multimodal 

function  optimization fitness using krill herd algorithm is better 

than firefly algorithm for high dimensional function. 

3.2.2. Processing time 

In this section we will compare Krill Herd, Firefly, Cuckoo Search 

algorithms on basis on processing time for multimodal 

optimization functions. Processing time is basically time 

consumed by algorithm to process single simulation. It includes 

time consumed by fixed number of iteration to solve the problem. 

Table 4. Comparison of processing time in seconds for Multimodal Test 

Functions 

Function/ 
Algorithms 

KH Algorithm FFA 
Algorithm 

CS Algorithm 

Ackley(d=20) 138.06 123.49 24.78 

Levy(d=20) 169.37 129.03 38.86 

Rastrigin(d=20) 139.55 126.31 24.58 

Griewank(d=20) 137.18 123.44 21.58 

Branin 13.36 11.28 1.91 

Shubert 13.83 11.33 2.56 

Eggholder 13.04 11.23 2.83 

Results in Table 4 are quite similar with the results in Table 2. In 

multimodal optimization function as well, time taken or consumed 

by Cuckoo search algorithm is much less than the other two 

algorithms It can also be interpreted from the Table 4 that time 

consumed by Firefly algorithm is less than Krill Herd Algorithm 

although difference is not much, In term of processing time 

Cuckoo search algorithm again outperform other two algorithms. 

3.2.3. Convergence 

Here convergence plots of the benchmark functions for three 

different algorithm i.e. Krill Herd, Firefly, Cuckoo Search are 

compared for fixed number of iteration i.e. 10,000 iterations for 

high dimensional function and 1000 iteration for low dimensional 

functions. Here we will estimate which algorithm gives potentially 

better and quicker convergence towards optimality. Convergence 

Graph for all above mentioned Multimodal benchmark functions 

are plotted in Figure 9-15. 

 

Fig. 9. Convergence Plot  for  Branin Function 

 

Fig. 10.  Convergence Plot  for  Ackley Function 

 

Fig. 11.  Convergence Plot  for  Levy function 
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Fig.12 . Convergence Plot  for  Rastrigin Function 

 

Fig. 13.  Convergence Plot  for  Griewank Function 

 

Fig. 14 . Convergence Plot  for  Eggholder Function 

 

Fig. 15.  Convergence Plot  for  Shubert Function 

In Fig.14, and Fig.15 we have plotted the absolute value of the 

fitness function. In multimodal optimization Shubert and 

Eggholder function value of global minima is negative and so to 

plot them on convergence graph we took their absolute vale. 

From Fig 9-15 we can interpret that although for many function all 

the algorithms are not able to converge before 10,000th iteration 

but for test functions like Rastrigin, Branin, Griewank, Levy and 

Eggholder, Krill herd algorithm is the fastest to converge to its 

optimal solution. When we compare them on the number of 

iteration, Krill Herd Algorithm takes least number of iteration to 

converge. If we see Fig.10 it is visible that for Ackley function 

Cuckoo Search Algorithm is the fastest to converge to its optimal 

solution others are not able to converge before 10,000th iteration. 

Also in Fig. 11 Cuckoo Search Algorithm is second fastest after 

Krill Herd algorithm to converge. From Fig 9-15 we can interpret 

that Firefly algorithm don not converge to its optimal solution for 

any of the high dimensional functions till 10,000th iteration. For 

multidimensional functions it is the Krill herd algorithm which is 

fastest to converge to its optimal solution, then after Krill Herd 

algorithm it is cuckoo search algorithm to converge to its optimal 

solution and at last is Firefly algorithm. 

4. Conclusion 

In this paper we have compared latest metaheuristic algorithms 

such as Krill Herd Algorithm, Firefly Algorithm and Cuckoo 

Search algorithm via Lévy Flights on basis of three criteria i.e. 

optimization fitness (efficiency), time processing and 

convergence. Results obtained by simulation of theses algorithms 

on unimodal and multimodal test functions shows that Cuckoo 

search algorithm is superior for both unimodal and multimodal test 

function in terms of optimization fitness and time processing 

whereas when comparison  comes down to line between Krill Herd 

Algorithm and Firefly Algorithm, KH Algorithm is superior than 

FFA algorithm for multimodal optimization of both high and low 

dimensional functions whereas for unimodal optimization FFA 

algorithm is superior than KH Algorithm for High dimensional 

function but KH algorithm is superior for low dimensional 

functions but in terms of time processing FFA Algorithm is 

surpasses KH Algorithm for both unimodal and multi modal 

optimization. When we compare these algorithms on basis of 

convergence Krill Herd is the fastest of all to converge to its 

optimal solution after which comes the Cuckoo search algorithm 

and at last comes the  Firefly algorithm which do not converge for 

most of the function to it optimal solution. 

During simulation we also noticed that as we increase the 

dimension, fitness value or optimization fitness for KH algorithm 

decreases although it outperformed FFA algorithm for high 

dimensional multimodal function but on average as dimension 

increases optimization fitness for KH algorithm decreases. 

As all these powerful optimization strategy are able to optimize 

both unimodal and multimodal test function effectively hence we 

can easily extend them to study multi objective optimization 

applications with various constraints and even to NP-hard 

problems. 
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Abstract: The convergence of information technology systems in health care system building is causing us to look at more effective 

integration of technologies. Facing increased competition, tighter spaces, staff retention and reduced reimbursement, today’s traditional 

hospitals are looking at strategic ways to use technology to manage their systems called smart hospital. The concept of the smart hospital 

is a useful system for any hospital; about adding intelligence to the traditional hospital system by covering all resources and locations with 

patient information. Patient’s information is an important component of the patient privacy in any health care system that is based on the 

overall quality of each patient in the health care system. The main commitment for any health care system is to improve the quality of the 

patient and privacy of patient’s information. Today, there is a need of such computer environment where treatment to patients can be given 

on the basis of his/her previous medical history at the time of emergency at any time, on any place and anywhere. Pervasive and ubiquitous 

environment and UML (unified modeling language) can bring the boon in this field. For this it's needed to develop the ubiquitous health 

care computing environment using the UML with traditional hospital environment. This paper is based on the ubiquitous and pervasive 

computing environment based on UML and XML(The Extensible Markup Language)  technology, in which these problems has been tried 

to improve traditional hospital system into smart hospital in the near future. The key solution of the smart hospital is online identification 

of all patients, doctors, nurses, staff, medical equipments, medications, blood bags, surgical tools, blankets, sheets, hospital rooms, etc. In 

this paper efforts is channeled into improving the knowledge-base ontological description for smart hospital system by using UML and 

XML technology, Our knowledge is represented in XML format from UML modeling(class diagram). Our smart hospital provides access 

to its system by using a smart card. Finally, the former try to improve health care delivery through development and management of acute 

care hospital designed; both physically and operationally, for more efficiency and increased patients safety. 

Keywords: UML, Smart Hospital (SH), Ontology, XML, health care system. 

 

1. Introduction 

With more than 90 percent of hospital administrators involved in 

constructing a new building or renovating an existing facility to 

meet the ever-increasing demands for space today, traditional 

hospital executives have to look closer at their work flow processes 

earlier in the program, in order to capitalize on the latest program 

technology to optimize clinical, financial and administrative 

processes. And it involves more than advanced healthcare 

information systems. It also includes assistance technology such as 

medical smart card, advanced nurse call, and advanced patient 

tracking.  

There are many organizational units or departments in the 

traditional hospital, from which, it is necessary for them that there 

should be good coordination in each other. Even the available 

health care ontology automation software also does not provide 

such coordination among them. These software are limited up to 

the hospital works but do not provide the interconnectivity with 

other hospitals and blood banks etc. Thus, these traditional 

hospitals cannot share information in-spite of the good facilities 

and services.  

Many changes and developments in health care environment in the 

last decades are due to new technologies such as portable devices 

(Laptop, Mobile) and wireless computing. On the one hand, where 

the main aim of traditional hospital is to provide better services and 

facilities to the patient, his/her proper care brings success to the 

hospital’s name. Along with this, traditional hospitals also add  

many new facilities and services with existing facilities and 

services in one place for their patient. Having all facilities and 

services in the same place, hospitals are able to provide sufficient 

care to the patient at any place and time.  

The major problems with the health care environments are related 

to the information storage and retrieval of the patient’s data and 

other entities of the health care system. These problems are further 

categorized below [1-3]:¬-  

- One problem is when there is information gap among the medical 

professionals, users/patients and various data source.  

- Another problem is that in there is a need to present and organize 

the information flow among the hospital members and other 

entities so that information can be accessed at any time and any 

place.  

- Other problems are related to the various types of data used and 

no common format for holding it in a common way.  

2. Concept and design ontology 

The concept of smart hospital has been designed from the ground 

up to achieve the following goals: 
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• Safety and clinical quality 

• Productivity 

• Ease of use for patients, doctors, families and caregivers 

• Service excellence 

• Optimal use of technologies- medical, information and 

consumer  

There has been much development in the concept of ontology 

process since the last decade and many good thinkers gave its 

meaning and its various definitions [1, 3, 6]. It is a set of primitive 

concepts that can be use for representing a whole domain or part 

of it that defines a set of objects, relations between them and 

subsets of those in the respective domain. It is also a man-made 

framework that supports the modeling processes of a domain in 

such a way that collection of terms and their semantic 

interpretation is provided. Our knowledge design in our paper [2, 

3] is represented in XML format. In artificial intelligence [13] the 

term-Ontology is an explicit specification of a conceptualization, 

where ontology is defined as: 

• a vocabulary ; the set of terms used for modeling.  

• a structure of the statements in the model.  

• the semantic interpretation of these terms.  

Ontologies have become ubiquitous [7, 9] in information systems. 

They constitute the Semantic Web’s [4] backbones, facilitate e-

commerce, and serve such diverse application fields as 

bioinformatics and medicine. Many times the meaning of the word 

‘Ontology’ is taken as a branch of philosophy [4] that is the 

science, of the kinds and structures of objects, properties, events, 

processes and relations in every area of reality. Sometimes, it is 

used as a synonym of ‘metaphysics’ and having broader sense 

which refers to the study of what might exist and which of the 

various alternative possible ontologies is in fact true of reality. In 

simple term, Ontology can be defined as a collection of Classes, 

Sub-classes that makes the relationship among them and represent 

the ontology design with knowledge base. Our knowledge base of 

ontology design is represented in XML  format. 

3. Smart Hospital 

The smart hospital accomplishes these goals by taking integrated 

and current information and communication technologies and 

combining them with: 

• Careful design of the facility to be accessible and efficient, 

• Initial engineering and continual redesign of clinical and 

business processes to operate reliably and safely, 

• Constant emphasis on patient and family service and 

satisfaction, and 

• Fervent attention to providing a superior workplace for 

physicians and staff. 

The end result is that smart hospital patients and families 

experience coordinated, safe, and high quality care in an 

information-rich, service-minded and easily accessible 

environment. Physicians affiliated with the smart hospital 

experience an efficient and clinically focused facility in which to 

practice state-of-the art evidence-based medicine [24-27]. 

Caregivers and technicians at the smart hospital devote time and 

energy to doing what they do best caring for patients. Figure 1a, 

show an use-case diagram of a simple smart hospital. It is a type of 

hospital that is able to share the domain’s knowledge with same or 

other domain [16, 18] and fulfill the requirement of the ubiquitous 

and pervasive computing [6] environment. The smart hospital 

offers a number of advantages:¬ 

• It provides a beneficial strategy for the better education and 

training simulation among the health care professionals.  

• It ensures the higher levels of competence, confidence and 

critical thinking skills.  

• It helps to manage the complex and changing health care 

system.  

• It also supports the faculty for developing and evaluating new 

educational models, modalities, and teaching-learning strategies at 

no risk to patients.  

• It also helps to integrate the better combination of ICT 

technologies, product and services.  

 

Figure 1a. Use-case diagram 

 

Figure 1b. Overall knowledge  structure 

4. Ontology Design for Smart Hospital (SH) 

The ontology of health care system is a major component where 

end user interacts with it and the information encompasses a 

conceptual component i.e. information that plays a role in hospital 

care outcomes, including errors and difficulties. To deal with the 

events, Deployment of SH in a particular hospital setting will 

involve developing the middleware to relate the ontological 

knowledge base [1, 10] with existing information systems and by 

creating instances of ontological categories that is based on the 

information in the smart hospital databases [16]. Our knowledge 

base [1] is represented in XML format from UML modeling. 

Knowledge representation has been defined as "A set of syntactic 

and  semantic conventions that  makes  it possible to describe 

things [2-5]. The syntax of a representation specifies a set of rules 
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for combining symbol to form expressions in the representation 

language as shown in figure 1b. The semantics of a representation 

specify how expressions so constructed should be interpreted (i.e. 

how meaning can be derived from a form). In the proposed system, 

the knowledge representation methodology uses XML format. 

Where, two elements of knowledge, facts and model  rules are 

represented using XML format as shown in figure 2. The overall 

knowledge structure is: 

 

Figure 2. XML Sample of developed facts in our knowledge. 

5. Smart Hospital Schema 

The Smart Hospitals schema uses wireless technology to facilitate 

communication internally and externally. These schemes can allow 

a legal user to login to remote server and access its facilities. Its 

consumer technology improves the flow of information to 

customers using text messaging pagers, PDAs, tablet PCs, and 

customer internet access. Electronic medical records, bar coding 

and integrated vital signs are among the additional technologies 

that result in such operational efficiencies as: 

• Reduced documentation time for nurses, allowing them to spend 

more time giving patient care. 

• Immediate access to diagnostic test results: 

• Access to patient medical information by physicians from 

office, home or elsewhere. 

• Improved patient safety through automated checking of 

medication administration.  

• Space savings resulting from digital storage of “films” and other 

medical records.  

• Daily access and feedback to management and physicians of 

clinical information, financial results and patient satisfaction. 

 

Figure 3a. Smart Hospital Schema 1. 

 

Figure 3b. Smart Hospital Schema 2 

In the above figure 3a,3b and 3c show the components of  Smart 

hospital schemas, which are events, actions, person, policies, alerts 

etc. For example, in the SH different type of objects is taken such 

as-agents, policies, record, drugs, place and equipment etc.: 

 

Figure 4. Middleware Architecture of patient data collection system for 

SH 

Figure 4, illustrates A middleware architecture of a patient data 

collection system for SH ontology. So, this ontology is able to 

describe which action and event is performed in what time and 
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what place. This is also useful to alert the different type of domain 

time to time with different type of alters such as-medical condition 

alert, medical conflict alert, regulation action and regulatory 

conflict alert. The major benefits of ontology in health care 

environment are To find out the common understanding of the 

structure of information among hospital entities or software agents 

and share it [10-15].  

• Domain assumptions can be made explicit.  

• To separate domain knowledge from the operational 

knowledge.  

• To analyze domain knowledge  

Often ontology of the domain is not a goal in itself. Developing 

ontology is defining a set of data and their structure for other 

programs to use. Problem-solving methods, domain-independent 

applications, and software agents use ontologies and knowledge 

bases [1] built from ontologies as data. For example, we develop 

ontology of patient, doctor and nurse and appropriate combinations 

of patient with doctor and nurse.  

6. Methodlogy and Approach 

A simple approach used to develop the ontology/knowledge base 

is the iterative technique  that is used to identify the various super 

classes and sub classes and its properties which is based on the 

simple knowledge/ontology engineering [16-18]  methodology. 

This methodology is described as shown in figure 5: 

 

Figure 5. Class Diagram of a Patient Record in SH 

6.1. Our Database Methodology: 

The Oracle forms and Report Builder are used primarily by 

application developer. The results of these efforts are very rarely 

used to the end users like Doctors and Patients, it takes so much of 

time to explain the syntax of SQL even to do simple queries. 

However some advanced users will be interested in knowing other 

DBA tools.  They need to memorize the commands and function 

names as the query system will not provide any prompting. The 

enterprise manager is a tool created to help DBAs monitor the 

database and perform basic tasks. It’s a graphical interface that 

runs in a browser over the internet. Consequently, it is relatively 

easy to use, even for beginning DBAs, and makes the database 

controls accessible from more locations.  

The main drawback is that only a DBA may use the enterprise 

manager. If you have installed a copy of the oracle DBMS in your 

machine, you can use the system account which has the DBA role. 

If you are limited to accessing a shared computer in a lab setting, 

the DBA will not want to give the DBA role to students; so you 

probably will not be able to run the exercises in this book that use 

the enterprise manager. So, Our database tables as shown below. 

1. Auditing: 

 

2. Company: 

 

3. Department : 

 

4. Detail_billp: 

 

5. Detail_medicine: 

 

6. Detail_patient: 

 

7. Detail_room: 

 

8. Doc_order: 

 

9. Doc_schedule: 

 

10. Doctor: 

 

11. Employee: 

 

12. Master_billp: 

 

13. Master_medicine: 

 

14.  Master_patient: 

 

15. Master_room: 

 

16. Supplier: 

 

6.2. Knowledge Base Methodology 

No specified methods or approaches are still developed for the 

development of ontology. Our methodology depends on an 

iterative technique  to ontology development. All the steps in this 

technique are revised and refined in the process of iterative 
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technique to evolve the ontology. The process in iterative design is 

likely to be continued through the entire development lifecycle of 

the ontology. Based on the various literature survey, the proposed 

steps for the processing of developing ontology are:¬  

(i) Finding the domain and scope of the ontology: The first step 

of the development of ontology is to determine and define its 

domain and scope. During the determination and definition of it, 

we must have to consider the following four questions so that we 

can be able to easily determine it:  

• What is the domain that the ontology will cover?  

• What are we going to use the ontology?  

• What types of questions should the information in the ontology 

provide answers?  

• Who will use and further develop the ontology?  

The answers to these questions may change during the ontology-

design process, but at any given time they help limit the scope of 

the model. Figure 5, show the class diagram of a Patient Record in 

smart hospital and  the XML format from this figure as shown:             

 

(ii) Consider reusing existing ontology: The second step to 

consider is about the existing ontology. The benefit of considering 

the existing ontology is about what someone else has done and 

checking if we can refine and extend existing sources for our 

particular domain and task. Reusing existing ontology may be a 

requirement if our system needs to interact with other applications 

that have already committed to particular ontology or controlled 

vocabularies.  

(iii) Enumerate important terms in the ontology-preparing 

vocabulary: The third step is to write down a list of all terms that 

are used in the system. We need to enumerate all properties that 

the concepts may have, or whether the concepts are classes or slots.  

(iv) Define the classes and the class hierarchy: The forth step is 

to define the classes and it is hierarchies. There are several possible 

approaches to develop a class hierarchy. These are: A top-down 

development process starts with the definition of the most general 

concepts in the domain and subsequent specialization of the 

concepts. A middleware development process starts with the 

definition of the most specific classes, the leaves of the hierarchy, 

with subsequent grouping of these classes into more general 

concepts. A mix development process is a combination of the top-

down and bottom-up approaches. Here, it is defined as the more 

salient concepts first and then generalize and specialize them 

appropriately. 

(v)  Define the properties of classes: The fifth step is to define the 

properties of the class. Once we have defined some of the classes, 

we must describe the internal structure of concepts. For each 

property in the list, we must determine which class it describes. In 

general, there are several types of object properties that can 

become in development of ontology [20- 27] . 

(B) Define the facets of the rules: The sixth step is to define the 

new facets of the rules in our knowledge base. These facts can be 

different from about facts which describe in these features such as 

the value type,  allowed values, the number of the values and other 

features of the values. The last step is to create the individual 

instances of classes in the hierarchy. Defining an individual 

instance of a class requires: Choose a class, Create an individual 

instance of that class, and Filling in the Fact values. The following 

figures [6.a],[6.b] shows the use of class diagram for patient 

treatment and Asset Assignment. 

(B) Define the facets of the rules: The sixth step is to define the 

new facets of the rules in our knowledge base. These facts can be 

different from about facts which describe in these features such as 

the value type,  allowed values, the number of the values and other 

features of the values. The last step is to create the individual 

instances of classes in the hierarchy. Defining an individual 

instance of a class requires: Choose a class, Create an individual 

instance of that class, and Filling in the Fact values. The following 

figures [6.a],[6.b] shows the use of class diagram for patient 

treatment and Asset Assignment. 

This UML class diagram provides the graphical representation of 

visualization, specifying, constructing and documenting the 

artifacts[19, 22]. The sample of the developed facts in our 

knowledge is shown in figure 7. 

 

Figure 7. Sample of developed Rules in our knowledge. 

In our domain knowledge [1]  the facts is represented as shown in 

figure 7 where the concept "Total Bilirubin" is a one of the 

diagnostic test for "Jaundice" and the concept has possible values 

are " Normal / Increased " and " Increased ". The property of each 

concept here is default as "Value". The knowledge can be 

formulated as shown in the following simple statements: IF the 

‘traffic light’ is green THEN the action is go, as for example: IF 

the ‘traffic light’ is red THEN the action is stop. These statements 

represented in the IF-THEN form are called production rules or 

just rules. The term ‘rule’ in artificial intelligence, which is the 

most commonly type of knowledge representation, can be defined 

as IF-THEN structure that relates given information or facts in the 

IF part to some action in the THEN part. A rule provides some 

description of how to solve a problem. Rules are relatively easy to 

create and understand. Any rule consists of two parts: the IF part, 

called the antecedent (premise or condition) and the THEN part 

called the consequent (conclusion or action). The basic syntax of a 

rule is: IF <antecedent> THEN <consequent> . The rules in XML  

format have a different structure with the previous meaning but in 

different format. Sample of rule built in the proposed HCS system 

is shown below; it can be interpreted as following:  
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<DiagConcept>; represents the root in the domain of the Jaundice.  

The node of “ResultConcept” represents a rule consequent and has 

attribute “Name” its value takes the consequent as " Prehepatic ".  

The child nodes “TestConcept” represent the decision rule for each 

part in Jaundice diagnosis that has two attributes are " Cpt ", and 

"Val". For example the antecedent of rule is " Total Bilirubin = 

Normal / Increased ".  

The attribute “NoTrueFinding” represents the number of rule 

antecedent selected. 

7. Implementation Model of Smart Hospital 

It is a useful system for any hospital; especially, Smart hospital 

concerning with all aspects and issues related to a hospital 

including patients, doctors, employees, treatment and departments. 

By using internet, doctors can access the system from any place 

around the world as shown in an assembled pictures below. Figure 

8 and 9 illustrates the collection steps for Implementation of our 

smart Hospital model by using medical smart card to develop the 

Figure 6(a). Class diagram for patient Treatment. 

Figure 6(b). Class diagram for Asset Assignment. 
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ontology system in modern hospital (smart hospital). Our smart 

hospital provides access to its system by using a smart card through 

three levels to maintain: 

•.Write. 

•.Modify. 

•.Full control . 

• Smart Card 

For logging into our program, you need to have a smart card. A 

personal smart card will be generate by administrator, and given to 

the user. Each user has some permissions in logging into the 

program, some users can read only, some can write only, and 

others can do anything (full control). After you taking your 

personal card, you can insert it in your pc or laptop, and then 

loggings into the program by enter your code. 

 

8. Conclusion  

Today’s hospitals are looking at strategic ways to use technology 

to manage their systems called smart hospital. The concept of the 

smart hospital is about adding intelligence(smart) to the traditional 

hospital system by covering all resources and locations with patient 

information. Patient’s information is an important component of 

the patient privacy in any health care system that is based on the 

overall quality of each patient in the health care system. 

Figure 8. Implementation of our smart Hospital model. 

The main commitment for any health care system is to improve the 

quality of the patient and privacy of patient’s information. For this, 

it is needed to develop the ubiquitous health care computing 

environment using the XML technology with traditional hospital 

environment. Our goal is achieved by combining elements of 

facility design, process engineering, customer services programs, 

increasing patients safety and deployment of clinical and 

information technologies and internet to give access the system 

from any place around the world.     

 

This paper is based on the UML and  XML  technology to design 

and development of the ontology system, can be solved these 

Figure 6(b). Class diagram for Asset Assignment. 
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problems has been tried to improve traditional hospital system into 

smart hospital. The key solution of the smart hospital is online 

identification of all patients, doctors, nurses, staff, Medical 

equipments, medications, blood bags, surgical tools, blankets, 

sheets, hospital rooms, etc. In this paper, Efforts are to improve the 

knowledge-base ontological description for smart hospital system 

by using UML and XML technology, Our knowledge is 

represented in XML  format from UML modeling(class diagram). 

Finally, we are implementing our model in smart hospital by using 

a medical smart card to improve the performance of health care 

system. 
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Abstract: This paper presents a design of a fuzzy logic controller (FLC) with tuning output scaling factor for speed control of indirect 

field oriented induction motor (IM) taking core loss into account. The variation of output scaling factor of FLC depends on the 

normalized output of FLC. Firstly the speed control of IM taking core loss into account is presented by using FLC with fixed scaling 

factors (FLC-FSF). Secondly the speed controller based on suggested FLC with tuning output scaling factor (FLC-TOSF) is proposed. 

The performance of the proposed FLC-TOSF for speed control of IM are investigated and compared to those obtained using FLC-FSF at 

different operating conditions and variation of parameters. A comparison of simulation results shows that the convergence of actual 

speed to reference speed is faster by using the proposed FLC-TOSF. 

Keywords: Core loss, field oriented induction motor, fuzzy logic controller, fuzzy logic controller with tuning output scaling factor. 

 

1. Introduction 

The field oriented control (FOC) [1] of induction motor (IM) 

used in industrial and process applications for high dynamics 

performances based on conventional PI controller [2]. Fuzzy 

logic control (FLC) is used in order to overcome the problems of 

conventional PI controller based FOC of IM [3 - 6]. But the FOC 

has been developed by neglecting core loss [1-6]. The decoupling 

control of rotor flux and torque has been implemented by 

decomposing the stator currents components [7]. The effects of 

core loss in AC drive have been investigated and it has been 

clarified that some compensation is required for FOC to 

overcome the perturbations of core loss [8]. The flux controlling 

stator current components and electromagnetic torque control 

stator current components are interfered with each other due to 

the effects of core loss. The effects of core loss in IM have been 

investigated and an indirect FOC (IFOC) in terms of magnetizing 

current components has been proposed in [9]. But the proposed 

IFOC is valid only for steady state condition. 

Based on the proposed IFOC in [9], the conventional PI 

controller has been proposed in [10] for both transient and steady 

state operations of an IM taking core loss into account. The gains 

of PI controller have been changed when the load torque changed 

[10] by which it has proven that the proposed PI controller is not 

robust under the variation of load torque. Consequently, fuzzy 

logic based high performance control of IM taking core loss into 

account has been proposed in [11]. It is assumed that the FLC is a 

best controller in terms of dynamics response and best 

disturbance rejection [12, 13]. 

The FLC has been designed where the scaling factors, 

membership function of the linguistic variable and the rules are 

kept constant. But these parameters can be altered on-line in 

order to improve and to modify the controller performance [14, 

15]. 

In this paper, we suggested a novel design of a FLC with tuning 

the output scaling factor (FLC-TOSF) by the normalized output 

of FLC-FSF for speed control of IM taking core loss into account. 

The improvements and the effectiveness of the proposed FLC-

TOSF are verified by using simulation. The faster convergence of 

actual speed to the reference speed is achieved around the 

operating rated conditions and under the variations of load torque 

and parameters of IM. The special merits of this controller is that 

it does not require the knowledge of a mathematical model of the 

plant for the variation of output scaling factor and it can be easily 

implemented. 

2. MODEL OF IM TAKING CORE LOSS INTO 
ACCOUNT 

The equivalent circuit of an IM taking core loss into account in a 

synchronously rotating reference frame is shown in Fig. 1 [9]. 

The voltage and flux linkage can be expressed by the following 

equations. 

11111 /  ejdtdR  iv
   (1) 

2222 /0  sjdtdR  i
   (2) 

memcc jdtdR   /i
   (3) 

mL   111 i
; mL   222 i

; mmm L i
 (4) 

The mechanical modelling part of IM is given by 

))(()(/ Lenmm TT/JPD/Jdtd  
  (5) 
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with 

))(( 222 qmddmqmne ii/LLPT  
  (6) 

where, symbols R1, R2, Rm indicate stator, rotor and core loss 

resistances. L1, L2, Lm indicate stator and rotor leakage and mutual 

inductances. Pn indicates number of pole pair. e, m, s indicate 

synchronous, rotor and slip speeds. v1indicates stator voltage 

vector. i1, i2,im, ii indicate stator, rotor, magnetizing and core loss 

current vectors. 1, 2, g indicate stator, rotor and air gap flux 

vectors. Te, TL indicate electrical and load torques. J, D indicate 

total inertia and damping factor. Suffix d and q indicate direct 

axis and quadrature axis components. 

 

Fig. 1.Equivalent circuit of IM taking core loss into account. 

 

Fig. 2. Control structure of IM taking core loss into account based on PI 

controller 

According to the IFOC theory [9], the rotor flux and 

electromagnetic torque are decomposed into imd and imq 

components. Consequently, the constraint of IFOC can be written 

by the following expression. 

Constant2 d ; 
02 q

   (7) 

Hence, the rotor flux and electromagnetic torque are decoupled 

from each other, and can be separately controlled as desired. 

Then the behaviour of IM can be described by the following 

simplified model equations [9]: 

mdmd iL2
     (8) 

dmqmne i/LLPT 22 )( 
   (9) 

))(( 222 dmqms i/LLR  
   (10) 

According to the theory of IFOC, the whole control system 

structure based on PI controller is shown in Fig. 2 [10]. There are 

three PI controllers are used one for speed control and the others 

for stator currents control. Due to the drawbacks of conventional 

PI controller, a FLC was proposed for replacing PI speed 

controller. 

3. DESIGN OF A FLC WITH TUNING OUTPUT 
SCALING FACTOR FOR IM SPEED 
CONTROL 

The discrete time form of PI speed controller (see Fig. 2) can be 

written by the following equation. 

)()()( kesTiKkepKk*
mqi  

   (11) 

where,
)()()( kkke mm   

; 

)()1()( kekeke  ; 

)()1()( kikiki *
mq

*
mq

*
mq  , superscript 

“*”indicates the desired or reference value. Kp and Ki indicate 

proportional and integral constant. k and Ts indicate sampling 

instant and sampling time. 

Control structure of a standard FLC is shown inn Fig. 3. The 

structure of a standard FLC can be seen as a traditional PI 

controller, so the design of FLC is explained in the following: 

3.1. Fuzzification 

Like a PI controller, the speed error e(k) and its variation e(k) 

are considered as input linguistic variables and the change of 

magnetizing q-axis current imq
*(k) is considered as the output 

linguistic variable. For convenience, the inputs and output of the 

FLC are scaled with three different coefficients Ke, Ke and Ki 

(see Fig. 3). These scaling factors play an important role for FLC 

in order to achieve a good behaviour in both transient and steady 

state conditions. These scaling factors can be constants or 

variable. 

 

Fig. 3 Control structure of a standard FLC. 

In this work, seven membership functions with overlap, of 

triangular shape are used for each input and output variable. The 

membership functions of linguistic variable are shown in Fig. 4. 

The linguistic variables are represented by NB (Negative Big), 

NM (Negative Medium), NS (Negative Small), Z (Zero), PS 

(Positive Small), PM (Positive Medium) and PB (Positive Big). 

The grade of input membership functions can be obtained as 

follows. 

wmxwx ]/2[)( 
   (12) 

where, (x) is the value of grade of membership, w is the width 

and m is the coordinate of the point at which the grade of 

membership is 1, x is the value of the input variable. 
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Fig. 4 Membership functions of input and output of FLC. 

3.2. Rule Base 

By using the scaling factors of input variables are normalized 

within the range –1 to 1 and then the range of output variable of 

FLC is also within –1 to 1. Here, we defined en,en and h as 

normalized speed error, change of speed error and change of 

magnetizing q-axis current (see Fig 3). The fuzzy mapping of the 

input variables to the output is represented by fuzzy IF-THEN 

rules of the following form: 

IF < en is ZO> and <en is NB> THEN <h is NM> 

IF < en is NB> and <en is PB> THEN <h is ZO> 

Since the number of membership function for each input is seven, 

there are total 49 rules to achieve desired speed trajectory. The 

entire rule base is given in Table 1. 

Table 1. Fuzzy rule table 

imq
n
 

e
 n
 

NB NM NS ZO PS PM PB 

e


 n
 

NB NB NB NM NM NS NS ZO 

NM NB NM NM NS NS ZO PS 

NS NM NM NS NS ZO PS PS 

ZO NM NS NS ZO PS PS PM 

PS NS NS ZO PS PS PM PM 

PM NS ZO PS PS PM PM PB 

PB ZO PS PS PM PM PB PB 

3.3. Inference and Defuzzification 

From the rule base in Table 1, the inference engine provides 

fuzzy value of h, and then crisp numerical value of imq
* is 

obtained by using defuzzification procedure. The most popular 

method on inference and defuzzification is Mamdani’s max-min 

(or sum-product) composition with centre of gravity method. In 

this work, we used the Mamdani type fuzzy inference and 

defuzzification method. The centre of gravity method [15] is used 

for defuzzification to obtain h. The normalized output function is 

given as 

 
N
i i

N
i iiCh 11 / 

   (13) 

where, N is total number rules, i is the membership grade for ith 

rule and Ci is the coordinate corresponding to the maximum value 

of the respective consequent membership function [Ci {-0.75, -

0.5, -0.25, 0.0, 0.25, 0.5, 0.75}]. After finding out h, the actual 

desired first difference magnetizing current,imq
*, can be found 

out by product of scaling factor Ki as shown in Fig. 3. 

3.4. Proposed Output Scaling Factor Variation 

In sub- sections 3.1 to 3.3 described to design a FLC with fixed 

scaling factors of input and output variables. The FLC-FSF 

provides good performances at rating operating conditions and 

for load rejection. We proposed FLC-TOSF where the output 

factor is tuned in on-line to improve the performance of FLC-FSF 

in terms of the convergence of actual speed to the reference 

speed. In the proposed control system, the tuning of output factor 

does not depend on any mathematical model. The tuning of 

output factor is changed according to the normalized output of 

FLC-FSF. Let Kit is the modified scaling factor and its can be 

expressed by the following equation. 

)1( hKK iit      (14) 

According to equation (14), the scaling factor Kit is used instead 

of Ki in Fig. 3. 

4. SIMULATION RESULTS 

In order to verify the performance of the proposed FLC-TOSF for 

speed control of IM drive, simulations were carried out. The 

ratings and parameters of the IM model are listed in Table 2. 

The value of sampling period is chosen 75 sec. For FLC-FSF, 

the scaling factors are chosen as Ke = 304.74, Ke = 2.1 rad/sec 

and Ki = 0.0162. For PI current control, the PI constants are 

chosen as Kp = 3.0 and Ki = 1500.0. The mentioned scaling 

factors and PI gains are selected by trial and error method to 

achieve as good as performance of FLC-FSF and PI controller. 

Table 2.  Ratings and Parameters of IM 

Ratings Parameter values 

1.1 kW, 200/3 

voltage/phase, slip=0.03, 

6 pole, 50 Hz 

R1 =0.2842 , R2 =0.2878 , 

Rc=329.667  

Ls = 28.3 mH, Lr = 28.8 mH, Lm = 

26.8 mH, 

J = 0.0179 Kg-m2, D = 0.0 

Fig. 5 shows the transient and steady state responses of speed 

regulation of IM for various operating conditions. Fig. 5 (a) and 

(b) show the transient responses of speed where speed is changed 

from 0 r/min to 970 r/min (rated value) at t = 0 sec and the load 

torque is changed 50% to 100% of its rated value at t = 0.75 sec. 

The 50% load torque is reduced again at t = 1.25 sec. It is 

comprehended from Fig. 5 (a) that the convergence of actual 

speed to the reference speed is faster by using the proposed FLC-

TOSF. Fig. 5(b) shows that the transient performance of FLC-

FSF is improved by using the proposed FLC-TOSF. Fig. 5 (c) 

also shows that the transient response of speed regulation can be 

achieved by using the proposed FLC-TOSF. 

In order to show the robustness of FLC-FSF and FLC-TOSF 

against parameters variation (R2 and J), simulation results, are 

presented as shown in Figs. 6 and 7. It can be seen that non-

overshoot speed response is obtained against the large deviations 

of rotor resistance and inertia by using the FLC-FSF or FLC-

TOSF. The transient response of FLC-FSF is also improved by 

using the proposed FLC-TOSF. 

 

(a) Speed transient from 0 r/min to 970 r/min at 0 sec. 
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(b) Speed transient response by applying 100% rated torque at 0.75sec 

and 50% rated torque at 1.25 sec. 

 

(c) Speed transient from 0 r/min to 970 r/min followed by speed reversion 

from 970 r/min to –970 r/min at 0.75 sec. 

Fig. 5. Simulation results of the speed regulation of IM for both FLC-FSF 

and FLC-TOSF. 

 

(a) R2 = +50% of rated R2 

 

(b) R2 = -50% of rated R2 

Fig. 6. Simulation results of the speed regulation of IM considering R2 

variation. 

 

(a) J = -50% of rated J 

 

(b) J = +100% of rated J 

Fig. 7. Simulation results of the speed regulation of IM considering J 

variation. 

 

0.50 0.75 1.00 1.25 1.50 1.75
964

966

968

970

972

974

976

S
p
e
e
d
 [

rp
m

]

Time [sec]

 FLC-FSF

 FLC-TOSF

 Reference

 

 

 

0.00 0.25 0.50 0.75 1.00 1.25 1.50
-1000

-500

0

500

1000

S
p
e
e
d
 (

r/
m

in
)

Time (sec)

 FLC-FSF

 FLC-TOSF

 Reference

 

 

 

0.00 0.25 0.50 0.75
0

200

400

600

800

1000

S
p
e
e
d
 (

r/
m

in
)

Time (sec)

 FLC-FSF

 FLC-TOSF

 Reference

 

 

 

0.00 0.25 0.50 0.75
0

200

400

600

800

1000

S
p
e
e
d
 (

r/
m

in
)

Time (sec)

 FLC-FSF

 FLC-TOSF

 Reference

 

 

 

0.00 0.25 0.50 0.75
0

200

400

600

800

1000

S
p
e
e
d
 (

r/
m

in
)

Time (sec)

 FLC-FSF

 FLC-TOSF

 Reference

 

 

 

0.00 0.25 0.50 0.75
0

200

400

600

800

1000

S
p
e
e
d
 (

r/
m

in
)

Time (sec)

 FLC-FSF

 FLC-TOSF

 Reference

 

 



 

50  |  IJISAE, 2014, 2(3), 46–50 This journal is © Advanced Technology & Science 2013 

5. CONCLUSION 

A novel design of a fuzzy logic controller with on-line tuning 

output scaling factor for the speed control of IM taking core loss 

into account is fully explained. Moreover, the achievement of the 

proposed controller for various operating conditions and 

parameters variation was investigated by simulation study. It has 

been demonstrate how a simple the transient response can be 

improved by tuning output scaling factor. It can be concluded that 

the convergence of actual speed to the reference speed of a FLC 

with fixed scaling factor can be improved by tuning output 

scaling factor. 
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Abstract: One of the recommended preventive plans against the wide area disturbances is WAP, Wide Area Protection, through 

controlled system splitting or separation. In this paper, authors are proposing three simple algorithms that are intended to be operating 

online, analyze data from wide-area PMUs placed in different parts of the grid, process the system state and lines’ status and issue 

disconnecting actions to certain lines in the grid to form islands with minimum imbalances of power between generation and loads. First 

a simple approach is introduced which performs an extensive search for proper splitting strategies. The authors then present modified 

approaches which could make the whole system act within much shorter times. All the presented algorithms are analyzed and comments 

are made on ways to enhance their performances. This will emphasize on how such WAP systems would be designed and developed and 

if necessary tailored to fit specific systems or applications.  

Keywords: Controlled Separation, Particle Swarm Optimization, System Splitting, Wide Area Protection. 

 

1. Nomenclature 

AMPSO: Angle-Modulated Particle Swarm Optimization 

PMU: Phasor Measurement Unit 

PSO: Particle Swarm Optimization 

WAP: Wide Area Protection 

2. Introduction 

Power systems today are made up of thousands and thousands of 

different components. They are widely and, in some cases, 

massively spread over vast lands and territories. Hence reliability 

and security of their operation is no longer an easy target. 

Challenges in maintaining healthy operation are magnified and 

elevated by the power system size. Despite huge advancements in 

different power system components, operations, and protection 

technologies, today’s power systems are more vulnerable to 

blackouts than ever before. One of the recommended preventive 

plans against the wide area disturbances and the blackouts is 

Wide Area Protection. With the rapidly growing capabilities in 

computer and communication technologies, opportunities are 

now being available for the introduction of advanced wide-area 

protection and control systems which shows a great potential. 

Such systems would receive wide-span information, e.g. system-

wide voltages, angles, active and reactive power flows, etc., and 

analyze them, indicating whether the system is on the urge of a 

transformation into an unstable state, and thus, issuing wide-span, 

coordinated actions that will save the system from proceeding to 

total collapse, or even, mitigate the wide-area disturbance effects 

upon the system.  

System splitting, also known as controlled separation, is to split 

the interconnected transmission network, deliberately and on 

purpose, into islands of load with matching generation at proper 

splitting points by opening a selection of transmission lines and 

ties. After which, load shedding and sometimes generation 

rejection should follow in order for the load and generation to 

remain balanced within balance, keeping the majority of the 

system intact and hence avoid cascading instabilities or even 

partial or total blackouts. The study of previous blackouts and 

outages suggest that if proper system splitting strategies along 

with suitable load shedding and minimized generator rejection 

had been performed within short time, some blackouts could have 

been avoided and mitigated. In this Paper the authors are 

proposing three simple real-time algorithm that are intended to be 

operating online, analyze data from wide-area PMUs placed in 

different parts of the grid, process the system state and lines’ 

status and issue disconnecting actions to certain lines in the grid 

to form islands with minimum imbalances of power between 

generation and loads, without violating thermal and overloading 

constraints of the ties left intact within each island. Performances 

of the three different algorithms and techniques, utilized for 

finding suitable solutions for the controlled separation problem, 

are explored and compared. A conclusion is drawn in light of this 

comparison and suggested ideas for further future work are 

presented. 

3. The Controlled Separation Problem 

System splitting, also known as controlled separation, is to split 

the interconnected transmission network, deliberately and on 

purpose, into islands of load with matching generation at proper 

splitting points by opening a selection of transmission lines and 

ties. After which, load shedding and sometimes generation 

rejection should follow in order for the load and generation to 

remain balanced within balance, keeping the majority of the 

system intact and hence avoid cascading instabilities or even 

partial or total blackouts. The study of previous blackouts and 
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outages suggest that if proper system splitting strategies along 

with suitable load shedding and minimized generator rejection 

had been performed within short time, some blackouts could have 

been avoided and mitigated [1-3]. Operating states of the power 

system have been defined before as [4]: 

• Normal State. 

• Alert State. 

• Emergency State. 

• In-Extremis. 

• Restoration. 

 

Fig. 1. Power System Operating states [4] 

The system should be designed to act in the emergency state and 

help stop and save the situation from devastating. A practical 

controlled separation scheme needs to address the following three 

critical problems [5]: 

• Where to separate? (i.e. separation points to form stable 

islands) 

• When to separate? (i.e. separation timing) 

• What to do after separation? (i.e. post islanding actions like 

load shedding and/or generator rejection) 

When to act exactly or what triggers the system should be a 

threatening instability or signs derived from the input data 

received by the system, but it is not in this paper’s scope.  

However, a lot of research is going on and shall be put into this 

“prediction of instabilities” scope. So is the case with the post-

separation actions. The main concern in this paper with how to 

act and the separation techniques. Following the decision that 

separation is needed, the following describes the set of problems 

and/or constraints that the controlled separation has to take into 

consideration in order to derive proper and relatively stable 

islands. The most important thing is that those islands are proven 

to be stable and persistent after the separation in order to maintain 

most of the system’s integrity, minimize the loads that 

experienced outages and ease the restoration process. Hence the 

solution that is found suitable should satisfy a set of constraints, 

formulated and discussed in numerous previous references [1], 

[6]: 

3.1. Separation and synchronization constraint 

Asynchronous groups of generators must be separated into 

different islands and generators in each island must be 

synchronous with each other. Following a serious contingency, 

some generators tend to swing together, while others tend to 

swing against those. Uncontrolled islanding will be inevitable, 

due to protection systems operating against and to prevent out-of-

step oscillations [7, 8]. A suggested solution would be to 

determine the different groups of generators that swing together 

and start forming separate islands containing those coherent 

generators and disconnected from the other asynchronous groups’ 

islands. Bottom-line: The first constraint would be identified as 

that buses of synchronized generators shall be connected in the 

same island and separate from the other generators that are 

swinging against them. Several previous researches [9], [10] have 

discussed this issue and in this paper. Here, it is assumed that the 

coherent generator groups are previously identified and set. 

3.2. Power balance constraint 

In order to ensure that the resulted islands remain intact and 

stable, each of the islands should have, theoretically, equal 

generated active power and load power consumption. Of course, 

this is impossible as some areas would have concentrated 

generation and others would have a majority of loads. Therefore, 

the constraint is revised to allow a small pre-set imbalance 

between generation and load of active power, or in other words 

power generation shall be roughly equal to power load. The 

imbalance will not be allowed to evolve into a major instability 

by further measures, either load shedding in case of load surplus 

or generator rejection in case of surplus in generation. Reactive 

power is not considered as constraint, as it assumed that the local 

measures are enough to solve this issue, i.e. capacitor banks, 

Static Var Compensators will compensate for additional reactive 

power demand and under-voltage load shedding would save the 

island from collapsing due to deficiency in reactive power 

supplies. 

3.3. Rated Value & limit constraints 

If the main aim is to maintain most of the system’s integrity 

through maintaining the integrity and stability of the sub-islanded 

grids, then the transmission lines must not be loaded over their 

thermal and steady-state capacity limits. The grid degrades 

through cascading disconnections of the ties carrying its power 

flows, by protection systems, due to overloads and short circuits. 

To prevent that, it has to be ensured that overloading, if it occurs, 

is within the thermal limit for each tie. 

4. Direct Searching Method 

The following flowchart, in Fig. 2, shows simply the stages of the 

algorithm. The main and major benefit of this algorithm is its 

absolute simplicity, it could be implemented on any type of 

system and achieve results. However its performance is relatively 

more time consuming. 

1. Initialization: 

At first, the algorithm initializes the system parameters, i.e. the 

number of buses, number of lines, connectivity matrix that 

contains the lines and ties between all buses in the grid, groups of 

coherent generators, the injected powers of all buses meaning the 

difference between the generated and consumed powers, the 

allowed margin of power imbalance in each island, thermal limits 

and thermal overloading coefficients of all lines, impedances of 

branches.  

2. Calculating the number of possible grid configurations: 

The number of possible candidate solutions that the algorithm is 

intended to test and study equals to 2 to the power of number of 

the lines in the grid. 

linesofnumberm __2     (1) 

Where m = number of possible configurations of the grid.  

3. Ensuring that no bus is left unconnected: 

It should be noted that all load buses are included and connected 

to an island. This mitigates the blackout minimizing the amount 

of load loss over the whole grid. 

4. Ensuring that no incoherent generator buses are 

connected: 
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This ceases the instabilities, resulting from the incoherent 

generators swinging against each other, from developing. 

5. Ensuring that all coherent generator buses are 

connected to each other: 

This will minimize the loss of generation and loss of supply to 

load by keeping most of the integrity of the generator buses. 

6. Conduct Power imbalance calculation: 

For each island the difference between the power generation and 

power load is calculated to make sure it is within the preset limit. 

7. Conduct Approximate DC power load flow: 

To make sure all lines left intact within each island will not be 

severely overloaded and hence result in further disconnection and 

degradation of the grid. 

8. Add possible solution: 

If candidate solution is verified to satisfy all the prior constraints 

then it will be added to the set of possible separation solutions. 

The algorithm was engineered and programmed on Matlab and 

using a 1.73GHz dual core processor with installed 2 GB of RAM 

and running a 32-bit Windows 7 Operating system. So far, the 

algorithm was tested on 5, 9 and 14 bus standard systems. Here, 

only running the algorithm on the IEEE 14-bus standard test 

network is previewed. The following Table I shows the 

parameters, results and times: 

Table I - Parameters, Results and Times for IEEE 14-bus system (total 

online solution) 

Number of lines 20 lines 

Number of candidate configurations 2^20=1048576 

Time to explore all candidate 

configurations 

7.5 minutes (450 seconds) 

Time taken to find the first possible 

separation technique 

39.3 seconds 

Number of possible separation 

techniques found 

256 

The results show that the program, yet simple, but will take 

extensive time to find the possible solution. 

This will not be appropriate to provide a suitable separation 

technique in short time to save the system. 

This will not be appropriate to provide a suitable separation 

technique in short time to save the system. Doing part of the job 

as offline work will be the solution. The algorithm was further 

developed so that the stages 2-6 can be performed offline and 

their results will be ready prior to any instability, the system will 

have a much less number of candidate solutions to explore. For 

the purpose of this simulation, generation power at bus-2 is 

increased to 200MW. 

 

Fig. 2. Direct Searching Controlled Separation Algorithm Flowchart 

Table II shows the Parameters, Results and times for the 

algorithm running on the same IEEE 14-bus standard system, but 

after doing most of the job, that is doable, offline. 
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Table II - Parameters, Results and Times for IEEE 14-bus system 

(partially online solution) 

Number of candidate configurations 

(that already satisfy steps 3-6) 

484 

Time to explore all candidate 

configurations 

0.5304 seconds 

Time taken to find the first possible 

separation technique 

0.2496 seconds 

Number of possible separation 

techniques found 

256 

As shown the result of the system is exceptional and getting part 

of the algorithm processing to be done offline saved a lot of time 

for getting the final suitable separation solution. The time taken 

by the online processing is very suitable to be taken by a real-

time application and will help save the system in appropriate 

short time. 

5. Angle Modulated Particle Swarm Method 

Search spaces of controlled separation problems are huge. In 

these cases, population based searches are a very valid proposed 

solution. Particle Swarm Optimization (PSO) is a population 

based algorithm first introduced by Dr. Russel C. Eberhart and 

Dr. James Kennedy in 1995 [11]. As described by Eberhart and 

Kennedy, the PSO algorithm is an adaptive algorithm based on a 

social-psychological metaphor; a population of individuals 

(referred to as particles) adapts by returning stochastically toward 

previously successful regions [12]. 

Particle Swarm has two primary operators: Velocity update and 

Position update. During each generation each particle is 

accelerated toward the particles previous best position and the 

global best position. At each iteration, a new velocity value for 

each particle is calculated based on its current velocity, the 

distance from its previous best position, and the distance from the 

global best position. The new velocity value is then used to 

calculate the next position of the particle in the search space. This 

process is then iterated a set number of times or until a minimum 

error is achieved. The dimensionality of a problem influences the 

computational complexity in converging to a valid solution. 

Angle modulation is applied to reduce complexity of binary 

problems by generating a bit string to solve binary problems 

using PSO to evolve the function coefficients of a trigonometric 

model. Instead of evolving a high dimensional but vector, angle 

modulation reduces the problem to a four-dimensional problem 

defined in continuous space. Experimental results show that the 

angle modulation method is faster than the standard Binary PSO 

and that accuracy is improved for most benchmark functions used 

[13]. 

The Angle Modulated PSO (AMPSO) is a PSO algorithm that 

employs a trigonometric function as a bit string generator. The 

function is derived from a technique used in the field of signal 

processing from the telecommunications industry and is based on 

angle modulation. The standard PSO is then applied to optimize 

the simpler 4-dimensional tuple (a, b, c and d) instead of evolving 

the actual bit string. After the PSO iteration, the parameters are 

substituted back into equation. The resultant function is then 

sampled at the evenly spaced intervals to generate a bit for each 

interval, with the set of all generated bits representing the binary 

vector solution to the original problem. The benefit of the 

AMPSO is that a larger dimensional binary space can be 

represented by a smaller 4-dimensional continuous space. Results 

from the optimization are produced in a shorter period time, as 

only 4 parameters need to be optimized instead of the original n-

dimensions. Previous literature [14, 15] have explored relying on 

the same technique for some part of the solution, however 

because of the random nature of this optimization technique the 

generated solution may result in some isolated buses. Thus the 

former researchers added post-processing stages that added to the 

time and resulted in solutions that were not purely the result of 

the AMPSO. 

In this research, it is targeted to use only AMPSO and tried to 

decrease the time through some programming modifications. The 

algorithm here only explores solutions through solving only the 

power imbalance constraints. The algorithm for the AMPSO 

based controlled separation algorithm is as explained and shown: 

5.1. Initialization: 

At first, the algorithm initializes the system parameters, i.e. the 

number of buses, number of lines, connectivity matrix that 

contains the lines and ties between all buses in the grid, groups of 

coherent generators, the injected powers of all buses meaning the 

difference between the generated and consumed powers, the 

allowed margin of power imbalance in each island, the 

coefficients of the trigonometric angle modulation function and 

fitness function. 

Processing: 

In every iteration, for each particle:  

i. Substitute current positions in the four dimensions 

into the trigonometric angle modulation function 

to get lines positions: 

 
ii. For each line, to get its status: 

If g(x)>0 then g(x)=1. 

If g(x)<0 then g(x)=0. 

iii. Evaluate solution to get the actual number of 

islands resulted, Coherency Index and the Fitness 

Function [11], [13]. 

a. Coherency Index is the sum of each island 

available generation divided by its pre-

decided generation that was supposed to be 

grouped all as a percentage over number of 

islands. 

b. Fitness Function [11], [12]: 

 

c. If solution is best solution globally, then 

update a, b, c and d as best global positions 

found so far. 

d. If solution is best solution in the 

neighbourhood, then update a, b, c and d as 

best neighbourhood positions found so far. 

e. Update a, b, c and d new velocities and new 

positions according to PSO equations: 

xid(t) = f (xid(t - 1), vid(t - 1), pid, pgd) 

vid(t) = vid(t - 1) + C1 x ɸ1(pid - xid(t - 1)) + C2 x ɸ2(pgd - 

xid(t - 1)) 

xid(t) = xid(t - 1) + vid(t) 

if vid > Vmax then vid = Vmax 

else if vid < -Vmax then vid = -Vmax 

5.2. Output:  

Produce a record of all solutions and present top set of solutions 

𝑔 𝑥 = sin 2𝜋 ×  𝑥 − 𝑎 × 𝑏 × cos 2𝜋 × 𝑐 ×  𝑥 − 𝑎   + 𝑑 

𝐹 =    𝐿𝑖𝑗 × 𝑃𝑖𝑗

𝑚 𝑗

𝑗=1

𝑛 𝑖𝑠𝑙

𝑖=1

 ×  1 + 𝑒
 𝑛𝑑−𝑛𝑎  

2

𝑘  × 𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑦 𝐼𝑛𝑑𝑒𝑥 
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found during the iterations. 

The algorithm was engineered and programmed on Matlab and 

using an Intel Core i7 2.1 GHz processor with installed 4 GB of 

RAM and running a 62-bit Windows 7 Operating system. So far, 

the algorithm was tested on 5, 9, 14 and 30 buses standard 

systems. Here, only running the algorithm on the 9-bus standard 

test network is previewed. The following Table III shows a 

sample of the results and times achieved by this algorithm: 

Table III. Parameters, Results and Times for 9-bus system (total online 

solution) 

Number of lines 9 lines 

Number of candidate configurations 2^9=512 

Time to complete all 15 iterations of 

20 particles (300 steps) 

3.12 seconds 

Time taken to find the best separation 

technique 

0.156 seconds 

In comparison with previous literature, this algorithm has reached 

the best result during the second iteration, where every iteration is 

of 20 particles each. The best solution was found by the 16th 

particle in the second iteration. In previous literature [14, 15], the 

same best solution was claimed during the fifth iteration using the 

same population size; number of particles, which is 20. During a 

lot of simulations, results also showed that it reached the same 

best solution during the first iteration, by the 16th particle, 

however this was achieved by a population size of 30 particles. 

Despite that, it is not the best solution in respect to time taken as 

the time taken was 0.166 seconds. As shown, due to the random 

nature of the optimization problem, results may differ in each run. 

In this research, the same algorithm was run for the 14 bus and 30 

bus IEEE systems but unfortunately did not perform successfully. 

Due to the random nature of the problem in binary space 

dimensions, this technique has only shown its big success in 

solving smaller grids. This still can be utilized if the bigger 

systems are clustered into smaller grids by compressing groups of 

buses or regions into one bus and considering the ties that only 

connect then to the other groups/regions as the only transmission 

lines studied. 

6. New Online Method- “Sweeping and Keeping” 

The Bioinformatics Toolbox™ product extends the MATLAB® 

environment to provide an integrated software environment for 

genome and proteome analysis [16]. In this research a 

Bioinformatics toolbar function, called graphtraverse, is used to 

analyze the relationship between the buses and present it as a path 

for the second phase to operate on as a guide for processing. The 

algorithm only concentrates on solving the controlled separation 

problem by trying to satisfy the power imbalance constraint in the 

islands. 

Initializing the algorithm: 

In this preliminary step the algorithm initializes the system data 

by constructing the system connectivity matrix, in addition to 

forming the matrix that contains generators that are planned to be 

joined together in each same island. It will also realize how many 

islands are required by setting. 

Sweeping: 

The algorithm here uses a pre-programmed function to traverse 

through the grid starting from each island’s main generation bus. 

This function will travel through grid exploring and recording the 

buses that it traverses. It will use Breadth-First method which 

means that the order of buses will be according to closest from 

origin bus. 

 

 

Fig. 3. Angle Modulated Particle Swarm Optimization-based Controlled 

Separation Algorithm Flowchart 

This will create trails, according to number of required separated 

islands, for each agent of the second part of the algorithm to 

follow and decide whether each studied bus will be part of the 

same island or of another. 

Keeping: 

According to the number of islands, there will be agents or parts 

of the program loop, each concerned with its respective island 

and will follow the trail got from the prior part of the program, 

the sweeping, and will compare this bus power to the imbalance 
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of its island. If the bus power doesn’t violate the power imbalance 

constraint, if added to this island, then it is added and connected 

to the island. All its transmission lines that are affiliated with the 

first island will be set to “ON” and hence will not be 

disconnected by the system. All its transmission lines that are 

affiliated with other islands will be set to “OFF” and hence will 

be disconnected by the system and tripping signals will be 

ordered to transmit to the line’s involved circuit breakers. 

In case the bus power will violate the power imbalance constraint 

the algorithm will skip it for the mean time and will proceed with 

the next bus in the sequence. This bus will then be left to other 

agents, of the other islands, to consider and study and if there is a 

possibility it will add it. 

This part is looped until all buses are covered. If a bus or more 

remains unconnected then the algorithm will study which island 

could that bus be connected to, to explore all these options then 

decide the connection according to which island will be the best 

choice to minimize the imbalance. 

The program terminates after all buses have been decided to 

which islands each is connected. The algorithm was engineered 

and programmed on Matlab and using an Intel Core i7 2.1 GHz 

processor with installed 4 GB of RAM and running a 62-bit 

Windows 7 Operating system. So far, the algorithm was tested on 

9 and 30 buses standard systems.  

1) Running the algorithm on the 9-bus standard test network is 

previewed. The following Table IV shows a sample of the results 

and times achieved by this algorithm for solving the 9-bus 

system: 

Table IV - Parameters, Results and Times for 9-bus system (sweeping 

and keeping) 

Number of lines 9 lines 

Number of candidate 

configurations 

2^9=512 

Time taken to find the best 

separation technique 

0.0312 seconds  

As shown, for solving the 9-bus system, it took the algorithm 

0.0312 seconds! This time is off course much shorter than all the 

previous literature results [13, 14]. It is even shorter in duration 

than the results achieved by the prior two techniques explained 

and presented in this research. By far this is the fastest and most 

successful result, known to the researchers, for the 9-bus system.  

2) Running the algorithm on the IEEE 14-bus standard test 

network is previewed. It has to be noted that the system was 

modified for the purpose of this simulation test, generation of bus 

2 was increased to 200MW. The following Table V shows a 

sample of the results and times achieved by this algorithm for 

solving the IEEE 14-bus system: 

 

Fig. 4. New Sweeping and Keeping Controlled Separation Algorithm 

Flowchart 

Table V - Parameters, Results and Times for 14-bus system (sweeping 

and keeping) 

Number of lines 20 lines 

Number of candidate configurations 2^20=1048576 

Time taken to find the best separation 

technique 

0.0468 seconds  

3) Running the algorithm on the IEEE 30-bus standard test 

network is previewed. The following Table VI shows a sample of 

the results and times achieved by this algorithm for solving the 

IEEE 30-bus system: 

Table VI Parameters, Results and Times for 30-bus system (sweeping and 

keeping) 

Number of lines 41 lines 

Number of candidate configurations 2^41=2.1990 x(10^12) 

Time taken to find the best 

separation technique 

0.3276 seconds  

As shown, for solving the 30-bus system, it took the algorithm 

0.3276 seconds. Again, this time is much shorter than all the 

previous literature results [1], [5], [6], [14] and [15] which were 

2.5 seconds and 1 minute, noting also that the first two references 

were studying other constraints like post-separation violation of 

overloading limits and the last two references were outputting a 

group of solutions. The proposed algorithm only considers power 

imbalance constraints in the islands and presents one solution 

which is ideally the best in that regard. By far this is the fastest 

and most successful result, known to the researchers, for the 30-

bus system. 
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7. Conclusions and Suggested Future Work 

The work presented so far, suggests and leads to the road of 

applying the same algorithms to the IEEE 30-bus and bigger 

standard systems, but preliminary experiments show that bigger 

systems will result in a vast search space, that will let the first 

algorithm takes a very big time looking for suitable solutions. For 

example the 30 bus has 41 lines, which means that the search 

space will equal to 241=2.2x1012 possible configurations of the 

grid. Previous researches have looked into this matter and 

proposed solutions for this problem using different techniques 

like OBDD [1], [6] and BPSO [14]. Due to the random nature of 

the problem in binary space dimensions, the second 

algorithm/technique has only shown its big success in solving 

smaller grids. This still can be utilized if the bigger systems are 

clustered into smaller grids by compressing groups of buses or 

regions into one bus and considering the ties that only connect 

then to the other groups/regions as the only transmission lines 

studied. There is a vast variety of work that can be suggested to 

be performed in the future, targeting development of the 

controlled separation problem solutions and using other 

optimization techniques, in particular. Vast arrays of nature and 

animal behavior-based optimization techniques are already 

available. Some of these types are possible to implement for 

binary problems like the controlled separation problem. 

Another research path may be into the possibilities and ways of 

how bigger systems may be automatically clustered and grouped 

to form smaller grids that can be operable by this algorithm 

developed so far. Buses could be grouped according to actual 

geographic locations, i.e. near-by buses will always stay together, 

or as another example, they could be grouped according to prior 

load flow and stability studies. This will make the problem far 

simpler and will save a lot of processing time. Then, the goal is to 

implement the solution online and present it as a real-time WAP. 

The third algorithm is very simple and can be easily implemented 

on any computer. It is also a potential platform for further 

development and introduction of more logic and decision making. 

Other constraints could be taken into consideration like 

performing a very quick and approximate DC load flow, similar 

to what is done by the first technique, and verify whether the 

solution will not cause any further cascading due to overloading 

of intact ties. Another step or stage could be added to the 

algorithm that decides the amount of load shedding according to 

input system data and available load feeders, their consumption 

and their priorities. This will help eliminate the imbalance and 

keep the system stable until the urgent case is cured and 

connections are restored. In this paper, researchers were trying to 

target the near perfect solution that will be implemented online 

and process data and act real-time in short time to save the 

system. The system could be expanded by including more 

modules to provide load shedding orders by finding the optimum 

number of load feeders to disconnect, taking into consideration 

the priority of their loads. 
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Abstract: In this study, comparison between PI controller, fuzzy logic controller (FLC) and an anti-windup PI (PI+AW) controller used 

for speed control with direct torque controlled induction motor is presented. Direct torque controlled induction motor drive system is 

implemented in MATLAB/Simulink environment and the FLC is developed using MATLAB/Fuzzy-Logic toolbox. The proposed 

control strategy is performed different operating conditions. Simulation results, obtained from PI controller, FLC and PI+AW controller 

showing the performance of the closed loop control systems, are illustrated in the paper. Simulation results show that FLC is  more robust 

than PI and PI+AW controller against parameter variations and FLC gives better performance in terms of rise  time, maximum peak 

overshoot and settling time. 
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1. Introduction 

DC motors have high performance in terms of dynamic behaviour 

and their control is simple. Because its flux and torque can be 

controlled independently. However, DC motors have certain 

disadvantages due to the existence of the commutators and 

brushes. Nowadays, induction motors are extensively used in 

industrial application. Induction motors have complex 

mathematical models with high degree of nonlinear differential 

equations including speed and time dependent parameters. 

However, they are simple, rugged, inexpensive and available at 

all power ratings and they need little maintenance. Therefore, the 

speed control of induction motor is more important to achieve 

maximum torque and efficiency [1-5]. By the rapid development 

of microprocessor, power semiconductor technologies and 

various intelligent control algorithm, controlling methods of 

induction motors have been improved. In the recent years, 

researchs about induction motors which are common in industrial 

systems due to some important advantages are focused on vector 

based high performans control methods such as field orientation 

control (FOC) and Direct torque control (DTC) [1-7]. FOC 

principles were firstly presented by Blaschke [4] and Hasse [5]. 

FOC of induction motors are based on control principle of DC 

motors. Armature and excited winding currents of self-excited 

DC motors can be independently controlled because they are 

vertical to each other. There isn’t such case in induction motors. 

Made studies on induction motors showed that these motors 

could be controlled such as DC motors if three-phase variables 

are converted to dq-axis and dq-axis currents are controlled. 

Vector control methods which are done transform of axis have 

been developed. Flux and torque of induction motors can be 

independently controlled. Thus induction motors can be used for 

variable speed drive applications [1-4]. 

 DTC were firstly presented by Depenbrock [6] and Takahashi 

[7]. DTC method has simple structure and the main advantages of 

DTC are absence of complex coordinate transformations and 

current regulator systems. In the DTC method, the flux and 

torque of the motor are controlled directly using the flux and 

torque errors which are processed in two different hysteresis 

controllers (torque and flux). Optimum switching table depending 

on flux and torque hysteresis controller outputs is used to control 

of inverter switches in order to provide rapid flux and torque 

response. However, because of the hysteresis controllers, the 

DTC has disadvantage like high torque ripple.  

In the recent years, FLC has found many applications. Fuzzy 

logic is a technique, improved by Zadeh [8] and it provides 

human-like behavior for control system. İt is widely used because 

FLC make possible to control nonlinear, uncertain systems even 

in the case where no mathematical model is available for the 

controlled system [8-14]. This paper deals with comparison of PI, 

FLC and PI+AW controller on speed control of direct torque 

controlled induction motor. The performance of FLC has been 

researched and compared with PI+AW and PI controller.  

The rest of this paper is organized as follows. In Section II, direct 

torque control scheme is given. Section III describes proposed 

controller design. The simulation results are given in Section IV. 

Conclusions are presented in Section V. 

2. DIRECT TORQUE CONTROL 

The induction motor model can be developed from its 

fundamental electrical and mechanical equations. The d-q 

equations of 3-phase induction motor expressed in the stationary 

reference frame: 

dsdssds piRV 
    (1) 

qsqssqs piRV 
    (2) 
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qrrdrdrr wpiR  0
   (3) 

drrqrqrr wpiR  0
   (4) 

The flux linkage equations: 

qrmqssqs iLiL 
    (5) 

drmdssds iLiL 
    (6) 

qsmqrrqr iLiL 
    (7) 

dsmdrrdr iLiL 
    (8) 

Electromagnetic torque in the stationary reference frame is given 

as: 

 dsqsqsdse ii
P

T  
22

3

   (9) 

Where; p= (d/dt), Rs, Rr are stator and rotor resistances; Ls, Lr, Lm 

are stator, rotor and mutual inductances; ds, qs  are stator flux in 

d-q frame; dr, qr  are rotor flux in d-q frame; ids, iqs , iqr, iqr are 

stator and rotor currents in d-q frame and wr is rotor speed.  

DTC design is very simple and practicable. It consists of three 

parts such as DTC controller, torque-flux calculator and voltage 

source inverter (VSI) . In principle, the DTC method selects one 

of the inverter’s six voltage vectors and two zero vectors in order 

to keep the stator flux and torque within a hysteresis band around 

the demand flux and torque magnitudes [1-6]. The torque 

produced by the induction motor can be expressed as shown 

below: 

 sin
2

3
sr

r

m

s

e
L

L

L

P
T 

   (10) 

Where, α is angle between the rotor flux and the stator flux 

vectors. r is the rotor flux magnitude and s is the stator flux 

magnitude. P is the pairs of poles, Lm is mutual inductance and Lr 

is rotor inductance. This equation (10) shows the torque is 

dependent on the stator flux magnitude, rotor flux magnitude and 

the phase angle between the stator and rotor flux vectors. The 

equation of induction motor stator is given by [6]: 

 

ss

s

s Ri
dt

d
V 



    (11) 

If the stator resistance is ignored, it can be approximated as 

equation (12) over a short time period [6-7]: 

tVss 
     (12) 

This means that the applied voltage vector determines the change 

in the stator flux vector. If a voltage vector is applied to system, 

the stator flux changes to increase the phase angle between the 

stator flux and rotor flux vectors. Thus, the torque produced will 

increase [6-7]. 

Fig. 1 shows closed loop direct torque controlled induction motor 

system. The closed loop DTC induction motor system is 

implemented in MATLAB/Simulink environment. DTC 

induction motor model consists of four parts such as speed 

control, switching table, inverter and induction motor. d-q model 

is used for the induction motor design.  DTC block has flux and 

torque within a hysteresis models. Two-level and three-level flux 

and torque within hysteresis band comparators are given in Fig. 2 

and 3, respectively. Flux control is performed by two-level 

hysteresis band and three-level hysteresis band provides torque 

control. Outputs of the hysteresis bands are renewed in each 

sampling period and changing of the flux and torque are 

determined by these outputs.  Voltage vectors are shown in Fig. 

4. Flux control output ds, torque control output dTe and voltage 

vector of the stator flux are determined a switching look-up table 

as shown in Table 1. 

In DTC method, stator flux and torque are estimated to compare 

with references of the flux and torque values by aid of stator 

current, voltage and stator resistance. The obtained flux and 

torque errors are applied to the hysteresis layers. In these 

hysteresis layers, flux and torque bandwidth are defined. 

Afterwards, the amount of deflection is determined and the most 

appropriate voltage vectors are selected to apply to the inverter 

using switching look-up table. 

If a torque increment is required then dTe equals to +1, if a torque 

reduction is required then dTe equals to -1 and if no change in the 

torque is required then dTe equals to 0. If a stator flux increment 

is required then ds is equals to +1, if a stator flux reduction is 

required then ds equals to 0. In this way, the flux and torque 

control is realized. 
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 Fig. 1: DTC induction motor system in MATLAB/Simulink 
environment 
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Fig. 4: Voltage vectors 

Table 1: Switching Look-up Table 

Flux 

(ψ) 

Torque 

(Te) 

Sectors 

SS1 SS2 SS3 S4 S5 S6 

ψ=1 Te=1 V2 V3 V4 V5 V6 V1 

 Te=-1 V6 V1 V2 V3 V4 V5 

ψ=-1 Te=1 V3 V4 V5 V6 V1 V2 

 Te=-1 V5 V6 V1 V2 V3 V4 

3. DESIGN OF FLC, PI AND ANTI -WINDUP PI 
CONTROLLER   

In this section, conventional PI controller, PI+AW controller and 

FLC are designed and applied to the DTC model. In the first 

design, the conventional PI controller and AW+PI controller are 

given to apply an induction motor drive in order to control its 

speed. In the second design, the FLC is designed for stability and 

robustness control. As a rule, the control algorithm for discrete PI 

controller can be described as: 

 


k

iIPPI keKkeKku
1

)()()(
  (13) 

Where, Kp is the proportional factor; KI is the integral factor and 

e(k) is the error function. As shown in Fig. 5, the structure of PI 

controller is really simple and can be implemented easily. An 

anti-windup integrator is added to stop over-integration for the 

protection of the system in Fig. 6 [18-21]. 

1
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Fig 5: Simulink model of classic PI controller 
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Fig. 6: Simulink model of PI controller with anti-windup 

FLC is an appropriate method for designing nonlinear controllers 

via the use of heuristic information [9, 15]. A FLC system allows 

changing the control laws in order to deal with parameter 

variations and disturbances. Especially, the inputs of FLC are 

speed error and change in the speed error. These inputs are 

normalized to obtain error e(k) and its change ∆e(k) in the range 

of -1 to +1. The fuzzy membership functions consist of seven 

fuzzy sets: NB, NM, NS, Z, PS, PM, PB as shown in Fig. 7. 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
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1
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Fig. 7: Membership function of inputs and output 

In the FLC, the rule has the form of: IF e is Fk
e AND de is Fk

de 

THEN du is wk: 

Mk ,...,1
     (14) 

Fk
e and Fk

de are the interval fuzzy sets and wk is singleton output 

membership functions.  
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Fig. 8: Block diagram of Fuzzy-PI controller 

The rule base of the FLC system is given in Table 2. The block 

diagram of FLC system for DTC is given in Fig. 8. 

Table 2: Rule Base 

e  de NB NM NS Z PS PM PB 

NB NB NB NB NB NM NS Z 

NM NB NB NM NM NS Z PS 

NS NB NM NS NS Z PS PM 

Z NB NM NS Z PS PM PB 

PS NM NS Z PS PS PM PB 

PM NS Z PS PM PM PB PB 

PB Z PS PM PB PB PB PB 

4. SIMULATION RESULTS 

Several simulation results for speed control of Direct Torque 

Controlled induction motor drive using PI, PI+AW and FLC is 

realized in MATLAB/Simulink environment. The simulations are 

performed for different reference speeds with load of 3N-m and 

no-load during 2 sec. The parameters of the induction motor used 

in the simulation are given in Table 3. 
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Table 3:  Induction Motor Parameters 

Parameters Values 

Power supply 

Stator resistance (Rs) 

3Ф 

8.231Ω 

Rotor resistance (Rr) 4.49Ω 

Number of Poles (P) 2 

Stator self-inductance (Ls) 0.599H 

Rotor self-inductance (Lr) 0.599H 

Moment of inertia (J) 0.0019kg-m2 

Mutual inductance (Lm) 0.5787H 

Fig. 9 shows the performance of PI, PI+AW and FLC. 

Conventional PI and PI+AW show overshoot during starting 

(%4.6 and %0.8, respectively). The PI controller response reaches 

to reference speed after 122 ms with overshoot and PI+AW 

response reaches to reference speed after 110 ms with overshoot. 

While the FLC response reaches to steady state after nearly 65 ms 

without overshoot. The simulation results show the FLC provides 

good speed response over the PI and PI+AW controller. The FLC 

performance is better than both of controllers in terms of settling 

time and maximum peak overshoot. The output torques 

controlled by PI+AW, PI and FLC controllers is illustrated in Fig. 

10, 11 and 12, respectively.  
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Fig. 9: Speed response comparison at no-load 
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Fig. 10: The output torque response using PI+AW controller 
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Fig. 11: The output torque response using PI controller 

 

Fig. 12: The output torque response using FLC 

Fig. 13 shows the speed tracking performance while sudden 

changing the speed from 1500 rpm to 1000 rpm at 0.8 sec. 

Firstly, DTC induction motor starts to operate in a steady state at 

1500 rpm reference speed. Then, a sudden step speed command 

decreasing, from 1500 rpm to 1000 rpm is performed. The 

simulation results are given in the Fig. 13. The FLC follows the 

reference speed without any overshoot and steady state error. The 

performance of the FLC is much better than the PI and PI+AW 

controller for all speed change cases. The corresponding values 

are represented in Table 4. The torque responses of PI+AW, PI 

and FLC are given in Fig. 14, 15 and 16, respectively. 
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Fig. 13: Speed response comparison at no-load 

 

Fig. 14: The output torque response using PI+AW controller 
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Fig. 15: The output torque response using PI controller 
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Fig. 16: The output torque response using FLC 
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Table 4:  Performance of Controllers at No-Load 

 

Controller Type 

Settling Time 

ts(ms) 

 

Overshoot 

Mp (%) 

 

PI Controller 

 

122ms 

65ms (response to sudden 

step reduction) 

%4.6(1
st
 peak) 

%6.8(2
nd

 peak) 

 

PI + AW 

110ms 

52ms (response to sudden 

step reduction) 

%0.8(1
st
 peak) 

%1.12(2
nd

 peak) 

 

 

FLC 

58ms 

18ms(response to sudden 

step reduction) 

%0(1
st
 peak) 

%0(2
nd

 peak) 

Constant speed responses with load of 3N-m at 0.8sec are given 

in Fig. 17. The speed response with FLC has no overshoot and 

settles faster in comparison with PI and PI+AW controller and 

there is no steady-state error in the speed response. When the load 

is applied, there is sudden dip in speed. The speed falls from 

reference speed of 1500 rpm to 1490 rpm and it takes 3ms to 

reach the reference speed. The results of simulation show that the 

FLC gives better responses with respect to settling time and 

maximum peak overshoot. Moreover, the corresponding values 

are represented in Table 5. The torque responses of PI+AW, PI 

and FLC are given in figure 18, 19 and 20, respectively. 
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Fig. 17:  Constant speed responses with load of 3N-m at 0.8 sec 

 

Fig. 18: The output torque response using PI+AW controller 

 

Fig. 19: The output torque response using PI controller 
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Fig. 20: The output torque response using FLC 

Table 5:  Performance of Controllers at Load 

Controller Type Settling Time 

ts(ms) 

Overshoot 

Mp (%) 

 

PI Controller 

 

122ms 

42.1ms(response to load 

torque) 

%4.6(1
st
 peak) 

%2.33(2
nd

 peak) 

 

Anti-Windup PI 

110ms 

42.1ms(response to load 

torque) 

%0.8(1
st
 peak) 

%2.33(2
nd

 peak) 

 

 

FLC 

58ms 

3ms(response to load 

torque) 

%0(1
st
 peak) 

%0.66(2
nd

 peak) 

5. CONCLUSIONS 

In this study, Direct Torque Controlled induction motor drive 

system is presented and speed control of the induction motor is 

implemented. The motor drive system is carried out in 

MATLAB/Simulink environment using mathematical model of d-

q of the induction motor. PI+AW controller, PI and FLC control 

systems are compared and effectiveness of the FLC against PI 

and PI+AW control performance is illustrated. Considering the 

overshoot and the response time, the FLC gives obviously better 

performance than PI and PI+AW controller. Moreover, it can be 

seen that the ripple in torque with FLC is less than PI and PI+AW 

controller for all speed change cases. 
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