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CYCLIC-PARALLEL RICCI TENSOR OF ALMOST
S-MANIFOLDS

YAVUZ SELIM BALKAN, NESIP AKTAN? AND ERDAL ÖZÜSAĞLAM

Abstract. In this paper, we consider cyclic-parallel almost S-manifolds and
we obtain some results.

1. Introduction

An extensive research about contact geometry is done in recent years. We recall
the precise definitions. Let M be a (2n + s)-dimensional manifold. We say that
M is equipped with an f -structure with a parallelizable kernel, more briefly f.pk-
structure, if there are given on M an f -structure ϕ, s global vector fields ξ1, ..., ξs

and 1-forms η1, ..., ηs on M satisfying the following conditions

(1.1) ϕ (ξi) = 0, ηi ◦ ϕ = 0, ϕ2 = −Id +
s∑

j=1

ηj ⊗ ξj , ηi (ξj) = δi
j ,

for all i, j ∈ {1, ..., s} ; we denote by D the bundle Im (ϕ), and we set ξ := ξ1+...+ξs,
η := η1 + ... + ηs. The structure (ϕ, ξi, ηj) on M is said to be normal if and only if

Nϕ = 0, where Nϕ is the (2, 1)-tensor on M given by Nϕ := [ϕ,ϕ] + 2
s∑

i=1

dηi ⊗ ξi.

On a manifold equipped with an f.pk-structure there always exists a compatible
Riemannian metric g in the sense that for each X,Y ∈ Γ (TM)

(1.2) g (ϕX, ϕY ) = g (X, Y )−
s∑

j=1

ηj (X) ηj (Y ) .

However such that a metric on M is not unique: we fix one of them; then the
structure obtained is called a metric f.pk-structure. Let Φ be the Sasaki form of ϕ
defined by Φ (X,Y ) := g (X, ϕY ) for X,Y ∈ Γ (TM) . It may be observed that D
is the orthogonal complement of the bundle ker (ϕ) = 〈ξ1, ..., ξs〉 .
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The metric f.pk-manifold (M, ϕ, ξi, ηj , g) is said to be an almost S-manifold if
and only if dη1 = ... = dηs = Φ. Almost S-manifold which are normal are called
S-manifolds.

The study of f -manifolds was started by Blair, Goldberg, Yano, Vanzura, cf.
[3], [6] [11]. Almost S-structures were studied; without being precisely named, by
Cabrerizo, Fernandez, Fernandez, cf., [7]. Then Duggal, Pastore and Ianus, cf. [8],
also studied such manifolds and gave them the name ”almost S-manifolds”. S-
manifolds were introduced by Blair cf. [3], who proved that the space of a principal
toroidal bundle over a Kaehler manifolds is an S-manifold. S-structures are a
natural generalization of Sasakian structures, but unlike Sasakian manifolds, no
S-structure can be realized on a simply connected, compact manifold cf. [5]. In
[9] there is an example of an even dimensional principal toroidal bundle over a
Kaehler manifold which does not carry any Sasakian structure. On the other hand,
there is constructed an S-structure on the even dimensional manifold U(2). It is
well known that U(2) does not admit a Kaehler structure. We conclude that there
exist manifolds such that the best structure we can hope to obtain on them is an
S-structure.

On an almost S-manifold (M,ϕ, ξi, ηj , g) there are defined the (1, 1)-tensor fields

hi :=
1
2
Lξiϕ for i = 1, ..., s cf. ([7] (2.5)). We use extensively the properties of these

tensor fields in the present paper. In particular these operators are self adjoint,
traceless, anti-commute with ϕ and for each i, j ∈ {1, ..., s}

(1.3) hiξj = 0, ηi ◦ hj = 0,

cf. [7]. Moreover the following identities hold, cf. [8],

(1.4) ∇Xξi = −ϕX − ϕhX, ∇ξiϕ = 0, ∇ξiξj = 0,

where ∇ is the Levi Civita connection of g, X ∈ Γ (TM) and i, j ∈ {1, ..., s} . We
shall sometimes use the following curvature identity related to ∇
(1.5) RξiXξj − ϕ (RξiϕXξj) = 2

(
(hi ◦ hj) X + ϕ2X

)
,

which can be immediately obtained combining the first equation on ([7] pag. 158)
and (1.4).

In 1995 Blair, Koufogiorgos and Papantonio, cf. [4], studied contact metric man-
ifolds such that the characteristic vector field belongs to the (κ, µ)-nullity distribu-
tion. This concept is generalized for almost S-manifolds by Cappelletti Montano
and Di Terlizzi in [1].

In the present paper we are concerned cyclic-parallel Ricci tensor of almost S-
manifolds.

2. Preliminaries

Definition 2.1. [1] Let M be an almost S-manifold, κ, µ real constant. We say
that M verifies the (κ, µ)-nullity condition if and only if for each i ∈ {1, ..., s} ,
X, Y ∈ Γ (TM) the following identity holds

(2.1) RXY ξi = κ
(
η (X)ϕ2Y − η (Y )ϕ2X

)
+ µ (η (Y ) hiX − η (X)hiY ) .
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Lemma 2.1. [1] Let M be an almost S-manifold verifying the (κ, µ)-nullity condi-
tion. Then we have

i) hi ◦ hj = hj ◦ hi for each i, j ∈ {1, ..., s} ,

ii) k ≤ 1,

iii) if κ < 1 then, for each i ∈ {1, ..., s} , hi has eigenvalues 0, ±√1− κ,

iv) h2
i = (κ− 1)ϕ2.

Proposition 2.1. [1] Let M be an almost S-manifold verifying the (κ, µ)-nullity
condition. Then

(2.2) h1 = ... = hs.

Remark 2.1. [1] Throughout all this paper whenever (2.1) holds we put h := h1 =
... = hs. Then (2.1) becomes

(2.3) RXY ξi = κ
(
η (X)ϕ2Y − η (Y ) ϕ2X

)
+ µ (η (Y )hX − η (X)hY ) .

Furthermore, using (2.3), the symmetries properties of the curvature tensor and
the symmetry of ϕ2 and h, we get

(2.4) RξiXY = κ
(
η (Y ) ϕ2X − g

(
X, ϕ2Y

)
ξ
)

+ µ
(
g (X,hY ) ξ − η (Y )hX

)
.

Proposition 2.2. [1] Let M be an almost S-manifold verifying the (κ, µ)-nullity
condition. Then M is an S-manifold if and only if κ = 1.

3. Properties of the Curvature

Let
(
M2n+s, ϕ, ξi, ηj , g

)
, i, j ∈ {1, ..., s} , be an almost S-manifold. We consider

the (1, 1)-tensor fields defined by

lij (X) = RXξiξj ,

for each i, j ∈ {1, ..., s} , X ∈ Γ (TM) and put li = lii.

Lemma 3.1. [1] Let M be an almost S-manifold. For each i, j ∈ {1, ..., s} the
following identities hold

(3.1) ϕ ◦ lij ◦ ϕ− lij = 2
(
hi ◦ hj + ϕ2

)
,

(3.2) ηk ◦ lij = 0,

(3.3) lij (ξk) = 0,

(3.4) ∇ξihj = ϕ− ϕ ◦ lij − ϕ ◦ hi ◦ hj + ϕ ◦ (hj − hi) ,

(3.5) ∇ξihi = ϕ− ϕ ◦ lij − ϕ ◦ h2
i .
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Lemma 3.2. [1] Let M be an almost S-manifold verifying the (κ, µ)-nullity condi-
tion. Then for i, j ∈ {1, ..., s} we have

(3.6) ∇ξih = µh ◦ ϕ,

(3.7) l ◦ ϕ− ϕ ◦ l = 2µh ◦ ϕ,

(3.8) l ◦ ϕ + ϕ ◦ l = 2κϕ,

(3.9) Qξi = 2nκξ.

Lemma 3.3. [1] Let M be an almost S-manifold verifying the (κ, µ)-nullity condi-
tion. Then the following identities hold

(3.10) (∇Xϕ) Y = g
(
Y, hX − ϕ2X

)
ξ − η (Y )

(
hX − ϕ2X

)
,

(3.11)
(∇Xh) Y − (∇Y h) X = (1− κ) (2g (X,ϕY ) ξ + η (X) ϕY − η (Y )ϕX

(1− µ) (η (X) ϕhY − η (Y )ϕhX) ,

(3.12)
(∇Xh)Y = ((1− κ) g (X,ϕY ) + g (X, hϕY )) ξ

η (Y ) h (ϕX + ϕhX)− µη (X) ϕhY.

Lemma 3.4. [1] Let M be an almost S-manifold verifying the (κ, µ)-nullity condi-
tion with κ < 1 and κ, µ are smooth function. Then the Ricci operator verifies the
following identities

(3.13) Q = s
[
(2 (1− n) + µn)ϕ2 + (2 (n− 1) + µ)h

]
+ 2nκη ⊗ ξ,

(3.14) Q ◦ ϕ− ϕ ◦Q = 2s (2 (n− 1) + µ) h ◦ ϕ.

Lemma 3.5. Let M be a (2n + s) dimensional almost S-manifold verifying the
(κ, µ)-nullity condition, κ < 1. Then
(3.15)

(∇XS) (Y, Z) = s (2 (1− n) + µn) {η(Z) (g (ϕY, hX)− g (Y, ϕX))

−η (Y ) (g (ϕhX, Z) + g (ϕX,Z))}
+s (2 (n− 1) + µ) {η(Z) ((1− κ) g (ϕY, X) + g (hϕY,X))

+η (Y ) (g (hϕX, Z) + (κ− 1) g (ϕX,Z))

−µη(X)g (ϕhY,Z)} − 2nkη(Z) (g (Y, ϕhX) + g (Y, ϕX))

−2η (Y ) (g (ϕhX,Z) + g (ϕX, Z)) .
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Proof. We know that the Ricci operator satisfies

(3.16) (∇XS) (Y, Z) = ∇XS(Y,Z)− S(∇XY, Z)− S(Y,∇XZ).

Using (3.13) in (3.16) we have
(3.17)

(∇XS) (Y, Z) = s (2 (1− n) + µn) (g (∇Xϕ) (ϕY ) , Z) + g (ϕ (∇Xϕ)Y, Z)

s (2 (n− 1) + µ) g ((∇Xh)Y, Z)

+2nκη(Z)g (Y,∇Xξi) + 2nκη (Y ) g (Z,∇Xξi) .

By the use of (1.4), (3.10) and (3.12) in (3.17) we get (3.15). ¤

4. Almost S-manifolds with Cyclic-Parallel Ricci Tensor

The Ricci tensor S of Riemannian manifold M is said to be cyclic-parallel if

C∇S = 0,

namely

(4.1) (∇ZS) (X, Y ) + (∇XS) (Y,Z) + (∇Y S) (Z,X) = 0,

for all vector fields X, Y, Z.
Let M be an η-Einstein manifold whose Ricci tensor S of the form

(4.2) S(X,Y ) = Ag (X, Y ) + Bη(X)η(Y ),

where A, B are non-zero real numbers and X, Y are vector fields on M. So we have;

Theorem 4.1. Let M be a (2n + s) dimensional an η-Einstein almost S-manifold
of the form (4.2). If the Ricci tensor S of M is cyclic parallel then M is an S-
manifold.

Proof. Let us consider M is an η-Einstein almost S-manifold of the form (4.2). If
the Ricci tensor S of M is cyclic parallel then replacing Z with ξi in (4.1) we can
write

(4.3) (∇ξiS) (X, Y ) + (∇XS) (Y, ξi) + (∇Y S) (ξi, X) = 0.

Using (4.2) after some computations we get

(∇XS) (Y, Z) = B [η(Z)g(Y,∇Xξi) + η(Y )g(Z,∇Xξi)] ,

which implies

(4.4) (∇ξiS) (X,Y ) = 0,

(4.5) (∇XS) (Y, ξi) = B [g(Y,∇Xξi) + η(Y )g(ξi,∇Xξi)] ,

(4.6) (∇Y S) (ξi, X) = B [g(X,∇Y ξi) + η(X)g(ξi,∇Y ξi)] .

So substituting (4.4)-(4.6) in (4.3) and using (1.2) and (1.4), the equation (4.3)

(4.7) g(ϕX + ϕhX, Y ) + g (ϕY + ϕhY,X) = 0,
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which implies

(4.8) g (ϕY, hX) = 0.

Replacing Y by ϕY in (4.8), we get

g
(
ϕ2Y, hX

)
= 0.

So by the use (1.1) and (1.3), we have

(4.9) g (Y, hX) = 0,

for all vector fields X and Y and hence we have h = 0 which implies M is an
S-manifold. ¤

Theorem 4.2. Let M be a (2n + s) dimensional a non-Sasakian almost S-manifold.
If the Ricci tensor S of M is cyclic parallel then M is either S-manifold or κ =
−1
4

sµ2 + s4nµ

n
.

Proof. Let M be an almost S-manifold. Then by [7], κ ≤ 1. But if κ = 1 then M
is Sasakian. Since we suppose M is non-Sasakian we have κ < 1. So by the use of
(3.15) we have

(4.10) (∇ξiS) (X, Y ) = s (2 (n− 1) + µ) µg (hX, ϕY ) .

Similarly, using (3.15) we have
(4.11)
(∇XS) (Y, ξi) = (s (2 (1− n) + µn) + s (2 (n− 1) + µ) (1− κ) + 2nκ) g (X,ϕY )

+ (s (2 (1− n) + µn) + s (2 (n− 1) + µ) + 2nκ) g (hX, ϕY ) ,

and
(4.12)
(∇Y S) (ξi, X) = (s (2 (1− n) + µn) + s (2 (n− 1) + µ) + 2nκ) g (ϕX, hY )

+ (s (2 (1− n) + µn) + s (2 (n− 1) + µ) (1− κ) + 2nκ) g (ϕX, Y ) .

So substituting (4.10)- (4.12) into (4.3) we obtain

(4.13)
[
4nsµ + 4nκ + µ2

]
g (hX, ϕY ) = 0.

Suppose g (hX,ϕY ) = 0. Then replacing Y with ϕY, the last equation becomes
g

(
hX, ϕ2Y

)
= 0. So using (1.1) we get g (hX, Y ) = 0 for all vector fields X and Y

snd hence; we have h = 0 which gives us M is an S-manifold (note that M is non-

Sasakian since n 6= 1). If 4nsµ+4nκ+µ2 = 0 then we get κ =
−1
4

sµ2 + s4nµ

n
. ¤

Corollary 4.1. Let M be a (2n + s) dimensional a non-Sasakian manifold with
ξi, i ∈ {1, ..., s} , belonging to κ-nullity distribution. If M is S-manifold and the
Ricci tensor S of M is cyclic parallel then M is locally isometric to the product
En+s × Sn (4) .
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Proof. Since ξi, i ∈ {1, ..., s} , belongs to κ-nullity distribution then µ = 0. Hence
from Theorem 2., we get κ = 0. So by [2], M is locally isometric to the product
En+s × Sn (4) . ¤
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COMPLEX TORSIONS AND HOLOMORPHIC HELICES

F.NEJAT EKMEKCİ, PELİN POŞPOŞ, AND D. PINAR DENİZ

Abstract. Recently, properties of holomorphic helix of Kahler Frenet curves

on n- dimensional M Kahler manifold studied by S. Maeda, H. Tanabe and

T. Adachi. In this paper we give some characterizasions for complex torsions
by τi,j in the Kahler manifold to be general helix, and by considering κ1, κ2

curvatures of order 3. Curvatures of Frenet curve on M Kahler manifold

are not constant but their ratios are constant. We investigate relationship
between τ1,2 and τ2,3 complex torsions which are not seperately constant but

their ratios are constant.

1. Introduction

Let M be a n-dimentional Kahler manifold, with complex structure J and
Riemannian metric g. For a helix γ on M of order d(≤ 2n) with the asso-
ciated Frenet frame {V1, . . . , Vd} and we define τi,j called complex torsions by
τi,j = g(Vi(s), JVj(s)) for 1 ≤ i < j ≤ d, γ is a holomorphic helix if all the complex
torsions are constant [4]. They are used curvatures κi and complex torsions τi,j

which are constant. A classical result stated by M. A. Lancert in 1802 and first
proved by B. De Saint Venant in 1845 is a necessary and sufficient condition that
a curve be a general helix is the ratio of curvature of torsion to be constant [7, 8].
In a Kahler manifold, a Frenet curve is called a general helix if

τ1,2

τ2,3
is constant and

its first and second curvatures are not constant.
If its first and second curvatures are constant and its third curvature is zero then

the Frenet curve is called a helix. We obtained the relations between the complex
torsions and their own derivations.

2. Preliminaries

2.1. Complex Torsions. A smooth curve γ = γ(s) parametrized by its arclenght
s is called a helix of proper order d if there exist an orthonormal system {V1 =
γ̇, V2, . . . , Vd} of vector fields along γ and positive constants κ1(s), κ2(s), . . . , κd−1(s)

1991 Mathematics Subject Classification. 53A04, 30D05, 32A20.
Key words and phrases. complex torsions, holomorphic helices, kahler manifolds.
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Which satisfy the system of ordinary differential equations

Dγ̇Vj(s) = −κj−1(s)Vj−1(s) + κj(s)Vj+1(s), j = 1, 2, . . . , d

where V0 ≡ Vd+1 ≡ 0 and κ0 = κd = 0 [1].

Let M be a complex n-dimensional Kahler manifold (K- manifold) with complex
structure J . {V1, . . . , Vd, JV1, . . . , JVd} system is a basis of tangent space of M . A
smooth curve γ = γ(s) on M parametrized by its arclength s is called a Kahler
Frenet curve, if it satisfies the following diferential equation

Dγ̇ γ̇ = κ(s)Jγ̇ or Dγ̇ γ̇ = −κ(s)Jγ̇

for some positive C∞ function κ = κ(s), where Dγ̇ denotes the covariant differen-
tiation along γ with respect to the Riemannian connection D of M [5].

For a Frenet curve γ in a K-manifold M of order d with associated Frenet frame
{V1, . . . , Vd, JV1, . . . , JVd}, we define functions τi,jcalled complex torsions by

τi,j(s) =
{

0 , i = j, i = 0, j > d
〈Vi(s), JVj(s)〉 , 1 ≤ i < j ≤ d

, ‖τi,j(s)‖ ≤ 1

[5].

Definition 2.1. For a curve γ on a K-manifold M of order d we call a holomophic
helix (H - helis) if all its complex torsions are constant functions.

Let a curve γ on a K-manifold M of order d. In this stuation for

Dγ̇Vj(s) = −κj−1(s)Vj−1(s)+κj(s)Vj+1(s), j = 1, 2, . . . , d and τi,j(s) = 〈Vi(s), JVj(s)〉

(2.1) Dγ̇τi,j(s) = −κi−1τi−1,j(s) + κiτi+1,j(s)− κj−1τi,j−1(s) + κjτi,j+1(s)

[2].

For complex torsions of helix on K-manifold of order 3 from d = 3, 1 ≤ i < j ≤ 3,
i = j = 0, i = 1, 2 j = 1, 2, 3 and from (2.1) we obtain

Dγ̇τ1,2 = κ2τ1,3 , Dγ̇τ1,3 = −κ2τ1,2 + κ1τ2,3 , Dγ̇τ2,3 = −κ1τ1,3

or Dγ̇τ1,2

Dγ̇τ1,3

Dγ̇τ2,3

 =

 0 κ2 0
−κ2 0 κ1

0 −κ1 0

τ1,2

τ1,3

τ2,3


When γ a Frenet curve on K-manifold M of order 2 and τ1,2 is constant. Really

for τ1,2 = 〈V1, JV2〉

Dγ̇〈V1, JV2〉 = 〈Dγ̇V1, JV2〉+ 〈V1, JDγ̇V2〉 = κ〈V2, JV2〉 − κ〈V1, JV1〉 = 0

Then a Frenet curve of order 2 is a H-helix.
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3. Holomorphic Helices

If we give theorems and results which they known related to holomorphic helices
of order 3 and 4.

Theorem 3.1. The complex torsions of a H-helix of proper order on a K-manifold
satisfy

i−1∑
j=1

τ2
j,i +

d∑
j=i+1

τ2
i,j ≤ 1

For every i [4].

We take H-helices of order3 we need to choose orthonormal vectors {V1, V2, V3}
which satisfy

〈V1, V1〉 = 〈V2, V2〉 = 〈V3, V3〉 = 1
〈V1, V2〉 = 〈V1, V3〉 = 〈V2, V3〉 = 0

〈JV1, JV1〉 = 〈JV2, JV2〉 = 〈JV3, JV3〉 = 1
〈JV1, JV2〉 = 〈JV1, JV3〉 = 〈JV2, JV3〉 = 0

And then we set V1, V2and V3 as

V1 = (1, 0, . . . , 0)

V2 = (−iτ,
√

1− τ2, 0, . . . 0)

V3 = (0, −iρ√
1−τ2 ,

√
1−τ2−ρ2
√

1−τ2 , 0, . . . , 0)

For positive constants τ = τ1,2 and ρ = τ2,3 with |τ | ≤ 1, τ2 + ρ2 ≤ 1 then we

obtain orthonormal vectors and satisfy 〈V1, JV2〉 = τ, 〈V2, JV3〉 = ρ, 〈V1, JV3〉 = 0.

Corollary 3.1. The complex torsions τi,j of a H-helix γ, τi,j = 0 when i + j is
even [6].

Theorem 3.2. The complex torsions of a holomorphic helix of odd and even proper
order d on a Kahler manifold satisfy the following relations.

τi,j+2k = 0 i = 1, 2, . . . , d− 2k, k = 1, 2, . . . , (d− 1)/2 (d odd)
k = 1, 2, . . . , (d− 2)/2 (d even)

κ1τ2,d = κd−1τ1,d−1

κ1τ2,j + κjτ1,j+1 = κj−1τ1,j−1 j = 3, 5, . . . , d− 2 (d odd), j = j = 3, 5, . . . , d− 1 (d even)
κi−1τi−1,d + κd−1τi,d−1 = κiτi+1,d i = 3, 5, . . . , d− 2 (d odd), i = 2, 4, . . . , d− 2 (d even)
κi−1τi−1,j + κj−1τi,j−1 = κjτi,j+1 + κiτi+1,j i = 2, 3, . . . , d− 3 j = i + 2, i + 4, . . . , d− 1

[4].
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3.1. Holomorphic helices of order 3.

Theorem 3.3. For {V1, V2, V3} orthonormal frame and κ1, κ2 pozitive constant on
a K-manifold M . There is a H-helix γ with curvatures κ1, κ2 if and only if{

κ1τ3,2 + κ2τ1,2 = 0
τ1,3 = 0 , τ1,2 ≤

κ1√
κ2

1 + κ2
2

for n ≥ 3 and τ1,2 =
κ1√

κ2
1 + κ2

2

for n = 2

[4].

Theorem 3.4. K-manifold M of order 2 and all complex torsions of H-helix of
order 3 with curvatures κ1 and κ2 satisfy

τ1,2 =
κ1√

κ2
1 + κ2

2

, τ1,3 = 0, τ2,3 =
κ2√

κ2
1 + κ2

2

or

τ1,2 = − κ1√
κ2

1 + κ2
2

, τ1,3 = 0, τ2,3 = − κ2√
κ2

1 + κ2
2

[4].

A classical result stated by M. A. Lancert in 1802 and first proved by B. De Saint
Venant in 1845 is a necessary and sufficient condition that a curve be a general helix
is the ratio of curvature of torsion to be constant [7, 8]. Adhering to this definition
we will give the following definition.

Definition 3.1. For Frenet curve γ on a K-manifold of order 3, if the ratio of
τ1,2

τ2,3

is constant, then γ is called a holomorphic helix.

Theorem 3.5. If γ is a general helices of order 3 on K-manifold.
κ1

κ2
is constant.

Proof. τi,j = −τj,i, τi,j = 0 (i + j even), −κ2τ1,2 + κ1τ2,3 = 0. then
τ1,2

τ2,3
=

κ1

κ2
from

hypethesis
τ1,2

τ2,3
=constant then

κ1

κ2
=constant. �

Theorem 3.6. γ be a general helix on K-manifold of order 3. Then γ is a general
helix if and only if

D
(3)
γ̇ τ1,2 + λD

(2)
γ̇ τ1,2 + µDγ̇τ1,2 = 0

here λ = −3κ′2
κ2

and µ = (κ2
1 + κ2

2)−
κ′′2
κ2

− 3(κ′2)
2

κ2
2

.

Proof. if γ is a general helix

Dγ̇τ1,2 = κ2τ1,3

D
(2)
γ̇ τ1,2 = κ′2τ1,3 − κ2

2τ1,2 + κ1κ2τ2,3

D
(3)
γ̇ τ1,2 = κ′′2τ1,3 + κ′2(−κ2τ1,2 + κ1τ2,3)− 2κ′2κ2τ1,2

= 3κ′2

(
κ′2
κ2

2

Dγ̇τ1,2 +
1
κ2

D
(2)
γ̇ τ1,2

)
+

{
κ′′2
κ2

− (κ2
1 + κ2

2)
}
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And we obtain

D
(3)
γ̇ τ1,2 −

3κ′2
κ2

D
(2)
γ̇ τ1,2 +

{
(κ2

1 + κ2
2)−

κ′′2
κ2

− 3(κ′2)
2

κ2
2

}
Dγ̇τ1,2 = 0

conversely

Dγ̇τ1,2 = κ2τ1,3 =⇒ τ1,3 =
1
κ2

Dγ̇τ1,2

Dγ̇τ1,3 = −κ′2
κ2

2

Dγ̇τ1,2 +
1
κ2

D
(2)
γ̇ τ1,2

and

(3.1) D
(2)
γ̇ τ1,2 =

(
−κ′2

κ2
2

)′
Dγ̇τ1,2 −

κ′2
κ2

2

D
(2)
γ̇ τ1,2 −

κ′2
κ2

2

D
(2)
γ̇ τ1,2 +

1
κ2

D
(3)
γ̇ τ1,2

we know that

Dγ̇τ1,2 = κ2τ1,3

D
(2)
γ̇ τ1,2 = κ′2τ1,3 − κ2

2τ1,2 + κ1κ2τ2,3

D
(3)
γ̇ τ1,2 = 3κ′2Dγ̇τ1,3 + ∆Dγ̇τ1,2

Where ∆ =
κ′′2
κ2

− (κ2
2 + κ2

1), from (3.1)

(3.2) D
(2)
γ̇ τ1,3 =

{(
−κ′2

κ2
2

)′
+

∆
κ2

}
Dγ̇τ1,2 − κ′2τ1,2 −

2(κ′2)
2

κ2
τ1,3 +

κ′2κ1

κ2
τ2,3

Dγ̇τ1,3 = −κ2τ1,2 + κ1τ2,3 if we find the derivative of the given equation

D
(2)
γ̇ τ1,3 = −κ′2τ1,2 − κ2Dγ̇τ1,2 + κ′1τ2,3 + κ1Dγ̇τ2,3 and using Dγ̇τ2,3 = −κ1τ1,3

we have
D

(2)
γ̇ τ1,3 = −κ′2τ1,2 − κ2Dγ̇τ1,2 + κ′1τ2,3 − κ2

1τ1,3

By using the equality of (3.2) and (3.3)

−κ′2τ1,2 − κ2Dγ̇τ1,2 + κ′1τ2,3 − κ2
1τ1,3 =

{(
−κ′2

κ2
2

)′
+

∆
κ2

}
Dγ̇τ1,2 − κ′2τ1,2

−2(κ′2)
2

κ2
τ1,3 +

κ′2κ1

κ2
τ2,3

If we product the both sides of the equation with τ2,3 we have the κ′1 =
κ′2κ1

κ2
and

then κ′1κ2−κ′2κ1 = 0 and since
κ1

κ2
is constant then we obtain

κ1

κ2
=

τ1,2

τ2,3
=constant.

�

Theorem 3.7. If γ is a helix of order 3 on K-manifold then

D
(3)
γ̇ τ1,2 + (κ2

2 + κ2
1)Dγ̇τ1,2 = 0
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Proof. Since κ1, κ2 are constants and for d = 3

Dγ̇τ1,2 = κ2τ1,3, Dγ̇τ1,3 = −κ2τ1,2 + κ1τ2,3, Dγ̇τ2,3 = −κ1τ1,3

then we obtain

Dγ̇τ1,2 = κ2τ1,3

D
(2)
γ̇ τ1,2 = κ2Dγ̇τ1,3

= = −κ2
2τ1,2 + κ1κ2τ2,3

D
(3)
γ̇ τ1,2 = −κ2

2(κ2τ1,3) + κ1κ2(−κ1τ1,3)
= −(κ2

2 + κ2
1)Dγ̇τ1,2

where
D

(3)
γ̇ τ1,2 + (κ2

2 + κ2
1)Dγ̇τ1,2 = 0

�

Corollary 3.2. If γ is a holomorphic helix κ1, κ2 separately constants then κ′1 =
0, κ′2 = 0. From there we find

D
(3)
γ̇ τ1,2 + (κ2

2 + κ2
1)Dγ̇τ1,2 = 0

3.2. Holomorphic helices of order 4. From Dγ̇Vj(s) = −κj−1Vj−1(s)+κjVj+1(s),
j = 1, 2, . . . , d and τi,j = 〈Vi, JVj〉 also for curve of order 4 (i = 1, 2, 3 j = 1, 2, 3, 4)
then we have

Dγ̇τ1,2 = κ2τ1,3

Dγ̇τ1,3 = −κ2τ1,2 + κ3τ1,4 + κ1τ2,3

Dγ̇τ1,4 = −κ3τ1,3 + κ1τ2,4

Dγ̇τ2,3 = −κ1τ1,3 + κ3τ2,4

Dγ̇τ2,4 = −κ1τ1,4 − κ3τ2,3 + κ2τ3,4

Dγ̇τ3,4 = −κ2τ2,4

so, the matrix form is
Dγ̇τ1,2

Dγ̇τ1,3

Dγ̇τ1,4

Dγ̇τ2,3

Dγ̇τ2,4

Dγ̇τ3,4

 =


0 κ2 0 0 0 0

−κ2 0 κ3 κ1 0 0
0 −κ3 0 0 κ1 0
0 −κ1 0 0 κ3 0
0 0 −κ1 −κ3 0 κ2

0 0 0 0 −κ2 0




τ1,2

τ1,3

τ1,4

τ2,3

τ2,4

τ3,4


and

τ3,1 = τ4,2 = 0
κ2τ2,1 = κ3τ4,1 + κ1τ3,2

κ2τ4,3 = κ1τ4,1 + κ3τ3,2

Theorem 3.8. Let M is a 2-dimentional K- manifold. For all H- helix of order 4
of complex torsions with curvatures κ1, κ2 and κ3, satisfy the following equations

τ1,2 = τ3,4 = τ, τ2,3 = τ1,4 =
κ2τ

κ1 + κ3
, τ1,3 = τ2,4 = 0

where τ = ± κ1 + κ3√
κ2

2 + (κ1 + κ3)2

τ1,2 = −τ3,4 = τ, τ2,3 = −τ1,4 =
κ2τ

κ1 − κ3
, τ1,3 = τ2,4 = 0
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when κ1 6= κ3

τ = ± κ1 − κ3√
κ2

2 + (κ1 − κ3)2
or τ1,2 = τ3,4 = τ1,3 = τ2,4 = 0, τ2,3 = −τ1,4 = ±1 where

κ1 = κ3[4].

Theorem 3.9. Let γ be a general helix on K- manifold M of order 4, so

D
(3)
γ̇ τ1,2 + λD

(2)
γ̇ τ1,2 + µDγ̇τ1,2 = 0

here λ = −3κ′2
κ2

and µ =
3(κ′2)

2

κ3
2

− κ′′2
κ2

+ κ2
1 + κ2

2 − κ2
3.

Proof.

Dγ̇τ1,2 = κ2τ1,3

D
(2)
γ̇ τ1,2 = κ′2τ1,3 − κ2

2τ1,2 + κ2κ3τ1,4 + κ2κ1τ2,3

and

D
(3)
γ̇ τ1,2 = 3κ′2Dγ̇τ1,3 + (κ′′2 − κ3

2 − κ2κ
2
3 − κ2

1κ2)τ1,3 + 2κ1κ2κ3τ2,4

κ1τ2,d = κd−1τ1,d−1 using this relation, κ1τ2,4 = κ3τ1,3 is obtained and in the above
expression

2κ1κ2κ3τ2,4 = 2κ2κ
2
3τ1,3

is written,

D
(3)
γ̇ τ1,2 = 3κ′2Dγ̇τ1,3 + (κ′′2 − κ3

2 − κ2κ
2
3 − κ2

1κ2)τ1,3 + 2κ2κ
2
3τ1,3

= 3κ′2Dγ̇τ1,3(κ′′2 − κ3
2 + κ2κ

2
3 − κ2

1κ2)τ1,3

is obtained and for

Dγ̇τ1,2 = κ2τ1,3 =⇒ τ1,3 =
1
κ2

Dγ̇τ1,2

=⇒ Dγ̇τ1,3 =
(

1
κ2

)′
Dγ̇τ1,2 +

1
κ2

D
(2)
γ̇ τ1,2

we find

D
(3)
γ̇ τ1,2 =

3κ′2
κ2

2

D
(2)
γ̇ τ1,2 +

{
−3(κ′2)

2

κ2
2

+
κ′′2
κ2

− κ2
2 + κ2

3 − κ2
1

}
Dγ̇τ1,2

or
D

(3)
γ̇ τ1,2 + λD

(2)
γ̇ τ1,2 + µDγ̇τ1,2 = 0

Where λ = −3κ′2
κ2

and µ =
3(κ′2)

2

κ3
2

− κ′′2
κ2

+ κ2
1 + κ2

2 − κ2
3

�

Theorem 3.10. If γ is a helix on K- manifold of order 4

D
(3)
γ̇ τ1,2 +

{
κ2

1 + κ2
2 − κ2

3

}
Dγ̇τ1,2 = 0
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Proof.

Dγ̇τ1,2 = κ2τ1,3

D
(2)
γ̇ τ1,2 = −κ2

2τ1,2 + κ2κ3τ1,4 + κ2κ1τ2,3

D
(3)
γ̇ τ1,2 = −κ2

2Dγ̇τ1,2 − κ2κ
2
3τ1,3 − κ2

1κ2τ1,3 + 2κ1κ2κ3τ2,4

using the equation κ1τ2,d = κd−1τ1,d−1 , κ1τ2,4 = κ3τ1,3 is obtained and from the
above equation

2κ1κ2κ3τ2,4 = 2κ2κ
2
3τ1,3

and
Dγ̇τ1,2 = κ2τ1,3 =⇒ τ1,3 =

1
κ2

Dγ̇τ1,2

using the equations,

D
(3)
γ̇ τ1,2 = −κ2

2Dγ̇τ1,2 −
κ2κ

2
3

κ2
Dγ̇τ1,2 −

κ2κ
2
1

κ2
Dγ̇τ1,2 + 2κ2κ

2
3

1
κ2

Dγ̇τ1,2

= (−κ2
2 + κ2

3 − κ2
1)Dγ̇τ1,2

is obtained

D
(3)
γ̇ τ1,2 +

{
κ2

1 + κ2
2 − κ2

3

}
Dγ̇τ1,2 = 0.

�

Corollary 3.3. If γ is a helix, because of κ1, κ2 will be constants sperately, κ′1 =
0, κ′2 = 0. Then we obtain

D
(3)
γ̇ τ1,2 +

{
κ2

1 + κ2
2 − κ2

3

}
Dγ̇τ1,2 = 0.
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NEW ERROR ESTIMATIONS FOR THE MILNE’S
QUADRATURE FORMULA IN TERMS OF AT MOST FIRST

DERIVATIVES

MOHAMMAD W. ALOMARI1,∗ AND ZHENG LIU2

Abstract. Error estimations for the Milne’s rule for mappings of bounded

variation and for absolutely continuous mappings whose first derivatives are

belong to Lp[a, b] (1 < p ≤ ∞), are established. Some numerical applications
are provided.

1. Introduction

Suppose f : [a, b] → R, is a four times continuously differentiable mapping on
(a, b) and ∥∥∥f (4)

∥∥∥
∞

:= sup
x∈(a,b)

∣∣∣f (4) (x)
∣∣∣ < ∞.

Then the Simpson’s inequality is known as:

(1.1)

∣∣∣∣∣∣13
[
f (a) + f (b)

2
+ 2f

(
a + b

2

)]
− 1

b− a

b∫
a

f (x) dx

∣∣∣∣∣∣
≤ (b− a)4

2880

∥∥∥f (4)
∥∥∥
∞

.

In the recent years, modern theory of inequalities is used at large and many
efforts devoted to establish several generalizations of the Simpson’s inequality and
other inequalities for mappings of bounded variation and for monotonic, absolutely
continuous and Lipschitzian mappings, as well as n-times differentiable via kernels
to refine the error bounds of these inequalities. For recent results and generaliza-
tions concerning Simpson’s inequality see [1]–[2], [4]–[18] and the references therein.

In terms of Newton–Cotes formulas, the Milne’s formula which is of open type is
parallel to the Simpson’s formula which is of closed type, since they are hold under

2000 Mathematics Subject Classification. 26D15, 26D20.
Key words and phrases. Milne’s rule, Simpson’s rule, Newton–Cotes formulae.
∗Corresponding author.
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the same conditions. Let f as above. Then we consider the Milne’s inequality as
follows:∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 7 (b− a)5

23040

∥∥∥f (4)
∥∥∥
∞

.(1.2)

Indeed, Milne recommends to use the three point Newton–Cotes open formula (1.2)
as a predictor and three point Newton–Cotes closed formula (1.1) as a corrector
(see [3]).

The aim of this paper is to discuss the Milne’s inequality for mappings of bounded
variation and for absolutely continuous mappings whose first derivatives are belong
to Lp[a, b] (1 < p ≤ ∞).

2. Inequalities for mappings of bounded variation

We begin with the following result:

Theorem 2.1. Let f : [a, b] → R be a mapping of bounded variation on [a, b]. Then
for all x ∈ [a, b], we have the inequality∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 2 (b− a)
3

·
b∨
a

(f) ,(2.1)

where
∨b

a (f), denotes to total variation of f over [a, b]. The constant 2
3 is the best

possible in the sense that it cannot be replaced by a smaller one.

Proof. Define the mapping

k (t) =

 t− a+2b
3 , t ∈

[
a, a+b

2

]
t− 2a+b

3 , t ∈
(

a+b
2 , b

] .

Using the integration by parts formula for Riemann–Stieltjes integral, we have∫ a+b
2

a

k (t) df (t) = −
(

b− a

6

)
f

(
a + b

2

)
+ 2

(
b− a

3

)
f (a)−

∫ a+b
2

a

f (t) dt,

and ∫ b

a+b
2

k (t) df (t) = 2
(

b− a

3

)
f (b)−

(
b− a

6

)
f

(
a + b

2

)
−
∫ b

a+b
2

f (t) dt.

If we add the above equalities, we get∫ b

a

k (t) df (t) =
b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

Now, assume that δn : a = x
(n)
0 < x

(n)
1 < · · · < x

(n)
n−1 < x

(n)
n = b, is a sequence

of divisions, with ν (δn) → 0 as n →∞, where ν (δn) := max
i∈{0,1...,n−1}

(
x

(n)
i+1 − x

(n)
i

)
and ξ

(n)
i ∈

[
x

(n)
i , x

(n)
i+1

]
.
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If s : [a, b] → R, is a piecewise continuous on [a, b], and ν : [a, b] → R, is of
bounded variation on [a, b], then∣∣∣∣∣

∫ b

a

s (t) dν (t)

∣∣∣∣∣
≤

∣∣∣∣∣ lim
ν(δn)→0

n−1∑
i=0

s
(
ξ
(n)
i

) [
ν
(
x

(n)
i+1

)
− ν

(
x

(n)
i

)]∣∣∣∣∣
≤ lim

ν(δn)→0

n−1∑
i=0

∣∣∣s(ξ(n)
i

)∣∣∣ ∣∣∣ν (x(n)
i+1

)
− ν

(
x

(n)
i

)∣∣∣
≤ lim

ν(δn)→0

n−1∑
i=0

∣∣∣s(ξ(n)
i

)∣∣∣ n−1∑
i=0

∣∣∣ν (x(n)
i+1

)
− ν

(
x

(n)
i

)∣∣∣
≤ sup

x∈[a,b]

|s (x)| · sup
δn

n−1∑
i=0

∣∣∣ν (x(n)
i+1

)
− ν

(
x

(n)
i

)∣∣∣
= sup

x∈[a,b]

|s (x)| ·
b∨
a

(ν) .(2.2)

Applying the inequality (2.2) for s(t) = k(t) as above and ν(t) = f(t), t ∈ [a, b], we
get ∣∣∣∣∣

∫ b

a

k(t)df (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|k(t)| ·
b∨
a

(f) ≤ 2 (b− a)
3

·
b∨
a

(f) .

To show that 2/3 is the best possible (2.1). Assume (2.1) holds with constant
C > 0, i.e.,∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ C (b− a) ·
b∨
a

(f) .(2.3)

Consider the function

f (t) =

 0, t ∈ (a, b)

1, t = a, b

then
∫ b

a
f (t) dt = 0 and

∨b
a(f) = 2. Using (2.3), we get

4
3

(b− a) ≤ 2C (b− a) ,

which gives 2
3 ≤ C, and thus 2

3 is the best possible, which completes the proof. �

Therefore, we may write the following result regarding monotonic mappings:

Corollary 2.1. Let f : [a, b] → R be a monotonous mapping on [a, b]. Then for all
x ∈ [a, b], we have the inequality

∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 2 (b− a)
3

· |f (b)− f (a)| .

(2.4)

The following result holds for L–lipschitz mappings:
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Corollary 2.2. Let f : [a, b] → R be a L–lipschitz mapping on [a, b]. Then for all
x ∈ [a, b], we have the inequality∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 2L

3
(b− a)2 .(2.5)

Remark 2.1. If we assume that f is continuous differentiable on (a, b) and f ′ is
integrable on (a, b), then we have∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 2 (b− a)
3

‖f ′‖1(2.6)

3. Inequalities involving derivatives belong to Lp[a, b] (1 < p ≤ ∞)

The following Milne’s type inequality holds for absolutely continuous mappings
whose first derivatives belong to L∞[a, b].

Theorem 3.1. Let f : I ⊂ R → R be an absolutely continuous mapping on I◦,
the interior of the interval I, where a, b ∈ I with a < b, such that f ′ ∈ L1[a, b]. If
f ′ is bounded on [a, b], i.e., ‖f ′‖ := sup

t∈[a,b]

|f ′ (t)| < ∞, then we have the following

inequality:∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 5
12

(b− a)2 ‖f ′‖∞ .(3.1)

The constant 5
12 is the best possible in the sense that it cannot be replaced by a

smaller one.

Proof. Integrating by parts

b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt =
∫ b

a

k (t) f ′ (t) dt(3.2)

where,

k (t) =

 t− a+2b
3 , t ∈

[
a, a+b

2

]
t− 2a+b

3 , t ∈
(

a+b
2 , b

] .

We get ∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
∫ b

a

|k (t)| |f (t)| dt

=
∫ a+b

2

a

∣∣∣∣t− a + 2b

3

∣∣∣∣ |f ′ (t)| dt +
∫ b

a+b
2

∣∣∣∣t− 2a + b

3

∣∣∣∣ |f (t)| dt

≤ ‖f ′‖∞

∫ a+b
2

a

(
a + 2b

3
− t

)
dt +

∫ b

a+b
2

(
t− 2a + b

3

)
dt


=

5
12

(b− a)2 ‖f ′‖∞ .
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To show that 5
12 is the best possible. Assume that (3.1) holds with constant C > 0,

i.e., ∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ C (b− a)2 ‖f ′‖∞ .(3.3)

Consider the function f (t) =
∣∣t− a+b

2

∣∣, t ∈ [a, b], then
∫ b

a
f (t) dt = (b−a)2

4 and
‖f ′‖∞ = 1. Using (3.3), we get

5
12

(b− a)2 ≤ C (b− a)2 ,

which gives 5
12 ≤ C, and thus 5

12 is the best possible, which completes the proof. �

Next result investigate Milne’s formula for absolutely continuous mappings whose
first derivatives are belong to Lp[a, b], p > 1.

Theorem 3.2. Let f : I ⊂ R → R be an absolutely continuous mapping on I◦,
the interior of the interval I, where a, b ∈ I with a < b. If f ′ is belong to Lp[a, b],
p > 1, then we have the following inequality:

(3.4)

∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ 2 ·

(
2q+1 − 2−q−1

)1/q

(q + 1)1/q
·
(

b− a

3

)1+
1
q
‖f ′‖p .

Proof. By (3.2) and using the well known Hölder inequality, we have∣∣∣∣∣b− a

3

[
2f (a)− f

(
a + b

2

)
+ 2f (b)

]
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
∫ b

a

|k (t)| |f (t)| dt

≤

(∫ b

a

|k (t)|q dt

)1/q (∫ b

a

|f (t)|p dt

)1/p

= ‖f ′‖p

∫ a+b
2

a

(
a + 2b

3
− t

)q

dt +
∫ b

a+b
2

(
t− 2a + b

3

)q

dt

1/q

= 2 ·
(
2q+1 − 2−q−1

)1/q

(q + 1)1/q
·
(

b− a

3

)1+
1
q
‖f ′‖p ,

which is required. �

Remark 3.1. One may generalizes Theorem 3.1 and gives different approaches for
Theorem 3.2, by applying the Hölder inequality in a different way and we shall left
the details to the interested reader.

Remark 3.2. One may write new inequalities for mappings whose |f ′| is convex on
[a, b], using the inequality

|f ′ (t)| ≤ t− a

b− a
|f ′ (b)|+ b− t

b− a
|f ′ (a)| ,
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for any t ∈ [a, b]. Also, the corresponding version for powers |f ′|q (q > 1) may be
considered by applying the well–known Hölder inequality in two different ways. We
left the details to the interested reader.

4. Estimations for the error bound in the Milne’s formula

Consider In : a = x0 < x1 < · · · < xn−1 < xn = b be a division of [a, b] and
let hi = xi+1 − xi. In what follows, we point out some upper bounds for the error
approximation of the Milne’s formula.

(4.1) S (f, In) :=
n−1∑
i=0

hi

3

[
2f (xi)− f

(
xi + xi+1

2

)
+ 2f (xi+1)

]
Theorem 4.1. Assume that the assumptions of Theorem 2.1 hold. Then, we have∫ b

a

f (t) dt = S (f, In) + R (f, In)

where, S (f, In) is given in (4.1) and the remainder R (f, In) satisfies the bound

|R (f, In)| ≤ 2
3

n−1∑
i=0

(
hi ·

xi+1∨
xi

(f)

)
.(4.2)

Proof. Applying Theorem 2.1 on the subintervals [xi, xi+1], we have∣∣∣∣hi

3

[
2f (xi)− f

(
xi + xi+1

2

)
+ 2f (xi+1)

]
−
∫ xi+1

xi

f(t)dt

∣∣∣∣ ≤ 2
3
hi ·

xi+1∨
xi

(f) .

Summing the obtained inequalities over i = 0, · · · , n− 1, we get,∣∣∣∣∣S (f, In)−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 2
3

n−1∑
i=0

(
hi ·

xi+1∨
xi

(f)

)
,

which is required. �

Theorem 4.2. Assume that the assumptions of Theorem 3.1 hold. Then, we have∫ b

a

f (t) dt = S (f, In) + R (f, In)

where, S (f, In) is given in (4.1) and the remainder R (f, In) satisfies the bound

|R (f, In)| ≤ 5
12

(b− a) ‖f ′‖∞ .(4.3)

Proof. Applying Theorem 3.1 on the subintervals [xi, xi+1] and then summing the
obtained inequalities over i = 0, · · · , n − 1, we get the required result. We shall
omit the details. �

Theorem 4.3. Assume that the assumptions of Theorem 3.2 hold. Then, we have∫ b

a

f (t) dt = S (f, In) + R (f, In)
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where, S (f, In) is given in (4.1) and the remainder R (f, In) satisfies the bound

|R (f, In)| ≤ 2

3
q+1

q

·
(
2q+1 − 2−q−1

)1/q

(q + 1)1/q
· ‖f ′‖p ·

n−1∑
i=0

h

q+1
q

i .(4.4)

Proof. Applying Theorem 3.2 on the subintervals [xi, xi+1] and then summing the
obtained inequalities over i = 0, · · · , n − 1, we get the required result. We shall
omit the details. �
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ON TIMELIKE PARALLEL RULED SURFACES WITH
SPACELIKE RULING

YASIN ÜNLÜTÜRK? AND CUMALI EKICI

Abstract. In this paper, first, timelike parallel surfaces and their some basic
properties are presented in Minkowski 3-space. Then the main theorem for

timelike parallel ruled surface is given to understand how parallel surfaces of
a timelike ruled surface with spacelike ruling become again a timelike ruled

surface with spacelike ruling. Additionally, some basic properties of that kind

ruled surface are given in Minkowski 3-space.

1. Introduction

Parallel surfaces as a subject of differential geometry have been intriguing for
mathematicians throughout history and so it has been a research field. In theory
of surfaces, there are some special surfaces such as ruled surfaces, minimal surfaces
and surfaces of constant curvature in which differential geometers are interested.
Among these surfaces, parallel surfaces have been also studied in many papers
[2, 3, 6, 8, 12, 14]. Craig had studied to find parallel of ellipsoid in [3]. Eisenhart
gave a chapter for parallel surfaces in his famous A treatise of differential geometry
[5]. Nizamoğlu stated parallel ruled surface as a curve depending on one-parameter
and gave some geometric properties of such a surface [12].

A surface Mr whose points are at a constant distance along the normal from
another surface M is said to be parallel to M . So, there are infinite number of
surfaces because we choose the constant distance along the normal arbitrarily. From
the definition it follows that a parallel surface can be regarded as the locus of point
which are on the normals to M at a non-zero constant distance r from M [18].

In this paper, it has been shown that parallel surfaces of a non-developable
ruled surface are not ruled surfaces by using fundamental forms, however that
parallel surfaces of a timelike developable ruled surface are timelike developable
ruled surface. After construction of timelike parallel ruled surface, some properties
of that kind surface such as drall, striction curve and orthogonal trajectory have

2000 Mathematics Subject Classification. 53A05, 53B25, 53B30.
Key words and phrases. Timelike ruled surface with spacelike ruling, timelike parallel surface,

timelike parallel ruled surface, developable surface.
?corresponding author.
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been given for timelike parallel ruled surfaces of timelike ruled surface with spacelike
ruling.

2. Preliminaries

Let E3
1 be the three-dimensional Minkowski space, that is, the three-dimensional

real vector space R3 with the metric

< dx,dx >=dx2
1 + dx2

2 − dx2
3

where (x1, x2, x3) denotes the canonical coordinates in R3. An arbitrary vector x
of E3

1 is said to be spacelike if < x,x >>0 or x = 0, timelike if < x,x ><0 and
lightlike or null if < x,x >=0 and x 6= 0. A timelike or lightlike vector in E3

1 is
said to be causal. For x ∈E3

1, the norm is defined by ‖x‖ =
√
|< x,x >|, then the

vector x is called a spacelike unit vector if < x,x >=1 and a timelike unit vector if
< x,x >= −1. Similarly, a regular curve in E3

1 can locally be spacelike, timelike or
null (lightlike), if all of its velocity vectors are spacelike, timelike or null (lightlike),
respectively [13]. For any two vectors x = (x1, x2, x3) and y = (y1, y2, y3) of E3

1,
the inner product is the real number < x,y >= x1y1 + x2y2 − x3y3 and the vector
product is defined by x× y = ((x2y3 − x3y2), (x3y1 − x1y3),−(x1y2 − x2y1)) [11].

A (differentiable) one-parameter family of (straight) lines {α (u) , X (u)} is a
correspondence that assigns each u ∈ I to a point α (u) ∈ R3

1 and a vector X (u) ∈
R3

1, X (u) 6= 0, so that both α (u) and X (u) can be differentiated in terms of the
variable u. For each u ∈ I, the line Lu which passes through α (u) and is parallel
to X (u) is called the line of the family at u.

Given a one-parameter family of lines {α (u) , X (u)}, the parametrized surface

(2.1) ϕ (u, v) = α (u) + vX (u) , u ∈ I, v ∈ R

is called the ruled surface generated by the family {α (u) , X (u)} . The lines Lu

are called the rulings and the curve α (u) is called a directrix of the surface ϕ. The
normal vector of surface is denoted by

−→
N . Let us take timelike ruled surface ϕ

with timelike directrix and spacelike ruling. So the system {T,X, N} establishes
an orthonormal frame such that T = α′ (u) . Therefore

(2.2) < T, T >= −1, < X, X >= 1, < N, N >= 1.

Derivative equations of the frame {T, X, N} are

(2.3) DT T = aX + bN, DT X = aT + cN, DT N = bT − cX.

Also the reciprocal cross products of the vectors T, X, N are

(2.4) T ∧X = N, T ∧N = −X, X ∧N = −T.

The parameter of distribution is expressed as follows

(2.5) λ =
det(α′, X,X ′)

|X ′|2

where, as usual, (α′, X,X ′) is a short for 〈α′ ∧X, X ′〉 [16].

Theorem 2.1. A surface in Minkowski 3-space is called a timelike surface if the
induced metric on the surface is a Lorentzian metric, i.e., the normal on the surface
is a spacelike vector [1].
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Theorem 2.2. Using standard parameters, a ruled surface is up to Lorentzian
motions, uniquely determined by the following quantities:

(2.6) Q = 〈α′, X ∧X ′〉 , J = 〈X, X ′′ ∧X ′〉 , F = 〈α′, X〉

each of which is a function of u. Conversely, every choice of these three quantities
uniquely determines a ruled surface [10].

Theorem 2.3. The Gaussian K and mean H curvatures of the timelike ruled
surface ϕ in terms of the parameters Q, J, F,D in E3

1 are obtained as follows:

(2.7) K = −Q2

D4
and H =

1
2D3

(−QF + Q2J + vQ′ + v2J),

where D =
√
−Q2 − v2, respectively [4].

Theorem 2.4. Parameter curves are lines of curvature if and only if F = f = 0
in E3

1 [11].

Theorem 2.5. Let ϕ(u, v) be a surface in E3
1 with the normal vector field of N .

Then the shape operator S of ϕ is given in terms of the base {ϕu, ϕv} by

(2.8)

−S(ϕu) = Nu =
mF − lG

EG− F 2
ϕu +

lF −mE

EG− F 2
ϕv

−S(ϕv) = Nv =
nF −mG

EG− F 2
ϕu +

mF − nE

EG− F 2
ϕv

[15].

The parallel surface of the timelike surface ϕ(u, v), is denoted by ϕr(u, v), is
defined in E3

1 as follows:

(2.9) ϕr(u, v) = ϕ(u, v) + rN(u, v),

where N is the unit normal vector of ϕ(u, v) such that 〈N,N〉 = 1 and r ∈ R.
The coefficients of the first and second fundamental forms Ir and IIr of timelike
parallel surfaces can be given in terms of the coefficients of the timelike surface’s
fundamental forms:

(2.10)
Er = E − 2rl + r2 〈Nu, Nu〉 , lr = l − r 〈Nu, Nu〉
F r = F − 2rm + r2 〈Nu, Nv〉 , mr = m− r 〈Nu, Nv〉
Gr = G− 2rn + r2 〈Nv, Nv〉 , nr = n− r 〈Nv, Nv〉 ,

where E, F, G are the coefficients of the first fundamental form for the surface ϕ
and l, m, n are the coefficients of the second fundamental form for the surface ϕ
and Er, F r, Gr are the coefficients of the first fundamental form for the parallel
surface ϕr and lr, mr, nr are the coefficients of the second fundamental form for
the parallel surface ϕr [17].

Definition 2.1. Let M and Mr be two surfaces in Minkowski 3-space. The function

f : M −→ Mr

p −→ f(p) = p + rNp

is called the parallellization function between M and Mr and furthermore Mr is
called parallel surface to M in E3

1 where r is a given positive real number and N is
the unit normal vector field on M [6].
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Theorem 2.6. Let M be a surface and Mr be a parallel surface of M in Minkowski
3-space. Let f : M → Mr be the parallelization function. Then for X ∈ χ(M),

1. f∗(X) = X + rS(X),
2. Sr(f∗(X)) = S(X),
3. f preserves principal directions of curvature, that is

Sr(f∗(X)) =
k

1 + rk
f∗(X)

where Sr is the shape operator on Mr, and k is a principal curvature of M at p in
direction X [6].

Definition 2.2. Let M be a hypersurface of M - manifold and Mr be parallel
hypersurface of M in E3

1. If σ is a curve passing through p on M and T is the
tangent vector field of σ on M , then σr = f ◦ σ is a curve passing through a point
f(p) on Mr and f∗(T ) ∈ Tf(p)M

r is a tangent of σr at f(p). The connection Dr

belongs to the parallel surface Mr of M and the vector Nr is the unit normal vector
of Mr, where 〈Nr, Nr〉 = ε = ±1, therefore the Gauss equation is as follows:

(2.11) Df∗(T )f∗(T ) = Dr
f∗(T )f∗(T )− ε 〈Sr(f∗(T )), f∗(T )〉Nr

[8, 13].

Definition 2.3. Let M be a timelike surface and Mr be a parallel surface of M
in E3

1. Let Nr and Sr be, respectively, the unit normal vector field and the shape
operator of Mr. The Gaussian and mean curvature functions are defined as follows:

(2.12)

Kr : Mr → R
f(P ) → Kr(f(P )) = det Sr

f(P )

Hr : Mr → R
f(P ) → Hr(f(P )) = 1

2 izSr
f(P ),

where P ∈ M , f(P ) ∈ Mr and 〈N,N〉 = 1, respectively [17].

Theorem 2.7. Let M be a timelike surface and Mr be a parallel surface of M in
E3

1. Let Nr and Sr be the unit normal vector field and the shape operator of Mr,
respectively. The Gaussian and mean curvatures are given in terms of coefficients
of fundamental forms Ir and IIr as follows:

(2.13) Kr =
ergr − fr2

ErGr − F r2
and Hr =

erGr − 2frF r + grEr

2(ErGr − F r2)
,

respectively [17].

Lemma 2.1. Let M be a timelike surface and Mr be a parallel surface of M in
E3

1. The surface M is timelike one if and only if the surface Mr is timelike parallel
surface [17].

Theorem 2.8. Let M be a timelike surface and Mr be a parallel surface of M in
E3

1. Then we have

(2.14) Kr =
K

1 + 2rH + r2K
and Hr =

H + rK

1 + 2rH + r2K

where Gaussian and mean curvatures of M and Mr be denoted by K, H and Kr,
Hr, respectively [17].
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Corollary 2.1. Let M be a timelike surface and Mr be a parallel surface of M in
E3

1. Then we have

(2.15) K =
Kr

1− 2rHr + r2Kr
and H =

Hr − rKr

1− 2rHr + r2Kr

where Gaussian and mean curvatures of M and Mr be denoted by K, H and Kr,
Hr, respectively [17].

Theorem 2.9. Let M be a timelike surface and Mr be a parallel surface of M
in E3

1. Curves on the timelike parallel surface Mr which correspond to lines of
curvature on the timelike surface M are also the lines of curvature [17].

3. Timelike parallel ruled surfaces with spacelike ruling

The timelike ruled surface M with spacelike ruling, is parameterized as

(3.1) ϕ(u, v) = α(u) + vX(u), 〈α′, α′〉 = −1, 〈X, X〉 = 1, 〈X ′, X ′〉 = −1.

The normal vector of the surface M is as follows:

(3.2) N = α′ ∧X + vX ′ ∧X.

For the normal vector of a developable ruled surface which is constant along its
ruling and is independent from the parameter v, the expressions α′∧X and X ′∧X
in (3.2) are linearly dependent, that is, the following equation is obtained

α′ ∧X = λX ′ ∧X,

where λ ∈ R. Also, from the equation (3.2), the normal vector of the surface M
can be obtained as

(3.3) N = (λ + v)X ′ ∧X.

The unit normal vector of the surface becomes as follows

(3.4) N = X ′ ∧X.

We get parallel surface of the ruled surface parameterized as ϕ(u, v) = α(u) + vX(u)
as

(3.5) ϕr(u, v) = α(u) + rX ′(u) ∧X(u) + vX(u).

We call the surface obtained in (3.5) as the parallel ruled surface. The ruling of
parallel ruled surface is

(3.6) f∗(X) = f∗(T ) ∧Nr = (T + rbT ) ∧N = −(1 + rb)X.

And we also get

(3.7) f ◦ α(u) = α(u) + rN(u) = α(u) + rX ′(u) ∧X(u).

The coefficient gr of the second fundamental form IIr of the parallel surface Mr is

gr = −〈ϕr
v,Nv〉 = −〈X, 0〉 = 0.

The drall of parallel ruled surface is obtained from the following formula

(3.8) P r =<
df ◦ α

du
, f ′

∗(X) ∧ f∗(X) > .

From (3.8), the value of drall is found as follows:

(3.9) P r =
〈
α′ + rX ′′ ∧X, (1 + rb)2X ′ ∧X

〉
= 0
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Finally, the parallel ruled surface given in (3.5) is a developable ruled surface.
Therefore, we can give the following theorem:

Theorem 3.1. Let M be a timelike ruled surface with spacelike ruling and Mr be a
parallel surface of M in E3

1. Parallel surface of a timelike developable ruled surface
is again a timelike ruled surface.

The coefficients of the first and second fundamental forms Ir and IIr for the
parallel surfaces of timelike ruled surface parameterized in (3.5) are as such:

(3.10)
Er = 〈α′, α′〉+ 2r 〈α′, X ′′ ∧X〉+ 2v 〈α′, X ′〉+ r2 〈X ′′ ∧X, X ′′ ∧X〉

+2rv 〈X ′, X ′′ ∧X〉+ v2 〈X ′, X ′〉 .

Since 〈X ′, X ′〉 = −1 and 〈X ′′, X ′〉 = 0, X ′′ lies in the plane spanned by the vectors
X and X ′ ∧X. Therefore

(3.11) X ′′ = mX + nX ′ ∧X,

where m,n ∈ R. By using (3.11), we have

(3.12) X ′′ ∧X = (mX + nX ′ ∧X) ∧X = (nX ′ ∧X) ∧X = nX ′.

Substituting (3.12) into (3.10), the coefficients Er, F r and Gr of the first funda-
mental form Ir for the parallel surface Mr are found as

Er = −1− (rn− v)2

F r = 〈ϕr
u, ϕr

v〉 = 〈α′ + rX ′′ ∧X + vX ′, X〉 = 〈α′, X〉

Gr = 〈ϕr
v, ϕr

v〉 = 〈X, X〉 = 1.

Also, the normal vector of the surface is

Nr = N = ϕu ∧ ϕv = α′ ∧X + vX ′ ∧X.

Let us find the coefficients of the second fundamental form IIr. The coefficients
lr, mr and nr of the second fundamental form IIr for the parallel surface Mrare
computed as follows:

lr = −〈ϕr
u, Nr

u〉 = −〈α′, α′′ ∧X〉 − 〈X ′, α′′ ∧X〉 (rn + v) + v2n + rvn2

mr = 〈−ϕr
u, Nr

v 〉 = −〈α′, X ′ ∧X〉

nr = −〈ϕr
v, Nr

v 〉 = −〈X, X ′ ∧X〉 = 0.

Corollary 3.1. Let Mr be a timelike parallel ruled surface of a timelike ruled
surface with spacelike ruling in E3

1. Then the directrix and the ruling of the time-
like parallel ruled surface are a timelike curve and its ruling is a timelike vector,
respectively.

Proof. The ruling of timelike parallel ruled surface Mr given in (3.5) is a spacelike
vector since 〈X, X〉 = 1. The causal character of the directrix is seen by the
following computations:

(3.13)

〈
df ◦ α(u)

du
,
df ◦ α(u)

du

〉
= 〈α′ + rX ′′ ∧X, α′ + rX ′′ ∧X〉

= 1-2rn 〈α′, X ′〉+r2n2 〈X ′, X ′〉 〈X, X〉 .
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By using 〈X ′, X ′〉 = −1 and 〈X ′, X ′′〉 = 0 in (3.13), it becomes

(3.14)
〈

df ◦ α(u)
du

,
df ◦ α(u)

du

〉
= −1− r2n2 < 0.

That the causal character of the directrix is timelike is seen from �

Theorem 3.2. Let M be a developable timelike ruled surface and Mr be a parallel
surface of M in E3

1. Let f∗(T ), f∗(X) and Nr be, the directrix, the ruling and the
normal vector of the parallel surface Mr, respectively. Hence the reciprocal cross
products of these three vectors are as follows:

f∗(T ) ∧Nr = f∗(X)

f∗(T ) ∧ f∗(X) = −(1 + rb)2Nr

f∗(X) ∧Nr = −f∗(T ).

Proof. Frenet equations for the timelike developable ruled surface M are obtained
in (2.3) by taking c = 0. And also the unit vectors T , X, N for the timelike
developable ruled surface M are as in (2.4). By means of these information, we
have the following results:

f∗(T ) ∧Nr=(T+rS(T )) ∧N=(T+rbT ) ∧N=-(1+rb)X = f∗(X),

f∗(T ) ∧ f∗(X)=(T+rS(T )) ∧ f∗(X)=(T+rbT ) ∧ (-1-rb)X=-(1+rb)2N = -(1+rb)2Nr,

f∗(X) ∧Nr = −(1+rb)X ∧N = −(1 + rb)T = −f∗(T ).

�

Theorem 3.3. The vectors f∗(T ), f∗(X), Nr for the timelike parallel ruled surface
Mr are timelike, spacelike and spacelike vectors, respectively, while the unit vectors
T , X, N for the timelike developable ruled surface with spacelike ruling M are
timelike, spacelike and spacelike vectors, respectively.

Proof. The normal vector of the timelike parallel ruled surface Mr is a spacelike
vector because

〈Nr, Nr〉 = 〈N,N〉 = 1.

The tangent vector field of the directrix is a timelike vector because

〈f∗(T ), f∗(T )〉 = −(1− rb)2 < 0.

From (3.6), the vector f∗(X) is a spacelike vector because

〈f∗(X), f∗(X)〉 = 〈−(1 + rb)X,−(1 + rb)X〉 = (1 + rb)2 > 0.

�

Position vector of striction curve on the timelike parallel ruled surface Mr is
written as

(3.15)
−→
Oγ =

−−−−→
Of ◦ α +

−−−−→
θf∗(X).

By using f∗(X) = Xr in (3.15), we get

(3.16) γ(u) = f ◦ α(u) + θXr(u) and θ = θ(u).
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After making the required computations in (3.16), we get the function θ = θ(u) as
follows:

(3.17)
θ = −

〈
df ◦ α

du
,
dXr

du

〉
〈

dXr

du
,
dXr

du

〉
=
〈α′, X ′〉+ r 〈X ′′ ∧X, X ′〉

(1 + rb) 〈X ′, X ′〉
.

Hence using (3.16) and (3.17), the striction curve is given as follows:

(3.18) γ(u) = α(u) + rX ′(u) ∧X(u) +
〈α′, X ′〉+ r 〈X ′′ ∧X, X ′〉

〈X ′, X ′〉
X.

After some calculations, the equation (3.18) becomes

(3.19) γ(u) = α(u) + rX ′(u) ∧X(u) +
1 + rna

a
X.

Corollary 3.2. Striction curve of the timelike parallel ruled surface is also a di-
rectrix provided that 〈α′, X ′〉 = 0 and 〈X ′′ ∧X, X ′〉 = 0.

Proof. Straightforward calculation by using (3.18). �

Corollary 3.3. Striction curve of the timelike parallel ruled surface is also a di-
rectrix provided that 1 + rna = 0.

Proof. Straightforward calculation by using (3.19). �

Theorem 3.4. The striction curve γ of the timelike parallel ruled surface Mr is a
timelike curve.

Proof. The normal vector field of the timelike parallel ruled surface Mr is

Nr = N = ϕu ∧ ϕv = α′ ∧X + vX ′ ∧X.

For v = 0, we get

(3.20) Nr(u, 0) = α′(u) ∧X(u).

From (3.20), we have

(3.21)
〈Nr(u, 0),Nr(u, 0)〉= 〈α′(u) ∧X(u),α′(u) ∧X(u)〉

=F 2+1 > 0.

The result obtained in (3.21) means that the striction curve is timelike because the
vector which is normal to it is spacelike vector. �

Theorem 3.5. Striction curve of the timelike parallel ruled surface Mr does not
depend on the choice of the base curve f ◦ α.

Proof. Let f ◦ α and ρ be two different directrices of the timelike parallel ruled
surface. Then the timelike parallel ruled surface is

(3.22) ϕr(u, v) = f ◦ α(u) + vXr(u) = ρ(u) + sXr(u)

for some function s = s(v). Assume that the curves γ(u) and γ(u) are the striction
curves of the surfaces given in (3.22). Then as analogous to (3.18) by (3.22) we get

(3.23) γ(u)− γ(u) = (v − s)Xr − 〈(v − s)Xr′, X ′〉
〈X ′, X ′〉

X(u) = 0.
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The proof is completed by the result obtained in (3.23). �

Theorem 3.6. Given a timelike parallel ruled surface Mr which is parallel to
developable timelike ruled surface M with spacelike ruling. There exists a unique
orthogonal trajectory of Mr through each point of M . This orthogonal trajectory in
terms of magnitudes of the timelike ruled surface M is as follows:

β(s) = α(s) + rX ′(s) ∧X(s) + g(s)X(s).

Here, the function g(s) has been taken instead of −v(1 + rb).

Proof. Let

(3.24)
ϕr : I × J −→ E3

1

(u, v) −→ ϕr(u, v)=f ◦ α(u)+vXr(u)
=α(u)+rX ′(u) ∧X(u)-v(1 + rb)X.

An orthogonal trajectory of Mr is given by

(3.25) β : Ĩ −→ Mr

s −→ β(s) = f ◦ α(s) + g(s)Xr(s).

We may assume Ĩ ⊂ I. Since

(3.26) 〈β′(s), Xr(s)〉= 〈α′(s),X(s)〉+g′(s)=0,

we obtain
g(s) = −

∫
〈α′(s), X(s)〉 ds + h,

where h is a real constant. Hence h = g(s0)− F (s0), where

−
∫
〈α′(s), X(s)〉 ds = F (s).

Therefore the orthogonal trajectory of Mr through the point P0 is unique. Thus,
we have Ĩ = I since the orthogonal trajectory of the surface Mr meets each one
of the rulings of Mr. �

Corollary 3.4. Let M be a timelike ruled surface with spacelike ruling and Mr be
a timelike parallel surface of M in E3

1. The Gaussian and mean curvatures Kr and
Hr in terms of the parameters Q, J, F,D are as follows:

(3.27)

Kr =
−Q2

D4 − rQFD + rQ2JD + rvQ′D + rv2JD − r2Q2

Hr =
−QFD + Q2JD + vQ′D + v2JD − 2rQ2

2D4 − 2rQFD + 2rQ2JD + 2rvQ′D + 2rv2JD − 2r2Q2
,

respectively.

Proof. Using (2.7) in (2.14), the values of Gaussian Kr and mean curvatures Hr

are obtained in (3.27). �

4. Conclusion

In this study, timelike parallel ruled surfaces have been introduced in Minkowski
3-space. Additionally timelike parallel ruled surface have been constructed by using
basic features of timelike ruled surfaces with spacelike ruling. Also some properties
of timelike parallel ruled surface have been given in Minkowski 3-space.
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E-mail address: cekici@ogu.edu.tr



Konuralp Journal of Mathematics
Volume 1 No. 1 pp. 34–39 (2013) c©KJM

SOME PROPERTIES OF FINITE {0,1}-GRAPHS

İ. GÜNALTILI?, A. ULUKAN AND Ş. OLGUN

Abstract. Let G=(V ,E) be a connected graph , X be a subset of V , A

be a finite subset of non-negative integers and n (x, y) be the total number
of neighbours of any two vertices x, y of X. The set X is called A-semiset

if n (x, y) ∈ A for any two vertices x ande y of X. If X is a A-semiset,
but not B-semiset for any subset B of A ,the set X is called A-set. The

graph G=(V ,E) is a A-semigraph and A-graph if V is the A-semiset and A-

set, respectively. Mulder [2] observed that {0, λ}-semigraphs(these graphs are
called (0, λ)-graphs by Mulder [2]), (λ ≥ 2) , are regular. Furthermore a lower

bound for the degree of {0, λ}-semigraphs with diameter at least four was

derived by Mulder [2].
In this paper, we determined basic properties of finite bigraphs with at

least one {0,1}-part.

1. Introduction

Let us first recall some definitions and results. For more details, (see [1]). To
facilitate the general definition of a graph, we first introduce the concept of the
unordered product of a set V with itself. Recall that the ordered product or carte-
sian product of a set V with itself,denoted by V × V , is defined to be the set of
all ordered pairs (s, t), where s ∈ V and t ∈ V . The symbol {s, t} will denote an
unordered pair.

A graph G=(V ,E) consists of a finite nonempty set V of v vertices together with
a prescribed set E of e unordered pairs of distinct vertices of V . If a pair u={x, y}
is an edge of G, u is said to joins x and y. We write u = xy and say that vertices
x and y are adjacent vertices; the vertex x and the edge u are incident with each
other, If two distinct edges u and v are incident with a common vertex, then they
are adjacent edges. A vertex z which adjacents to two distinct vertices x and y
is called neighbour of x and y. The neighborhood of a vertex x is the set N(x)
consists of all vertices which are adjacent to x. The set Ni(x) is the set of vertices
at distance i from x.G [W ] is the subgraph of G induced by the vertex or edge set
W. The degree of a vertex p is the number d (p) of edges which are incident with

2000 Mathematics Subject Classification. 53D10, 53C15, 53C25, 53C35.

Key words and phrases. graph, bipartite graph, A-semiset, convex graph.
?corresponding author.
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it. Let X be a subset of V . The integer n , where n + 1 = max {d(p) : p ∈ X}, is
called the order of the set X. The minimum degree among the vertices of G=(V ,E)
is denoted by δ(G). If G=(V ,E) contains a cycle, the girth of G=(V ,E) denoted
g(G) is the lenght of its shortest cycle.

Definition 1.1. Let G=(V ,E) be a connected graph , X be a subset of V , A be a
finite subset of non-negative integers and n (x, y) be the total number of neighbours
of any two different x, y of X. The set X is called A-semiset if n (x, y) ∈ A for any
two vertices x ande y of X. If X is a A-semiset, but not B-semiset for any subset B
of A ,the set X is called A-set. The graph G=(V ,E) is a A-semigraph and A-graph
if V is the A-semiset and A-set, respectively. If the set X does not contain edge
will be called edge-free.

Mulder [2] observed that {0, λ}-semigraphs(these graphs are called (0, λ)-graphs
by Mulder [2]), (λ ≥ 2) , are regular. Furthermore a lower bound for the degree of
{0, λ}-semigraphs with diameter at least four was derived by Mulder [2].

Definition 1.2. A bigraph (or bipartite graph) G=(P ∪ L,E) is a graph whose
vertex set P ∪L can be partitioned into subsets P and L in which a way that each
edge of E joins a vertex in P to a vertex in L. Its clear that the parts P and L are
edge-free.

In this paper, we determined basic properties of finite (0,1)-graphs.

2. Main Results

Corollary 2.1. Every subgraph of a {0, 1}− semigraph is a {0, 1}− semigraph.
Proof.Let G = (V,E) be a {0, 1}− semigraph and let G′ = (V ′, E′) be subgraph
of G. Since G is a (0, 1)− graph and V ′ ⊂ V for all x, y ∈ V ′, |N(x) ∩N(y)| ≤
1.Therefore G′ is a (0, 1)− graph.

Corollary 2.2. G is a {0, 1}− semigraph if and only if G is C4 − free.
Proof.Let G be a (0, 1)− graph. Suppose that, G isn’t C4−free. Then, G contains
at least one C4 in which u1 − u2 − u3 − u4 − u1 for u1, u2, u3, u4 ∈ V . Therefore,
N(u1)∩N(u3) = {u2} and N(u1)∩N(u3) = {u4} .In this case, |N(u1) ∩N(u3| = 2.
This case contradicts with being a (0, 1)− graph of G. So, G is C4 − free.
Conversely, let G be C4−free. If G isn’t a (0, 1)− graph, then there are at least two
different u1, u2 ∈ V such that |N(u1) ∩N(u2| ≥ 2. Let v1 and v2 be two different
vertices in the set N(u1)∩N(u2). Then u1−v2−u1−v1−u1 is cycle of four lenght
in G. This contradicts with being C4 − free of G. So, G is a (0, 1)− graph.

Theorem 2.1. Let G = (V,E) be a {0, 1}− semigraph, gird (G) ≥ 8 and v ∈ V.
If P = N0(v) ∪ N2(v) and L = N1(v) ∪ N3(v) , then G′ = [(P ∪ L)] is bipartite
subgraph of G.
Proof. Let G be a {0, 1}− semigraph. Since G′ is subgraph of G, G′ is a is a
(0, 1)− graph by proposition 2.1. By the definition of P and L,P ∩ L = nothing.
In this case, we show that G′ = [(P ∪ L)] is a bipartite {0, 1}− semigraph with
parts P and L.
(i)Suppose, there are at least two vertices x and y in P such that {x, y} ∈ E.
If x = v, then y ∈ N2(v). Thus, there is a u vertex in L which N(x) ∩ N(y) =
N(v)∩N(y) = {u} . Then , x− u− y− x is cycle of three-lenght which contradicts
g(G) ≥ 8. The same contradict occurs for y = v, thus x 6= v 6= y and x, y ∈ N2(v).
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Let P1 : x − u − v and P2 : v − t − y be two paths. In this case, if u 6= t, P1∪ P2

is a cycle of lenght 5. This contradicts g(G) ≥ 8. Therefore u = t. In this case, P
contains a cycle of lenght 3, contradict g(G) ≥ 8. So, P is edge-free.
(ii)Suppose, there are at least two different x and y in L for which {x, y} ∈ E.
There are three cases for x and y.
Case 1: If x, y ∈ N1(v) then, x− y− v− x is a cycle of lenght 3. This contradicts
with g(G) ≥ 8.
Case 2: If x, y ∈ N3(v) , let us consider minumum paths

P1 : v − x1 − x2 − x and P2 : v − y1 − y2 − y

For ∀ i, j : 1, 2, if xi 6= yj , then seven lenght v− x1 − x2 − x− y− y2 − y1 − v cycle
is obtained. This contradicts g(G) ≥ 8. Then, there is at least one pair (i, j) for
which xi = yj . Thus G contains cycle of lenght 5 or 3.
If xi = yj , then G consist at least one x− x2 − x1 − y2 − y − x five-lenght cycle,
contradicts g(G) ≥ 8. Similar contradiction is obtained an all other cases.
Case 3: Let x ∈ N1(v) and y ∈ N3(v). Suppose P1 : v− y1 − y2 − y is three lenght
path. If x ∈ P , then x − y2 − y − x is a cycle of three-lenght in G, contradiction.
Therefore, x /∈ P1, x 6= y1 and x 6= y2. Thus v − x − y − y2 − y1 − v is a cycle of
lenght 5 in G. This contradicts with g(G) ≥ 8. So, L is edge-free.

Theorem 2.2. Let G=(P ∪ L,E) be a connected bigraph with parts P and L. If
the part P is a {0,1}-semiset, the part L is {0,1}-semiset and G=(P ∪ L,E) is
{0,1}-semibigraph.
Proof. Let G=(P ∪ L,E) be a bigraph with parts P and L and let the part P be
a {0,1}-semiset. Assume that the part L does not {0,1}-semiset. Then the part
L has at least two distinct vertices u and w having at least two distinct common
neighbours x and y in the part P . This contradict to choosen of the part P . Thus
the part L is {0,1}-semiset and G=(P ∪ L,E) is {0,1}-semibigraph.

Let G=(P ∪ L,E) be a {0,1}-semibigraph with parts P and L. and |P | = v ,
|L| = b, the vertices of P will be labelled p1, p2, ..., pv Similary, the vertices of L
will be labelled l1, l2, ..., lb. To make our notation even more concise we define,

rij =
{

0, If pilj /∈ E
1, If pilj ∈ E

we see that the (i, j)th entry of the matrix A = [rij ]n×m is just the number rij .
The matrix A is called incidence matrix of G. Where, n = |V (G)|, m = |E| . The
matrix.A′ = [rij ]vxbis called blok matrix of G

Theorem 2.3. Let A = [rij ]vxb be the blok matrix of a {0,1}-semibigraph G, then
the following equations valid.

(i) v
i=1rij = vj , v

j=1rij = bi and
(ii) b

j=1vj =b
j=1 (v

i=1rij) =v
i=1

(
b
j=1rij

)
=v

i=1 bi.

Proof. If we add the 1’s in each column, column by column, we get b
i=1vi . If

we add the 1’s in each row, row by row, we get v
i=1bi . But obviously we are just

counting the same number of 1’s in two different ways so we have the equations
(i)v

i=1rij = vj ,
v
j=1 rij = bi and

(ii)b
j=1vj =b

j=1 (v
i=1rij) =v

i=1

(
b
j=1rij

)
=v

i=1 bi
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Theorem 2.4. If rij = 0 then the number adjacent vertices to pi and dont have
common neihbour to lj is d(pi)− pij.

Proof. Since d(pi) is the total number of vertices which are adjacent with pi

and by definition pijthe result is immediate.

Theorem 2.5. If G=(P ∪ L,E) be a {0,1}-semibigraph with parts P and L and
the part P be a {0,1}-semiset and pij = d(lj) for every vertex pi of P and vertex lj
of L such that rij = 0 then P is a{1}-set.

Proof. Since |L| = b ≥ 1, there is a vertex lk of L, say. We must show that the
set P is {1}-set, that is, for any distinct two vertices pi and pj of P , n(pi, pj) = 1.
Let pi, pj be two distinct vertices of P . If rik = rjk = 1, n(pi, pj) = 1. If rik = 0
and rjk = 1 then by assumption pik = d(lk) so that pi has a common neighbour with
vertex which is adjacent to lk. In particular, pi and pj have common neighbour.
Thus n(pi, pj) = 1. Finally, if rik = rjk = 0, using the hypothesis once again,
for a vertex q which is adjacent with lk n(pi, q) = 1. If the vertex pj is adjacent
with common neighbour of vertices pi and q, n(pi, pj) = 1 and otherwise, by the
hypothesis one last time to get a common neighbour of vertices pi and pj. Therefore
n(pi, pj) = 1, that is, P is {1}-set.

Theorem 2.6. Let G=(P ∪ L,E) be a {0,1}-semibigraph and let |P | = v, |L| = b,
δ (L) ≥ 2. P is a{1}−set if and only if

b
j=1d(lj)(d(lj)− 1) ≥ v(v − 1)

Proof. Suppose that P is {1} − set.Counting the number of pairs of vertices of P

in two different ways. First of all, there are
(

v
2

)
pairs of vertices of P (counting

{pi, pj} to be same pair as {pj , pi}). Second way, since P is {1} − set, there is a
uniqe l vertex of L which l ∈ N(pi) ∩ N(pj). Thus, the total number of pairs of
vertices of P is the total number of pairs of vertices of N(l), for each l ∈ L. Summed
over all vertices of L, that is sumj = 1bd(lj)(d(lj)− 1)/2 .
So,

b
j=1d(lj)(d(lj)− 1) = v(v − 1)

Suppose, convercely, that

b
j=1d(lj)(d(lj)− 1) ≥ v(v − 1).....∗

We prove that P is {1}−set by induction on v.Since δ(L) ≥ 2, v is at least two and
b = 1. In the case, P is {1} − set. If v = 3 there are exactly three possibilities , for
b = 1, 2 or 3. Of these, only the case b = 1, p1 = v = 3 and b = 3, p1 = p2 = p3 = 2
satisfy inequality. In both of these case, P is {1} − set.
Suppose then that if the inequality holds for a partial adjacent bigraph G′ with part
P ′ and L′ which P ′ is a part with fewer than v vertices then P ′is {1} − set.We
may assume b

j=1d(lj)(d(lj) − 1) ≥ v(v − 1) in G, where v ≥ 4. Let p ∈ P be and
consider the partial adjacent bigraph G′ with part P ′ and L′ which is the restiriction
of G to P \ {p}. So P ′ = P − {p} and L′ = {l ∈ L | {p, l} /∈ E and d(l) ≥ 3} . As
|P ′| = v − 1, we attempt to prove that P is {1} − set by showing that approprite
inequality above holds. Its right hand side becomes (v − 1)(v − 2).
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In G′ ,∑
l′j

d(l′j)(d(l′j)− 1) =
∑

lj /∈N(p)

d(lj)(d(lj)− 1) +
∑

lj∈N(p),d(lj)≥3

d(l′j)(d(l′j)− 1)

=
∑

lj /∈N(p)

d(lj)(d(lj)− 1) +
∑

lj∈N(p),d(lj)≥3

(d(lj)− 1)(d(lj)− 2)

=
∑

lj /∈N(p)

d(lj)(d(lj)− 1) +
∑

lj∈N(p),d(lj)≥3

d(lj)(d(lj)− 1)

−2

 ∑
lj∈N(p),d(lj)≥3

(d(lj)− 1)


In G,∑

lj

d(lj)(d(lj)− 1) =
∑

lj /∈N(p)

d(lj)(d(lj)− 1) +
∑

lj∈N(p),d(lj)≥3

d(lj)(d(lj)− 1)

+
∑

lj∈N(p),d(lj)=2

d(lj)(d(lj)− 1)

∑
lj /∈N(p)

d(lj)(d(lj)− 1) =
∑
lj

d(lj)(d(lj)− 1)−
∑

lj∈N(p),d(lj)≥3

d(lj)(d(lj)− 1)

−
∑

lj∈N(p),d(lj)=2

d(lj)(d(lj)− 1)

Substituting in the above, we get∑
l′j

d(l′j)(d(l′j)− 1) =
∑
lj

d(lj)(d(lj)− 1)− 2
∑

lj∈N(p),d(lj)≥3

(d(lj)− 1)

−
∑

lj∈N(p),d(lj)=2

d(lj)(d(lj)− 1)

=
∑
lj

d(lj)(d(lj)− 1)− 2

 ∑
lj∈N(p)

(d(lj)− 1)


By hypohesis,

∑
lj

d(lj)(d(lj)−1) ≥ v(v−1) . By counting total degree of the vertices
of L which adjacent to p, it becomes evident that

∑
lj∈N(p)(d(lj) − 1) ≤ v − 1 and

so −2
(∑

lj∈N(p)(d(lj)− 1)
)
≥ −2(v − 1). Therefore,∑

l′j

d(l′j)(d(l′j)− 1) ≥ v(v − 1)− 2(v − 1) = (v − 1)(v − 2)

as desired. By our induction hypothesis, P ′ = P − {p} is {1} − set in G′. In the
case, show that , for each p′ of P ′,there is a exactly one common vertex of p and
p′. Let p′′ be arbitrarily vertex of P which p′′ 6= p and p′′ 6= p′. P ′′ = P − {p′′} is
a restriction of P with v − 1 vertices and the and the argument used above shows
that P ′′ = P − {p′′} is {1} − set. Hence there is exactly one common vertex of p
and p′.
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applications, Cambridge Uni. Press, United Kingdom, (1998).

[2] M. Mulder, (0, λ)-graph and n−cubes, Discrete mathematics 28 (1979) 179-
188.

[3] P. Hall, On Reprensentation of Subset, J. Londan Mth. Soc. 10 (1935)
26-30

[4] J. Plesnik, A note on the complexcity of finding reguler subgraphs, Discrete
Math., 49 (1984),16167

[5] F. Harary, D. Hsu and Z. Miller, The biparticity of a graph, J. Graph
Theory 1 (1977) 131-133.

[6] A. Ulukan, On the Finite Adjacent Bipartite Graphs, PHD thesis.
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Eskişehir Osmangazi University Department of Mathematics and Computer Sciences,
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THE HADAMARD TYPE INEQUALITIES FOR m−CONVEX
FUNCTIONS

ÇETIN YILDIZ?, MUSTAFA GÜRBÜZ AND AHMET OCAK AKDEMIR

Abstract. In this paper, we obtained some new Hadamard-Type inequalities

for functions whose derivatives absolute values are m−convex. Some applica-
tions to special means of real numbers are given.

1. INTRODUCTION

Let f : I ⊂ R → R be a convex function defined on the interval I of real
numbers and a, b ∈ I with a < b. The following inequality is well known as the
Hermite-Hadamard inequality for convex functions.

f

(
a + b

2

)
≤ 1

b− a

∫ b

a

f(x)dx ≤ f(a) + f(b)
2

.

In recent years many authors have established several inequalities connected
to Hermite-Hadamard inequality. For recent results, refinements, counterparts,
generalizations and new Hadamard-type inequalities see [3], [4] and [5].

A function f : I → R is said to be convex function on I if the inequality

f(tx + (1− t)y) ≤ tf(x) + (1− t)f(y)

holds for all x, y ∈ I and t ∈ [0, 1].
In [2], G. Toader defined m−convexity as the following:

Definition 1.1. The function f : [0, b] → R, b > 0, is said to be m−convex where
m ∈ [0, 1], if we have

f(tx + m(1− t)y) ≤ tf(x) + m(1− t)f(y)

for all x, y ∈ [0, b] and t ∈ [0, 1]. We say that f is m-concave if -f is m-convex.

2000 Mathematics Subject Classification. 26D07, 26D15, 26A51.
Key words and phrases. Hermite-Hadamard’s inequality, m−Convex, Hölder inequality, Power

mean inequality.
?corresponding author.
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For recent results related to above definitions we refer interest of readers to
[6],[7],[8].

The following theorems which were obtained by Kavurmacı et al. contains the
Hadamard-type integral inequalities in [1].

Theorem 1.1. Let f : I ⊂ R → R be a differentiable mapping on Io such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′| is convex function on [a, b], then the
following inequality holds:
(1.1)∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣ ≤ b− a

12

[∣∣∣∣f ′(a + b

2

)∣∣∣∣+ |f ′ (a)|+ |f ′ (b)|
]

.

Theorem 1.2. Let f : I ⊂ R → R be a differentiable mapping on Io such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is convex function on [a, b], for some
fixed q ≥ 1, then the following inequality holds:∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣(1.2)

≤ b− a

8

(∣∣f ′ (a+b
2

)∣∣q + 2 |f ′ (a)|q

3

) 1
q

+

(∣∣f ′ (a+b
2

)∣∣q + 2 |f ′(b)|q

3

) 1
q

 .

The main purpose of this paper is to establish refinements inequalities of right-
hand side of Hadamard’s type for m−convex functions.

2. MAIN RESULTS

In [1], in order to prove some inequalities related to Hermite-Hadamard inequal-
ity Kavurmacı et al. used the following lemma.

Lemma 2.1. Let f : I ⊂ R → R be a differentiable mapping on Io where a, b ∈ I
with a < b. If f ′ ∈ L[a, b], then the following equality holds:

(b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

=
(x− a)2

b− a

b∫
a

(1− t)f ′(tx + (1− t)a)dt +
(b− x)2

b− a

b∫
a

(t− 1)f ′(tx + (1− t)b)dt.

Theorem 2.1. Let f : I ⊂ R → R be a differentiable mapping on Io where a, b ∈ I
with a < b. If |f ′| is m−convex function on [a, b] for some fixed m ∈ (0, 1], then the
following inequality holds:∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)

b− a
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

[
|f ′(x)|+ 2m

∣∣f ′ ( a
m

)∣∣
6

]
+

(b− x)2

b− a

[
|f ′(x)|+ 2m

∣∣f ′ ( b
m

)∣∣
6

]
.
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Proof. From Lemma 1 and using the property of modulus we get;

∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

1∫
0

(1− t) |f ′(tx + (1− t)a)| dt +
(b− x)2

b− a

1∫
0

(1− t) |f ′(tx + (1− t)b)| dt.

Since |f ′| is m−convex, we can write;

∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

1∫
0

(1− t)
[
t |f ′(x)|+ m(1− t)

∣∣∣f ′ ( a

m

)∣∣∣] dt

+
(b− x)2

b− a

1∫
0

(1− t)
[
t |f ′(x)|+ m(1− t)

∣∣∣∣f ′( b

m

)∣∣∣∣] dt

=
(x− a)2

b− a

|f ′(x)|
1∫

0

(t− t2)dt + m
∣∣∣f ′ ( a

m

)∣∣∣ 1∫
0

(1− t)2dt


+

(b− x)2

b− a

|f ′(x)|
1∫

0

(t− t2)dt + m

∣∣∣∣f ′( b

m

)∣∣∣∣
1∫

0

(1− t)2dt


=

(x− a)2

b− a

[
|f ′(x)|+ 2m

∣∣f ′ ( a
m

)∣∣
6

]
+

(b− x)2

b− a

[
|f ′(x)|+ 2m

∣∣f ′ ( b
m

)∣∣
6

]
.

This completes the proof. �

Corollary 2.1. In Theorem 3, if we choose x = a+b
2 , we have

∣∣∣∣∣∣f(a) + f(b)
2

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣ ≤ b− a

12

[∣∣∣∣f ′(a + b

2

)∣∣∣∣+ m
∣∣∣f ′ ( a

m

)∣∣∣+ m

∣∣∣∣f ′( b

m

)∣∣∣∣] .

Remark 2.1. In Corollary 1, if we choose m = 1, the inequality in (1.1) is obtained.

Theorem 2.2. Let f : I ⊂ R → R be a differentiable mapping on Io where a, b ∈ I
with a < b. If |f ′|q is m−convex function on [a, b] and p > 1, then the following
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inequality holds:

∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤

(
1

p + 1

) 1
p

 (x− a)2

b− a

(
|f ′(x)|q + m

∣∣f ′ ( a
m

)∣∣q
2

) 1
q

+
(b− x)2

b− a

(
|f ′(x)|q + m

∣∣f ′ ( b
m

)∣∣q
2

) 1
q



where m ∈ (0, 1] and 1
p + 1

q = 1.

Proof. From Lemma 1 and using the property of modulus we can write;

∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

1∫
0

(1− t) |f ′(tx + (1− t)a)| dt

+
(b− x)2

b− a

1∫
0

(1− t) |f ′(tx + (1− t)b)| dt.

By using the Hölder inequality we have:

∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

 1∫
0

(1− t)pdt


1
p
 1∫

0

|f ′(tx + (1− t)a)|q dt


1
q

+
(b− x)2

b− a

 1∫
0

(1− t)pdt


1
p
 1∫

0

|f ′(tx + (1− t)b)|q dt


1
q

.
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Since |f ′|q is m−convex function:∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

(
1

p + 1

) 1
p

 1∫
0

[
t |f ′(x)|q + m(1− t)

∣∣∣f ′ ( a

m

)∣∣∣q] dt


1
q

+
(b− x)2

b− a

(
1

p + 1

) 1
p

 1∫
0

[
t |f ′(x)|q + m(1− t)

∣∣∣∣f ′( b

m

)∣∣∣∣q] dt


1
q

=
(

1
p + 1

) 1
p

 (x− a)2

b− a

(
|f ′(x)|q + m

∣∣f ′ ( a
m

)∣∣q
2

) 1
q

+
(b− x)2

b− a

(
|f ′(x)|q + m

∣∣f ′ ( b
m

)∣∣q
2

) 1
q

 .

This completes the proof. �

Corollary 2.2. In Theorem 4, if we choose x = a+b
2 , we have∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤

(
1

p + 1

) 1
p

.
b− a

4

(∣∣f ′ (a+b
2

)∣∣q + m
∣∣f ′ ( a

m

)∣∣q
2

) 1
q

+

(∣∣f ′ (a+b
2

)∣∣q + m
∣∣f ′ ( b

m

)∣∣q
2

) 1
q

 .

In Corollary 2, if we choose m = 1 and
(

1
p+1

) 1
p ≤ 1, we obtain∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣ ≤ b− a

4

(∣∣f ′ (a+b
2

)∣∣q + |f ′ (a)|q

2

) 1
q

+

(∣∣f ′ (a+b
2

)∣∣q + |f ′(b)|q

2

) 1
q

 .

Theorem 2.3. Let f : I ⊂ R → R be a differentiable mapping on Io where a, b ∈ I
with a < b. If |f ′|q is m−convex function on [a, b] for some fixed m ∈ (0, 1], then
the following inequality holds:∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)

b− a
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

2 (b− a)

(
|f ′(x)|q + 2m

∣∣f ′ ( a
m

)∣∣q
3

) 1
q

+
(b− x)2

2 (b− a)

(
|f ′(x)|q + 2m

∣∣f ′ ( b
m

)∣∣q
3

) 1
q

where q ≥ 1.
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Proof. From Lemma 1 and using the property of modulus we get;∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

1∫
0

(1− t) |f ′(tx + (1− t)a)| dt +
(b− x)2

b− a

1∫
0

(1− t) |f ′(tx + (1− t)b)| dt.

By using the Power-mean inequality, we have∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

 1∫
0

(1− t)dt

1− 1
q
 1∫

0

(1− t) |f ′(tx + (1− t)a)|q dt


1
q

+
(b− x)2

b− a

 1∫
0

(1− t)dt

1− 1
q
 1∫

0

(1− t) |f ′(tx + (1− t)b)|q dt


1
q

.

Since |f ′(x)|q is m−convex, we have∣∣∣∣∣∣ (b− x)f(b) + (x− a)f(a)
b− a

− 1
b− a

b∫
a

f(u)du

∣∣∣∣∣∣
≤ (x− a)2

b− a

(
1
2

)1− 1
q

 1∫
0

(1− t)
[
t |f ′(x)|q + m(1− t)

∣∣∣f ′ ( a

m

)∣∣∣q] dt


1
q

+
(b− x)2

b− a

(
1
2

)1− 1
q

 1∫
0

(1− t)
[
t |f ′(x)|q + m(1− t)

∣∣∣∣f ′( b

m

)∣∣∣∣q] dt


1
q

=
(x− a)2

b− a

(
1
2

)1− 1
q

|f ′(x)|q
1∫

0

(t− t2)dt + m
∣∣∣f ′ ( a

m

)∣∣∣q 1∫
0

(1− t)2dt


1
q

+
(b− x)2

b− a

(
1
2

)1− 1
q

|f ′(x)|q
1∫

0

(t− t2)dt + m

∣∣∣∣f ′( b

m

)∣∣∣∣q
1∫

0

(1− t)2dt


1
q

=
(x− a)2

2(b− a)

(
|f ′(x)|q + 2m

∣∣f ′ ( a
m

)∣∣q
3

) 1
q

+
(b− x)2

2(b− a)

(
|f ′(x)|q + 2m

∣∣f ′ ( b
m

)∣∣q
3

) 1
q

.

This completes the proof. �
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Corollary 2.3. In Theorem 5, if we choose x = a+b
2 , we get∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(u)du

∣∣∣∣∣∣ ≤ b− a

8

(∣∣f ′ (a+b
2

)∣∣q + 2m
∣∣f ′ ( a

m

)∣∣q
3

) 1
q

+

(∣∣f ′ (a+b
2

)∣∣q + 2m
∣∣f ′ ( b

m

)∣∣q
3

) 1
q

 .

Remark 2.2. In Corollary 3, if we choose m = 1, the inequality in (1.2) is obtained.

3. APPLICATIONS TO SPECIAL MEANS

We now consider the means for arbitrary real numbers α, β (α 6= β). We take
(1) Arithmetic mean :

A(α, β) =
α + β

2
, α, β ∈ R+.

(2) Logarithmic mean:

L(α, β) =
α− β

ln |α| − ln |β|
, |α| 6= |β| , α, β 6= 0, α, β ∈ R+.

(3) Generalized log −mean:

Ln(α, β) =
[

βn+1 − αn+1

(n + 1)(β − α)

] 1
n

, n ∈ Z\{−1, 0}, α, β ∈ R+.

Now using the results of Section 2, we give some applications for special means
of real numbers.

Proposition 3.1. Let a, b ∈ R+, a < b, m ∈ (0, 1] and n ∈ Z, n > 1. Then, we
have

|A(an, bn)− Ln
n(a, b)| ≤ n.

b− a

12

[∣∣∣∣a + b

2

∣∣∣∣n−1

+ m
∣∣∣ a

m

∣∣∣n−1

+ m

∣∣∣∣ b

m

∣∣∣∣n−1
]

.

If we choose m = 1, we obtain

|A(an, bn)− Ln
n(a, b)| ≤ n.

b− a

12

[∣∣∣∣a + b

2

∣∣∣∣n−1

+ |a|n−1 + |b|n−1

]
.

Proof. The assertion follows from Corollary 1 applied to the m-convex mapping
f(x) = xn, x ∈ R, n ∈ Z. �

Proposition 3.2. Let a, b ∈ R+, a < b, m ∈ (0, 1] and n ∈ Z\{−1, 0} . Then, for
all q ≥ 1, we have

|A(an, bn)− Ln
n(a, b)| ≤ n.

b− a

8

[∣∣a+b
2

∣∣q(n−1)
+ 2m

∣∣ a
m

∣∣q(n−1)

3

] 1
q

+

[∣∣a+b
2

∣∣q(n−1)
+ 2m

∣∣ b
m

∣∣q(n−1)

3

] 1
q
 .

If we choose m = 1, we obtain

|A(an, bn)− Ln
n(a, b)| ≤ n.

b− a

8

[∣∣a+b
2

∣∣q(n−1)
+ 2 |a|q(n−1)

3

] 1
q

+

[∣∣a+b
2

∣∣q(n−1)
+ 2 |b|q(n−1)

3

] 1
q
 .
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Proof. The assertion follows from Corollary 3 applied to the m-convex mapping
f(x) = xn, x ∈ R, n ∈ Z. �
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ON WEIGHTED MONTOGOMERY IDENTITIES FOR
RIEMANN-LIOUVILLE FRACTIONAL INTEGRALS

MEHMET ZEKI SARIKAYA? AND HATICE YALDIZ

Abstract. In this paper, we extend the weighted Montogomery identities
for the Riemann-Liouville fractional integrals. We also use this Montogomery

identities to establish some new Ostrowski type integral inequalities.

1. Introduction

The inequality of Ostrowski [18] gives us an estimate for the deviation of the
values of a smooth function from its mean value. More precisely, if f : [a, b] → R is
a differentiable function with bounded derivative, then∣∣∣∣∣∣f(x)− 1

b− a

b∫
a

f(t)dt

∣∣∣∣∣∣ ≤
[

1
4

+
(x− a+b

2 )2

(b− a)2

]
(b− a) ‖f ′‖∞

for every x ∈ [a, b]. Moreover the constant 1/4 is the best possible.
For some generalizations of this classic fact see the book [8, p.468-484] by Mitri-

novic, Pecaric and Fink. A simple proof of this fact can be done by using the
following identity [8]:

If f : [a, b] → R is differentiable on [a, b] with the first derivative f ′ integrable
on [a, b], then Montgomery identity holds:

(1.1) f(x) =
1

b− a

b∫
a

f(t)dt +

b∫
a

P1(x, t)f ′(t)dt,

where P1(x, t) is the Peano kernel defined by

P1(x, t) :=


t− a

b− a
, a ≤ t < x

t− b

b− a
, x ≤ t ≤ b.
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Recently, several generalizations of the Ostrowski integral inequality are consid-
ered by many authors; for instance covering the following concepts: functions of
bounded variation, Lipschitzian, monotonic, absolutely continuous and n-times dif-
ferentiable mappings with error estimates with some special means together with
some numerical quadrature rules. For recent results and generalizations concerning
Ostrowski’s inequality, we refer the reader to the recent papers [3], [6], [9]-[11],
[13]-[15].

In [1] and [16], the authors established some inequalities for differentiable map-
pings which are connected with Ostrowski type inequality by used the Riemann-
Liouville fractional integrals, and they used the following lemma to prove their
results:

Lemma 1.1. Let f : I ⊂ R → R be differentiable function on I◦ with a, b ∈ I
(a < b) and f ′ ∈ L1[a, b], then
(1.2)

f(x) =
Γ(α)
b− a

(b− x)1−αJα
a f(b)− Jα−1

a (P2(x, b)f(b)) + Jα
a (P2(x, b)f

′
(b)), α ≥ 1,

where P2(x, t) is the fractional Peano kernel defined by

P2(x, t) =


t− a

b− a
(b− x)1−αΓ(α), a ≤ t < x

t− b

b− a
(b− x)1−αΓ(α), x ≤ t ≤ b.

In this article, we use the Riemann-Liouville fractional integrals to establish
some new weighted integral inequalities of Ostrowski’s type. From our results, the
weighted and the classical Ostrowski’s inequalities can be deduced as some special
cases.

2. Fractional Calculus

Firstly, we give some necessary definitions and mathematical preliminaries of
fractional calculus theory which are used further in this paper. More details, one
can consult [7], [12].

Definition 2.1. The Riemann-Liouville fractional integral operator of order α ≥ 0
with a ≥ 0 is defined as

Jα
a f(x) =

1
Γ(α)

x∫
a

(x− t)α−1f(t)dt,

J0
af(x) = f(x).

Recently, many authors have studied a number of inequalities by used the Riemann-
Liouville fractional integrals, see ([1], [2], [4], [5], [16], [17]) and the references cited
therein.
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3. Main Results

Throughout this work, we assume that the weight function w : [a, b] → [0,∞), is
integrable, nonnegative and

m(a, b) =

b∫
a

w(t)dt < ∞.

In order to prove our main results, we need the following identities:

Lemma 3.1. Let f : I ⊂ R → R be a differentiable function on I◦ with a, b ∈ I
(a < b), α ≥ 1 and f ′ ∈ L1[a, b], then the generalization of the weighted Montgomery
identity for fractional integrals holds:

m (a, b) f (x) = (b− x)1−α Γ (α) Jα
a (w (b) f (b))

(3.1)

−Jα−1
a (Ωw (x, b) f (b)) + Jα

a

(
Ωw (x, b) f

′
(b)

)
where Ωw (x, t) is the weighted fractional Peano kernel defined by

(3.2) Ωw (x, t) :=


(b− x)1−α Γ (α)

t∫
a

w (u) du, t ∈ [a, x)

(b− x)1−α Γ (α)
t∫
b

w (u) du, t ∈ [x, b].

Proof. By definition of Ωw (x, t), we have

Jα
a

(
Ωw (x, b) f

′
(b)

)
(3.3)

=
1

Γ (α)

b∫
a

(b− t)α−1 Ωw (x, t) f ′ (t) dt

= (b− x)1−α

 x∫
a

(b− t)α−1

 t∫
a

w (u) du

 f
′
(t) dt

= +

b∫
x

(b− t)α−1

 t∫
b

w (u) du

 f
′
(t) dt


= (b− x)1−α (J1 + J2) .
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Integrating by parts, we can state:

J1 = (b− x)α−1

 x∫
a

w (u) du

 f (x)

(3.4)

+ (α− 1)

x∫
a

(b− t)α−2

 t∫
a

w (u) du

 f (t) dt−
x∫

a

(b− t)α−1
w (t) f (t) dt

and similary,

J2 = (b− x)α−1

 b∫
x

w (u) du

 f (x)

(3.5)

+ (α− 1)

b∫
x

(b− t)α−2

 t∫
b

w (u) du

 f (t) dt−
b∫

x

(b− t)α−1
w (t) f (t) dt.

Adding (3.4) and (3.5), we obtain (3.1) which this completes the proof. �

Remark 3.1. If we choose α = 1 and w (u) = 1, the formula (3.1) reduces to the
classical Montgomery Identity given by (1.1).

Remark 3.2. If we choose w (u) = 1, the formula (3.1) reduces to the fractional
Montgomery Identity given by (1.2).

Theorem 3.1. Let f : [a, b] → R be differentiable on (a, b) such that f
′ ∈ L1[a, b],

where a < b. If
∣∣∣f ′

(x)
∣∣∣ ≤ M for every x ∈ [a, b] and α ≥ 1, then the following

Ostrowski fractional inequality holds:

∣∣∣m (a, b) f (x)− (b− x)1−α Γ (α) Jα
a (w (b) f (b))− Jα−1

a (Ωw (x, b) f (b))
∣∣∣

(3.6)

≤ M (b− x)1−α

α
[A(x)− (b− x)α

B(x)]

where

A(x) =

x∫
a

(b− u)α−1
w (u) du−

b∫
x

(b− u)α
w (u) du

and

B(x) =

x∫
a

w (u) du−
b∫

x

w (u) du.
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Proof. From Lemma 3.1, we get∣∣∣m (a, b) f (x)− Γ (α) (b− x)1−α
Jα

a (w (b) f (b))− Jα−1
a (Ωw (x, b) f (b))

∣∣∣
≤ 1

Γ (α)

∣∣∣∣∣∣
b∫

a

(b− t)α−1 Ωw (x, t) f
′
(t) dt

∣∣∣∣∣∣
(3.7)

≤ M

Γ (α)

b∫
a

(b− t)α−1 |Ωw (x, t)| dt

= M (b− x)1−α

 x∫
a

(b− t)α−1

 t∫
a

w (u) du

 dt +

b∫
x

(b− t)α−1

 b∫
t

w (u) du

 dt


= M(b− x)1−α {J3 + J4} .

Now, using the change of order of integration we get

J3 =

x∫
a

(b− t)α−1

 t∫
a

w (u) du

 dt

=

x∫
a

w(u)

x∫
u

(b− t)α−1
dtdu

=
1
α

 x∫
a

(b− u)α−1
w (u) du− (b− x)α

x∫
a

w (u) du


and similarly,

J4 =

b∫
x

(b− t)α−1

 b∫
t

w (u) du

 dt

=

b∫
x

w(u)

u∫
x

(b− t)α−1
dtdu

=
1
α

(b− x)α

b∫
x

w (u) du−
b∫

x

(b− u)α
w (u) du

 .

Using J3 and J4 in (3.7), we obtain (3.6). �

Remark 3.3. We note that in the special cases, if we take w (u) = 1 in Theorem
3.1, then it reduces Theorem 4.1 proved by Anastassiou et. al. [1]. So, our results
are generalizations of the corresponding results of Anastassiou et. al. [1].
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φ−CONFORMALLY FLAT C−MANIFOLDS

ERDAL ÖZÜSAĞLAM

Abstract. In this paper, we have studied φ−conformally flat, φ−conharmonically
flat and φ−projectively flat C−manifolds.

1. Preliminaries

Let (Mn,g), n = dimM , n ≥ 3, be a connected Riemannian manifold of class C∞

and ∇ be its Riemannian connection. The Riemannian-Christoffel curvature tensor
R, the Weyl conformal curvature tensor C (see [8]), the conharmonic curvature
tensor K (see [13]) and the projective curvature tensor P (see [8]) of (Mn,g) are
defined by

(1.1) R(X, Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,

C(X, Y )Z = R(X, Y )Z − 1
n− 2

[S(Y,Z)X − S(X, Z)Y

+g(Y, Z)SX − g(X, Z)SY ] +(1.2)
τ

(n− 1)(n− 2)
[g(Y, Z)X − g(X, Z)Y ]

K(X, Y )Z = R(X, Y )Z − 1
n− 2

[S(Y, Z)X − S(X, Z)Y

+g(Y,Z)SX − g(X, Z)SY ](1.3)

(1.4) P (X, Y )Z = R(X, Y )Z − 1
n− 1

[g(Y,Z)SX − g(X, Z)SY ]

respectively, where S is the Ricci operator, defined by S(X, Y ) = g(SX, Y ), S is
the Ricci tensor, τ = tr(S) is the scalar curvature and X, Y, Z ∈ χ(M), χ(M) being
the vector fields of M .

2000 Mathematics Subject Classification. 53C21, 53C25.
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φ−projectively flat.

54



φ−CONFORMALLY FLAT C−MANIFOLDS 55

In this paper, we have studied φ−conformally flat C− manifolds. We show that
there are no exist φ−conformally flat and φ−projectively flat C−manifolds unless
the dimension of structure vector field s is 1. Similarly, we obtain that there is no
exist φ−conharmonically flat C−manifolds unless s = 4.

2. C−manifolds

We need the following definition which is given in [4].
Let (M, g) be a Riemannian manifold with dim(M) = 2m + s. Then M is said

to be an C−manifold if there exist on M an φ−structure φ [16] of rank 2m and s
global vector fields ξ1, ..., ξs (structure vector fields) such that [4]

(i) If η1 , ..., ηs are dual 1−forms of ξ1, ..., ξs, then:

(2.1) φξi = 0, ηi ◦ φ = 0, ηi(ξi) = 1, φ2 = −I +
s∑

i=1

ξi ⊗ ηi

g(X, Y ) = g(φX, φY ) +
s∑

i=1

ηi (X) ηi (Y )(2.2)

g(ξi, X) = ηi(X)(2.3)

for any X, Y ∈ χ(M) and i = 1, ..., s.
(ii) The φ−structure φ is normal, that is

[φ, φ] + 2
s∑

i=1

ξi ⊗ dηi = 0

where [φ, φ] is the Nijenhuis torsion of φ.
(iii) η1 ∧ ... ∧ ηs ∧ (dηi)n 6= 0 and dηi = 0, for any i. Examples of C−manifolds

are given in [4].
In a C−manifold M , besides the relations (1.1) and (1.2) the following also hold

[9] :

(∇Xφ) Y = 0

∇Xξi = 0

(2.4)
R(ξi, X)Y = 0
R(ξi, X)ξβ = 0

(2.5) S(ξi, X) = 2m
s∑

β=1

ηβ(X)

(2.6) S(φX, φY ) = S(X, Y )

An C−manifold M is said to be η−Einstein if its Ricci tensor S is of the form

(2.7) S(X, Y ) = ag(X, Y ) + b
s∑

i=1

ηi(X)ηi(Y )

for any vector fields X and Y , where, a, b are functions on Mn
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3. Main Results

In this section we consider φ−conformally flat, φ−conharmonically flat and
φ−projectively flat C− manifolds.

Let C be the Weyl conformal curvature tensor of Mn. Since at each point p ∈
Mn the tangent space TP (Mn) can be decomposed into the direct sum Tp(Mn) =
φ(Tp(Mn)) ⊕ L(ξp), where L(ξp) is a 1−dimensional linear subspace of Tp(Mn)
generated by ξp, we have a map:

C : Tp(Mn)× Tp(Mn)× Tp(Mn) → φ(Tp(Mn))⊕ L(ξp).

It may be natural to consider the following particular cases:
(1) C : Tp(Mn)×Tp(Mn)×Tp(Mn) → L(ξp), that is, the projection of the image

of C in φ(Tp(Mn)) is zero.
(2) C : Tp(Mn) × Tp(Mn) × Tp(Mn) → φ(Tp(Mn)) , that is, the projection of

the image of C in L(ξp) is zero.
(3) C : φ(Tp(Mn)) × φ(Tp(Mn)) × φ(Tp(Mn)) → L(ξp), that is, when C is

restricted to (Tp(Mn)) × φ(Tp(Mn)) × φ(Tp(Mn)), the projection of the image of
in φ(Tp(Mn)) is zero. This condition is equivalent to

(3.1) φ2C(φX, φY )φZ = 0

(see [8]).

Definition 3.1. A differentiable manifold (Mn, g), n > 3, satisfying the condition
(3.1) is called φ−conformally flat.

The cases (1) and (2) were considered in ([18]) and ([19]) respectively. The case
(3) was considered in ([8]) for the case Mn is a K−contact manifold.

Furthermore in [1], the authors studied (k, µ)−contact metric manifolds satisfy-
ing (3.1). Now our aim is to find the characterization of C−manifolds satisfying
the condition (3.1).

Theorem 3.1. Let M be an 2m + s−dimensional, (s > 1), C−manifold. Then
There is no exist φ−conformally flat C−manifolds.

Proof. Suppose that (M, g), (s > 1), is a φ−conformally flat C−manifold. It is
easy to see that φ2C(φX, φY )φZ = 0 holds if and only if

g(C(φX, φY )φZ, φW ) = 0,

for any X, Y, Z,W ∈ χ(M). So by the use of (1.2) φ−conformally flat means

g(R(φX, φY )φZ, φW ) =
1

2m + s− 2
[g(φY, φZ)S(φX, φW )

−g(φX, φZ)S(φY, φW ) + g(φX, φW )S(φY, φZ)
−g(φY, φW )S(φX, φZ)](3.2)

− τ

(2m + s− 1)(2m + s− 2)
[g(φY, φZ)g(φX, φW )

−g(φX, φZ)g(φY, φW )]

Let {w1, ..., w2m, ξ1, ..., ξs} be a local orthonormal basis of vector fields in M . Using
that {φw1, ..., φw2m, ξ1, ..., ξs} is also a local orthonormal basis, if we put X = W =
wi in (3.2) and sum up with respect to i, then
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2m∑
i=1

g(R(φwi, φY )φZ, φwi) =
1

2m + s− 2

2m∑
i=1

[g(φY, φZ)S(φwi, φwi)

−g(φwi, φZ)S(φY, φwi) + g(φwi, φwi)S(φY, φZ)
−g(φY, φwi)S(φwi, φZ)](3.3)

− τ

(2m + s− 1)(2m + s− 2)

2m∑
i=1

[g(φY, φZ)g(φwi, φwi)

−g(φwi, φZ)g(φY, φwi)]

It can be easily verify that

(3.4)
2m∑
i=1

g(R(φwi, φY )φZ, φwi) = S(φY, φZ),

(3.5)
2m∑
i=1

S(φwi, φwi) = τ

(3.6)
2m∑
i=1

g(φwi, φZ)S(φY, φwi) = S(φY, φZ)

(3.7)
2m∑
i=1

g(φwi, φwi) = 2m

and

(3.8)
2m∑
i=1

g(φwi, φZ)g(φY, φwi) = g(φY, φZ)

So by virtue of (3.4)–(3.8) the equation (3.3) can be written as

S(φY, φZ) =
1

2m + s− 2
[τg(φY, φZ)− 2S(φY, φZ) + 2mS(φY, φZ)]

− τ

(2m + s− 1)(2m + s− 2)
[2mg(φY, φZ)− g(φY, φZ)]

(3.9) S(φY, φZ) =
τ

2m + s− 1
g(φY, φZ).

Then by making use of (2.2) and (2.6), the equation (3.9) takes the form

(3.10) S(Y, Z) =
τ

2m + s− 1
g(Y, Z)− τ

2m + s− 1

s∑
i=1

ηi (Y ) ηi (Z) .

Therefore from (3.10), by contraction, we obtain s = 1 which is a contradiction.
This completes the proof of the theorem. �

From Theorem 3.1, we have following corollary.

Corollary 3.1. Let M be an (2m + 1)−dimensional φ−conformally flat C−manifold.
Then M is an η−Einstein manifold.
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Definition 3.2. A differentiable manifold (Mn, g), n > 3, satisfying the condition

(3.11) φ2K(φX, φY )φZ = 0

is called φ−conharmonically flat.

In [2], the authors considered (k, µ)−contact manifolds satisfying (3.11). Now
we will study the condition (3.11) on C− manifolds.

Theorem 3.2. Let M be an (2m + s)−dimensional, (s > 4), C−manifold There
is no exist φ−conharmonically flat C−manifold.

Proof. Assume that (M, g), (s > 4), is a φ−conharmonically flat C−manifold. It
can be easily seen that φ2K(φX, φY )φZ = 0 holds if and only if

g(K(φX, φY )φZ, φW ) = 0,

for any X, Y, Z,W ∈ χ(M). Using ( 1.3) φ−conformally flat means

g(R(φX, φY )φZ, φW ) =
1

2m + s− 2
[g(φY, φZ)S(φX, φW )− g(φX, φZ)S(φY, φW )

+g(φX, φW )S(φY, φZ)− g(φY, φW )S(φX, φZ)].(3.12)

Similar to the proof of Theorem 3.1, we can suppose that {w1, ..., w2m, ξ1, ..., ξs} is a
local orthonormal basis of vector fields in M . By using the fact that {φw1, ..., φw2m, ξ1, ..., ξs}
is also a local orthonormal basis, if we put X = W = wi in (3.12) and sum up with
respect to i, then
2m∑
i=1

g(R(φwi, φY )φZ, φwi) =
1

2m + s− 2

2m∑
i=1

[g(φY, φZ)S(φwi, φwi)− g(φwi, φZ)S(φY, φwi)

+g(φwi, φwi)S(φY, φZ)− g(φY, φwi)S(φwi, φZ)].(3.13)

So by the use of (3.4)-(3.7) the equation (3.13) turns into

(3.14) S(φY, φZ) =
τ

2m + s− 2
g(φY, φZ)− (2m− 2)

2m + s− 2
S(φY, φZ)

Thus applying (2.2) and (2.6) into (3.14) we get

(3.15) S(Y, Z) =
τ

4m + s− 4
g(Y, Z)− τ

4m + s− 4

s∑
i=1

ηi (Y ) ηi (Z)

from (3.10), by contraction, we obtain n = 4 which is a contradiction. �

From Theorem 3.2, we have following corollary.

Corollary 3.2. Let M be an (2m + 4)−dimensional φ−conharmonically flat C−manifold.
Then M is an η−Einstein manifold.

Similar to Definition 3.1 and Definition 3.2 we can state the following:

Definition 3.3. A differentiable manifold (Mn, g), n > 3, satisfying the condition

(3.16) φ2P (φX, φY )φZ = 0

is called φ−projectively flat.

Theorem 3.3. Let M be an 2m+ s dimensional, (s ≥ 2), C−manifold. There not
exist φ−projectively flat C−manifold.
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Proof. We assume that M be an 2m+s −dimensional, (s ≥ 2), φ−projectively flat
C−manifold. It can be easily seen that φ2P (φX, φY )φZ = 0 holds if and only if

g(R(φX, φY )φZ, φW ) = 0,

for any X, Y, Z,W ∈ χ(M). Using ((1.1) and (1.4) φ−projectively flat means
(3.17)

g(R(φX, φY )φZ, φW ) =
1

2m + s− 2
[g(φY, φZ)S(φX, φW )−g(φX, φZ)S(φY, φW ).

In a manner similar to the method in the proof of Theorem 2, choosing {w1, ..., w2m, ξ1, ..., ξs}
as a local orthonormal basis of vector fields in M and using the fact that {φw1, ..., φw2m, ξ1, ..., ξs}
is also a local orthonormal basis, putting X = W = wi in (3.17) and summing up
with respect to i, then we have
(3.18)
2m∑
i=1

g(R(φwi, φY )φZ, φwi) =
1

2m + s− 2

2m∑
i=1

[g(φY, φZ)S(φwi, φwi)−g(φwi, φZ)S(φY, φwi).

So applying (3.4)–(3.6) into (3.18) we get

S(φY, φZ) =
τ

2m + s− 1
g(φY, φZ)

Hence by virtue of (2.2) and (2.6) we obtain

(3.19) S(Y, Z) =
τ

2m + s− 1
g(Y, Z)− τ

2m + s− 1

s∑
i=1

ηi (Y ) ηi (Z)

Therefore from (3.19), by contraction, we obtain s = 1 which is a contraction.
Hence, the proof is completed. �

From Theorem 3.3, we have following corollary.

Corollary 3.3. Let M be an (2m + 1)−dimensional φ−projectively flat C−manifold.
Then M is an η−Einstein manifold.
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60 ERDAL ÖZÜSAĞLAM
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