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A SCHUR TYPE THEOREM FOR ALMOST α−COSYMPLECTIC


MANIFOLDS WITH KAEHLERIAN LEAVES


GÜLHAN AYAR, MUSTAFA YILDIRIM AND NESIP AKTAN


Abstract. In this study, we give a Schur type theorem for almost α−cosymplectic


manifolds with Keahlerian leaves.


1. Introduction


Let M be a Riemannian manifold with curvature tensor R. The sectional curva-
ture of a 2-plane α in a tangent space TPM is defined by K(α, P ) = R(X,Y, Y,X),
where {X,Y } is an orthonormal basis of TPM . F. Schur’s classical theorem remarks
that if M is a connected manifold of dimension n ≥ 3 and in any point P ∈ M ,
the curvature K(α, P ) does not depend on α ∈ TPM then it does not depend on
the point P too, i.e. it is a global constant. Such a manifold is called a manifold of
constant sectional curvature.


In following years, many authors has studied Schur’s theorem for different struc-
tures ([6]-[10]).For instance,In 1989, Schur’s theorem is improved by Nobuhiro and
a new version for locally symmetric spaces is gotten. [10].In 2001, Kassabov regards
connected 2n-dimensional almost Hermitian manifold M to be of pointwise constant
anti-holomorphic sectional curvature ν(p), p ∈M and proves that ν is a global con-
stant [6].In 2006, Cho defines a contact strongly pseudo-convex CR space-form
using the Tanaka-Webster connection in a method similar to the Sasakian space
form. He studies the geometry of such spaces and introduces a Schur type theorem
for such structures [7].And finally in 2013 a new version of Schur’s lemma for almost
cosymplectic manifolds with Kaehlerian leaves are given by Aktan et. al.[22]


The presence of an almost cosymplectic manifold was firstly introduced by Gold-
berg and Yano in 1969, [19]. The simplest examples of these manifolds are those
being the products (possibly local) of almost Kaehlerian manifolds and the real line
R or the circle S1.


Later on, curvature properties of almost cosymplectic manifolds were studied
mainly by Goldberg and Yano [12], Olszak [13], [14], Kirichenko [15], Endo [16]
some other autors. We relate some of them in a historical order.
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A cosymplectic manifold of constant curvature is necessarily locally flat [17]. It
is obvious that the locally flat cosymplectic manifolds exist. In fact, they are locally
products of locally flat Kaehlerian manifolds and the real line (for instance, Cn×R).
If the curvature operator R of an almost cosymplectic manifold M commutes with
the fundamental singular collineation ϕ, then M is normal, that is, it is a cosym-
plectic manifold [12]. In particular, an almost cosymplectic manifold of constant
curvature is cosymplectic if and only if it is locally flat. Generalizing these,in [13],
[14] , it is proved that almost cosymplectic manifolds of non-zero constant curvature
do not exist. For a conformally flat almost cosymplectic manifold of dimension ≥ 5,
the scalar curvature r is non-positive and the manifold is cosymplectic if and only
if it is locally flat [13], [14]. If M is an almost cosymplectic manifold of constant
ϕ-sectional curvature then the scalar curvature r and the ϕ-sectional curvature H
satisfy the inequality n(n+1)H ≥ r. This equality holds if and only if the manifold
is cosymplectic [13].


In this paper, we focus on almost α-cosymplectic manifolds with Kaehlerian
leaves and considering Schur’s lemma on spaces of constant curvature and the paper
[22]. We get a new version of Schur’s lemma for almost α-cosymplectic manifolds
with Kaehlerian leaves.


2. Almost α−Cosymplectic Manifolds


We repeat the relevant material from Blair [4] without proofs.
Let M be a (2n+ 1)-dimensional differentiable manifold equipped with a triple


(ϕ, ξ, η), where ϕ is a type of (1, 1) tensor field, ξ is a vector field, η is a 1-form on
M such that


(2.1) η(ξ) = 1, ϕ2 = −I + η ⊗ ξ,


which implies


(2.2) ϕξ = 0, η ◦ ϕ = 0, rank(ϕ) = 2n.


If M admits a Riemannian metric g, such that


(2.3)
g(ϕX,ϕY ) = g(X,Y )− η (X) η (Y ) ,


η (X) = g(X, ξ),


then M is said to have an almost contact metric structure (ϕ, ξ, η, g) .On such a
manifold, the fundamental 2-form Φ of M is defined by


Φ(X,Y ) = g(ϕX, Y ),


for any vector fields X,Y on M.for any vector fields X,Y on M.
An almost contact metric structure is almost cosymplectic if and only if both dη


and dΦ vanish. An almost contact manifold (M,ϕ, ξ, η) is said to be normal if the
Nijenhuis torsion


Nϕ(X,Y ) = [ϕX,ϕY ]− ϕ[ϕX, Y ]− ϕ[X,ϕY ] + ϕ2[X,Y ] + 2dη(X,Y )ξ,


vanishes for any vector fields X,Y on M.
A normal almost cosymplectic manifold is called a cosymplectic manifold. A nor-


mal almost cosymplectic and almost Kenmotsu manifolds are called a cosymplectic
manifold and Kenmotsu manifold, respectively. As it is known that an almost
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contact metric structure is cosymplectic if and only if both 5η and 5Φ vanish and
an almost contact metric structure is Kenmotsu [13] if and only if


(∇Xϕ)Y = g(ϕX, Y )ξ − η(Y )ϕX.


An almost contact metric manifold M2n+1 is said to be almost α-Kenmotsu if
dη = 0 and dΦ = 2αη∧Φ, α being a non-zero real constant. Geometrical properties
and examples of almost α-Kenmotsu manifolds are studied in [1], [13], [24] and [5],
. Given an almost Kenmotsu metric structure (ϕ, ξ, η, g), consider the deformed
structure


η =
1


α
η, ξ = αξ, ϕ = ϕ, g =


1


α2
g, α 6= 0, α ∈ R,


where α is a non-zero real constant. So we get an almost α-Kenmotsu structure
(ϕ, ξ, η, g). This deformation is called a homothetic deformation. It is important to
note that almost α-Kenmotsu structures are related to some special local conformal
deformations of almost cosymplectic structures (see [5]).


If we join these two classes, we obtain a new notion of an almost α-cosymplectic
manifold, which is defined by the following formula


dη = 0, dΦ = 2αη ∧ Φ,


for any real number α (see [1]). Obviously, a normal almost α-cosymplectic manifold
is an α-cosymplectic manifold. An α-cosymplectic manifold is either cosymplectic
under the condition α = 0 or α-Kenmotsu (α 6= 0) for α ∈ R


Let M be an almost α-cosymplectic manifold with structure (ϕ, ξ, η, g) and D
is the distribution of M defined by D = ker η. If the almost complex structure is
Kaehlerian on every integral submanifold of the distribution D, such manifold is
said to be an almost α-cosymplectic manifold with Kaehlerian leaves. Suppose that
M is an almost α-cosymplectic manifold. Denote by A the (1, 1)-tensor field on M
defined by


(2.4) A = −∇ξ,
and by h the (1, 1)-tensor field given by the following relation


h = 1
2Lξϕ,


where L is the Lie derivative of g. Obviously, A(ξ) = 0 and h(ξ) = 0.
Moreover, the tensor fields A and h are symmetric operators and satisfy the


following relations [23]


Proposition 2.1.


(2.5) ∇Xξ = −αϕ2X − ϕhX,


(2.6) (ϕ ◦ h)X + (h ◦ ϕ)X = 0,


(∇Xη)Y = α [g(X,Y )− η(X)η(Y )] + g(ϕY, hX),(2.7)


δη = −2αn, tr(h) = 0,(2.8)


(2.9) tr(A) = −2αn,


(2.10) tr(ϕA) = 0,


(2.11) Aϕ+ ϕA = −2αϕ,


(2.12) Aξ = 0,
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(2.13) (∇XA) ξ = A2X,


for any vector fields X,Y on M.We also remark that for any vector fields X,Y on
M.We also remark that h = 0⇔ ∇ξ = −αϕ2.


Proposition 2.2. Let M be an almost α-cosymplectic manifold. M has Kaehlerian
leaves if and only if it satisfies the condition


(2.14) (∇Xϕ)Y = −g(ϕAX, Y )ξ + η(Y )ϕAX,


for any vector fields X,Y on M [23].


3. Basic Curvature Relations


Proposition 3.1. Let M be an almost α-cosymplectic manifold. Then we have
[23]


R(X,Y )ξ = α2 [η(X)Y − η(Y )X]− α [η(X)ϕhY − η(Y )ϕhX](3.1)


+(∇Y ϕh)X − (∇Xϕh)Y,


R(X,Y )ξ = −(∇XA)Y + (∇YA)X,(3.2)


(3.3) R(X, ξ)ξ = α2ϕ2X + 2αϕhX − h2X + ϕ(∇ξh)X,


(3.4) (∇ξh)X = −ϕR(X, ξ)ξ − α2ϕX − 2αhX − ϕh2X,


(3.5) R(X, ξ)ξ − ϕR(ϕX, ξ)ξ = 2
[
α2ϕ2X − h2X


]
,


(3.6) S(X, ξ) = −2nα2η(X)−2n+1
i=1 g((∇eiϕh) ei, X),


(3.7) tr (l) = S(ξ, ξ) = −
[
2nα2 + tr(h2)


]
,


for any vector fields X,Y on M .


We have the following proposition that will be used in the next important re-
sult,by simple computations, .


Proposition 3.2.


Theorem 3.1. For the curvature transformation of almost α-cosymplectic manifold
with Kaehlerian leaves, we have [22]


(3.8)
R(X,Y )ϕZ − ϕR(X,Y )Z = g(AX,ϕZ)AY − g(AY,ϕZ)AX
−g(AX,Z)ϕAY + g(AY,Z)ϕAX
−η(Z)ϕ(R(X,Y )ξ)− g(R(X,Y )ξ, ϕZ)ξ


and


(3.9)
R(ϕX,ϕY )Z −R(X,Y )Z = η(Y )R(ξ,X,Z) + g(AZ,ϕX)AϕY
−g(AZ,ϕY )AϕX − g(AZ,X)AY
+g(AZ, Y )AX − η(X)R(ξ, Y, Z) + η(X)η(Y )R(ξ, ξ)


Lemma 3.1. Let M be an almost α-cosymplectic manifold with Kaehlerian leaves.
If we denote


Pϕ (X,Y ) = (∇Y ϕh)X − (∇Xϕh)Y


and
P (X,Y ) = (∇Y h)X − (∇Xh)Y.


Then we satisfy following relations [22]:
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Pϕ (X,Y ) = ϕP (X,Y )


ϕPϕ (X,Y ) = −P (X,Y ) + 2g (hX,ϕhY ) ξ


Pϕ (X,Y ) = −Pϕ (Y,X)


Theorem 3.2. Let M be an almost α-cosymplectic manifold with Kaehlerian leaves.
The necessary and sufficient condition for M to have pointwise constant ϕ−sectional
curvature H is


(3.10)


4R(X,Y, Z,W ) = (H + 3α2) [g(X,W )g(Z, Y )− g(X,Z)g(W,Y )]
−(H + α2) [η (X) η (W ) g(Z, Y ) + η(Y )η (Z) g(X,W )
+2g(X,ϕY )g(Z,ϕW )− η (Y ) η (W ) g(X,Z)− η(X)η (Z) g(W,Y ]
+(H − α2) [g(X,ϕZ)g(W,ϕY )− g(X,ϕW )g(Z,ϕY ]
−g(AX,ϕZ)g(AY,ϕW ) + g(AW,ϕX)g(AZ,ϕY )
−g(AZ,ϕX)g(AW,ϕY ) + g(AX,ϕW )g(AY,ϕZ)
+2g(AX,Z)g(AW,Y )− 2g(AX,W )g(AZ, Y )


+α



−2g(AX,Z)g(W,Y ) + 2η (Y ) η (W ) g(AX,Z)
+2g(AX,W )g(Z, Y )− 2η (Y ) η (Z) g(AX,W )
+2g(AZ, Y )g(X,W )− 2η (X) η (W ) g(AZ, Y )
−2g(X,Z)g(AW,Y ) + 2η (X) η (Z) g(AW,Y )



+4η(X)Pϕ(Z,W, Y ) + 4η(Z)Pϕ(X,Y,W )
−4η(W )Pϕ(X,Y, Z)− 4η(X)η (W )Pϕ(Z, ξ, Y )
−4η(X)η (Z)Pϕ(ξ,W, Y )− 4η(X)η (Y )Pϕ(Z,W, ξ)
−4η(Y )Pϕ(Z,W,X) + 4η(Y )η (W )Pϕ(Z, ξ,X)
+4η(Y )η (Z)Pϕ(ξ,W,X) + 4η(X)η (Z)Pϕ(ξ, Y,W )
−4η(X)η(W )Pϕ(ξ, Y, Z).


−4αη(X)η (Z) g(ϕhY,W ) + 4αη(X)η(W )g(ϕhY,Z)
+4αη(Y )η(Z)g(ϕhX,W )− 4αη(Y )η(W )g(ϕhX,Z)
−6α2η(X)η(W )g(Y, Z)− 6α2η(Y )η(Z)g(X,W )
+6α2η(Y )η(W )g(X,Z) + 6α2η(X)η (Z) g(Y,W )


for all vector fields X,Y, Z,W in M.


Proof. For any vector fields X and Y ∈ D,we have


(3.11) g (R(X,ϕX)X,ϕX) = −Hg (X,X)
2


By (3.8)we see


(3.12)
R(X,ϕY,X,ϕY ) = R(X,ϕY, Y, ϕX) + g(AX,ϕX)g(AY,ϕY )


−g(AϕY,ϕX)g(AX,Y ) + g(AϕY,ϕY )g(AX,X)
+g(AϕY,X)g(ϕAX, Y )


(3.13)
R(X,ϕX, Y, ϕX) = R(X,ϕX,X,ϕY )− 2αg(X,X)g(AX,Y )


+2αg(AX,X)g(X,Y )− 2αg(AX,ϕX)g(X,ϕY )


for X,Y ∈ D. Submitting X + Y in (3.11), we get
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−H
[
2g (X,Y )


2
+ 2g(X,X)g(X,Y ) + 2g(X,Y )g(Y, Y ) + g(X,X)g(Y, Y )


]
= 1


2 (gR(X + Y, ϕX + ϕY ) (X + Y ) , ϕX + ϕY )
+ 1


2H
(
g(X,X)2 + g(Y, Y )2


)
= R(X,ϕX, Y, ϕX) +R(X,ϕX,X,ϕY ) +R(X,ϕX, Y, ϕY )
+R(X,ϕY, Y, ϕX) +R(Y, ϕX, Y, ϕY ) +R(X,ϕY, Y, ϕY )
+ 1


2 [R(Y, ϕX, Y, ϕX) +R(X,ϕY,X,ϕY )] ,


using of (3.8)


−H
(


2g (X,Y )
2


+ 2g(X,X)g(X,Y ) + 2g(X,Y )g(Y, Y ) + g(X,X)g(Y, Y )
)


= R(X,ϕX, Y, ϕX) +R(X,ϕX,X,ϕY ) +R(X,ϕX, Y, ϕY ) +R(X,ϕY, Y, ϕX)
+R(Y, ϕX, Y, ϕY ) +R(X,ϕY, Y, ϕY ) + 1


2


[
g(AϕX,ϕX)g(AY, Y )− g(AY,ϕX)2


g(AϕY,ϕY )g(AX,X) + g(AX,ϕY )2
]
,


Then using (3.13) and Bianchi identity


−H
(


2g (X,Y )
2


+ 2g(X,X)g(X,Y ) + 2g(X,Y )g(Y, Y ) + g(X,X)g(Y, Y )
)


= 2R(X,ϕX,X,ϕY )− 2αg(X,X)g(AX,Y ) + 2αg(AX,X)g(X,Y )
−2αg(AX,ϕX)g(X,ϕY )−R(ϕY,X, Y, ϕX)−R(X,Y, ϕY, ϕX)
+2R(Y, ϕX, Y, ϕY )− 2αg(AX,Y )g(Y, Y ) + 2αg(AY, Y )g(X,Y )
−2αg(AY,ϕY )g(Y, ϕX) +R(X,ϕY, Y, ϕX) +R(X,ϕY,X,ϕY )
+ 1


2g(AY, Y )g(AϕX,ϕX)− g(AY,ϕX)2 − g(AϕY,ϕY )g(AX,X)
+g(AX,ϕY )2


]
It then turns to


= 2R(X,ϕX,X,ϕY ) + 2R(X,ϕY, Y, ϕX) +R(ϕX,ϕY,X, Y )
+2R(Y, ϕX, Y, ϕY ) +R(X,ϕY,X,ϕY ) + 1


2 [−4αg(X,X)g(AX,Y )
+4αg(AX,X)g(X,Y )− 4αg(AX,ϕX)g(X,ϕY )− 4αg(AX,Y )g(Y, Y )
+4αg(AY, Y )g(X,Y )− 4αg(AY,ϕY )g(Y, ϕX) + g(AY, Y )g(AϕX,ϕX)
−g(AY,ϕX)2 − g(AϕY,ϕY )g(AX,X) + g(AX,ϕY )2


]
because of (3.9) and (3.12). Thus we get


(3.14)
2R(X,ϕX,X,ϕY ) + 2R(Y, ϕX, Y, ϕY ) + 3R(X,ϕY, Y, ϕX)
+R(X,Y,X, Y ) + 1


2 [2g (AX,ϕX) g (AY,ϕY )− 2g (AX,ϕY ) g (AY,ϕX)


−2g (AX,X) g (AY, Y )] + 2g (AX,Y )
2 − 2g (AX,ϕY )


2


+4αg (AX,Y ) g (X,Y ) + 2g (AX,Y )
2


+ 2g (AX,ϕX) g (AY,ϕY )
−4αg (X,X) g (AX,Y ) + 4αg (AX,X) g (X,Y )− 4αg (AX,ϕX) g (X,ϕY )
−4αg (Y, Y ) g (AX,Y ) + 4αg (AY, Y ) g (X,Y )− 4αg (AY,ϕY ) g (Y, ϕX)


+g (AY, Y ) g (AϕX,ϕX)− g (AY,ϕX)
2 − g (AX,X) g (AϕY,ϕY )


+g (AX,ϕY )
2
]


= −H
(


2g (X,Y )
2


+ 2g(X,X)g(X,Y ) + 2g(X,Y )g(Y, Y ) + g(X,X)g(Y, Y )
)


Replacing Y by −Y in (3.14) and summing it to (3.14) we have
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(3.15)


3R (X,ϕY, Y, ϕX) +R (X,Y,X, Y ) = −H
[
2g (X,Y )


2
+ g (X,X) g (Y, Y )


]
−g (AX,ϕX) g (AY,ϕY ) + g (AX,ϕY ) g (AY,ϕX) + g (AX,X) g (AY, Y )


−g (AX,Y )
2


+ g (AX,ϕY )
2


+ 2αg (AX,X) g (Y, Y )− 2g (AX,Y )
2


+g (AX,X) g (AY, Y )− 2αg (AX,Y ) g (X,Y )− g (AX,Y )
2


−g (AY,ϕY ) g (AX,ϕX)− 1
2g (AY, Y ) g (AϕX,ϕX)− g (AY,ϕX)


2


−g (AX,X) g (AϕY,ϕY ) + g (AX,ϕY )
2
]


By virtue of (3.15) we see


−H
[
2g (X,ϕY )


2
+ g (X,X) g (ϕY, ϕY )


]
= −3R (X,Y, ϕY, ϕX)


+R (X,ϕY,X,ϕY )− g (AX,ϕX) g (AϕY, Y )
+g (AX,Y ) g (AϕY,ϕX)− g (AX,X) g (AϕY,ϕY )


+g (AX,ϕY )
2 − g (AX,Y )


2 − 2αg (AX,X) g (Y, Y )


+2g (AX,ϕY )
2 − g (AX,X) g (AϕY,ϕY )


−2αg (AX,ϕY ) g (X,ϕY )− g (AX,ϕY )
2


+g (AϕY, Y ) g (AX,ϕX) + 1
2 [g (AϕY,ϕY ) g (AϕX,ϕX)


−g (AϕY,ϕX)
2 − g (AX,X) g (AY, Y ) + g (AX,Y )


2
]


= 3R (ϕX,ϕY,X, Y ) +R (X,ϕY,X,ϕY )
−2g (AX,ϕX) g (AY,ϕY )− g (AX,X) g (AϕY,ϕY )


+g (AX,Y ) g (AϕY,ϕX) + 2g (AX,ϕY )
2 − 2αg (AX,X) g (Y, Y )


+2αg (AX,ϕY ) g (X,ϕY ) + 1
2 [g (AϕY,ϕY ) g (AϕX,ϕX)


−g (AϕY,ϕX)
2 − g (AX,X) g (AY, Y )− g (AX,Y )


2
]


= 3R (X,Y,X, Y ) +R (X,ϕY, Y, ϕX)
+2g (AX,ϕX) g (AY,ϕY )− 3g (AX,ϕY ) g (AY,ϕX)


− 7
2g (AX,X) g (AY, Y ) + 5


2g (AX,Y )
2 − g (AX,X) g (AϕY,ϕY )


+g (AX,ϕY )
2 − 2αg (AX,X) g (Y, Y ) + 2αg (AX,ϕY ) g (X,ϕY )


+ 1
2


[
g (AϕY,ϕY ) g (AϕX,ϕX)− g (AϕY,ϕX)


2
]


Because of (3.9), (3.15) and (3.12), After simplication (3.16) follows


= 3R (X,Y,X, Y )− 1
3R (X,Y,X, Y )− H


3


[
2g (X,Y )


2
+ g (X,X) g (Y, Y )


]
+ 4


3g (AX,ϕX) g (AY,ϕY )− 8
3g (AX,ϕY ) g (AY,ϕX)− 17


6 g (AX,X) g (AY, Y )


+ 11
6 g (AX,Y )


2
+ 7


6g (AX,ϕY )
2 − 4


3αg (AX,X) g (Y, Y )− 2
3αg (AX,Y ) g (X,Y )


− 1
6g (AY, Y ) g (AϕX,ϕX) + 1


6g (AY,ϕX)
2 − 5


6g (AX,X) g (AϕY,ϕY )


+2αg (AX,ϕY ) g (X,ϕY ) + 1
2


[
g (AϕY,ϕY ) g (AϕX,ϕX)− g (AϕY,ϕX)


2
]


Therefore by a standard calculation we have
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(3.16)


8R (X,Y,X, Y ) = −3H
[
2g (X,ϕY )


2
+ g (X,X) g (ϕY, ϕY )


]
+H


[
2g (X,Y )


2
+ g (X,X) g (Y, Y )


]
− 4g (AX,ϕX) g (AY,ϕY )


+8g (AX,ϕY ) g (AY,ϕX) + 17
2 g (AX,X) g (AY, Y )


− 11
2 g (AX,Y )


2 − 7
2g (AX,ϕY )


2
+ 4αg (AX,X) g (Y, Y )


+2αg (AX,Y ) g (X,Y ) + 1
2g (AY, Y ) g (AϕX,ϕX)


− 1
2g (AY,ϕX)


2
+ 5


2g (AX,X) g (AϕY,ϕY )
−6αg (AX,ϕY ) g (X,ϕY )− 3


2 [g (AϕY,ϕY ) g (AϕX,ϕX)


−g (AϕY,ϕX)
2
]


for any X,Y ∈ D. Replacing X = X + Z in (3.16), we obtain


(3.17)
16R (X,Y,X, Y ) + 32R (Z, Y,X, Y ) + 16R (Z, Y, Z, Y )


= 2H
[
2g (X,Y )


2
+ 4g (X,Y ) g (Z, Y ) + 2g (Z, Y )


2


+g (X,X) g (Y, Y ) + 2g (X,Z) g (Y, Y ) + g (Z,Z) g (Y, Y )]


−6H
[
2g (X,ϕY )


2
+ 4g (X,ϕY ) g (Z,ϕY )


+2g (Z,ϕY )
2


+ g (X,X) g (Y, Y ) + 2g (X,Z) g (Y, Y )
+g (Z,Z) g (Y, Y )]− 8g (AX,ϕX) g (AY,ϕY )
−8g (AX,ϕZ) g (AY,ϕY )− 8g (AZ,ϕX) g (AY,ϕY )
−8g (AZ,ϕZ) g (AY,ϕY ) + 16g (AX,ϕY ) g (AY,ϕX)
+16g (AX,ϕY ) g (AY,ϕZ) + 16g (AZ,ϕY ) g (AY,ϕX)
+16g (AZ,ϕY ) g (AY,ϕZ) + 17g (AX,X) g (AY, Y )
+34g (AZ,X) g (AY, Y ) + 17g (AZ,Z) g (AY, Y )


−11g (AX,Y )
2 − 22g (AX,Y ) g (AZ, Y )− 11g (AZ, Y )


2


−7g (AX,ϕY )
2 − 14g (AX,ϕY ) g (AZ,ϕY )− 7g (AZ,ϕY )


2


+g (AY, Y ) g (AϕX,ϕX) + 2g (AY, Y ) g (AϕX,ϕZ)


+g (AY, Y ) g (AϕZ,ϕZ)− g (AY,ϕX)
2


−2g (AY,ϕZ) g (AY,ϕX)− g (AY,ϕZ)
2


+5g (AX,X) g (AϕY,ϕY ) + 10g (AZ,X) g (AϕY,ϕY )
+5g (AZ,Z) g (AϕY,ϕY )− 3g (AϕY,ϕY ) g (AϕX,ϕX)
−6g (AϕY,ϕY ) g (AϕX,ϕZ)− 3g (AϕY,ϕY ) g (AϕZ,ϕZ)


+3g (AϕY,ϕX)
2


+ 6g (AϕY,ϕX) g (AϕY,ϕZ) + 3g (AϕY,ϕZ)
2


+α [8g (AX,X) g (Y, Y ) + 16g (AX,Z) g (Y, Y ) + 8g (AZ,Z) g (Y, Y )
+4g (AX,Y ) g (X,Y ) + 4g (AX,Y ) g (Z, Y ) + 4g (AZ, Y ) g (X,Y )
+4g (AZ, Y ) g (Z, Y )− 12g (AX,ϕY ) g (X,ϕY )− 12g (AX,ϕY ) g (Z,ϕY )
−12g (AZ,ϕY ) g (X,ϕY )− 12g (AZ,ϕY ) g (Z,ϕY )]


If we replace Y = Y +W in (3.17) again and use (2.6) ,then we obtain
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16R (X,Y, Z,W ) + 32R (X,W,Z, Y ) + 16R (X,Z, Y,W )
= H12g (X,Y ) g (Z,W )− 12g (X,ϕY ) g (Z,ϕW )
−24g (X,ϕW ) g (Z,ϕY )− 12g (X,Z) g (Y,W )
+12g (X,ϕZ) g (Y, ϕW )] + 3g (AX,ϕZ) g (AY,ϕW )
−3g (AX,ϕY ) g (AZ,ϕW )− 12g (AX,ϕZ) g (AW,ϕY )
+12g (AX,ϕY ) g (AW,ϕZ)− 12g (AZ,ϕX) g (AY,ϕW )
+12g (AY,ϕX) g (AZ,ϕW )− 3g (AZ,ϕX) g (AW,ϕY )
+3g (AY,ϕX) g (AW,ϕZ) + 15g (AX,ϕW ) g (AY,ϕZ)
−15g (AX,ϕW ) g (AZ,ϕY ) + 9g (AZ,ϕY ) g (AW,ϕX)
−9g (AY,ϕZ) g (AW,ϕX) + 45g (AX,Z) g (AY,W )
−45g (AX,Y ) g (AZ,W ) + 2g (AϕX,ϕZ) g (AY,W )
−2g (AϕX,ϕY ) g (AZ,W ) + 10g (AX,Z) g (AϕW,ϕY )
−10g (AX,Y ) g (AϕW,ϕZ)− 9g (AϕX,ϕZ) g (AϕY,ϕW )
+9g (AϕX,ϕY ) g (AϕZ,ϕW ) + α [14g (AX,Z) g (Y,W )
−14g (AX,Y ) g (Z,W ) + 2g (AZ,W ) g (X,Y )
−6g (AX,ϕY ) g (Z,ϕW )− 12g (AX,ϕW ) g (Z,ϕY )
−6g (AZ,ϕY ) g (X,ϕW )− 6g (AZ,ϕW ) g (X,ϕY )
−2g (AY,W ) g (X,Z) + 6g (AX,ϕZ) g (Y, ϕW )
+6g (AY,ϕZ) g (X,ϕW ) + 6g (AY,ϕW ) g (X,ϕZ)]


and by using Bianchi identity and (2.6) we have


(3.18)


48R (X,W,Z, Y ) = H [12g (X,Y ) g (Z,W )
−12g (X,ϕY ) g (Z,ϕW )− 24g (X,ϕW ) g (Z,ϕY )
−12g(X,Z)g(Y,W ) + 12g(X,ϕZ)g(Y, ϕW )]
+3g (AX,ϕZ) g (AY,ϕW )− 3g (AX,ϕY ) g (AZ,ϕW )
−12g (AX,ϕZ) g (AW,ϕY ) + 12g (AX,ϕY ) g (AW,ϕZ)
−12g (AZ,ϕX) g (AY,ϕW ) + 12g (AY,ϕX) g (AZ,ϕW )
−3g (AZ,ϕX) g (AW,ϕY ) + 3g (AY,ϕX) g (AW,ϕZ)
+15g (AX,ϕW ) g (AY,ϕZ)− 15g (AX,ϕW ) g (AZ,ϕY )
+9g (AZ,ϕY ) g (AW,ϕX)− 9g (AY,ϕZ) g (AW,ϕX)
+24g (AX,Z) g (AY,W )− 24g (AX,Y ) g (AZ,W )
+36α2g (X,Y ) g (Z,W )− 36α2g (X,Z) g (Y,W )
+α [14g (AX,Z) g (Y,W )− 14g (AX,Y ) g (Z,W )
+2g (AZ,W ) g (X,Y )− 6g (AX,ϕY ) g (Z,ϕW )
−12g (AX,ϕW ) g (Z,ϕY )− 6g (AZ,ϕY ) g (X,ϕW )
−6g (AZ,ϕW ) g (X,ϕY )− 2g (AY,W ) g (X,Z)
−4g(X,Z)g(AY,W ) + 6g (AX,ϕZ) g (Y, ϕW )
+6g (AY,ϕZ) g (X,ϕW ) + 6g (AY,ϕW ) g (X,ϕZ)
+4g(X,Y )g(AZ,W )− 20g(Y,W )g(AX,Z)
+20g(W,Z)g(AX,Y )− 18g(X,Z)g(AY,W )
−18g(AX,Z)g(Y,W ) + 18g(AX,Y )g(Z,W )
+18g(X,Y )g(AZ,W )]


where X,Y, Z,W ∈ D. Here, X is an arbitrary vector field on M . Also we can
write


X = XT + η(X)ξ


where, XT determines the horizontal part of X. We have all vector fields X,Y, Z,W
on M .
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48R(X,Y, Z,W ) = 48R(XT , Y T , ZT ,WT )
+48η(X)R(ξ, Y T , ZT ,WT ) + 48η(Y )R(XT , ξ, ZT ,WT )
+48η(Z)R(XT , Y T , ξ,WT ) + 48η(W )R(XT , Y T , ZT , ξ)
+48η(X)η(Z)R(ξ, Y T , ξ,WT ) + 48η(X)η(W )R(ξ, Y T , ZT , ξ)
+48η(Y )η(Z)R(XT , ξ, ξ,WT ) + 48η(Y )η(W )R(XT , ξ, ZT , ξ)


Then if we use


(3.19)


48R(X,Y, Z,W ) = H [12g(X,W )g(Z, Y )− 12η (X) η (W ) g(Z, Y )
−12η(Y )η (Z) g(X,W )− 12g(X,ϕW )g(Z,ϕY )− 24g(X,ϕY )g(Z,ϕW )
−12g(X,Z)g(W,Y ) + 12η (Y ) η (W ) g(X,Z) + 12η(X)η (Z) g(W,Y )
+12g(X,ϕZ)g(W,ϕY )] + 3g(ϕX,Z)g(ϕW,Y )− 3g(ϕX,W )g(ϕZ, Y )
−12g(ϕX,Z)g(ϕY,W ) + 12g(ϕX,W )g(ϕY,Z)− 12g(ϕZ,X)g(ϕW,Y )
+12g(ϕW,X)g(ϕZ, Y )− 3g(ϕZ,X)g(ϕY,W ) + 3g(ϕW,X)g(ϕY,Z)
+15g(ϕX, Y )g(ϕW,Z)− 15g(ϕX, Y )g(ϕZ,W ) + 9g(ϕZ,W )g(ϕY,X)
−9g(ϕW,Z)g(ϕY,X) + 24g(X,Z)g(W,Y )− 24η (W ) η (Y ) g(X,Z)
−24η (X) η (Z) g(W,Y )− 24g(X,W )g(Z, Y ) + 24η (Z) η (Y ) g(X,W )
+24η (X) η (W ) g(Z, Y ) + 36g(X,W )g(Z, Y )− 36η (X) η (W ) g(Z, Y )
−36η(Y )η (Z) g(X,W )− 36g(X,Z)g(W,Y ) + 36η (Y ) η (W ) g(X,Z)
+36η (Z) η (X) g(W,Y ) + 24g(X,Z)g(W,Y )− 24η (X) η (Z) g(W,Y )
−24η (Y ) η (W ) g(X,Z)− 24g(X,W )g(Z, Y ) + 24η (X) η (W ) g(Z, Y )
+24η (Y ) η (Z) g(X,W )− 24g(Z, Y )g(X,W ) + 24η (Z) η (Y ) g(X,W )
+24η (X) η (W ) g(Z, Y )− 6g(ϕX,W )g(Z,ϕY )− 12g(ϕX, Y )g(Z,ϕW )
−6g(ϕZ,W )g(X,ϕY )− 6g(ϕZ, Y )g(X,ϕW ) + 24g(X,Z)g(W,Y )
−24η (W ) η (Y ) g(X,Z)− 24η (X) η (Z) g(W,Y ) + 6g(ϕX,Z)g(W,ϕY )
+6g(ϕW,Z)g(X,ϕY ) + 6g(ϕW,Y )g(X,ϕZ)] + 48η(X)η (Z) g(Y,W )
−48η(X)η(W )g(Y,Z)− 48η(Y )η(Z)g(X,W ) + 48η(Y )η(W )g(X,Z)


from (3.10), we get


(3.20)


2S (Y,Z) = [(n+ 1)H] {g (Y, Z)− η (Y ) η (Z)}
+α2 [1− 3n] g (Y,Z)− α2 [1 + n] η (Y ) η (Z)
+α (2− 4n) g (ϕY, hZ) + 2η (Z)


∑
Pϕ (Eİ , Y, Eİ)


−2η (Y )
∑
Pϕ (Z,Eİ , Eİ) + 2η (Y ) η (Z)


∑
Pϕ (ξ, Eİ , Eİ)


−4Pϕ (ξ, Y, Z)


for all vector fields X and Y in M where {ei} (i = 1, 2, ..., 2n+ 1) is an arbitrary
local orthonormal frame field on M since the trace of h vanishes,from (3.20),we
have for the scalar curvature


τ = n (n+ 1)H − nα2 [1− 3n]− 2Tr(h2)


�


4. A class of almost cosymplectic manifolds D


There are two typical examples of contact manifolds;one is formed bye the prin-
cipal circle bundles over symplectic manifolds of integral class (including the odd-
dimensional spheres)and the other is given by the unit tangent sphere bundles.
The former admit a Riemannian metric which is Sasakian concerning the latter,in
(15),it was proved that the associated CR-structure of a unit tangent sphere bundle
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T1M with standard contact Riemannian structure is integrable if and only if the
base manifold is of constant curvature. Here,we note that the unit tangent sphere
bundle of a space of constant curvature satisfies


(4.1) g
(
(∇XT h)Y T , ZT


)
= 0.


Now we consider a contact Riemannian manifold whose structure tensor h satisfies
(4.1)and (3.4) simultaneously. Then we have,


0 = g
(
(∇XT h)Y T , ZT


)
= g


(
(∇X−η(X)ξh)(Y − η (Y ) ξ, Z − η (Z) ξ


)
= g ((∇Xh)Y, Z)− η (X) g ((∇ξh)Y,Z)− η (Y ) g ((∇Xh)ξ, Z)
−η (Z) g ((∇Xh)Y, ξ) + η (X) η (Y ) g ((∇ξh)ξ, Z) + η (Y ) η (Z) g ((∇Xh)ξ, ξ)
+η (Z) η (X) g ((∇ξh)Y, ξ)− η (X) η (Y ) η (Z) g ((∇ξh)ξ, ξ)


From the above equation ,by using(2.6),(2.7) and using(3.4),we have


(4.2)
(∇Xh)Y = η (X)


[
−ϕlY − α2ϕY − 2αhY − ϕh2Y


]
−η (Y )


[
αhX + ϕh2X


]
− g


(
αhX + ϕh2X,Y


)
ξ


moreover from (4.2) we have


(4.3)
P (X,Y ) = −η (X)


[
−ϕlY − α2ϕY − αhY


]
+η (Y )


[
−ϕlX − α2ϕX − αhX


]
− 2g


(
ϕh2X,Y


)
ξ


(4.4)
Pϕ (X,Y ) = η (X)


[
−lY + α2ϕ2Y + αϕhY


]
−η (Y )


[
−lX + α2ϕ2X + αϕhX


]
for any vector fields X and Y now we define a (1, 2) tensor field Q1 (X,Y ) by


Q1 (X,Y ) = (∇Xh)Y − η (X)
[
−ϕlY − α2ϕY − 2αhY − ϕh2Y


]
+η (Y )


[
αhX − ϕh2X


]
+ g


(
−αhX + ϕh2X,Y


)
ξ


Definition 4.1. The class D is given by the spaces of almost α-cosymplectic man-
ifold with Kaehlerian integral submanifolds satisfying Q1 = 0, that is,


D=
{


(M2n+1, φ, ξ, η, g) : Q1 = 0
}


We can see that this class D is invariant under D-homothetic deformations [21].


Lemma 4.1. Let M be a space ∈ D then the eigenvalues of h are constant.


5. Schur Type Theorem


Theorem 5.1. Let M be an almost α-cosymplectic manifold with Kaehlerian leaves
belonging to the class D. If the ϕ−sectional curvature at any point of M is indepen-
dent of the choice of ϕ−section, then it is constant on M and the curvature tensor
is given by


(5.1)


4R(X,Y, Z,W ) = (H + 3α2) [g(X,W )g(Z, Y )− g(X,Z)g(W,Y )]
−(H + α2) [η (X) η (W ) g(Z, Y ) + η(Y )η (Z) g(X,W )
+2g(X,ϕY )g(Z,ϕW )− η (Y ) η (W ) g(X,Z)− η(X)η (Z) g(W,Y ]
+(H − α2) [g(X,ϕZ)g(W,ϕY )− g(X,ϕW )g(Z,ϕY ]
−g(AX,ϕZ)g(AY,ϕW ) + g(AW,ϕX)g(AZ,ϕY )
−g(AZ,ϕX)g(AW,ϕY ) + g(AX,ϕW )g(AY,ϕZ)
+2g(AX,Z)g(AW,Y )− 2g(AX,W )g(AZ, Y )
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+α



−2g(AX,Z)g(W,Y ) + 2η (Y ) η (W ) g(AX,Z)
+2g(AX,W )g(Z, Y )− 2η (Y ) η (Z) g(AX,W )
+2g(AZ, Y )g(X,W )− 2η (X) η (W ) g(AZ, Y )
−2g(X,Z)g(AW,Y ) + 2η (X) η (Z) g(AW,Y )



−8αη(Y )η(W )g(ϕhX,Z) + 4αη(Y )g(ϕhW,X)
−8αη(X)g(ϕhZ, Y )
−8η(X)η (Z) g(lW, Y ) + 8η(Y )η(W )g(lX, Z)
+8η(X)g(lZ, Y )− 4η(Y )g(lX, Z)− 4η(Y )g(lW,X)


+8α2η(X)η(Z)g(ϕ2W,Y )
+8α2η(X)g(ϕ2Z, Y )− 8α2η(Y )η(W )g(ϕ2X,Z)
+4α2η(Y )g(ϕ2W,X) + 4α2η(Y )g(ϕ2Z,X)
−6α2η(X)η(W )g(Y,Z)− 6α2η(Y )η(Z)g(X,W )
+6α2η(Y )η(W )g(X,Z) + 6α2η(X)η (Z) g(Y,W )


for all vector fields X,Y, Z,W in M .


Corollary 5.1. Let M be an almost α-cosymplectic manifold with Kaehlerian leaves
belonging to the class D. If the ϕ−sectional curvature at any point of M is inde-
pendent of the choice of ϕ−section, then Ricci and scalar curvature are given as
following


(5.2)
2S (Y,Z) =


[
(n+ 1)H + α2 (5− 3n)


]
{g (Y,Z)− η (Y ) η (Z)}


+2Tr (l) η (Y ) η (Z) + 4g (lY, Z) + α (4n− 2) g (ϕY, hZ)


(5.3) τ = n (n+ 1)H + α2n (5− 3n) + 3Tr (l)


Proof. From (4.3) and by using (2.14) and Lemma 4.1, we have


2 (∇XS) (Y,Z) = [(n+ 1)X (H)] {g (Y,Z)− η (Y ) η (Z)}
+ [2Tr (l)− (n+ 1)H] {η (Z) g (Y,∇Xξ)− η (Y ) g (Z,∇Xξ)}
+4g ((∇X l)Y,Z) ,


which yields
(5.4)∑


2
(
∇Eİ


S
)


(Y,Eİ) =
∑


[(n+ 1)Eİ (H)] {g (Y,Eİ)− η (Y ) η (Eİ)}
+
∑


[2Tr (l)− (n+ 1)H]
{
η (Y ) g


(
Eİ ,∇Eİ


ξ
)
− η (Eİ) g


(
Y,∇Eİ


ξ
)}


+
∑


4g
((
∇Eİ


l
)
Y,Eİ


)
= (n+ 1)


∑
Eİ (H) g (Y,Eİ)− (n+ 1) ξ (H) η (Y ) +


∑
4g
((
∇Eİ


l
)
Y,Eİ


)
.


by the well-known formula


(∇Xτ) = 2
∑(
∇Eİ


S
)


(X,Eİ) .


for any local orthonormal frame field {Ei} (i = 1, 2, ..., 2n+ 1) and by using (5.3),
(5.4) and Lemma 4.1, we have


(n+ 1) {XH − (ξH) η (X)} = 2n (n+ 1)XH.


This says that ξH = 0 and (n− 1)XH = 0 .Since n > 1,we see that H is con-
stant,say c. by applying (4.2) (4.3) and (4.4) in Proposition 3.2, we obtain (5.1) �


Definition 5.1. A complete and simply connected almost α-cosymplectic man-
ifold of class D with constant ϕ−sectional curvature is said to be an almost α-
cosymplectic space form.







A SCHUR TYPE THEOREM FOR ALMOST α−COSYMPLECTIC MANIFOLDS 223


And then, from the proof of Proposition 3.2 and Theorem 5.1, we have,


Theorem 5.2. Let M be a complete and simply connected almost α-cosymplectic
space belonging to the class D. Then M is an almost cosymplectic space form if
and only if the curvature tensor R is given by (5.1).
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COMPARISON OF OPEN SOURCE SOFTWARES IN


MATHEMATICS EDUCATION


ERDAL ÖZÜSAĞLAM AND PELİN POŞPOŞ TEKİN


Abstract. Most of the Universities in the world widely use open source soft-
wares in education for teaching mathematics. In education using computer of-


fers to provide opportunities applications of mathematics. OSS (Open Source


Softwares) are Maxima, Octave, Sage, Xcas, Edubuntu respectively. In this
article, free and open source CAS software were compared in mathematics


education.


1. Introduction


It is observed that the method of using technology in education changes con-
stantly today. While technological tools such as calculator and computer were
considered as materials which can be utilized in improving mathematical communi-
cation and reasoning of students in 1991 in line with reports of the council (NCTM
“Professional Standards for Teaching Mathematics”) established by mathematics
teachers upon these changes, report entitled “Principles and Standards for School
Mathematics” (NCTM, 2000) which was published in 2000 accepted these tools
as one of the fundamental principles of high-quality mathematics education. It
is indicated in this report that technology is one of the principal tools in learn-
ing and teaching of mathematics and it can contribute to in-depth comprehension
of mathematics by students by improving their learning if used appropriately in
mathematics courses (MoNE, 2009).


All technologies utilized in realization of such processes as processing, produc-
tion, storing, using and sharing information are called as “Information Technol-
ogy”. As it is known, these technologies in question are also based on computer
technology. Thus, information technologies in mathematics education mean teach-
ing mathematics by using computer-based cognitive tools very specifically. This is
called “Computer-Aided Mathematics Education” (Baki, 2002).


Another property of computer which is more important than being an effective
calculation tool is its ability to concretize the abstract mathematical concepts in
electronic media. Therefore, this new technology has not only made calculation
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and graph-drawing easier but has also changed nature of important problems in
mathematics and research methods of mathematicians. Computers are also used in
mathematics for such purposes as teaching some subjects, formulizing some algo-
rithms, making some operations and carrying out solution, analysis and researches.
In this sense, computer plays the role of a bridge where the mathematician can
bring his/her knowledge and skills to the forefront (Baki, 2002).


The main purpose of computer aid in mathematical education is elimination by
teachers and students of their future concerns by using the new advancing tech-
nologies and teaching methods. However, in order to achieve this, first of all it has
become inevitable for mathematics teachers to be informed of information tech-
nologies, follow the developments and therefore apply them in class environment in
the current century (Özüsağlam, 2001).


In short, Open Source Programme is the name given to the roof under which
programmes mostly distributed freely are gathered and where source code of the
software can be obtained by those who desire. The best-known ones include Linux,
Libre Office, GNU and Debian.


Today, usage of open source software becomes increasingly common in various
education fields. Open source programmes can be used in network field of educa-
tional institutions (Network, Mail and Web Servers, Firewall etc.), administrative
and academic desktop and office software (Open Office, Libre Office, multimedia,
Web Browser etc.) and thirdly, in education and training as educational tools. As
well as Octave (Erdal et all 2009), Excel (Erdal et all, 2009), Edubunda (Erdal
and Ali, 2009) programmes, which are used commonly in mathematical education


field, usage of MAXİMA and XCAS programmes which will be strong alternatives
for programmes with high licence fees such as Maple and Mathematica on CAS
(Computer Algebra System) platform can be deemed indispensable.


It is known that in mathematics education, using concrete expressions instead
of abstract ones is the way to help students at every educational stage to enjoy and
learn mathematics easily. In this context, it is emphasized that not replacement of
teachers by computers, which was discussed in the past, but on the contrary, guid-
ance role of teachers in computer-aided education is inevitable. Through computer-
aided mathematics education, mathematical operations are concluded much faster;
new information is obtained and mathematics courses are rendered more interesting
by using graphs, sounds, animations and shapes. In this way, students can solve
the problems they have identified step-by-step and reveal their mistakes through
practice with the programmes with which they will be provided. Thus, concepts
are learned by a more effective method and students can assess their individual
performances. These facilities provided by computer-aided mathematics education
are the most significant gains (Özüsağlam, 2004).


Among the most important reasons for Open Source Software to be used in
education are its simple installation, easy usage and the fact that it allows users
at every level to carry out all mathematical operations easily. As an alternative
for license fees, it offers, as a solution, free and easily comprehendible programmes
which can improve institutions in such a way that they make profit economically
and which can constitute an equivalent of all educational applications.


There are most popular mathematical softwares that are used in mathematics
education. We should not forget that we will benefit in terms of the country’s
economy there is in alternative solution which is open source software.
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Therefore the technology can strengthen students learning process by presenting
content numerically, graphically, as well as symbolically without extra burden of
spending time to calculate the complex computational problems by hand. Moreover,
integrating technology into a mathematical courses will increase awareness among
the students and help them to evaluate and correct themselves. Instead, the main
aim in use of technology should be to enrich students’ learning process by providing
interactive experience. The CAS (Computer Algebra System) which are Maxima,
Sage, Octave, XCAS, Edubuntu and Geogebra have been used to teach Calculus,
Algebra, ODE, Geometry, Linear Algebra, as well as many mathematical topic.


Using Computer Algebra System’s tools support the student to understand
mathematics easily and gain some skills. Therefore the main objectives of this
paper as follows:


(i) Using OSS in mathematics education to carry out the necessary computa-
tional calculations and to draw the students’ attention to focus on strategies.


(ii) To provide collaboration among the students in the completion of their as-
signment and projects.


2. Open Source Softwares in Mathematics Education


The term OSS ”Open Source Softwares” refers to something which can be
modified and distributed. Because OSS’s design is publicly accessible. The OSS
developer-user who both uses the softwares and contributes to its development.


OSS that must be distributed under a free license that redistribute, modify, and
use the software. There are many licence agreement which are GPL (General Public
License which use very common OSS Licence) , MPL (Mozilla Public License) and
BSD (Berkeley Software Distribution License


CAS (Computer Algebra Systems), which are Maxima, Sage, Octave, XCAS,
Edubuntu and Geogebra effectively material for teaching and learning mathematics.
Many research show that Open Source Softwares can be used to encourage to solve
applications of mathematics, learning in class and their visualization features can
be effectively employed in teaching to generate conjectures (Lavicza 2006, Kreis
2004).


Open source Softwares us efor mathematics learning from primary scholl to the
university.


Licenced Software has source code which can’t be modified by anyone. This
kind of software is called ” closed source software ” or ” licenced software ”. Maple,
Mathematica and Matlab are examples of licenced software. To use software, com-
puter users must agree that they will not do sharing.


OSS have many facilities such as,
Graphical and Computer Algebra and Numeric representations of objects, Pow-


erful Commands Flexible Nice Graphical User Interface (GUI) and Easy-to-Use
Java-based (IPad or Android platforms) Large Amount of Educational Applica-
tions Open Source and Free


for teachers to implement their pedagogical ideas; for students to explore and
create understandings for themselves. Moreover, there are many advantages and
disadvantages during using OSS, advantages are
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• Using OSS solutions with zero licence cost allowing you to focus budgets
on other areas,


• Free licence administration and easy to updating software,
• Most of OSS supported on Windows and Linux platform,
• Easy to installation,
• Goverment, Universities Community Project capable individuals all release


software for other to improve and use
• More control of overall IT strategy
• Open Source Promotes innovation and ensure customisation and


and There are barries to overcome,


• All IT needs support and the education sector has limited budget
• There is generally less support in the business space for OSS
• Too much software – how to choose what is useful
• Users expectations – Personality using (Open Office versus MS Office)


OSS, just like any other but free of licence cost. OSS that come with licence
that provides their users with certain freedoms (to use, to copy, to view, to modify,
to redistribute). OSS use in many way in Institue,


Infrastructure: E-mail, firewall, desktop
Administration: Learning Manegement Sys, Distance Education, School Tool
Applications: Open Office, Qcad, Scribus
System Software: Open LDAP, Statistics, Network Monitoring
OSS offer many benefits to the mathematics education. By using OSS, many


mathematicians and students can develop software that can be used and improved.
m


Nowadays, there are many popular technological OSS tools which are commonly
used in mathematics education. A number of CAS packages for courses are available
such as Maxima, XCAS, Sage,


Edubuntu
Edubuntu is powerful and cost-effective education platforms for schools bring


education into 21st century Designed for fast and easy setup without technical
expertise, delivers the effective Linux Terminal Server Project (LTSP)


Applications to;
Kids : Pre-School aged children should have educational and full games and


activities, (TuxMath)
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Teacher: The tools teachers need to manage their class should be easily installed
and usable with minimal worry. Student : Students, K-12 and beyond, should have
the best open source educational software available


Personality : Full Office suite, Instant Messaging, graphing app., sound and
videos.


Among these for first and secondary schools include different educational and
scientific software. This software, as well contribute to the child’s learning and
intelligence, as well as course work becomes more enjoyable.


A version of Ubuntu for Education Includes extra programs useful in the class-
room.


Edubuntu is to be the administrative center of the configuration in the classroom,
learning and design process, creating cooperation with educational institutions.


• LibreOffice ( Writer(Word), Calc(Excel), Impress(Power Point), Draw (Paint),
Base (SQL), Math (MS Equation)


• Educational Programs: Gcompris, Kalzium, Kanagram, Kbruch, Khang-
man, Kig, KmPlot


• Also Internet browser Mozilla and e-mail software provider is Thunderbird.
Maxima
This, free software had an earlier incarnation, Macsyma. Developed by Mas-


sachusetts Institute of Technology in 1960’s, it was maintained by William Schelter
from 1982 to 2001. In 1998, Schelter obtained the permission to release MAXIMA.
It is a computer algebra system, distributed under the General Public License. It
has, both, capability of symbolic , as well as numerical operations. Subsequently,
he released the source code to the world later that year. Since his passing in 2001,
a group of MAXIMA enthusiasts have continued to provide technical support.


Content of Maxima Arithmetic, Algebra, Calculus, Matrix Calculations, Plot-
ting 2D-3D, Linear algebra
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There are several application of Linear Algebra as follow (matrix, echelon form,
transpose, etc.)
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Geogebra
GeoGebra is dynamic mathematics and geometric software which is use in teach-


ing geometry, mathematics, algebra, statistics, calculus in class. It was developed
by Markus Hohenwarter, at the University of Salzburg in 2002, and international
team of programmers. They did a brilliant jod and we as mathematics teachers
and lecturers must salute them.


In Geogebra software includes, points, vectors, line, polygons, lines, all conic
sections and functions in x, dynamic constructions, coordinates, equations, num-
bers and commands, easy-to-use interface, multilingual menus, commands, help,
Midpoints, Angle bisectors, Perpendicular bisectors, Transformations, Conjecture
/ proof.


Octave
It was developed by J. W. Eaton in 1988. Octave is freely redistributable, open


source software in undergraduate school. Octave includes high-level programming
languages, numerical computations. solving linear and nonlinear equations numer-
ically, Matrix arithmetic, Graphical output – 2D and 3D. To start Octave type the
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shell command octave. You see a message then a prompt:


Axiom
Axiom is a general purpose Computer Algebra system. It is useful for doing


mathematics by computer and for research and development of mathematical algo-
rithms. It defines a strongly typed, mathematically correct type hierarchy. It has
a programming language and a built-in compiler. Axiom has been in development
since 1973 and was sold as a commercial product. It has been released as free
software.


This software to; develop a better user interface, make it useful as a teaching
tool, develop an algebra server protocol, integrate additional mathematics, rebuild
the algebra in a literate programming style, integrate logic programming, develop
an Axiom Journal with refereed submissions.


Xcas
Xcas is a main computer algebra system. It can be use Windows, Mac OS X


and Linux-based operating systems. It has developed by Bernard Parisse. It has
written in C++ and it has a general public licence. It is suitable for the use of
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the secondary education, under graduate and graduate. It has the main menu,
Equation, Calculus, Simplify, Aritmetic and Linear Algebra. It is a program that
can be used for Function operations, 2D and 3D graphics, spreadsheets statistical
computation and programming.


It has the main menu, equation, calculus, simplify, aritmetic and linear algebra,
plot 2D and 3D, spreadsheets statistical computation programming. In addition,
there are applications of high school 9, 10 and 11 class topic. Multivariate, poly-
nomial multiplication, division operations, includes fast algorithms commonly used
for transactions.


Let us examine the visual examples presented calculations associated with point
range, surface graphics, calculus, limit account, force expansion and basic calcula-
tions.


Sage
SAGE is free, open source math software that supports research and teaching in


algebra, geometry, number theory, cryptography, numericl computation and related
areas. Both the sage development model and the technology in sage itself are dis-
tinguished by an extremely strong emphasis on openness, community, cooperation,
an collaboration: we are building the car, no reinventing the wheel. The overall
goal of sage is to create a viable, free, open source alternative to Maple, Magma
and MATLAB.


Designed for use with algebra, calculus, elementary to very advanced number
theory, cryptography, commutative algebra, group theory, combinatorics, graph
theory, exact linear algebra and many others. Graphical front-end to local (or
remote) Sage web server via AJAX and jsMath. Object-oriented, user extensible
Python environment interface to third-party software such as Mathematica, Maple
and Magma, Support Linux and Windows.
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Table 1. According to Platforms, Licence Type, Education of Levels


Software OS Download & Document Licence Type Platform Specified Level Document


Geogebra


Linux,
Windows


MAC
Android


www.geogebra.com Free GPL Java, HTML DGS


Primary, High,
Undergraduate
and Graduate
School


Online


Maxima


Linux,
Windows


MAC, BSD
Solaris


www.sourgeforge.net Free GPL Common Lisp Lang. CAS, DGS


Secondary, High,
Undergraduate
and Graduate
School


Online


XCAS


Linux,
Windows


MAC, BSD
Solaris


www-fourier.ujf-grenoble.fr Free GPL C++ Progr. Lang. CAS


Secondary, High,
Undergraduate
and Graduate
School


Online


Octave Linux, octave.en.softonic.com Free GPL Compatible with Matlab Algebra and Progr.


High,
Undergraduate
and Graduate
School


Online


Sage
Linux,
MAC
Solaris


www.sagemath.org Free GPL Pyhton and Cuthon Progr.Lang. CAS


Secondary, High,
Undergraduate
and Graduate
School


Online


Maple


Linux,
Windows


MAC, BSD
Solaris


www.maplesoft.com Private Licenced C Progr. Lang. CAS, DGS


Secondary, High,
Undergraduate
and Graduate
School


Online


Mathematica
Linux,


Windows
MAC


www.wolfram.com Private Licenced C++, C, Java CAS, DGS


Secondary, High,
Undergraduate
and Graduate
School


Online


Table 2. According to Functionality of Calculus, Geometry, Al-
gebra, Linear Algebra, Tensor


Software Calculus 2D 3D Algebra Linear Algebra Tensor
Geogebra − + + + + +
Maxima + + + + + +
XCAS + + + + + -
Octave − + + + + -
Sage + + + + + +


Maple + + + + + +
Mathematica + + + + + +


After introducing each software in general, their functionalities, operating sys-
tem, Platform, Education of Levels, Funcionality according to (Calculus, Graphing,
Algebra, Linear Algebra, Tensor), usability are compared in Table 1 and Table 2.


DGS: Dynamic Geometry System, OS: Operating System, CAS:Computer Alge-
bra System
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3. Applications of OSS in Linear Algebra


In this section, all operations of especially matrix algebra which are basic op-
erations of Linear Algebra are carried out from “Algebra” menu. Applications
pertinent to matrix writing, inverse matrix, determinant calculation, transposition
of a matrix, characteristic polynomial of a matrix given and an additional ma-
trix and calculation of eigenvalue and eigenvector linked to this polynomial can be
conducted under this menu (Figure 1).


Figure 1: The sub-menus where we can carry out mathematical operations under
algebra menu of Maxima


“Enter Matrix” sub-menu is selected from “Algebra” menu for entry of matrix
data in matrix applications of Linear Algebra section and matrix’s name (can be
preferred when programming will also be used), row and column numbers are en-
tered from Figure 1 screen.


For example, image of A matrix entered in 3x3 type is given.
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Let’s show entry, transposition, inversion and determinant calculation operations


of square matrix of 3 × 3 type given as A =


3 −1 0
2 1 −3
0 −1 2


;
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Figure: Screen of linear algebra application operations performed from Algebra
menu


A characteristic polynomial entered for matrix operations, which is among linear
algebra application subjects, and accordingly, eigenvalue and eigenvector values can
also be calculated.


In operations depending on calculation of determinant of a matrix entered, it
gives warning in calculations depending on the determinant value in the event that
determinant of the matrix entered is zero as it is shown in figure 7.


Figure 7: Warning screen as the determinant result is not significant for calcu-
lations


4. Result


Usage of OSS in mathematics education has created a very effective learning
environment. In this context, the fact that these software have GPL (General
Public License), they are free, and that their source codes can be developed by users
on the basis of volunteerism constitute the valid grounds for preference. It is also
an advantage that language of these software can be translated into any language
by mathematicians engaged in software subject. In addition, we emphasized the
increasingly important role of free open-source software packages for mathematics
teaching world-wide. Open-source packages do not only offer opportunities for
teachers and students to use them both at home and in the classroom without
any restriction, but they also provide a means for developing support and user
communities reaching across borders. CAS has been suggested that these systems
will benefit K12 education to postgraduates in mathematics, geometry.
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As a consequence, free and open source CAS software were compared in mathe-
matics education and it was proven that Maxima, Xcas and Sage software was able
to compete with Maple and Matlab software, which are most-commonly known ones
among mathematics software in the sector. Furthermore, when country’s economy
is considered, economical usage of sources and their effective utilization in mathe-
matics education give rise to finding a valid reason for not using Maxima.


References


[1] Özüsağlam E., Poşpoş P. ve Atalay A., 2010. Matematik Eğitiminde Açık Kaynak Kodlu
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[10] Özüsağlam E., Mersin E., Atalay A., Excel ve VBasic Yardımıyla Matrisler Konusunun
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COMPUTATION OF MONODROMY MATRIX ON FLOATING


POINT ARITHMETIC WITH GODUNOV MODEL


ALİ OSMAN ÇIBIKDİKEN AND KEMAL AYDIN


Abstract. The results computed monodromy matrix on floating point arith-
metics according to Wilkinson Model have been given in [1]. In this study,


new results have been obtained by examining floating point arithmetics with
respect to Godunov Model the results in [1]. These results have been applied


to Schur stability of system of linear difference equations with periodic coef-


ficients. Also the effect of floating point arithmetics has been investigated on
numerical examples.


Keywords: Floating point, Godunov model, fundamental matrix, mon-


odromy matrix, Schur stability, linear difference equations, periodic coeffi-
cients.


1. Introduction


Consider the following linear difference equation system with period T


(1.1) xn+1 = Anxn, An = An+T , n ∈ Z,
where An is N × N dimensional periodic matrix.


It is important to investigate Schur stability in order to know the behaviours
of solution without compute the solutions of the system (1.1) [2, 3, 4, 5, 6]. In
literature, the parameter is used as Schur stability parameter. It is well-known
that


(1.2) ω1(A, T ) =


∥∥∥∥∥
∞∑
k=0


(X∗T )
k


(XT )
k


∥∥∥∥∥ <∞
implies Schur stability of the the system (1.1), where the matrix XT is monodromy
matrix of the the system (1.1) [7], and system (1.1) is Schur stable if and only if
the monodromy matrix XT is Schur stable [2, 3]. According to spectral criterion,
the monodromy matrix XT is Schur stable if and only if each eigenvalue of the
monodromy matrix XT belongs to unit disc (|λ(XT )| < 1) [4]. It is clear that
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Schur stability of the the system (1.1) depends on the monodromy matrix XT in
both cases. The computation processes on computer are related to floating point.
The errors are produced when computer is used to perform calculations, by nature.
Therefore, Schur stability of the the system (1.1) and quality of Schur stability
are affected by occured errors on computation of the monodromy matrix XT . In
[1], the results on computation of the monodromy matrix XT on floating point
arithmetics with Wilkinson Model have been given. As parallel the results with
Wilkinson Model in [1], the new results have been obtained according to floating
point arithmetics with Godunov Model in this study. In Section 2 of this study,
floating point numbers and arithmetics with respect to Godunov Model and linear
difference equations with periodic coefficients are investigated. Some results on
the computation of fundamental matrix of linear difference equations with periodic
coefficients in floating point arithmetics are obtained in Section 3. The obtained
results are applied to Schur stability of the system (1.1) in Section 4. Finally, these
results are supported with numerical examples.


2. Preliminaries


2.1. Floating Point Numbers and Arithmetic, Godunov Model. The set


(2.1) F = F (γ, p−, p+, k) = {0} ∪
{
z|z = ±γp(z)mγ(z)


}
is called as the set of computer numbers or Format set [2]. The set F is also
characterized by the parameters ε0, ε1 and ε∞, where


(2.2) ε0 = γp−−1, ε1 = γ1−k, ε0 = γp−−1, ε∞ = γp+
(


1− 1


γk


)
are defined (see, for example, [2, 9]). In the represent (2.1), p− ∈ Z−, k, p+ ∈ Z+


for p− ≤ p ≤ p+, p ∈ Z and
(2.3)


mγ(z) =
m1


γ
+
m2


γ2
+ ...+


mk


γk
; mj ∈ Z, 0 ≤ mj ≤ γ − 1, j = 1, 2, · · · , k (m1 6= 0)


is defined [2, 8, 9, 10, 11, 12, 13]. In [2, 9, 14], the operator


(2.4) fl : D→ F, f l(z) = z (1 + α) + β; ‖α‖ ≤ u, ‖β‖ ≤ v, αβ = 0


converts the elements of D = [−ε∞, ε∞] ∩ R to floating point numbers, where


(2.5) u =


{
ε1
2 , rounding


ε1, chopping
, v =


{
ε0
2 , rounding


ε0, chopping
.


We have called as Godunov Model, the model which is defined by the equation
(2.4). A vector x = (xi) ∈ DN and a matrix A = (aij) ∈ MN (D) can be stored
to memory by floating point as fl(x) = (fl (xi)) ; fl(A) = (fl (aij)). The upper
bound of error that storing vector x by floating point is


(2.6) ‖x− fl(x)‖ ≤ u ‖x‖+ v
√
N,


[2, 10], the upper bound of the error storing matrix fl(A) is


(2.7) ‖A− fl(A)‖ ≤ u
√
N ‖A‖+ vN,


[2]. The upper bound errors of fl(AB) and fl(A+B) are


(2.8) ‖AB − fl(AB)‖ ≤ uN2 ‖A‖ ‖B‖+ vN,
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(2.9) ‖(A+B)− fl(A+B)‖ ≤ uN ‖A+B‖+ vN,


where u, v are defined by (2.5) and A,B ∈MN (D) [9].


2.2. Linear Difference Equations with Periodic Coefficients. The system
(1.1) and for given x0 ∈ RN initial value


(2.10) xn+1 = Anxn, x0 − initial vector, n ≥ 0


is called linear difference-Cauchy problem with periodic coefficients. If I is identity
matrix and


(2.11) Xn+1 = AnXn, X0 = I, n ≥ 0


is solution of Cauchy problem, then


(2.12) Xn =


n−1∏
j=0


Aj = An−1An−2 · · ·A0,


is called fundamental matrix of the system (2.10).


(2.13) XT =


T−1∏
j=0


Aj = AT−1AT−2 · · ·A0,


is called monodromy matrix of the system (2.10) [2, 3, 7, 15, 16, 17]. The solution
of the system (2.10) is


(2.14) XkT+m = XmX
k
Tx0


where x0 ∈ RN inital value xn = Xnx0, n = kT +m , 0 ≤ m ≤ T − 1 [3, 7].


3. Computation of Fundamental Matrix


In this chapter, the computation of fundamental matrix Xn that given by (2.10)
will be investigated on floating point arithmetics with Godunov model. Let us
introduce some definitions and symbols before calculation.


Let


Qn,s =


n−1∏
j=s


Aj ; Qn,s ×Qs,r = Qn,r; Qn,0 = Xn, Qn,n = I (I − identity matrix).


qn,s =


n−1∏
j=s


‖Aj‖ ; qn,s × qs,r = qn,r; qn,0 = qn, qn,n = 1,


r−1∑
j=s


kj =


{
0−matrix, kj-matrix function


0, kj-real function
,


where r ≤ s ≤ n and r, s, n are natural numbers. Linear Cauchy problem can be
written


(3.1) fl(An−1Yn−1) = Yn = An−1Yn−1 + ϕn; Y0 = I, n = 1, 2, 3, · · · ,


where An−1 ∈ MN (F), Yn = fl(An−1Yn−1) is computation of the matrix Xn by
floating point numbers. Matrix ϕn is the computation error of An−1Yn−1 and it is
clear that ϕ1 = 0.
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It is clear that the solution of difference-Cauchy problem (2.14) is


(3.2) Yn = Xn +


n∑
k=2


Qn,kϕk.


Let us investigate the upper boundary of ϕn in equation (2.14) according to


(3.3) ‖ϕn‖ ≤ u
√
Nqn,n−1 ‖Yn−1‖+ vN, Y0 = I, n = 2, 3, · · · .


Theorem 3.1. The inequality


‖ϕn‖ ≤ u
√
N
(


1 + u
√
N
)n−2


qn+uvN
3
2


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn,j+vN, n = 2, 3, · · ·


holds, where ϕn is error from (3.3) and u, v are defined by (2.5).


Proof. 1. Let consider


‖ϕk‖ ≤ u
√
Nqk,k−1 ‖Yk−1‖+ vN, ‖Yk‖ ≤ qk,k−1 ‖Yk−1‖+ ‖ϕk‖ , k = 2, 3, · · ·


from (3.3). Let us write Yn−1 and ϕn−1


‖ϕn‖ ≤ u
√
Nqn,n−1 ‖Yn−1‖+ vN


in this inequality.


‖ϕn‖ ≤ u
√
Nqn,n−1 (qn−1,n−2 ‖Yn−2‖+ ‖ϕn−1‖) + vN


≤ u
√
Nqn,n−2 ‖Yn−2‖+ u


√
Nqn,n−1


(
u
√
Nqn−1,n−2 ‖Yn−2‖+ vN


)
+ vN


= u
√
N
(


1 + u
√
N
)
qn,n−2 ‖Yn−2‖+ uvN


√
Nqn,n−1 + vN.


If we write Yn−2 and ϕn−2 in last inequality, we can obtain


‖ϕn‖ ≤ u
√
N
(


1 + u
√
N
)
qn,n−2 (qn−2,n−3 ‖Yn−3‖+ ‖ϕn−2‖) + uvN


√
Nqn,n−1 + vN


≤ u
√
N
(


1 + u
√
N
)
qn,n−3 ‖Yn−3‖+ u


√
N
(


1 + u
√
N
)
qn,n−2


(
u
√
Nqn−2,n−3 ‖Yn−3‖+ vN


)
+ uvN


√
Nqn,n−1 + vN


≤ u
√
N
(


1 + u
√
N
)2


qn,n−3 ‖Yn−3‖+ uvN
√
N
(


1 + u
√
N
)
qn,n−2 + uvN


3
2 qn,n−1 + vN.


We can iterate to n same way, and


‖ϕn‖ ≤ u
√
N
(


1 + u
√
N
)n−2


qn+uvN
3
2


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn,j+vN, n = 2, 3, · · ·


is obtained. �


Proof. 2.


‖ϕn‖ ≤ u
√
Nqn,n−1 ‖Yn−1‖+ vN, n = 2, 3, · · ·


can be written by (3.3).


‖Yn−1‖ ≤
(


1 + u
√
N
)n−2


qn−1 + vN


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn−1,j
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can be written from Theorem 3.2. We ordered in this inequality,


‖ϕn‖ ≤ u
√
Nqn,n−1


(1 + u
√
N
)n−2


qn−1 + vN


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn−1,j


+ vN


= u
√
N
(


1 + u
√
N
)n−2


qn + uvN
3
2 qn,n−1


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn−1,j + vN


= u
√
N
(


1 + u
√
N
)n−2


qn + uvN
3
2


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn,j + vN.


So the inequality


‖ϕn‖ ≤ u
√
N
(


1 + u
√
N
)n−2


qn + uvN
3
2


n−1∑
j=2


(
1 + u


√
N
)n−j−1


qn,j + vN


is obtained. �


Theorem 3.2. The inequality


‖Yn‖ ≤
(


1 + u
√
N
)n−1


qn + vN


n∑
j=2


(
1 + u


√
N
)n−j


qn,j , n = 1, 2, 3, · · ·


holds, where Yn is defined by (3.1) and u, v are defined by (2.5).


Proof. Consider


‖ϕk‖ ≤ u
√
Nqk,k−1 ‖Yk−1‖+ vN ; ‖Yk‖ ≤ qk,k−1 ‖Yk−1‖+ ‖ϕk‖ , k = 2, 3, · · ·


by (3.3).


‖Yn‖ ≤ qn,n−1 ‖Yn−1‖+ ‖ϕn‖ ≤ qn,n−1 ‖Yn−1‖+ u
√
Nqn,n−1 ‖Yn−1‖+ vN(3.4)


=
(


1 + u
√
N
)
qn,n−1 ‖Yn−1‖+ vN(3.5)


is obtained by (3.1). It can be obtained Cauchy problem of first-order variable
coefficient difference-inequality


‖Yn‖ ≤
(


1 + u
√
N
)
qn,n−1 ‖Yn−1‖+ vN, ‖Y1‖ = ‖A0‖ , n = 2, 3, · · · .


By iteration,


‖Yn‖ ≤
(


1 + u
√
N
)
qn,n−1


[(
1 + u


√
N
)
qn−1,n−2 ‖Yn−2‖+ vN


]
+ vN


=
(


1 + u
√
N
)2


qn,n−2 ‖Yn−2‖+
(


1 + u
√
N
)
vNqn,n−1 + vN


≤
(


1 + u
√
N
)2


qn,n−2 ‖Yn−2‖+ vN
[
1 +


(
1 + u


√
N
)
qn,n−1


]
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is written. Yn−2 is written in the inequality,


‖Yn‖ ≤
(


1 + u
√
N
)2


qn,n−2


[(
1 + u


√
N
)
qn−2,n−3 ‖Yn−3‖+ vN


]
+ vN


[
1 +


(
1 + u


√
N
)
qn,n−1


]
=
(


1 + u
√
N
)3


qn,n−3 ‖Yn−3‖+
(


1 + u
√
N
)2


vNqn,n−2 + vN
[
1 +


(
1 + u


√
N
)
qn,n−1


]
=
(


1 + u
√
N
)3


qn,n−3 ‖Yn−3‖+ vN


[
1 +


(
1 + u


√
N
)
qn,n−1 +


(
1 + u


√
N
)2


vNqn,n−2


]
.


By iteration in the same way, the inequality


‖Yn‖ ≤
(


1 + u
√
N
)n−1


qn + vN


n∑
j=2


(
1 + u


√
N
)n−j


qn,j


is obtained. �


Theorem 3.3. The inequality


‖Xn − Yn‖ ≤ u
√
N


n∑
k=2


(
1 + u


√
N
)k−2


qn+uvN
3
2


n∑
k=2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qn,j+vN


n∑
k=2


qn,k


holds, where the matrix Xn is fundamental matrix of the system (1.1), the matrix
Yn is computed fundamental matrix by (3.1), and u, v are defined by (2.5).


Proof. From (3.2),


‖Xn − Yn‖ ≤ ‖An−1An−2 · · ·A2ϕ2 +An−1An−2 · · ·A3ϕ3 + · · ·+An−1ϕn−1 + ϕn‖
is written, where fundamental matrix Xn of the system (1.1) and computed funda-
mental matrix Yn.


‖ϕk‖ ≤ u
√
N
(


1 + u
√
N
)k−2


qk + uvN
3
2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qk,j + vN


is known from


‖Xn − Yn‖ ≤
n∑
k=2


qn,k ‖ϕk‖


and Theorem 3.1. So


‖Xn − Yn‖ ≤
n∑
k=2


qn,k


u√N (1 + u
√
N
)k−2


qk + uvN
3
2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qk,j + vN



is obtained. We arranged last inequality,


‖Xn − Yn‖ ≤ u
√
N


n∑
k=2


(
1 + u


√
N
)k−2


qn+uvN
3
2


n∑
k=2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qn,j+vN


n∑
k=2


qn,k


is obtained. �


We can write easily Corollary 3.1 from


n∑
k=2


(
1 + u


√
N
)k−2


=


(
1 + u


√
N
)n−1


− 1


u
√
N


and Theorem 3.3.
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Corollary 3.1. The inequality


‖Xn − Yn‖ ≤
[(


1 + u
√
N
)n−1


− 1


]
qn+uvN


3
2


n∑
k=2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qn,j+vN


n∑
k=2


qn,k


holds, where the matrix Xn is fundamental matrix of the system (1.1) and the matrix
Yn is the computed matrix of the fundamental matrix Xn of the system (1.1), and
u, v are defined by (2.5).


4. Applying the results to Schur stability of periodic systems


Applying the results to Schur stability of periodic system in section 4 of [1] that
obtained with Wilkinson Model is available for results with Godunov Model. The
changes due to differences in models can be occured in the computations.


Let


(4.1) yn+1 = (An +Bn) yn, n ∈ Z,


where An = An+T and Bn = Bn+T , N -dimensional periodic (T -period). It is
called perturbed system of the system (1.1).


Continuity theorem on the monodromy matrix in [16] guarantees Schur stability
of the system (4.1) when the system (1.1) or matrix XT is Schur stable. The
following theorem which is application of continuity theorem can easily be obtained
as same to Theorem 4.1 in [1].


For T = 1, the system (1.1) transforms the system


xn+1 = Axn, n ∈ Z,


and it is called lineer difference equation system with constant coefficients. There-
fore, ω1(A, T ) can be written


ω1(A, T ) = ω(A), ω(A) =


∥∥∥∥∥
∞∑
k=0


(A∗)kAk


∥∥∥∥∥ .
Furthermore, in this case ω1(A, 1) is equal to ω(X1) = ω(A) [7, 17].


Theorem 4.1. If the matrix YT is Schur stable and the inequality


(4.2) ‖YT −XT ‖ ≤


√
‖YT ‖2 +


1


ω (YT )
− ‖YT ‖


holds, then the matrix XT is Schur stable, where the matrix YT is computed mon-
odromy matrix of XT and the matrix XT is perturbed matrix of YT .


We can obtain following corollary by n = T in Corollary 3.1.


Corollary 4.1. The inequality


‖XT − YT ‖ ≤
[(


1 + u
√
N
)T−1


− 1


]
qT+uvN


3
2


T∑
k=2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qT,j+vN


T∑
k=2


qT,k


holds, where the matrix XT is monodromy matrix of the system (1.1) and the matrix
YT is the computed matrix of the monodromy matrix Xn.


The Corollary 4.2 guarantees Schur stability of the system (1.1) (or monodromy
matrix XT ) when the computed matrix YT is Schur Stable.
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Corollary 4.2. Let monodromy matrix XT of the system (1.1) and the computed
matrix YT of the matrix XT on floating point arithmetic. If the computed matrix
YT is Schur stable and the inequality


∆ < ∆s


holds then monodromy XT is Schur stable, where


∆ =


[(
1 + u


√
N
)T−1


− 1


]
qT +uvN


3
2


T∑
k=2


k−1∑
j=2


(
1 + u


√
N
)k−j−1


qT,j +vN


T∑
k=2


qT,k,


∆s =


√
‖YT ‖2 +


1


ω (YT )
− ‖YT ‖ .


Proof. It is clear from Theorem 4.1. �


5. Numerical Examples


The MVC (Matrix Vector Calculator) software has been used in numerical com-
putation to calculate the value ω(A) of matrix A by function QdaStab [18].


In the examples, let us denote rounding by r, chopping by c, spectral norm of a
matrix by ‖A‖ and let ∆r = ∆(Y rT ), ∆c = ∆(Y cT ), ∆r


s = ∆s(Y
r
T ), ∆c


s = ∆s(Y
c
T ).


Example 5.1. Let F = F(10,−3, 3, 3) and matrices


A0 =


[
0.855 0.0005
0.956 0.156


]
, A1 =


[
0.953 0.155
1.55 0.165


]
where A0, A1 ∈ M2(F). Let us investigate Schur stability, where T = 2. Mon-
odromy matrix X2 of the system (1.1) has been computed with


X2 =


[
0.962995 0.0246565
1.48299 0.026515


]
.


And the monodromy matrix X2 is not Schur stable, since ω(X2) =∞.
If the matrix Y2 is computed matrix in F, the matrices


Y r2 =


[
0.963 0.0247
1.48 0.0265


]
, Y c2 =


[
0.962 0.0246
1.48 0.0265


]
,


are obtained. ω(Xr
2 ) = ∞, ω(Xc


2) = 2655.69 and so, computed matrix Y2 is Schur
stable by chopping, but it is not Schur stable by rounding.


Example 5.2. Let F = F(10,−5, 5, 5) and matrices


A0 =


2.002 0.1 1.675
1.5 0.017 0.008955


0.002 3.986 0.00245


 , A1 =


0.005 0.6 0.04
0.006 0.009842 0.0083
1.2 1.986 0.00025


 ,
A2 =


 0.02 0.1982 0.03
0.002 0.056 0.0475


0.75622 0.03 0.0008



where A0, A1, A2 ∈ M3(F). Let us investigate Schur stability, where T = 3. The
matrices


Y r3 =


0.18495 0.014755 0.063124
0.25894 0.0095870 0.096916
0.69334 0.12980 0.012398


 , Y c3 =


0.18495 0.014754 0.063123
0.25893 0.0095869 0.096916
0.69333 0.12980 0.012397


 ,







COMPUTATION OF MONODROMY MATRIX ON FLOATING POINT ARITHMETIC WITH GODUNOV MODEL31


are computed matrices in F. So, the values


ω(Y r3 ) = 1.6621,∆r
s = 0.3213943129,∆r = 0.001247028


ω(Y c3 ) = 1.66207,∆c
s = 0.3214029037,∆c = 0.002494142


are obtained. It seems that ∆r < ∆r
s and ∆c < ∆c


s. Therefore, in both cases, Corol-
lary 4.2 guarantees Schur stability of the monodromy matrix X3 in F(10,−5, 5, 5).


6. Conclusion


In this study, the effects of floating point arithmetic using Godunov Model on
computation of the monodromy matrix XT were investigated. The bounds were
obtained for ‖XT − YT ‖, where the matrix YT is the computed value of monodromy
matrix. The obtained results were applied to Schur stability of the system (1.1).
Further, these results were supported with numerical examples.
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NEW HERMITE-HADAMARD TYPE INEQUALITIES FOR


CONVEX FUNCTIONS ON A RECTANGULAR BOX


A. BARANI AND F. MALMIR


Abstract. In this paper some Hermite-Hadamard type inequalities for convex


functions of three variables on a rectangular box in R3 are given.


1. Introduction


Let I = [a, b], a < b, be an interval in R and f : I → R a convex function.
The following double inequality


f


(
a + b


2


)
≤ 1


b− a


∫ b


a


f(x)dx ≤ f(a) + f(b)


2
.


is known in the literature as Hermite-Hadamard inequality for convex functions
(see for example [5]). In resent years there have been many extensions, generaliza-
tions, refinements and similar results of Hetmite-Hadamard inequality, see [1-16]
and references therein.


In [11] Dragomir consider an inequality of Hetmite-Hadamard type for convex
functions on the co-ordinates on a rectangle from the plane R2. A function f :
∆ := [a, b]× [c, d] ⊂ R2 → R, a < b and c < d, is called convex on the co-ordinates
if partial mappings, fy : [a, b] → R defined as fy(u) = f(u, y), and fx : [c, d] →
R defined as fx(v) = f(x, v), are convex where defined for every y ∈ [c, d] and
x ∈ [a, b]. Clearly every convex function is co-ordinated convex. Furthermore,
there exists co-ordinated convex function which is not convex (see [11]). Since then
several important generalizations introduced on this category, see [14,15,18-20] and
references therein.


On the other hand, M.E. Özdemir [15] defined convex functions on a rectangular
box Ω := [a, b] × [c, d] × [e, f ] in R3 as follows: A function g : Ω → R is said to be
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convex on the co-ordinates on Ω if for every (x, y, z) ∈ Ω, the partial mapping,


gz : [a, b]× [c, d]→ R, gz(u, v) = g(u, v, z), z ∈ [e, f ],


gy : [a, b]× [e, f ]→ R, gy(u,w) = g(u, y, w), y ∈ [c, d],


gx : [c, d]× [e, f ]→ R, gx(v, w) = g(x, v, w), x ∈ [a, b],


are convex. Recall the following inequality of Hermite-Hadamard type for co-
ordinated convex function on a rectangular box in R3 from [15].


Theorem 1.1. Suppose that g : Ω → R is convex function. Then one has the
inequalities:


g


(
a + b


2
,
c + d


2
,
e + f


2


)
≤ 1


3


[
1


b− a


∫ b


a


g


(
x,


c + d


2
,
e + f


2


)
dx +


1


d− c


∫ d


c


g


(
a + b


2
, y,


e + f


2


)
dy


+
1


f − e


∫ f


e


g


(
a + b


2
,
c + d


2
, z


)
dz


]
≤ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz


≤ 1


6


[
1


(b− a)(d− c)


∫∫
∆1


[
g(x, y, e) + g(x, y, f)


]
dydx


+
1


(b− a)(f − e)


∫∫
∆2


[
g(x, c, z) + g(x, d, z)


]
dzdx


+
1


(d− c)(f − e)


∫∫
∆3


[
g(a, y, z) + g(b, y, z)


]
dzdy


]
≤ 1


8


(
g(a, c, e) + g(a, d, e) + g(b, c, e) + g(b, d, e)


+ g(a, c, f) + g(a, d, f) + g(b, c, f) + g(b, d, f)


)
,


where Ω := [a, b] × [c, d] × [e, f ] ⊆ R3, ∆1 = [a, b] × [c, d], ∆2 = [a, b] × [e, f ] and
∆3 = [c, d]× [e, f ].


The main purpose of this paper is to establish new Hermite-Hadamard type
inequalities of convex functions of 3-variables on the co-ordinates.


2. main result


Throughout this section Γ is a rectangular box in R3 defined by Γ : I1 × I2 × I3


where I1 := [a1, b1], I2 := [c1, d1] and I3 := [e1, f1] are intervals in R with a1 < b1,
c1 < d1 and e1 < f1. Moreover, Ω := [a, b] × [c, d] × [e, f ] is a rectangular box
contained in Γ◦ where, a, b ∈ I◦1 (the interior of I1), c, d ∈ I◦2 and e, f ∈ I◦3 such that
a < b, c < d, e < f.
To reach our goal, we need the following new lemma.
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Lemma 2.1. Let g : Γ → R be a mapping on Γ. Suppose that g is third partial


differentiable on Ω. If ∂3g
∂t∂s∂r ∈ L1(Ω), then the following equality holds:


(2.1)


1


8


(
g(a, c, e) + g(a, d, e) + g(b, c, e) + g(b, d, e)


+ g(a, c, f) + g(a, d, f) + g(b, c, f) + g(b, d, f)


)
− 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz


+
1


2


[
1


(b− a)(d− c)


∫∫
∆1


[
g(x, y, e) + g(x, y, f)


]
dxdy


+
1


(b− a)(f − e)


∫∫
∆2


[
g(x, c, z) + g(x, d, z)


]
dxdz


+
1


(d− c)(f − e)


∫∫
∆3


[
g(a, y, z) + g(b, y, z)


]
dydz


]


− 1


4


[
1


(b− a)


∫ b


a


[
g(x, c, e) + g(x, c, f) + g(x, d, e) + g(x, d, f)


]
dx


+
1


(d− c)


∫ d


c


[
g(a, y, e) + g(a, y, f) + g(b, y, e) + g(b, y, f)


]
dy


+
1


(f − e)


∫ f


e


[
g(a, c, z) + g(a, d, z) + g(b, c, z) + g(b, d, z)


]
dz


]


=
(b− a)(d− c)(f − e)


8


∫ 1


0


∫ 1


0


∫ 1


0


(1− 2r)(1− 2s)(1− 2t)


× ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dtdsdr,


where ∆1 = [a, b]× [c, d], ∆2 = [a, b]× [e, f ] and ∆3 = [c, d]× [e, f ].
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Proof. By integration by parts, we have


(2.2)


∫ 1


0


∫ 1


0


∫ 1


0


(1− 2r)(1− 2s)(1− 2t)


× ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dtdsdr


=


∫ 1


0


∫ 1


0


(1− 2r)(1− 2s)


×


{
(1− 2t)


a− b


∂2g


∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣1
0


+
2


a− b


∂2g


∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dt


}
dsdr


=


∫ 1


0


∫ 1


0


(1− 2r)(1− 2s)


{
−1


a− b


∂2g


∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


− 1


a− b


∂2g


∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


+
2


a− b


∂2g


∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dt


}
dsdr


=
1


b− a


∫ 1


0


(1− 2r)


{∫ 1


0


(1− 2s)


(
∂2g


∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


+
∂2g


∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


)
ds− 2


∫ 1


0


∫ 1


0


(1− 2s)


×
(


∂2g


∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dtds


)}
dr.
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If we denote the right hand side of (2.2) by I1 and again by integrating by parts,
we have


(2.3)


I1 =


∫ 1


0


(1− 2r)


{
(1− 2s)


c− d


(
∂g


∂r
(a, sc + (1− s)d, re + (1− r)f)


+
∂g


∂r
(b, sc + (1− s)d, re + (1− r)f)


)∣∣∣∣1
0


+
2


c− d


∫ 1


0


[
∂g


∂r
(a, sc + (1− s)d, re + (1− r)f)


+
∂g


∂r
(b, sc + (1− s)d, re + (1− r)f)


]
ds


− 2


∫ 1


0


[
(1− 2s)


c− d


∂g


∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣1
0


+
2


c− d


∫ 1


0


∂g


∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)ds


]
dt


}
dr


=
1


d− c


∫ 1


0


(1− 2r)


{
∂g


∂r
(a, c, re + (1− r)f) +


∂g


∂r
(b, c, re + (1− r)f)


+
∂g


∂r
(a, d, re + (1− r)f) +


∂g


∂r
(b, d, re + (1− r)f)


+ 4


∫ 1


0


∫ 1


0


∂g


∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dsdt


− 2


[∫ 1


0


(
∂g


∂r
(a, sc + (1− s)d, re + (1− r)f)


+
∂g


∂r
(b, sc + (1− s)d, re + (1− r)f)


)
ds


+


∫ 1


0


(
∂g


∂r
(ta + (1− t)b, c, re + (1− r)f)


+
∂g


∂r
(ta + (1− t)b, d, re + (1− r)f)


)
dt


]}
dr.
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Similarly, we denote the right hand side of (2.3) by I2, it follows that
(2.4)


I2 =
(1− 2r)


e− f


(
g(a, c, re + (1− r)f) + g(b, c, re + (1− r)f)


+ g(a, d, re + (1− r)f) + g(b, d, re + (1− r)f)


)∣∣∣∣1
0


+
2


e− f


∫ 1


0


[
g(a, c, re + (1− r)f) + g(b, c, re + (1− r)f)


+ g(a, d, re + (1− r)f) + g(b, d, re + (1− r)f)


]
dr


+
4


e− f


∫ 1


0


∫ 1


0


[
(1− 2r)g(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣1
0


+ 2


∫ 1


0


g(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dr


]
dsdt


− 2


e− f


∫ 1


0


[
(1− 2r)


(
g(a, sc + (1− s)d, re + (1− r)f)


+ g(b, sc + (1− s)d, re + (1− r)f)


)∣∣∣∣1
0


+ 2


∫ 1


0


(
g(a, sc + (1− s)d, re + (1− r)f)


+ g(b, sc + (1− s)d, re + (1− r)f)


)
dr


]
ds


− 2


e− f


∫ 1


0


[
(1− 2r)


(
g(ta + (1− t)b, c, re + (1− r)f)


+ g(ta + (1− t)b, d, re + (1− r)f)


)∣∣∣∣1
0


+ 2


∫ 1


0


(
(g(ta + (1− t)b, c, re + (1− r)f)


+ g(ta + (1− t)b, d, re + (1− r)f)


)
dr


]
dt,


writing (2.3) and (2.4) in (2.2), we have


(2.5)


I3 =
1


(b− a)(d− c)(f − e)


×


{
g(a, c, e) + g(a, c, f) + g(b, c, e) + g(b, c, f)


+ g(a, d, e) + g(a, d, f) + g(b, d, e) + g(b, d, f)
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− 2


∫ 1


0


[
g(a, c, re + (1− r)f) + g(b, c, re + (1− r)f)


+ g(a, d, re + (1− r)f) + g(b, d, re + (1− r)f)


]
dr


+ 4


∫ 1


0


∫ 1


0


[
g(ta + (1− t)b, sc + (1− s)d, e)


+ g(ta + (1− t)b, sc + (1− s)d, f)


]
dsdt


− 8


∫ 1


0


∫ 1


0


∫ 1


0


g[ta + (1− t)b, sc + (1− s)d, re + (1− r)f)dtdsdr


− 2


∫ 1


0


[
g(a, sc + (1− s)d, e) + g(a, sc + (1− s)d, f)


+ g(b, sc + (1− s)d, e) + g(b, sc + (1− s)d, f)


]
ds


+ 4


∫ 1


0


∫ 1


0


[
g(a, sc + (1− s)d, re + (1− r)f)


+ g(b, sc + (1− s)d, re + (1− r)f)


]
dsdr


− 2


∫ 1


0


[
g(ta + (1− t)b, c, e) + g(ta + (1− t)b, c, f)


+ g(ta + (1− t)b, d, e) + g(ta + (1− t)b, d, f)


]
dt


+ 4


∫ 1


0


∫ 1


0


[
g(ta + (1− t)b, c, re + (1− r)f)


+ g(ta + (1− t)b, d, re + (1− r)f)


]
dtdr


}
.


Using the change of variable x = ta+(1−t)b, y = sc+(1−s)d and z = re+(1−r)f


for t, s, r ∈ [0, 1], and multiplying the both side by (b−a)(d−c)(f−e)
8 , we obtain (2.1),


which completes the proof. �


Theorem 2.1. Let g : Γ → R be a mapping on Γ. Suppose that g is third partial


differentiable on Ω. If
∣∣ ∂3g
∂t∂s∂r


∣∣ is a convex function on the co-ordinates on Ω, then
the following inequality holds:


(2.6)


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


128


(
1


4


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣
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+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣
})


,


where A and B and C are defined, respectively with


A =
1


2


[
1


(b− a)(d− c)


∫∫
∆1


[
g(x, y, e) + g(x, y, f)


]
dxdy


+
1


(b− a)(f − e)


∫∫
∆2


[
g(x, c, z) + g(x, d, z)


]
dxdz


+
1


(d− c)(f − e)


∫∫
∆3


[
g(a, y, z) + g(b, y, z)


]
dydz


]
,


B =
1


4


[
1


(b− a)


∫ b


a


[
g(x, c, e) + g(x, c, f) + g(x, d, e) + g(x, d, f)


]
dx


+
1


(d− c)


∫ d


c


[
g(a, y, e) + g(a, y, f) + g(b, y, e) + g(b, y, f)


]
dy


+
1


(f − e)


∫ f


e


[
g(a, c, z) + g(a, d, z) + g(b, c, z) + g(b, d, z)


]
dz


]
,


and


C =
1


8


(
g(a, c, e) + g(a, d, e) + g(b, c, e) + g(b, d, e)


+ g(a, c, f) + g(a, d, f) + g(b, c, f) + g(b, d, f)


)
.


Proof. From Lemma 2.1, we have∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


8


∫ 1


0


∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣


×
∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣dtdsdr.
Since


∣∣ ∂3g
∂t∂s∂r


∣∣ is co-ordinated convex on Ω, then one has:∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


8


∫ 1


0


∫ 1


0


[∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣


×


{
t


∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+ (1− t)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
}
dt


]
dsdr.
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By calculating the integral in above inequality we have


∫ 1


0


∣∣1− 2t
∣∣{t∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+ (1− t)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
}
dt


=


∫ 1
2


0


(1− 2t)


{
t


∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+ (1− t)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
}
dt


+


∫ 1


1
2


(2t− 1)


{
t


∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+ (1− t)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
}
dt


=
1


4


(∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣).
Thus,


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


32


×
∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)
∣∣{∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
}
dsdr.


A similar way for other integral, since
∣∣ ∂3g
∂t∂s∂r


∣∣ is co-ordinated convex on Ω, we have


∫ 1


0


∣∣1− 2s
∣∣{∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣
}
ds
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=


∫ 1
2


0


(1− 2s)


{
s


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣
+ (1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣
+ s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣+ (1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣
}
ds


+


∫ 1


1
2


(2s− 1)


{
s


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣
+ (1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣
+ s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣+ (1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣
}
ds


=
1


4


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣
}
,


and


(2.7)


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


128


∫ 1


0


∣∣1− 2r
∣∣


×


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣
}
dr.


Thus,


(2.8)


∫ 1


0


∣∣1− 2r
∣∣{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣
}
dr
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=


∫ 1
2


0


(1− 2r)


{
r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣
}
dr


+


∫ 1


1
2


(2r − 1)


{
r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣+ (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣
}
dr


=
1


4


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣
}
.


By the (2.7) and (2.8), we get the inequality (2.6). �


Another similar result may be extended in the following theorem.


Theorem 2.2. Let g : Γ → R be a mapping on Γ. Suppose that g is third partial


differentiable on Ω. If
∣∣ ∂3g
∂t∂s∂r


∣∣q, q > 1, is a convex function on the co-ordinates on
Ω, then the following inequality holds:


(2.9)


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


8(p + 1)
3
p


(
1


4


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
}) 1


q


,


where A, B and C is defined in theorem 2.1, and 1
p + 1


q = 1.
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Proof. From Lemma 2.1, we have


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


8


∫ 1


0


∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣


×
∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣dtdsdr.
By using the well known Hölder inequality for triple integrals, then one has:


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


8


(∫ 1


0


∫ 1


0


∫ 1


0


∣∣1− 2r
∣∣p∣∣1− 2s


∣∣p∣∣1− 2t
∣∣pdtdsdr) 1


p


×


(∫ 1


0


∫ 1


0


∫ 1


0


∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣qdtdsdr
) 1


q


.


Since
∣∣ ∂3g
∂t∂s∂r


∣∣q, q > 1 is convex function on the co-ordinates on Ω, for t ∈ [0, 1] we
have


∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
≤ t


∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
+ (1− t)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q.
Similarly


∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
≤ ts


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣q + t(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣q
+ (1− t)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣q
+ (1− t)(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣q,
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and ∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
≤ tsr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q.
Hence, it follows that∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


8(p + 1)3


(∫ 1


0


∫ 1


0


∫ 1


0


{
tsr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
+ ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q + tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
+ t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q + (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
+ (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q + (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q}dtdsdr
) 1


q


=
(b− a)(d− c)(f − e)


8(p + 1)3
×


(
1


4


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
}) 1


q


.


�


Theorem 2.3. Let g : Γ → R be a mapping on Γ. Suppose that g is third partial


differentiable on Ω. If
∣∣ ∂3g
∂t∂s∂r


∣∣q, q ≥ 1, is a convex function on the co-ordinates on
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Ω, then the following inequality holds:


(2.10)


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


128


(
1


4


{∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q +


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
}) 1


q


,


where A, B and C is defined in theorem 2.1.


Proof. From Lemma 2.1, we have∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


8


∫ 1


0


∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣


×
∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣dtdsdr.
By using the well known power mean for triple integrals, then one has:∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


8


(∫ 1


0


∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣)1− 1


q


×


(∫ 1


0


∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣


∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣qdtdsdr
) 1


q


.


Since


∣∣∣∣ ∂3g


∂t∂s∂r


∣∣∣∣q is convex function on the co-ordinates on Ω, for t ∈ [0, 1] we have


∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
≤ t


∣∣∣∣ ∂3g


∂t∂s∂r
(a, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
+ (1− t)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q,
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and ∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
≤ ts


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, re + (1− r)f)


∣∣∣∣q + t(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, re + (1− r)f)


∣∣∣∣q
+ (1− t)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, re + (1− r)f)


∣∣∣∣q
+ (1− t)(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, re + (1− r)f)


∣∣∣∣q,
and ∣∣∣∣ ∂3g


∂t∂s∂r
(ta + (1− t)b, sc + (1− s)d, re + (1− r)f)


∣∣∣∣q
≤ tsr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q,
hence, it follows that∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (a− b)(d− c)(f − e)


8


(
1


8


)1− 1
q


(∫ 1


0


∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)(1− 2t)
∣∣


×


{
tsr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
}
dtdsdr


) 1
q


.
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By calculating the integral in the above inequality, we get∫ 1


0


∣∣1− 2t
∣∣(tsr∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
)
dt


=


∫ 1
2


0


(1− 2t)


(
tsr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
)
dt


+


∫ 1


1
2


(2t− 1)


(
tsr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + ts(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ tr(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + t(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ (1− t)sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− t)(1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− t)(1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− t)(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
)
dt


=


sr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
24


+


s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
24


+


r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
24


+


(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
24


+


5sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
24


+


5s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
24


+


5r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
24


+


5(1− r)(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
24
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+


5sr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
24


+


5s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
24


+


5r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
24


+


5(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
24


+


sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
24


+


s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
24


+


r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
24


+


(1− r)(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
24


=


sr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
4


+


s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
4


+


r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
4


+


(1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
4


+


sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
4


+


s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
4


+


r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
4


+


(1− r)(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
4


.


Thus,


(2.11)


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


32


[∫ 1


0


∫ 1


0


∣∣(1− 2r)(1− 2s)
∣∣(sr∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
+ s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q + r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
+ (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q + sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
+ s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q + r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
+ (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q)dsdr
] 1


q


.
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By a similar way for other integrals, we deduce that


(2.12)


∫ 1


0


∣∣1− 2s
∣∣(sr∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
)
ds


=


∫ 1
2


0


(1− 2s)


(
sr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
)
ds


+


∫ 1


1
2


(2s− 1)


(
sr


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + s(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ r(1− s)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ sr


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)s


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ (1− s)r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− s)(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
)
ds


=


r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
24


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
24


+


5r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
24


+


5(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
24


+


r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
24


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
24


+


5r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
24


+


5(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
24
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+


5r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
24


+


5(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
24


+


r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
24


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
24


+


5r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
24


+


5(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
24


+


r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
24


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
24


=


r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
4


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
4


+


r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
4


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
4


+


r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
4


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
4


+


r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
4


+


(1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
4


.


Thus, we obtain


(2.13)


∣∣∣∣∣ 1


(b− a)(d− c)(f − e)


∫∫∫
Ω


g(x, y, z)dxdydz −A + B − C


∣∣∣∣∣
≤ (b− a)(d− c)(f − e)


128


×


[∫ 1


0


∣∣1− 2r
∣∣(r∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q)dr
] 1


q


.
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A similar way for other integrals, implies that


(2.14)


∫ 1


0


∣∣1− 2r
∣∣(r∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q)dr
=


∫ 1
2


0


∣∣1− 2r
∣∣(r∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q)dr
+


∫ 1


1
2


∣∣2r − 1
∣∣(r∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
+ r


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q + (1− r)


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q)dr
=


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
24
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+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
24


+


5


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
24


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
24


=


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, e)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, c, f)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, e)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(a, d, f)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, e)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, c, f)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, e)


∣∣∣∣q
4


+


∣∣∣∣ ∂3g


∂t∂s∂r
(b, d, f)


∣∣∣∣q
4


.


By the (2.11), (2.12), (2.13) and (2.14), we get the inequality (2.10). �


Remark 2.1. Since 1
8 < 1


(p+1)
3
p
< 1, if p > 1, the estimation given in Theorem 2.3


is better than the one given in Theorem 2.2.
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MERIDIAN SURFACES OF WEINGARTEN TYPE IN


4-DIMENSIONAL EUCLIDEAN SPACE E4


GÜNAY ÖZTÜRK, BETÜL BULCA, BENGÜ K. BAYRAM, AND KADRI ARSLAN


Abstract. In this paper, we study meridian surfaces of Weingarten type in


Euclidean 4-space E4. We give the necessary and sufficient conditions for a


meridian surface in E4 to become Weingarten type.


1. Introduction


A surfaceM in En is called Weingarten surface if there exist a non-trivial function


(1.1) Ψ(K,H) = 0


between the Gauss curvature K and mean curvature H of the surface M . The exis-
tence of a non-trivial functional relation Ψ(K,H) = 0 on a surface M parametrized
by a patch X(u, v) is equivalent to the vanishing of the corresponding Jacobian
determinant, namely


(1.2)


∣∣∣∣∂(K,H)


∂(u, v)


∣∣∣∣ = 0.


The condition (1.2) that must be satisfied for the Weingarten surface M leads to


(1.3) KuHv −KvHu = 0


with subscripts denoting partial derivatives.
These surfaces were introduced by Weingarten [16, 17] in the context of the


problem of finding all surfaces isometric to a given surface of revolution. For the
study of these surfaces, W. Kühnel [12] investigated ruled Weingarten surface in a
Euclidean 3-space E3. Further, D. W. Yoon [18] classified ruled linear Weingarten
surface in E3. Meanwhile, F. Dillen and W. Kühnel [5] and Y. H. Kim and D. W.
Yoon [11] gave a classification of ruled Weingarten surfaces in a Minkowski 3-space
E3
1. Also, linear Weingarten surfaces were studied by Galvez et. all. [6]. Recently,


M. I. Munteanu and I. Nistor [15], R. Lopez [13, 14] and D.W. Yoon [19] studied
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polynomial translation Weingarten surfaces in a Euclidean 3-space. W. Kühnel and
M. Steller classified the closed Weingarten surfaces [10].


The study of meridian surfaces in E4 was first introduced by G. Ganchev and
V. Milousheva (See, [7], [8] and [9]). Basic source of examples of surfaces in 4-
dimensional Euclidean or pseudo-Euclidean space are the standard rotational sur-
faces and the general rotational surfaces. Further, Ganchev and Milousheva de-
fined another class of surfaces of rotational type which are one-parameter system
of meridians of a rotational hypersurface. They constructed a family of surfaces
with flat normal connection lying on a standard rotational hypersurface in R4 as a
meridian surfaces. The geometric construction of the meridian surfaces is different
from the construction of the standard rotational surfaces with two dimensional axis
in R4. So, they constructed a surface M2 in E4 in the following way:


(1.4) M2 : X(u, v) = f(u) r(v) + g(u) e4, u ∈ I, v ∈ J


where f = f(u), g = g(u) are non-zero smooth functions, defined in an interval
I ⊂ R, such that (f ′(u))2 + (g′(u))2 = 1, u ∈ I and r = r(v) (v ∈ J ⊂ R) is
a curve on S2(1) parameterized by the arc-length and e4 is the fourth vector of
the standard orthonormal frame in E4. See also [2] and [1] for the classification of
meridian surfaces in 4-dimensional Euclidean space and 4-dimensional Minkowski
space which have pointwise 1-type Gauss map.


In this paper, we study meridian surfaces of Weingarten type in 4-dimensional
Euclidean space E4. We proved the following main theorem:


Let M2 be a meridian surface given with the parametrization (3.2). Then M2


is a Weingarten surface if and only if M2 is one of the following surfaces;
i) a planar surface lying in the constant 3-dimensional space spanned by {x, y, n2},
ii) a developable ruled surface in a 3-dimensional Euclidean space E3,
iii) a developable ruled surface in a 4-dimensional Euclidean space E4,
iv) a surface given with the surface patch


X(u, v) =


(
cos (au+ ac1)


a
+ c2


)
r(v) +


+


(
2 (sin (au+ ac1)− 1)


√
1 + sin (au+ ac1)


cos (au+ ac1)


)
e4,


v) a surface given with the surface patch


X(u, v) = (c1 cosu+ c2 sinu) r(v) +
√


1− (c2 cosu− c1 sinu)2e4,


vi) a surface given with the surface patch


X(u, v) = ±a
2


(
e


u+c
b + e−


u+c
b


)
r(v)


± 1


2b


√(
2b− a(e


u+c
b − e−u+c


b )
)(


2b+ a(e
u+c
b − e−u+c


b )
)
e4


where a, b, c, c1, c2 are real constants.


2. Basic Concepts


Let M be a smooth surface in En given with the patch X(u, v) : (u, v) ∈ D ⊂ E2.
The tangent space to M at an arbitrary point p = X(u, v) of M span {Xu, Xv}.
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In the chart (u, v) the coefficients of the first fundamental form of M are given by


(2.1) E = 〈Xu, Xu〉 , F = 〈Xu, Xv〉 , G = 〈Xv, Xv〉 ,


where 〈, 〉 is the Euclidean inner product. We assume that W 2 = EG−F 2 6= 0, i.e.
the surface patch X(u, v) is regular. For each p ∈ M , consider the decomposition
TpEn = TpM ⊕ T⊥p M where T⊥p M is the orthogonal component of TpM in En.


Let χ(M) and χ⊥(M) be the space of the smooth vector fields tangent to M
and the space of the smooth vector fields normal to M , respectively. Given any
local vector fields X1, X2 tangent to M , consider the second fundamental map
h : χ(M)× χ(M)→ χ⊥(M);


(2.2) h(Xi, Xj ) = ∇̃X
i
Xj −∇Xi


Xj 1 ≤ i, j ≤ 2.


where ∇ and
∼
∇ are the induced connection of M and the Riemannian connection


of En, respectively. This map is well-defined, symmetric and bilinear.
For any arbitrary orthonormal frame field {N1, N2, ..., Nn−2} of M , recall the


shape operator A : χ⊥(M)× χ(M)→ χ(M);


(2.3) ANk
Xj = −(∇̃XjNk)T , Xj ∈ χ(M).


This operator is bilinear, self-adjoint and satisfies the following equation:


(2.4) 〈ANk
Xj , Xi〉 = 〈h(Xi, Xj), Nk〉 = ckij , 1 ≤ i, j ≤ 2; 1 ≤ k ≤ n− 2


where ckij are the coefficients of the second fundamental form.
The equation (2.2) is called Gaussian formula, and


(2.5) h(Xi, Xj) =


n−2∑
k=1


ckijNk, 1 ≤ i, j ≤ 2.


Then the Gauss curvature K of a regular patch X(u, v) is given by


(2.6) K =
1


W 2


n−2∑
k=1


(ck11c
k
22 − (ck12)2).


Further, the mean curvature vector of a regular patch X(u, v) is given by


(2.7)
−→
H =


1


2W 2


n−2∑
k=1


(ck11G+ ck22E − 2ck12F )Nk.


where E,F,G are the coefficients of the first fundamental form and ckij are the
coefficients of the second fundamental form.


The norm of the mean curvature vector H =
∥∥∥−→H∥∥∥ is called the mean curvature


of M . The mean curvature H and the Gauss curvature K play the most important
roles in differential geometry for surfaces [4]. Recall that a surface M is said to be
flat (resp. minimal) if its Gauss curvature (resp. mean curvature vector) vanishes
identically [3].
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3. Meridian Surfaces in E4


Let {e1, e2, e3, e4} be the standard orthonormal frame in E4, and S2(1) be a 2-
dimensional sphere in E3 = span{e1, e2, e3}, centered at the origin O. We consider
a smooth curve c : r = r(v), v ∈ J, J ⊂ R on S2(1), parameterized by the arc-


length (r′
2
(v) = 1). We denote t(v) = r′(v) and consider the moving frame field


{t(v), n(v), r(v)} of the curve c on S2(1). With respect to this orthonormal frame
field the following Frenet formulas hold good:


(3.1)


r′(v) = t(v);


t′(v) = κ(v) n(v)− r(v);


n′(v) = −κ (v)t(v),


where κ is the spherical curvature of c.
Let f = f(u), g = g(u) be non-zero smooth functions, defined in an interval


I ⊂ R, such that (f ′(u))2 + (g′(u))2 = 1, u ∈ I. Now we construct a surface M2 in
E4 in the following way:


(3.2) M2 : X(u, v) = f(u) r(v) + g(u) e4, u ∈ I, v ∈ J


The surface M2 lies on the rotational hypersurface M3 in E4 obtained by the
rotation of the meridian curve α : u → (f(u), g(u)) around the Oe4-axis in E4.
Since M2 consists of meridians of M3, we call M2 a meridian surface (see, [7]).


The tangent space of M2 is spanned by the vector fields:


(3.3)
Xu(u, v) = f ′(u)r(v) + g′(u)e4;


Xv(u, v) = f(u) t(v),


and hence the coefficients of the first fundamental form of M2 are E = 1; F =
0; G = f2(u). Without lose of generality we can take g′(u) 6= 0. Taking into
account (3.1), we calculate the second partial derivatives of X(u, v):


(3.4)


Xuu(u, v) = f ′′(u)r(v) + g′′ (u)e4;


Xuv(u, v) = f ′(u)t(v);


Xvv(u, v) = f(u)κ(v) n(v)− f(u) r(v).


Let us denote X = Xu, Y = Xv


f = t and consider the following orthonormal


normal frame field of M2:


(3.5) N1 = n(v); N2 = −g′(u) r(v) + f ′(u) e4.


Thus we obtain a positive orthonormal frame field {X,Y,N1, N2} of M2. If we
denote by κα(u) the curvature of the meridian curve α(u), i.e.


(3.6) κα(u) = f ′(u) g′′(u)− g′(u)f ′′(u) =
−f ′′(u)√
1− f ′2(u)


.
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Using (3.4) and (3.5) we can calculate the coefficients of the second fundamental
form of X(u, v) as follows;


c111 = 0, c122 = f(u)κ(v),


c112 = c212 = 0,


c211 = κα(u),(3.7)


c222 = f(u)g′(u).


Lemma 3.1. Let M2 be a meridian surface given with the surface patch (3.2) then


(3.8) AN1
=


[
0 0


0 κ(v)
f(u)


]
, AN


2
=


[
κα(u) 0


0 g′(u)
f(u)


]
.


Further by the use of (2.6) and (2.7) with (3.7), the Gauss curvature is given by


(3.9) K =
κα(u)g′(u)


f(u)
.


and the mean curvature vector field of M2 becomes


(3.10)
−→
H =


κ(v)


2f(u)
N


1
+
κα(u)f(u) + g′(u)


2f(u)
N


2
.


From the equation (3.10), we get the mean curvature of M2


(3.11) H =
1


2f(u)


√
κ(v)2 + (κα(u)f(u) + g′(u))


2
.


4. Proof of the Main Theorem


Let M2 be meridian surface given with the surface patch (3.2). Then differenti-
ating K and H with respect to u and v one can get


Kv = 0, Ku = −


(
f(u)f


′′′
(u)− f ′


(u)f
′′
(u)
)


f(u)2
,


Hv =
κ(v)κ


′
(v)


2f(u)


√
κ(v)2 + (κα(u)f(u) + g′(u))


2
.


Suppose that M2 is a Weingarten surface then by the use of equation (1.3), we
get,


(4.1)
−κ(v)κ


′
(v)
(
f(u)f


′′′
(u)− f ′


(u)f
′′
(u)
)


2f(u)3
√
κ(v)2 + (κα(u)f(u) + g′(u))


2
= 0.


Thus we distinguish the following cases:
Case I: κ(v) = 0;


Case II: κ
′
(v) = 0;


Case III: f(u)f
′′′


(u)− f ′
(u)f


′′
(u) = 0.


Let us consider these in turn;
Case I: Suppose κ(v) = 0, i.e. the curve c is a great circle on S2(1). In this case


N1 = const, and M2 is a planar surface lying in the constant 3-dimensional space
spanned by {X,Y,N2}. Particularly, if in addition κα(u) = 0, i.e. the meridian
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curve lies on a straight line, then M2 is a developable surface in the 3-dimensional
space span {X,Y,N2} [7].


Case II: Suppose κ
′
(v) = 0. This implies that κ(v) is nonzero constant. Then


we have the following subcases;
Case II(a): κα(u) = 0. In this case c is a circle on S2(1), then M2 is a


developable ruled surface in a 3-dimensional Euclidean space E3.
Case II(b): κα(u) is nonzero constant. In this case we obtain the following


ordinary differential equation.


(4.2)
−f ′′(u)√
1− f ′2(u)


= a.


Thus, the following expression is obtained from the solution of the differential equa-
tion (4.2)


f(u) =
cos (au+ ac1)


a
+ c2.


Further, using the condition (f ′(u))2 + (g′(u))2 = 1 we get


g(u) =
2 (sin (au+ ac1)− 1)


√
1 + sin (au+ ac1)


cos (au+ ac1)
.


Case III: Suppose f(u)f
′′′


(u) − f ′
(u)f


′′
(u) = 0. Then we have the following


subcases;
Case III(a): f


′′
(u) = 0. This implies that κα(u) = K = 0, i.e. the meridian


curve is part of a straight line and M2 is a developable ruled surface. If in addition
κ(v) 6= const, i.e. c is not a circle on S2(1), then M2 is a developable ruled surface
in E4 [7].


Case III(b): f
′′
(u) 6= 0. In this case we obtain the following ordinary differential


equation.


(4.3) f(u)f
′′′


(u)− f
′
(u)f


′′
(u) = 0


An easy calculation shows that


f(u) = c1 cosu+ c2 sinu


is a non-trivial solution of (4.3). Furthermore, the following expression is obtained
from the general solution of the differential equation (4.3)


f(u) = ±a
2


(
e


u+c
b + e−


u+c
b


)
.


Further, using the condition (f ′(u))2 + (g′(u))2 = 1 one can get


g(u) = ± 1


2b


√(
2b− a(e


u+c
b − e−u+c


b )
)(


2b+ a(e
u+c
b − e−u+c


b )
)


where a, b, c, c1, c2 are real constants. This completes the proof of the theorem.
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HADAMARD AND FEJÉR-HADAMARD INEQUALITIES FOR


GENERALIZED FRACTIONAL INTEGRALS INVOLVING


SPECIAL FUNCTIONS


G. FARID


Abstract. Fractional calculus is as important as calculus. This paper is due
to presentation of Hadamard and Fejér-Hadamard inequalities for fractional


calculus. We prove Hadamard and Fejér-Hadamard inequalities for general-


ized fractional integral involving Mittag–Leffler function. Also, inequalities for
special cases are obtained.


1. introduction


Definition 1.1. A function f : [a, b]→ R is said to be convex if


(1.1) f (λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)


holds, for all x,y ∈ [a,b] and λ ∈ [0, 1]. The function f is called concave if reverse
of inequality (1.1) holds.


For any convex function f : I → R where I is an interval in R, following inequality
holds


(1.2) f


(
a+ b


2


)
≤ 1


b− a


∫ b


a


f(x)dx ≤ f(a) + f(b)


2
,


where a, b ∈ I and a<b.
Inequality (1.2) is well known in literature as Hadamard inequality. The Hadamard
inequality got attention of many mathematicians and many generalizations, refine-
ments have been found so far for example see, [7, 3, 4, 6, 14, 15, 16] and the
references cited therein.
In [9] Fejér gave generalization of Hadamard inequality known as Fejér-Hadamard
inequality.
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For any convex function f : I → R where I is an interval in R, following inequality
holds


(1.3) f


(
a+ b


2


)∫ b


a


g(x)dx ≤ 1


b− a


∫ b


a


f(x)g(x)dx ≤ f(a) + f(b)


2


∫ b


a


g(x)dx,


where g is a function which is inegrable, non-negative and symmetric about a+b
2 .


Fractional calculus refers to integration or differentiation of fractional order is as
old as calculus. For a historical survey the reader may see [11, 12, 13].


Fractional integral inequalities are useful in establishing the uniqueness of solu-
tions for certain fractional partial differential equations. They also provide upper
and lower bounds for the solutions of fractional boundary value problems. Many
researchers have explored certain extensions and generalizations of integral inequal-
ities by involving fractional calculus (see, [1, 2, 5, 10, 17, 22, 8, 20]).
As we are going to give Hadamard and Fejér-Hadamard inequalities for generalized
fractional integral operator containing Mittag–Leffler function [19]. We give two
sided definition of this generalized fractional integral operator containing Mittag–
Leffler function as follows:


Definition 1.2. Let α, β, k, l, γ be positive real numbers and ω ∈ R. Then the gen-


eralized fractional integral operator containing Mittag–Leffler function εγ,δ,kα,β,l,ω,a+


for a real-valued continuous function f is defined by:


(1.4) (εγ,δ,kα,β,l,ω,a+f)(x) =


∫ x


a


(x− t)β−1Eγ,δ,kα,β,l(ω(x− t)α)f(t)dt,


and


(1.5) (εγ,δ,kα,β,l,ω′,b−f)(x) =


∫ b


x


(t− x)β−1Eγ,δ,kα,β,l(ω(t− x)α)f(t)dt,


where the function Eγ,δ,kα,β,l is generalized Mittag–Leffler function defined as


(1.6) Eγ,δ,kα,β,l(t) =


∞∑
n=0


(γ)kn
Γ(αn+ β)


tn


(δ)ln
,


and (a)n is the Pochhammer symbol: (a)n = a(a+ 1)...(a+ n− 1), (a)0 = 1.


If δ = l = 1 in (1.4), then integral operator εγ,δ,kα,β,l,ω,a+ reduces to an integral


operator containing generalized Mittag–Leffler function Eγ,1,kα,β,1 introduced by Sri-


vastava, and Tomovski in [21]. Along δ = l = 1 in addition if k = 1 (1.4) reduces to
an integral operator defined by Prabhakar in [17] containing Mittag-Leffler function


Eγα,β . For ω = 0 in (1.4), integral operator εγ,δ,kα,β,l,ω,a+ would correspond essentially


to the Riemann–Liouville fractional integral operator (see, [19]),


Iβa+f(x) =
1


Γ(β)


∫ x


a


(x− t)β−1f(t)dt, β > 0.


Iβb−f(x) =
1


Γ(β)


∫ b


x


(t− x)β−1f(t)dt, β > 0.


In[20], Sarikaya et al. proved the following result:
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Theorem 1.1. Let f : [a, b]→ R be a function with 0 ≤ a < b and f ∈ L1[a, b]. If
f is a convex function on [a, b], then the following inequality for fractional integral
holds:


(1.7) f


(
a+ b


2


)
≤ Γ(β + 1)


2(b− a)β


[
Iβa+f(b) + Iβb−f(a)


]
≤ f(a) + f(b)


2


with β > 0.


In [18] Fejér-Hadamard inequality for Reimann-Liouville fractional integrals which
appears as a generalization of Theorem 1.1 is given.
As fractional integral inequalities are useful in establishing the uniqueness of so-
lutions for certain fractional partial differential equations, in this paper we are
interested to give versions of Hadamard and Fejér-Hadamard inequalities in frac-
tional calculus. Also we show our results are more general than such results which
already have been proved.


2. Hermite Hadamard inequality for generalized fractional
integrals involving Mittag–Leffler function


In the following we give Hadamard and Fejér-Hadamard inequalities for gener-
alized fractional integral containing generalized Mittag–Leffler function defined in
(1.4). We also show that these inequalities are generalizations of Hadamard and
Fejér-Hadamard inequalities for Reimann–Liouville fractional integrals given in [18]
and [20].


Theorem 2.1. Let f : [a, b] → R be a positive function with 0 ≤ a < b and
f ∈ L1[a, b]. If f is a convex function on [a, b], then the following inequality for
fractional integral holds:


f


(
a+ b


2


)
εγ,δ,kα,β,l,ω′,a+1)(b) ≤


(εγ,δ,kα,β,l,ω′,a+f)(b) + (εγ,δ,kα,β,l,ω′,b−f)(a)


2
(2.1)


≤ f(a) + f(b)


2
εγ,δ,kα,β,l,ω′,b−1)(a),


where ω′ = w
(b−a)α .


Proof. For t ∈ [0, 1]; ta+ (1− t)b, (1− t)a+ tb ∈ [a, b]. As f is convex function on
[a, b], therefore we have


f


(
1


2
(ta+ (1− t)b) +


(
1− 1


2


)
((1− t)a+ tb)


)
≤ f(ta+ (1− t)b) + f((1− t)a+ tb)


2


that gives after multiplying with tβ−1Eγ,δ,kα,β,l(ωt
α)


2tβ−1Eγ,δ,kα,β,l(ωt
α)f


(
a+ b


2


)
≤ tβ−1Eγ,δ,kα,β,l(ωt


α) (f(ta+ (1− t)b) + f((1− t)a+ tb)) .


Integrating over t on [0, 1] we have


2f


(
a+ b


2


)∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)dt


≤
∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f(ta+ (1− t)b)dt+


∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f((1− t)a+ tb)dt.
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If u = at + (1 − t)b, then t = b−u
b−a and if v = (1 − t)a + tb, then t = v−a


b−a . So one
can have


(2.2) f


(
a+ b


2


)
(εγ,δ,kα,β,l,ω′,a+1)(b) ≤


(εγ,δ,kα,β,l,ω′,a+f)(b) + (εγ,δ,kα,β,l,ω′,b−f)(a)


2
.


On the other hand using that f is convex on [a, b] we have


f(ta+(1−t)b)+f((1−t)a+tb) ≤ tf(a)+(1−t)f(b)+(1−t)f(a)+tf(b) = f(a)+f(b).


Now multiplying with tβ−1Eγ,δ,kα,β,l(ωt
α) and integrating over [0, 1] we get,∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f(ta+ (1− t)b)dt+


∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f((1− t)a+ tb)dt


≤ [f(a) + f(b)]


∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)dt


from which by using change of variables as for (2.2) we get


(2.3) (εγ,δ,kα,β,l,ω′,a+f)(b) + (εγ,δ,kα,β,l,ω′,b−f)(a) ≤ (f(a) + f(b)) εγ,δ,kα,β,l,ω′,b−1)(a).


Combining equation (2.2) and equation (2.3) we get inequality in (2.1). �


Remark 2.1. If δ = l = 1 in (2.1), then we have fractional Hadamard inequality for
integral operator introduced by Srivastava, and Tomovski in [21]. Along δ = l = 1
in addition if k = 1 in (2.1), then we have fractional Hadamard inequality for
integral operator defined by Prabhakar in [17].


Remark 2.2. If we take ω = 0, the above theorem gives inequality in Theorem 1.1.
Moreover if along ω = 0 we take α = 1, then we get (1.2).


In the following we give Fejér-Hadamard inequality for generalized fractional
integral operator defined in (1.4).


Theorem 2.2. Let f : [a, b] → R be a convex function with 0 ≤ a < b and
f ∈ L1[a, b]. Also, let g : [a, b]→ R be a function which is non-negative, integrable
and symmetric about a+b


2 . Then the following inequality for generalized fractional
integral holds


(2.4) f


(
a+ b


2


)
(εγ,δ,kα,β,l,ω′,a+g)(b) ≤


(εγ,δ,kα,β,l,ω′,a+fg)(b) + (εγ,δ,kα,β,l,ω′,b−fg)(a)


2


≤ f(a) + f(b)


2
εγ,δ,kα,β,l,ω′,b−g)(a),


where ω′ = w
(b−a)α .


Proof. For t ∈ [0, 1]; ta + (1 − t)b, (1 − t)a + tb ∈ [a, b]. As f is convex function,
therefore we have


f


(
1


2
(ta+ (1− t)b) +


(
1− 1


2


)
((1− t)a+ tb)


)
≤ f(ta+ (1− t)b) + f((1− t)a+ tb)


2


that gives after multiplying with tβ−1Eγ,δ,kα,β,l(ωt
α)g(tb+ (1− t)a)


2tβ−1Eγ,δ,kα,β,l(ωt
α)f


(
a+ b


2


)
g(tb+ (1− t)a)


≤ tβ−1Eγ,δ,kα,β,l(ωt
α) (f(ta+ (1− t)b) + f((1− t)a+ tb)) g(tb+ (1− t)a).
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Integrating over t on [0, 1]


2f


(
a+ b


2


)∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)g(tb+ (1− t)a)dt


≤
∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f(ta+ (1− t)b)g(tb+ (1− t)a)dt


+


∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f((1− t)a+ tb)g(tb+ (1− t)a)dt.


If u = at + (1 − t)b, then t = b−u
b−a and if v = (1 − t)a + tb, then t = v−a


b−a . So one
can have


2f


(
a+ b


2


)∫ b


a


(b− u)
β−1


Eγ,δ,kα,β,l


(
ω


(
b− u
b− a


)α)
g(a+ b− u)du


≤
∫ b


a


(b− u)
β−1


Eγ,δ,kα,β,l


(
ω


(
b− u
b− a


)α)
f(u)g(a+ b− u)du


+


∫ a


b


(v − a)
β−1


Eγ,δ,kα,β,l


(
ω


(
v − a
b− a


)α)
f(v)g(a+ b− v)dv.


From which by symmetry of function g about a+b
2 one can have


(2.5) f


(
a+ b


2


)
εγ,δ,kα,β,l,ω′,a+g)(b) ≤


(εγ,δ,kα,β,l,ω′,a+fg)(b) + (εγ,δ,kα,β,l,ω′,b−fg)(a)


2
.


On the other hand using that f is convex on [a, b] we have


f(ta+(1−t)b)+f((1−t)a+tb) ≤ tf(a)+(1−t)f(b)+(1−t)f(a)+tf(b) = f(a)+f(b).


Now multiplying with tβ−1Eγ,δ,kα,β,l(ωt
α)g(ta+ (1− t)b) and integrating over [0, 1] we


get,∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f(ta+ (1− t)b)g(ta+ (1− t)b)dt


+


∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)f((1− t)a+ tb)g(ta+ (1− t)b)dt


≤ (f(a) + f(b))


∫ 1


0


tβ−1Eγ,δ,kα,β,l(ωt
α)g(ta+ (1− t)b)dt.


From which by change of variables it can be seen


(2.6) (εγ,δ,kα,β,l,ω′,a+fg)(b) + (εγ,δ,kα,β,l,ω′,b−fg)(a) ≤ (f(a) + f(b)) εγ,δ,kα,β,l,ω′,b−g)(a).


Combining equation (2.5) and equation (2.6) we get inequality in (2.4). �


Remark 2.3. If we take g = 1, then we get Theorem 2.1.


Remark 2.4. If δ = l = 1 in (2.4), then we have fractional Fejér-Hadamard inequal-
ity for integral operator introduced by Srivastava, and Tomovski in [21]. Along
δ = l = 1 in addition if k = 1 in (2.4), then we have fractional Fejér-Hadamard
inequality for integral operator defined by Prabhakar in [17].


Remark 2.5. If we take ω = 0, the above theorem gives Fejér-Hadamard inequality
given in [18]. Moreover if along ω = 0 we take α = 1, then we get (1.3).







HADAMARD AND FEJÉR-HADAMARD INEQUALITIES FOR GENERALIZED ... 113


References


[1] R. P. Agarwal and P. Y. H. Pang, Opial Inequalities with Applications in Differential and
Difference Equations, Kluwer Academic Publishers, Dordrecht, Boston, London 1995.


[2] G. A. Anastassiou, Advanced inequalities, 11, World Scientific, 2011.


[3] A. G. Azpeitia, Convex functions and the Hadamard inequality, Revista Colombina Mat.
28 (1994)7-12.


[4] M. K. Bakula, J. Pecaric, Note on some Hadamard type inequalities, J. ineq. Pure Appl.


Math. 5 (3)(2004) Art. 74.
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NONLOCAL INTEGRO-DIFFERENTIAL EQUATIONS WITH


ARBITRARY FRACTIONAL ORDER


MOHAMMED M. MATAR


Abstract. In this paper, we investigate the existence and uniqueness of some


nonlocal boundary condition for fractional integro-differential equations with
any order. The results are obtained by using fixed point theorems. An example


is introduced to illustrate the theorem.


1. Introduction


In the last decades, there has been a great researches on the study of fractional
differential equations. A variety of results on initial and boundary value problems
of fractional order, ranging from the theoretical to the analytic and numerical meth-
ods for finding solutions, have appeared in the literature. It is mainly due to the
extensive application of fractional differential equations in many engineering and
scientific disciplines such as physics, chemistry, biology, economics, control theory,
signal and image processing, biophysics, blood flow phenomena, aerodynamics, and
fitting of experimental data (see [14]-[17] and references therein). The fact that
fractional differential equations are considered as alternative models to nonlinear
differential equations which induced extensive researches in various fields including
the theoretical part. The existence and uniqueness problems of fractional nonlin-
ear differential equations as an analytical part are investigated by many authors
(see [1]-[15]) and references therein). In [4], and [5], the authors obtained sufficient
conditions for the existence of solutions for a class of boundary value problem for
fractional differential equations of orders α ∈ (0, 1] and α ∈ (1, 2] respectively that
involving the Caputo fractional derivative and nonlocal conditions. Whereas, The
authors in [1], [2], and [13] considered the existence problem of solutions for a class
of boundary value problems for fractional differential equations of higher orders
involving the Caputo fractional derivative. The existence and uniqueness of initial
value problems for some fractional differential equations are investigated by many
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authors ( see for example [6], [8], and [9]). The fractional integro-differential equa-
tions in different orders are investigated by [10]-[12] using Banach and Krasnoleskii
fixed point theorems. The existence of local solutions to initial value problem of
Cauchy type for fractional differential equations involving Caputo definition are
deeply investigated in the books ([14], [15], and references therein). In fact, the
equivalent Volterra integral equation to Cauchy problem for nonlinear fractional
differential equations introduced in the cited articles is essential to prove the exis-
tence of such systems. For arbitrary order case, there exists a gap that needs more
investigations with various types of initial and boundary conditions. Recently, the
existence and uniqueness problems of local solutions for arbitrary fractional differ-
ential equations is considered by the researchers in [7]. Motivated by these works,
we study in this paper the existence and uniqueness of a local solution to nonlocal
fractional integro-differential equations at any inner point of a finite interval involv-
ing the Caputo derivative. The results are obtained by applying the Banach fixed
theorem on the corresponding Volterra integral equation.


2. Equivalence forms


In this section, for given fractional differential equations, we obtain equivalent
integral forms in order to use it in the proof of the existence problems. Let us firstly
introduce some basic definitions and properties of fractional calculus (see [14], and
[15]) which will be used in this paper.


Definition 2.1. A function f is said to be fractional integrable of order α > 0 if
for all t > t0,


Iαf(t) = (Iαf) (t) =
1


Γ (α)


t∫
t0


(t− s)α−1
f(s)ds,


exists and if α = 0, then I0f(t) = f(t).


Definition 2.2. The Caputo fractional derivative of x is defined as


CDα
t0x(t) = In−α


(
dnx(t)


dtn


)
, t > t0,


provided that Dnx is fractional integrable of order n− α.


In what follows, we assume that f, g are fractional integrable functions of any
order less than or equal to n on their domains.


The compositions between the Caputo fractional derivative and fractional inte-
grals are given by the following Lemma.


Lemma 2.1. Let t ∈ J, and ck ∈ R, then
CDα


t0 (Iαx(t)) = x(t),
Iα(CDα


t0) = x(t) + c0 + c1(t− t0) + c2(t− t0)2 + · · ·+ cn−1(t− t0)n−1,
CDα


t0x(t) = 0, for x(t) = c0 + c1(t− t0) + c2(t− t0)2 + · · ·+ cn−1(t− t0)n−1.


We begin these forms by the following basic linear form:


(2.1)
CDα


t0x(t) = g(t) +
t∫
t0


f(s)ds, t ∈ J − {t∗}


x(k)(t∗) = bk, k = 0, 1, 2, ..., n− 1, t∗ ∈ J
where g, f ∈ X.
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Theorem 2.1. The fractional integro-differential system (2.1) is equivalent to the
Volterra integral equation


(2.2) x(t) =


n−1∑
k=0


(t− t∗)k


k!


(
bk − Iα−kF (t∗)


)
+ IαF (t), t ∈ J,


where F (t) = g(t) +
t∫
t0


f(s)ds.


Proof. See ([7]: Theorem 3.1). �


In accordance with Theorem (2.1), it is not hard to deduce some equivalent
forms of different nonlinear integro-differential systems. In what follows, assume


that G(t, x(t)) = g(t, x(t)) +
t∫
t0


f(s, x(t))ds.


Corollary 2.1. The nonlocal fractional integro-differential system


(2.3)


 CDα
t0x(t) = g(t, x(t)) +


t∫
t0


f(s, x(t))ds, , t ∈ J − {t∗}


x(k)(t∗) = hk(x(t∗)), k = 0, 1, 2, ..., n− 1, t∗ ∈ J


is equivalent to the integral equation


x(t) =


n−1∑
k=0


(t− t∗)k


k!
hk(x(t∗)) +


1


Γ (α)


t∫
t0


(t− s)α−1
G(s, x(s))ds


−
n−1∑
k=0


(t− t∗)k


k!Γ (α− k)


t∗∫
t0


(t∗ − s)α−k−1
G(s, x(s))ds,


for t ∈ J.


Corollary 2.2. The nonlocal fractional integro-differential system


CDα
t0x(t) = g(t, x(t)) +


t∫
t0


f(s, x(t))ds, t ∈ [t0, T )(2.4)


x(k)(T ) = hk(x(T )), k = 0, 1, 2, ..., n− 1,


is equivalent to the integral equation


x(t) =


n−1∑
k=0


(−1)k
(T − t)k


k!
hk(x(T )) +


1


Γ (α)


t∫
t0


(t− s)α−1
G(s, x(s))ds


+


n−1∑
k=0


(−1)k+1 (T − t)k


k!Γ (α− k)


T∫
t0


(T − s)α−k−1
G(s, x(s))ds,


for t ∈ J.
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Corollary 2.3. The nonlinear fractional integro-differential system


CDα
t0x(t) = g(t, x(t)) +


t∫
t0


f(s, x(t))ds, t ∈ (t0, T )(2.5)


x(t0) = h0(x(t0)), x(k)(T ) = hk(x(T )), k = 1, 2, ..., n− 1,


is equivalent to the integral equation


x(t) = h0(x(t0))−
n−1∑
k=1


(−1)k


k!


(
(T − t0)k − (T − t)k


)
hk(x(T ))(2.6)


+
1


Γ (α)


t∫
t0


(t− s)α−1
G(s, x(s))ds


+


n−1∑
k=1


(−1)k


k!Γ (α− k)


(
(T − t0)k − (T − t)k


) T∫
t0


(T − s)α−k−1
G(s, x(s))ds,


for t ∈ J.


3. Existence problems


We investigate in the following section the existence of solution for the fractional
integrodifferential systems (2.3)-(2.5) by using Banach fixed point Theorem.


Let J1 = [t∗ − h, t∗ + h] ⊂ (t0, T ), where 0 < h < min{t∗ − t0, T − t∗}, and
X1 = C(J1,R) be the space of all real valued continuous functions.


(H1): Let f, g : J × X → R, and hk : X → R be jointly continuous Lip-
schitzian functions that is, there exist positive constants Af , Ag,and Ak
such that  ‖f(t, x)− f(t, y)‖ ≤ Af‖x− y‖,


‖g(t, x)− g(t, y)‖ ≤ Ag‖x− y‖,
‖hk(x)− hk(y)‖ ≤ Ak‖x− y‖,


for any k = 0, 1, ..., n − 1, t ∈ J, and x, y ∈ X. Moreover, let Bf =
supt∈J ‖f(t, 0)‖, Bg = supt∈J ‖g(t, 0)‖, Bk = |hk(0)| ,and L = max{Af , Ag, Ak, Bf , Bg, Bk}, k =
0, 1, 2, ..., n− 1.


Therefore, in accordance with Corollary 2.1, the nonlocal fractional system


(3.1)


 CDα
t∗−hx(t) = g(t, x(t)) +


t∫
t∗−h


f(s, x(t))ds, t ∈ J1 − {t∗}


x(k)(t∗) = hk(x(t∗)), k = 0, 1, 2, ..., n− 1,


is equivalent to the integral equation


x(t) =


n−1∑
k=0


(t− t∗)k


k!
hk(x(t∗)) +


1


Γ (α)


t∫
t∗−h


(t− s)α−1
G(s, x(s))ds(3.2)


−
n−1∑
k=0


(t− t∗)k


k!Γ (α− k)


t∗∫
t∗−h


(t∗ − s)α−k−1
G(s, x(s))ds.


Accordingly, we define the operator Ψ on X1 as follows:
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Ψx(t) =


n−1∑
k=0


(t− t∗)k


k!
hk(x(t∗)) +


1


Γ (α)


t∫
t∗−h


(t− s)α−1
G(s, x(s))ds(3.3)


−
n−1∑
k=0


(t− t∗)k


k!Γ (α− k)


t∗∫
t∗−h


(t∗ − s)α−k−1
G(s, x(s))ds.


The next hypothesis is essential to state and prove the first main result in this
section.


(H2): Let θ1, and r1 be positive real numbers such that


{
θ1 = L


(∑n−1
k=0


hk


k! + (1 + 2h)hα
(


2α


Γ(α+1) +
∑n−1
k=0


1
k!Γ(α−k+1)


))
< 1,


r1 ≥ θ1
1−θ1 .


Moreover, let Ω1 = {x ∈ X1 : ‖x‖ ≤ r1} .


Theorem 3.1. Let (H1) and (H2) be satisfied, then, there exists a unique solution
for the nonlocal fractional integrodifferential system (3.1) in X1.


Proof. The Banach fixed point theorem is used to show that Ψ defined by (3.3) has
a fixed point on the closed subspace Ω1 of the Banach space X1. This fixed point
satisfies the integral equation (3.2), hence is a solution of (3.1). For any t ∈ J1, the
joint continuity of f , g, and hk implies the joint continuity of G(t, x) and hence the
continuity of Ψx. By using (H1), we have


|Ψx(t)| ≤
n−1∑
k=0


|t− t∗|k


k!
(Ak ‖x‖+Bk)


+


n−1∑
k=0


|t− t∗|k


k!


(Ag ‖x‖+Bg) + (Af ‖x‖+Bf ) (t− t∗ + h)


Γ (α− k + 1)
hα−k


+
(Ag ‖x‖+Bg) + (Af ‖x‖+Bf ) (t− t∗ + h)


Γ (α+ 1)
(t− t∗ + h)


α


≤ L


n−1∑
k=0


hk


k!
(‖x‖+ 1) +


n−1∑
k=0


hα


k!


L (‖x‖+ 1) (1 + 2h)


Γ (α− k + 1)


+
L (‖x‖+ 1) (1 + 2h)


Γ (α+ 1)
(2h)α


≤ L


n−1∑
k=0


hk


k!
+ L(1 + 2h)hα


(
2α


Γ (α+ 1)
+


n−1∑
k=0


1


k!Γ (α− k + 1)


)


+L


n−1∑
k=0


hk


k!
+ L(1 + 2h)hα


(
2α


Γ (α+ 1)
+


n−1∑
k=0


1


k!Γ (α− k + 1)


)
‖x‖ .
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Hence, if If x ∈ Ω1, it is obvious that Ψx ∈ Ω1. Next, let x, y ∈ Ω1, then


|Ψx(t)−Ψy(t)| ≤
n−1∑
k=0


(t− t∗)k


k!
Ak ‖x− y‖


n−1∑
k=0


|t− t∗|k


k!


(Bf +Af (t− t∗ + h)) ‖x− y‖
Γ (α− k + 1)


hα−k


+
(Bg +Ag (t− t∗ + h)) ‖x− y‖


Γ (α+ 1)
(t− t∗ + h)


α


≤ L


(
n−1∑
k=0


hk


k!
+ (1 + 2h)hα


(
2α


Γ (α+ 1)
+


n−1∑
k=0


1


k!Γ (α− k + 1)


))
‖x− y‖


≤ θ1 ‖x− y‖ ,


since θ1 < 1, then Ψ is a contraction mapping on Ω1. Hence, Ψ has a fixed point
which is the unique solution to (3.1). �


Next result is getting the existence of a local solution for the Cauchy problem
(2.4). Let J2 = [T − h, T ] ⊂ (t0, T ], where 0 < h < T − t0, and X2 = C(J2,R) be
the space of all real valued continuous functions on J2. The nonlocal system


(3.4)


 CDα
T−hx(t) = g(t, x(t)) +


t∫
T−h


f(s, x(t))ds, t ∈ [T − h, T ),


x(k)(T ) = hk(x(T )), k = 0, 1, 2, ..., n− 1


is equivalent to the Fredholm-Volterra integral equation


x(t) =


n−1∑
k=0


(−1)k
(T − t)k


k!
hk(x(T )) +


1


Γ (α)


t∫
T−h


(t− s)α−1
G(s, x(s))ds


−
n−1∑
k=0


(−1)k
(T − t)k


k!Γ (α− k)


T∫
T−h


(T − s)α−k−1
G(s, x(s))ds


for x ∈ X2, and t ∈ J2.
The modified version of (H2) can be given by the following:


(H3): Let θ2, and r2 be positive real numbers such that{
θ2 = L


(∑n−1
k=0


hk


k! + (1 + h)hα
(


1
Γ(α+1) +


∑n−1
k=0


1
k!Γ(α−k+1)


))
< 1,


r2 ≥ θ2
1−θ2 .


Moreover, let Ω2 = {x ∈ X2 : ‖x‖ ≤ r2} .
The proof of the next result is similar to that one of Theorem (3.1), hence it is


omitted.


Corollary 3.1. Let (H1) and (H3) be satisfied, then, there exists a unique solution
for the fractional integro-differential system (3.4) in X2.
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Now, consider the fractional integro-differential system


(3.5)


 CDα
t0x(t) = g(t, x(t)) +


t∫
t∗


f(s, x(t))ds, , t ∈ (t0, T ),


x(k)(t0) = hk(x(t0)), k = 0, 1, 2, ..., n− 1,


that has an equivalent Volterra integral equation given by


x(t) =


n−1∑
k=0


(t− t0)k


k!
hk(x(t0)) +


1


Γ (α)


t∫
t0


(t− s)α−1
G(s, x(s))ds


for t ∈ J0 = [t0, t0 + h], x ∈ X0 = C(J0,R).
To establish the existence and uniqueness results to the system (3.5), we replace


the next hypothesis instead of (H2).


(H4): Let θ0, and r0 be positive real numbers such that


θ0 = L


(
n−1∑
k=0


hk


k!
+
hα(h+ 1)


Γ (α+ 1)


)
< 1, and r0 ≥


θ0


1− θ0
.


Moreover, let Ω0 = {x ∈ X0 : ‖x‖ ≤ r0} .


Corollary 3.2. Let (H1), and (H4) be satisfied, then, there exists a unique solution
for the fractional integro-differential system (3.5) in X0.


The last result in this article is considering the system (2.5)-(2.6). For this, we
search the existence and uniqueness of a solution in the interval J .


(H5): Let θ3, and r3 be positive real numbers such that{
θ3 = L


(∑n−1
k=0


(T−t0)k


k! + (1 + T − t0)(T − t0)α
(


1
Γ(α+1) +


∑n−1
k=1


1
k!Γ(α−k+1)


))
< 1,


r3 ≥ θ3
1−θ3 .


Moreover, let Ω3 = {x ∈ X3 : ‖x‖ ≤ r3} .


Corollary 3.3. Let (H1), and (H5) be satisfied, then, there exists a unique solution
for the fractional integro-differential system (2.5) in X.


Example 3.1. Consider the following fractional system


(3.6)



CD


5
2
0 x(t) = t|x(t)|


3+3|x(t)| +
t∫


0


s sin x(s)
3 ds, t ∈ (0, 1


2 ) ∪ ( 1
2 , 1]


x( 1
2 ) = x


′ ( 1
2


)
= x


′′ (
1
2


)
= 1.


The functions f(t, x(t)) = t sin x(t)
3 , and g(t, x(t)) = t|x(t)|


3+3|x(t)|are jointly continu-


ous functions on [0, 1]× [0,∞).Moreover, the hypotheses (H1) and (H2) are satisfied
such that L = 1


3 , h <
1
2 , and θ1 < 1. Hence for large r, there exist a unique solution


for the fractional differential system (3.6) on C[0, 1].
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THE L-SECTIONAL CURVATURE OF S-MANIFOLDS


MEHMET AKIF AKYOL, LUIS M. FERNÁNDEZ, AND ALICIA PRIETO-MARTÍN


Abstract. We investigate L-sectional curvature of S-manifolds with respect
to the Riemannian connection and to certain semi-symmetric metric and non-


metric connections naturally related with the structure, obtaining conditions


for them to be constant and giving examples of S-manifolds in such conditions.
Moreover, we calculate the scalar curvature in all the cases.


1. Introduction.


In 1963, Yano [13] introduced the notion of f -structure on a C∞ (2n + s)-
dimensional manifold M , as a non-vanishing tensor field f of type (1, 1) on M which
satisfies f3 + f = 0 and has constant rank r = 2n. Almost complex (s = 0) and
almost contact (s = 1) are well-known examples of f -structures. The case s = 2
appeared in the study of hypersurfaces in almost contact manifolds [5, 8] and it
motivated that, in 1970, Goldberg and Yano [9] defined globally framed f -structures
(also called f .pk-structures), for which the subbundle ker f is parallelizable. Then,
there exists a global frame {ξ1, . . . , ξs} for the subbundle ker f (the vector fields
ξ1, . . . , ξs are called the structure vector fields), with dual 1-forms η1, . . . , ηs.


Thus, we can consider a Riemannian metric g on M , associated with a globally
framed f -structure, such that g(fX, fY ) = g(X,Y ) −


∑s
α=1 η


α(X)ηα(Y ), for any
vector fields X,Y in M and then, the structure is called a metric f -structure.
Therefore, TM splits into two complementary subbundles Imf (whose differentiable
distribution is usually denoted by L) and ker f and, moreover, the restriction of f
to Imf determines a complex structure.


A wider class of globally framed f -manifolds (that is, manifolds endowed with a
globally framed f -structure) was introduced in [3] by Blair according to the follow-
ing definition: a metric f -structure is said to be a K-structure if the fundamental
2-form Φ, given by Φ(X,Y ) = g(X, fY ), for any vector fields X and Y on M , is
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closed and the normality condition holds, that is, [f, f ]+2
∑s
α=1 dη


α⊗ξα = 0, where
[f, f ] denotes the Nijenhuis torsion of f . A K-manifold is called an S-manifold if
dηα = Φ, for all α = 1, . . . , s. If s = 1, an S-manifold is a Sasakian manifold.
Furthermore, S-manifolds have been studied by several authors (see, for example,
[4, 6, 10, 12]).


It is well known that there are not exist S-manifolds (s ≥ 2) of constant sectional
curvature and, for Sasakian manifolds, the unit sphere is the only one. This is due
to the fact that K(X, ξα) = 1 and K(ξα, ξβ) = 0, for any unit vector field X ∈ L and
any α, β = 1 . . . , s. For this reason, it is interesting to study the sectional curvature
of planar sections spanned by vector fields of L (called L-sectional curvature) and
to obtain conditions for this sectional curvature to be constant.


Further, in 1924 Friedmann and Schouten [7] introduced semi-symmetric linear
connections on a differentiable manifold. Later, Hayden [11] defined the notion of
metric connection with torsion on a Riemannian manifold. More precisely, if ∇ is a
linear connection in a differentiable manifold M , the torsion tensor T of ∇ is given
by T (X,Y ) = ∇XY − ∇YX − [X,Y ], for any vector fields X and Y on M . The
connection ∇ is said to be symmetric if the torsion tensor T vanishes, otherwise
it is said to be non-symmetric. In this case, ∇ is said to be a semi-symmetric
connection if T (X,Y ) = η(Y )X − η(X)Y , for any X,Y , where η is a 1-form on
M . Moreover, if g is a Riemannian metric on M , ∇ is called a metric connection
if ∇g = 0, otherwise it is called non-metric. It is well known that the Riemannian
connection is the unique metric and symmetric linear connection on a Riemannian
manifold. Recently, S-manifolds endowed with a semi-symmetric either metric or
non-metric connection naturally related with the S-structure have been studied in
[1, 2].


In this paper, we investigate L-sectional curvature of S-manifolds with respect
to the Riemannian connection and to the semi-symmetric metric and non-metric
connections introduced in [1, 2], obtaining conditions for them to be constant and
giving examples of S-manifolds in such conditions. Moreover, we calculate the
scalar curvature in all the cases.


2. Preliminaries on S-manifolds.


A (2n+s)− dimensional differentiable manifold M is called a metric f -manifold
if there exist a (1, 1) type tensor field f , s vector fields ξ1, . . . , ξs, called structure
vector fields, s 1-forms η1, . . . , ηs and a Riemannian metric g on M such that


(2.1) f2 = −I +


s∑
α=1


ηα ⊗ ξα, ηα(ξβ) = δαβ , fξα = 0, ηα ◦ f = 0,


(2.2) g(fX, fY ) = g(X,Y )−
s∑


α=1


ηα(X)ηα(Y ),


for any X,Y ∈ X (M), α, β ∈ {1, . . . , s}. In addition:


(2.3) ηα(X) = g(X, ξα), g(X, fY ) = −g(fX, Y ).


Then, a 2-form Φ is defined by Φ(X,Y ) = g(X, fY ), for anyX,Y ∈ X (M), called
the fundamental 2-form. In what follows, we denote byM the distribution spanned
by the structure vector fields ξ1, . . . , ξs and by L its orthogonal complementary
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distribution. Then, X (M) = L ⊕M. If X ∈ M, then fX = 0 and if X ∈ L, then
ηα(X) = 0, for any α ∈ {1, . . . , s}, that is, f2X = −X.


In a metric f -manifold, special local orthonormal basis of vector fields can be con-
sidered: let U be a coordinate neighborhood and E1 a unit vector field on U orthog-
onal to the structure vector fields. Then, from (2.1)-(2.3), fE1 is also a unit vector
field on U orthogonal to E1 and the structure vector fields. Next, if it is possible, let
E2 be a unit vector field on U orthogonal to E1, fE1 and the structure vector fields
and so on. The local orthonormal basis {E1, . . . , En, fE1, . . . , fEn, ξ1, . . . , ξs},, so
obtained is called an f -basis.


Moreover, a metric f -manifold is normal if


[f, f ] + 2


s∑
α=1


dηα ⊗ ξα = 0,


where [f, f ] denotes the Nijenhuis tensor field associated to f . A metric f -manifold
is said to be an S-manifold if it is normal and


η1 ∧ · · · ∧ ηs ∧ (dηα)n 6= 0 and Φ = dηα, 1 ≤ α ≤ s.


Observe that, if s = 1, an S-manifold is a Sasakian manifold. For s ≥ 2, examples
of S-manifolds can be found in [3, 4, 10].


If ∇ is a linear connection on an S-manifold and K denotes the sectional curva-
ture associated with ∇, the L-sectional curvature KL of ∇ is defined as KL(X,Y ) =
K(X,Y ), for any X,Y ∈ L. The scalar curvature of the S-manifold with respect
to ∇ is given by


(2.4) τ =
1


2


2n+s∑
i,j=1


K(ei, ej),


for any local orthonormal frame {e1, . . . , e2n+s} of tangent vector fields to M .


3. The L-sectional curvature of S-manifolds.


From now on, let M denote an S-manifold (M,f, ξ1, . . . , ξs, η
1, . . . , ηs, g) of di-


mension 2n + s. We are going to study the sectional curvature of M with respect
to different types of connections on M .


3.1. The case of the Riemannian connection. First, let ∇ denote the Rie-
mannian connection of g. For the sectional curvature K of ∇, in [6] it is proved
that


(3.1) K(ξα, X) = R(ξα, X,X, ξα) = g(fX, fX),


for any X ∈ X (M) and α ∈ {1, . . . , s}. Consequently, if s = 1, the unit sphere is
the only Sasakian manifold of constant (sectional) curvature. If s ≥ 2, from (3.1),
we deduce that M cannot have constant sectional curvature. For this reason, it is
necessary to introduce a more restrictive curvature. In general, a plane section π
on a metric f -manifold M is said to be an f -section if it is determined by a unit
vector X, normal to the structure vector fields and fX. The sectional curvature of
π is called an f -sectional curvature. An S-manifold is said to be an S-space-form
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if it has constant f -sectional curvature c and then, it is denoted by M(c). The
curvature tensor field R of M(c) satisfies [12]:


(3.2) R(X,Y, Z,W ) =


s∑
α,β=1


{g(fX, fW )ηα(Y )ηβ(Z)


−g(fX, fZ)ηα(Y )ηβ(W ) + g(fY, fZ)ηα(X)ηβ(W )


−g(fY, fW )ηα(X)ηβ(Z)}


+
c+ 3s


4
{g(fX, fW )g(fY, fZ)− g(fX, fZ)g(fY, fW )}


+
c− s


4
{Φ(X,W )Φ(Y, Z)− Φ(X,Z)Φ(Y,W )− 2Φ(X,Y )Φ(Z,W )},


for any X,Y, Z,W ∈ X (M).
Therefore, if M is an S-space-form of constant f -sectional curvature c and con-


sidering an f -basis, from (3.1) and (3.2), we deduce that the scalar curvature of M
with respect to the curvature tensor field of the Riemanian connection ∇ satisfies:


τ =
n(n− 1)(c+ 3s)


2
+ n(c+ 2s).


Now, in view of (3.1) it is interesting to investigate the conditions for KL to be
constant. In this context, we observe that, if n = 1, KL is actually the f -sectional
curvature. Moreover, for n ≥ 2, we can prove the following theorem.


Theorem 3.1. Let M be a (2n + s)-dimensional S-manifold with n ≥ 2. If the
L-sectional curvature KL with respect to the Riemannian connection ∇ is constant
equal to c, then c = s. In this case, the scalar curvature of M is:


τ = ns(2n+ 1).


Proof. It is clear that if KL is constant equal to c, then M is an S-space-form M(c).
Consequently, from (3.2), we have


(3.3) KL(X,Y ) =
c+ 3s


4
+


3(c− s)
4


g(X, fY )2,


for any orthonormal vector fields X,Y ∈ L. Now, since n ≥ 2, we can choose X
and Y such that g(X, fY ) = 0. Thus, from (3.3) we deduce


c+ 3s


4
= c,


that is, c = s.
Now, considering a local orthonormal frame of tangent vector fields such that


e2n+α = ξα, for any α = 1, . . . , s, since K(ei, ej) = KL(ei, ej) = s, i, j = 1, . . . , 2n,
i 6= j, and using (3.1) and (2.4), we get the desired result for the scalar curvature.


�


By using (3.2) and (3.3), we have:


Corollary 3.2. Let M(c) be an S-space-form of constant f -sectional curvature c.
Then, M is of constant L-sectional curvature (equal to c) if and only if c = s
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Example 3.3. Let us consider R2n+2+(s−1) with coordinates


(x1 . . . , xn+1, y1, . . . , yn+1, z1, . . . , zs−1)


and with its standard S-structure of constant f -sectional curvature −3(s−1), given
by (see [10]):


ξα = 2
∂


∂zα
, ηα =


1


2


(
dzα −


n+1∑
i=1


yidxi


)
, α = 1, . . . , s− 1,


g =


s−1∑
α=1


ηα ⊗ ηα +
1


4


n+1∑
i=1


(dxi ⊗ dxi + dyi ⊗ dyi),


fX =


n+1∑
i=1


(Yi
∂


∂xi
−Xi


∂


∂yi
) +


s−1∑
α=1


n+1∑
i=1


Yiyi
∂


∂zα
,


where


X =


n+1∑
i=1


(Xi
∂


∂xi
+ Yi


∂


∂yi
) +


s−1∑
α=1


Zα
∂


∂zα


is any vector field tangent to R2n+2+(s−1).
Now, let S2n+1(2) be a (2n + 1)-dimensional ordinary sphere of radius 2 and


M = S2n+1(2)×Rs−1 a hypersurface of R2n+2+(s−1). Let


ξs =


n+1∑
i=1


(
−yi


∂


∂xi
+ xi


∂


∂yi


)
−
n+1∑
i=1


s−1∑
α=1


y2
i


∂


∂zα


and ηs(X) = g(X, ξs), for any vector field X tangent to M . Then, if we put


ξ̃α = sξα; η̃α =
1


s
ηα; α = 1, . . . , s;


f̃ = f ; g̃ =
1


s
g +


1− s
s2


s∑
α=1


ηα ⊗ ηα,


it is known ([10]) that (M, f̃ , ξ̃1, . . . , ξ̃s, η̃
1, . . . , η̃s, g̃) is an S-space-form of constant


f -sectional curvature c = s. Moreover, from (3.2), it is easy to show that the
L-sectional curvature KL is also constant and equal to s.


3.2. The case of a semi-symmetric metric connection. In [1], a semi-symmetric
metric connection on M , naturally related to the S-structure, is defined by


(3.4) ∇∗XY = ∇XY +


s∑
j=1


ηj(Y )X −
s∑
j=1


g (X,Y ) ξj ,


for any X,Y ∈ X (M). For the sectional curvature K∗ of ∇∗, the following theorem
was proved in [1]:


Theorem 3.4. Let M be an S-manifold. Then, the sectional curvature of ∇∗
satisfies


(i) K∗(X,Y ) = K(X,Y )− s;
(ii) K∗(X, ξα) = K∗(ξα, X) = 2− s;
(iii) K∗(ξα, ξβ) = K∗(ξβ , ξα) = 2− s,


for any orthonormal vector fields X,Y ∈ L and α, β ∈ {1, . . . , s}, α 6= β.
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Therefore, from Theorem 3.1, if s 6= 2, an S-manifold cannot have constant
sectional curvature with respect to the semi-symmetric metric connection defined
in (3.4). For s = 2, M = S2n+1(2) ×R endowed with the connection ∇∗ and the
S-structure given in Example 3.3 is an S-manifold of constant sectional curvature
(equal to 0) with respect to ∇∗. Moreover, for any s, by using Theorem 3.1 again
and (i) of Theorem 3.4, if the L-sectional curvature associated with ∇∗ is constant
equal to c, then c = 0 and examples of such a situation are given in Example 3.3.
In this case, the scalar curvature is given by:


τ∗ =
(4ns+ s(s− 1))(2− s)


2
.


Regarding the f -sectional curvature of ∇∗, from Theorem 4.5 in [1], we know
that it is constant if and only if the f -sectional curvature associated with the
Riemannian connection is constant too. In this case, if c denotes the constant f -
sectional curvature of the Riemannian connection, c− s is the constant f -sectional
curvature of ∇∗. Furthermore, from (i) of Theorem 3.4 and (3.3) it is easy to show
that


K∗L(X,Y ) =
c− s


4
(1 + 3g(X, fY )2),


for any orthonormal vector fields X,Y ∈ L. Therefore, considering an f -basis, we
deduce that the scalar curvature of a (2n+ s)-dimensional S-manifold of constant
f -sectional curvature c with respect to ∇∗ satisfies:


τ∗ =
n(n+ 1)(c− s) + (4ns+ s(s− 1))(2− s)


2
.


3.3. The case of a semi-symmetric non-metric connection. In [2], a semi-
symmetric non-metric connection on M , naturally related to the S-structure, is
defined by


∇̃XY = ∇XY +


s∑
j=1


ηj(Y )X,


for any X,Y ∈ X (M). To consider the sectional curvature of ∇̃ has no sense


because R̃(ξα, X,X, ξα) = 1, while R̃(X, ξα, ξα, X) = 2, for any unit vector field
X ∈ L and any α ∈ {1, . . . , s} (see [2] for the details). However, for the L-sectional


curvature K̃L, we have that K̃L(X,Y ) = KL(X,Y ), for any orthogonal vector fields
X,Y ∈ L. Consequently, Theorem 3.3 and Example 3.3 can be applied here. In the


case of constant L-sectional curvature (equal to s) and since R̃(ξα, ξβ , ξβ , ξα) = 1,
for any α, β ∈ {1, . . . , s}, α 6= β, the scalar curvature is given by:


τ̃ = 2ns(n+ 1) +
s(s− 1)


2
.


Regarding the f -sectional curvature of ∇̃, in [2] it is proved that it is constant
if and only if the f -sectional curvature associated with the Riemannian connection
is constant too. In this case, both constant are the same and the curvature tensor
field of ∇ is completely determined by c. Furthermore, since from (3.3),


K̃L(X,Y ) =
c+ 3s


4
+


3(c− s)
4


g(X, fY )2,


for any orthonormal vector fields X,Y ∈ L, considering an f -basis, we deduce that
the scalar curvature of a (2n + s)-dimensional S-manifold of constant f -sectional
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curvature c with respect to ∇̃ satisfies:


τ̃ =
n(n+ 1)(c+ 3s) + s(s− 1)


2
.
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A SYMMETRIC KEY FULLY HOMOMORPHIC ENCRYPTION


SCHEME USING GENERAL CHINESE REMAINDER THEOREM


EMİN AYGÜN AND ERKAM LÜY


Abstract. The Fully Homomorphic Encryption (FHE) was an open problem


up to 2009. In 2009, Gentry solved the problem. After Gentry’s solution, a lot
of work have made on FHE. In 2012, Xiao et al suggested a new FHE scheme


with symmetric keys. They proved that security of their scheme depends on


large integer factorization. In their scheme, they used 2m prime numbers
in keygen algorithm and they used Chinese Remainder Theorem (CRT) in


encryption algorithm. In 2014, Vaudenay et al broken this scheme. In this


paper we present a new FHE scheme with symmetric keys which is a little
different from Xiao et al scheme. We extend the approach with using General


Chinese Remainder Theorem (GCRT). With using GCRT, we obtained a new
FHE scheme and also we achieved to avoid choosing 2m prime/mutually prime


numbers. Our scheme works with random numbers.


1. Introduction


The privacy homomorphism idea was introduced in 1978 by Rivest, Adleman
and Dertouzos in [1]. In 1982, S. Goldwasser and S. Micali made Goldwasser-
Micali cryptosistem [3], and a generalization of this system which is called Pailler
cryptosystem [4] presented in 1999. Some cryptosystems homomorphic according
to a single operation. RSA and El-Gamal (known cryptosystems) are homomorphic
according to multiplication [2]. Pailler cryptosystem is homomorphic according to
addition.


None of the mentioned cryptosystems above does not provide the feature of
being homomorphic for both two operations. They are homomorphic for just one
operation. Only addition or only multiplication.


It is very well known that making any arbitrary operation on encrypted data is
very important for privacy. Up to 2009, when Gentry suggested first FHE Scheme
[5], this was an open problem. After Gentry’s solution, many cryptographers made
a lot of study on it for doing it more practice and more secure.
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In 2011 Vaikuntanathan, in his article [6], asked some questions like can be build
any FHE scheme whose security based on problems in number theory? What can
be said about factorization and DLP?


Dealing with this subject a study conducted in 2012, authors built a FHE scheme
[7]. They proved that security of their scheme is based on factorization problem.
Also they used CRT and matrices type 4x4. After that this study was developed
by C. P. Gupta and Iti Sharma [8] and [9]. In 2014, Vaudenay and Vizar broken
schemes [7], [8] and [9] in their study [12].


In this paper we present a new scheme with using GCRT. Our scheme is fully
homomorphic, symmetric and main idea of our scheme is same with [7].


Main difference of our scheme is that we achieve FHE with random numbers
which used in keygen algorithm. Our idea was avoiding from choosing 2m prime /
mutually prime numbers. In this paper we showed how we achieved this.


Note that security of our scheme is depend on large integer factorization problem
too. But attack in [12] can break our scheme too. But there is a big difference in
our scheme. We use GCRT first time in cryptography and we achieved FHE with
random numbers.


Rest of paper designed as follows: in section 2 we gave CRT, GCRT and scheme
in [7]. In section 3 we introduce our scheme. Section 4 contains proof and ho-
momorphism of our scheme. We showed differences between [7] and our scheme
in section 5. In section 6 there is a simple example of our scheme and section 7
contains security and conclusions.


2. CRT, GCRT and Scheme suggested in [7]


Chinese Remainder Theorem Suppose the positive integers m1,m2,m3, ...,mk


are coprime in pairs, that is (mi,mj) = 1 for all i, j where i 6= j , then the set of
congruences x ≡ ci(mod mi) for i = 1, 2, ..., k has a unique common solution modulo
m where m = m1.m2.m3...mk [10].


General Chinese Remainder Theorem A necessary and sufficient condition
that the system of congruences x ≡ ci(mod mi) for i = 1, 2, ..., k be solvable is
that for every pair of indices i, j between 1 and k inclusive, (mi,mj)|(ci− cj). The
solution, if exists, is unique modulo the least common multiple of m1,m2,m3, ...,mk


[11].
Scheme suggested in [7]
Keygen


(1) Choose 2m prime numbers pi and qi , for 1 ≤ i ≤ m. This extended to 2m
odd numbers which are mutually prime in [8] and [9].


(2) Let fi = pi.qi and N =
m∏
i=1


fi.


(3) Pick an invertible matrix k ∈M4(ZN ).
(4) Public key is {N} and secret key is {k, fi}.


Encryption


(1) Choose a random value r ∈ ZN .
(2) Choose plaintext x ∈ ZN .
(3) Construct a matrix Xm.3 such that each row has only one element equal to


x, and other two equal to r.
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(4) Using Chinese Remainder Theorem, let a, b, c be solution to the set of si-
multaneous congruences a = ai mod fi, b = bi mod fi, c = ci mod fi, for
1 ≤ i ≤ m.


(5) Compute k’s inverse as k−1 ∈M4(ZN )
(6) Ciphertext is C = (k−1.diag(x, a, b, c).k) (mod N).


Decryption


(1) Given ciphertext C and key k, the decryption algorithm computes the plain-
text x = (k.C.k−1)11 (mod N).


3. Our Scheme with GCRT


The algorithm is as follows:
Keygen


(1) Choose randomly 2m numbers pi and qi , for 1 ≤ i ≤ m.
Remark 1: It is very important that pi and qi are not prime and not


mutually prime.


(2) Let fi = pi.qi and N =
m∏
i=1


fi.


(3) Evaluate (f1, f2, ..., fm) = a.
Remark 2: If m value is bigger, then the probability of being a > 1 is


quite small but even if a = 1 then our scheme reduces to original one. Also
if a > 1 then we generalize the original one. So for small values of m, our
scheme is more useful.


(4) Compute N
a = N1.


(5) Pick an invertible matrix k ∈M4(ZN1
).


(6) Public key is {N1} and secret key is {k, fi}.
Encryption


(1) Take the keys.
(2) Determine your plaintext as x ∈ ZN1


.
(3) Compute k’s inverse as k−1 ∈M4(ZN1


).
(4) Evaluate (f1, fi) = bj , for 2 ≤ i ≤ m and 1 ≤ j ≤ m− 1.


Remark 3: It is enough that only evaluate (f1, fi) = bj for 2 ≤ i ≤ m
and 1 ≤ j ≤ m − 1 because the matrix which construct in step 6’s type is
m.3 and in step 7 we use this matrix’s coloumns for GCRT. So if m ≥ 3 we
will have same element as previous rows because of we will take only one x
plaintext each row. In the m. row other two element will be equal to r. So
if this element both x or r it will be same with one of previous elements.
So property of GCRT, differnces of mod values will absolutely divide the
differences of x and r because x− x = 0 and r− r = 0 and every value can
divide 0. So evaluate (f1, fi) = bj is enough for applicate GCRT.


(5) Chose a r like that seperately for every j, bj |x − r, r 6= x and r ∈ ZN1
. If


does not provide this condition, chose again.
Remark 4: For applicate GCRT we must chose like above. If we don’t


chose like above, differences of mod values will not divide the values which
is front the mod.


Remark 5: Also we can easily show that there is at least a certain r
such that which provides the above conditions.


Let
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(f1, f2) = b1


(f1, f3) = b2


(f1, f4) = b3
...


(f1, fm) = bm−1


so we are looking for a r such that


b1 | x− r


b2 | x− r


b3 | x− r


...


bm−1 | x− r


if b1|x − r than r ≡ x(mod b1) and with same idea if b2|x − r than
r ≡ x(mod b2), . . . and if bm−1|x− r than r ≡ x(mod bm−1).


So because of x−x = 0 and every number can divide 0 than from GCRT
there must be a solution. So we guarantee a value of r.


(6) Construct a matrix Xm.3 such that each row has only one element equal to
x, and other two equal to r.


(7) Using General Chinese Remainder Theorem, let a, b, c be solution to the set
of simultaneous congruences a = ai mod fi, b = bi mod fi, c = ci mod fi,
for 1 ≤ i ≤ m.


(8) Ciphertext is C = (k−1.diag(x, a, b, c).k) (mod N1).


Decryption


(1) Given ciphertext C and key k, the decryption algorithm compute the plain-
text x = (k.C.k−1)11 (mod N1).


4. Proof and Homomorphism of Our Scheme


Theorem 4.1. The encryption scheme is correct.


Proof. ((k−1)−1(k−1diag(x, a, b, c)k)k−1)11 = diag(x, a, b, c)11 = x
�


Theorem 4.2. The multiplication and addition algorithms are correct.


Proof. Let E(x, k) and E(y, k) represent chiphertext of respectively plaintext x and
y under the key k.


First we show that addition is correct.


E(x, k) + E(y, k) = [k−1.diag(x, a, b, c).k] + [k−1.diag(y, d, e, f).k]


= k−1.(diag(x, a, b, c) + diag(y, d, e, f)).k


= k−1.(diag(x + y, a + d, b + e, c + f)).k


= E(x + y, k)
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So scheme is additional homomorphic. Secondly we show that multiplication is
correct.


E(x, k).E(y, k) = [k−1.diag(x, a, b, c).k].[k−1.diag(y, d, e, f).k]


= k−1.(diag(x, a, b, c).diag(y, d, e, f)).k


= k−1.(diag(x.y, a.d, b.e, c.f)).k


= E(x.y, k)


So scheme is multiplicational homomorphic. Thus scheme is fully homomorphic.
�


Note that above two theorems are taken from [7]. Also in our encryption scheme
we use matrix like in [7]. So this two theorems are valid for our scheme.


5. Differences between Xiao et al.’s scheme and our scheme


Xiao et al.’s Scheme Our Scheme
Keygen Keygen
2m prime 2m random
fi values must be different fi values can be same


Compute (f1, f2, ..., fm) = a


Compute N
a = N1


Pick an inversible matrix k ∈M4(ZN ) Pick an inversible matrix k ∈M4(ZN1)
Public Key {N} and Secret Key {k, fi} Public Key {N1} and Secret Key {k, fi}
Encryption Encryption
Take Public and Secret Key Take Public and Secret Key
Determine plaintext in mod N Determine plaintext in mod N1


Compute k−1 matrix in mod N Compute k−1 matrix in mod N1


Evaluate (f1, fi) = bj , for 2 ≤ i ≤ m and
1 ≤ j ≤ m− 1


Chose a random r Chose a r like that seperately for every j,
bj |x − r, r 6= x and r ∈ ZN1 . If does not
provide this condition, chose again.


Construct a matrix Xm.3 such that each row
has only one element equal to x, and other two
equal to r.


Construct a matrix Xm.3 such that each row
has only one element equal to x, and other two
equal to r.


Solve congrances with Using CRT Solve congrances with Using GCRT
Ciphertext is C = (k−1.diag(x, a, b, c).k)
(mod N)


Ciphertext is C = (k−1.diag(x, a, b, c).k)
(mod N1)


Decryption Decryption
Compute x = (k.C.k−1)11 (mod N) Compute x = (k.C.k−1)11 (mod N1)


6. Example of Our Scheme


A simple example of our scheme is following:
Keygen


(1) Let m = 2 and consider pi and qi values p = (3, 8), q = (6, 10).
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(2) f1 = 3.6 = 18 and f2 = 8.10 = 80 so that N = f1.f2 = 18.80 = 1440.
(3) Compute (f1, f2) = a = (18, 80) = 2.
(4) Compute N


a = N1 is 1440
2 = 720.


(5) We randomly chose the key k =



17 44 25 126
91 121 84 85
85 71 119 25
0 85 57 44


matrix (mod720).


(6) Public key is {N1 = 720} and secret key is {k, f1 = 18, f2 = 80}.


Encryption:


(1) Take the keys {N1, k, f1, f2}.
(2) Determine plaintext as x = 42 ∈ Z720.


(3) Compute k’s inverse matrix k−1 =



605 181 329 120
146 123 449 611
146 253 403 566
347 711 296 1


 (mod720).


(4) Compute (f1, f2) = (bj) = (18, 80) = 2.
(5) To be r ∈ Z720, r 6= x = 42 and 2|42− r −→ 42− r = 2k −→ r = 42− 2k


for k = −25 r = 92 chosen.


(6) For m = 2 so we construct m.3 = 2.3 type X =


(
92 42 92
92 92 42


)
matrix.


(7) This gives us the linear congruences as follows:
a) a ≡ 92(mod 18)
a ≡ 92(mod 80)
b) b ≡ 42(mod 18)
b ≡ 92(mod 80)
c) c ≡ 92(mod 18)
c ≡ 42(mod 80)
If we solve the congruences with using GCRT, solutions are a ≡ 92(mod 720),


b ≡ 492(mod 720), c ≡ 362(mod 720).
Encryption proceeds as :


(8) C = (k−1.diag(x, a, b, c).k) =



2 440 150 500


300 142 390 80
140 180 492 520
90 110 600 352


 (mod720).


Decryption:


(1) Is done as: x = (k.C.k−1)11 =



42 0 0 0
0 92 0 0
0 0 492 0
0 0 0 362


 = 42 (mod720).


For example of homomorphism of our scheme; if we encrypt x2 = 5 ∈ Z720


plaintext


we obtain this chiphertext: C2=



93 40 570 700
564 1 474 400
484 108 707 440
198 226 264 655


 (mod 720).
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So C1 + C2 =



95 480 0 480
144 143 144 480
624 288 479 240
288 336 144 287


 (mod 720)


and decryption of C1 + C2 is



47 0 0 0
0 95 0 0
0 0 335 0
0 0 0 527


 (mod 720).


Really addition of x1 and x2 is 47.
So our scheme is additional homomorphic.


With same idea C1.C2 =



186 120 630 660
108 342 198 480
588 36 84 600
666 462 648 360


 (mod 720)


and decryption of C1.C2 is



210 0 0 0
0 276 0 0
0 0 516 0
0 0 0 690


 (mod 720).


Really multiplication of x1 and x2 is 210.
So our scheme is multiplicational homomorphic. So our scheme is fully homo-


morphic.


7. Security and Conclusion


In [7] authors proved that the security of their scheme based on factorization
problem. Security assumptions of our scheme is same with this scheme. Addi-
tionally D. Vizar and S. Vaudenay have broken this scheme in 2014. They broken
the scheme with a known plaintext key-recovery attack. Also they can break our
scheme with same attack.


But difference of our scheme is that our scheme allows using random numbers
in keygen algorithm and we use first time GCRT.


As a conclusion of this paper, we extended the study on [7]. We designed a
new FHE scheme which uses GCRT and allows using random numbers in keygen
algorithm.
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HERMITE-HADAMARD TYPE INEQUALITIES FOR h-CONVEX


FUNCTIONS VIA FRACTIONAL INTEGRALS


ERHAN SET, M. ZEKI SARIKAYA, AND FILIZ KARAKOÇ♣


Abstract. By making use of identity of the established by Sarıkaya [4], some
new Hermite-Hadamard type inequalities for Riemann-Liouville fractional in-


tegral are established. Our results are the generalizations of the results obtain
by Sarıkaya [4].


1. Introduction


The following inequlity is well known in the literature as the Hermite-Hadamard
integral inequality


(1.1) f


(
a+ b


2


)
≤ 1


b− a


∫ b


a


f(x)dx ≤ f(a) + f(b)


2


where f : I ⊆ R → R is a convex function on the interval I of real numbers and
a, b ∈ I with a < b.


Both inequalities hold in the reversed direction if f is concave.
The notion of s−convex function was introduced in Breckner’s paper [1] and a


number of properties and connections with s−convexity in the first sense discussed
in paper [7].


Definition 1.1. A function f : [0,∞) → R is said to be s−convex in the second
sense if


f (λx+ (1− λ) y) ≤ λsf (x) + (1− λ)
s
f (y)


for all x, y ∈ [0,∞), λ ∈ [0, 1] and for some fixed s ∈ (0, 1]. This class of
s−convex function is usually denoted by K2


s .
It can be easily seen that for s = 1, s−convexity reduces to ordinary convexity


of functions defined on [0,∞).


2000 Mathematics Subject Classification. 26A51, 26D15.
Key words and phrases. Hadamard’s inequality, convex function, h-convex function, s-convex


function, Riemann-Liouville fractional integral.
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Definition 1.2. [6] We say that f : I → R is a P−function or that f belongs to
the class P (I) if f is nonnegative and for all x, y ∈ I and α ∈ [0, 1], we have


f (λx+ (1− λ) y) ≤ f(x) + f(y)


Definition 1.3. [15] Let h : J ⊆ R → R be a nonnegative function. We say that
f : I ⊆ R → R is h−convex function, or f belongs to the class SX(h, I), if f is
nonnegative and for all x, y ∈ I and α ∈ (0, 1), we have


(1.2) f (λx+ (1− λ) y) ≤ h(λ)f(x) + h (1− λ) f(y)


If inequality (1.2) is reversed, then f is said to be h−concave, i.e. f ∈ SV (h, I).
Obviously, if h(λ) = λ, then all nonnegative convex functions belongs to SX(h, I)


and all nonnegative concave functions belongs to SV (h, I); if h(λ) = 1, then
SX(h, I) ⊇ P (I); and if h(λ) = λs, where s ∈ (0, 1), then SX(h, I) ⊇ K2


s .
Sarıkaya ([9]) is generalized Kırmacı’s ([8]) results for fractional integral. These


results are given below.


Theorem 1.1. Let f : [a, b]→ R be a differentiable mapping on (a, b) with a < b.
If |f ′| is convex on [a, b] then the following inequality for fractional integrals holds:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣(1.3)


≤ b− a
4 (α+ 1)


[|f ′ (a)|+ |f ′ (b)|]


Theorem 1.2. Let f : [a, b]→ R be a differentiable mapping on (a, b) with a < b.
If |f ′|q is convex on [a, b] for q > 1, then the following inequality for fractional
integrals holds:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣(1.4)


≤ b− a
4


(
1


αp+ 1


) 1
p


[(
|f ′ (a)|+ 3 |f ′ (b)|


4


) 1
q


+


(
3 |f ′ (a)|+ |f ′ (b)|


4


) 1
q


]


≤ b− a
4


(
4


αp+ 1


) 1
p


[|f ′ (a)|+ |f ′ (b)|]


where 1
p + 1


q = 1.


Theorem 1.3. Let f : [a, b]→ R be a differentiable mapping on (a, b) with a < b.
If |f ′|q is convex on [a, b] for q ≥ 1, then the following inequality for fractional
integrals holds:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣(1.5)


≤ b− a
4 (α+ 1)


(
1


2 (α+ 2)


) 1
q [(


(α+ 1) |f ′ (a)|q + (α+ 3) |f ′ (b)|q
) 1


q


+
(
(α+ 3) |f ′ (a)|q + (α+ 1) |f ′ (b)|q


) 1
q


]
We give some necessary definitions and mathematical preliminaries of fractional


calculus theory which are used further this paper.
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Definition 1.4. Let f ∈ L[a, b]. The Riemann-Liouville integrals Jαa+f and Jαb−f
of order α > 0 with a≥ 0 are defined by


Jαa+f(x) =
1


Γ(α)


∫ x


a


(x− t)α−1f(t)dt, x > α


and


Jαb−f(x) =
1


Γ(α)


∫ b


x


(t− x)α−1f(t)dt, x < α


respectively. Here, Γ(α) is the Gamma function and J0
a+f(x) = J0


b−f(x) = f(x).


For some recent results connected with fractional integral ineqalities, see([2]-
[5],[10]-[14]).


2. Main Results


In order to prove our main theorems we need the following lemma see ([9]).


Lemma 2.1. Let f : [a, b]→ R be a differentiable mapping on (a, b) with a < b. If
f ′ ∈ L [a, b], then the following inequality for fractional integrals holds:


2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)
(2.1)


=
b− a


4


{∫ 1


0


tαf ′
(
t


2
a+


2− t
2


b


)
dt−


∫ 1


0


tαf ′
(


2− t
2


a+
t


2
b


)
dt


}
with α > 0.
Using lemma 2.1, we obtain the following fractional integral inequality for h−convex


functions.


Theorem 2.1. Let h : J ⊆ R → R be a nonnegative function. f : I ⊆ R → R be
a differentiable mapping on (a, b) with a < b. If |f ′| is h−convex on [a, b] then the
following inequality for fractional integrals holds:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣(2.2)


≤ b− a
4


{∫ 1


0


tα
[
h


(
t


2


)
+ h


(
1− t


2


)]
dt


}
[|f ′ (a)|+ |f ′ (b)|]


Proof. From Lemma 2.1 since |f ′| is h−convex, we have∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


4


{∫ 1


0


tα
∣∣∣∣f ′( t2a+


2− t
2


b


)∣∣∣∣ dt+


∫ 1


0


tα
∣∣∣∣f ′(2− t


2
a+


t


2
b


)∣∣∣∣ dt}
≤ b− a


4


{∫ 1


0


tα
[
h


(
t


2


)
|f ′ (a)|+ h


(
1− t


2


)
|f ′ (b)|


]
dt


+


∫ 1


0


tα
[
h


(
1− t


2


)
|f ′ (a)|+ h


(
t


2


)
|f ′ (b)|


]}
=


b− a
4


{∫ 1


0


tα
[
h


(
t


2


)
+ h


(
1− t


2


)]
dt


}
[|f ′ (a)|+ |f ′ (b)|]


�
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Corollary 2.1. If we choose h (t) = ts, then the inequality (2.2) of Theorem 2.1
becomes the following inequality:


∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


4


{
1


2s (α+ s+ 1)
+ 2α+1B


(
1


2
;α+ 1, s+ 1


)}
[|f ′ (a)|+ |f ′ (b)|]


The incomplete beta function, a generalization of the beta function is defined as


B (x; a, b) =


∫ x


0


ta−1 (1− t)b−1
dt, a > 0, b > 0 and 0 ≤ x ≤ 1


and we used the fact that


∫ 1


0


tα
(


1− t


2


)s
dt = 2α+1B


(
1


2
;α+ 1, s+ 1


)


Corollary 2.2. If we choose h (t) = 1, then the inequality (2.2) of Theorem 2.1
becomes the following inequality:


∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


2 (α+ 1)
[|f ′ (a)|+ |f ′ (b)|]


Remark 2.1. If we choose h (t) = t, then the inequality (2.2) of Theorem 2.1 reduces
the inequality (1.3) of Theorem 1.1.


Theorem 2.2. Let h : J ⊆ R→ R be a nonnegative function. f : I ⊆ R→ R be a
differentiable mapping on (a, b) with a < b. If |f ′|q is h−convex on [a, b] for q > 1,
then the following inequality for fractional integrals holds:


∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣(2.3)


≤ b− a
4


(
1


αp+ 1


) 1
p


{(
|f ′ (a)|q


∫ 1


0


h


(
t


2


)
dt+ |f ′ (b)|q


∫ 1


0


h


(
1− t


2


)
dt


) 1
q


+


(
|f ′ (a)|q


∫ 1


0


h


(
1− t


2


)
dt+ |f ′ (b)|q


∫ 1


0


h


(
t


2


)
dt


) 1
q


}
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Proof. From Lemma 2.1, using the Hölder inequality and |f ′|q is h−convex we have


∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


4


{∫ 1


0


tα
∣∣∣∣f ′( t2a+


2− t
2


b


)∣∣∣∣ dt+


∫ 1


0


tα
∣∣∣∣f ′(2− t


2
a+


t


2
b


)∣∣∣∣ dt}


≤ b− a
4


(∫ 1


0


tαpdt


) 1
p


{(∫ 1


0


∣∣∣∣f ′( t2a+
2− t


2
b


)∣∣∣∣q dt)
1
q


+


(∫ 1


0


∣∣∣∣f ′(2− t
2


a+
t


2
b


)∣∣∣∣q dt)
1
q


}


≤ b− a
4


(
1


αp+ 1


) 1
p


{(
|f ′ (a)|q


∫ 1


0


h


(
t


2


)
dt+ |f ′ (b)|q


∫ 1


0


h


(
1− t


2


)
dt


) 1
q


+


(
|f ′ (a)|q


∫ 1


0


h


(
1− t


2


)
dt+ |f ′ (b)|q


∫ 1


0


h


(
t


2


)
dt


) 1
q


}


�


Corollary 2.3. If we choose h (t) = ts, then the inequality (2.3) of Theorem 2.2
becomes the following inequality:


∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


4


(
1


αp+ 1


) 1
p


{(
|f ′ (a)|q 1


2s (s+ 1)
+ |f ′ (b)|q 2s+1


2s (s+ 1)


) 1
q


+


(
|f ′ (a)|q 2s+1


2s (s+ 1)
+ |f ′ (b)|q 1


2s (s+ 1)


) 1
q


}


Corollary 2.4. If we choose h (t) = 1, then the inequality (2.3) of Theorem 2.2
becomes the following inequality:


∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


2


(
1


αp+ 1


) 1
p (
|f ′ (a)|q + |f ′ (b)|q


) 1
q


Remark 2.2. If we choose h (t) = t, then the inequality (2.3) of Theorem 2.2 reduces
the inequality (1.4) of Theorem 1.2.


Theorem 2.3. Let h : J ⊆ R→ R be a nonnegative function. f : I ⊆ R→ R be a
differentiable mapping on (a, b) with a < b. If |f ′|q is h−convex on [a, b] for q ≥ 1,
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then the following inequality for fractional integrals holds:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣(2.4)


≤ b− a
4


(
1


α+ 1


) 1
p


[(
|f ′ (a)|q


∫ 1


0


tαh


(
t


2


)
dt+ |f ′ (b)|q


∫ 1


0


tαh


(
1− t


2


)
dt


) 1
q


+


(
|f ′ (a)|q


∫ 1


0


tαh


(
1− t


2


)
dt+ |f ′ (b)|q


∫ 1


0


tαh


(
t


2


)
dt


) 1
q


]
Proof. From Lemma 2.1, using the power mean inequality and |f ′|q is h−convex
we have∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


4


{(∫ 1


0


tαdt


) 1
p
(∫ 1


0


tα
∣∣∣∣f ′( t2a+


2− t
2


b


)∣∣∣∣q dt)
1
q


+


(∫ 1


0


tαdt


) 1
p
(∫ 1


0


tα
∣∣∣∣f ′( t2a+


2− t
2


b


)∣∣∣∣q dt)
}


=
b− a


4


(
1


α+ 1


) 1
p


[(
|f ′ (a)|q


∫ 1


0


tαh


(
t


2


)
dt+ |f ′ (b)|q


∫ 1


0


tαh


(
1− t


2


)
dt


) 1
q


+


(
|f ′ (a)|q


∫ 1


0


tαh


(
1− t


2


)
dt+ |f ′ (b)|q


∫ 1


0


tαh


(
t


2


)
dt


) 1
q


]
�


Corollary 2.5. If we choose h (t) = ts, then the inequality (2.4) of Theorem 2.3
becomes the following inequality:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


4


(
1


α+ 1


) 1
p
{(


|f ′ (a)|q


2s (α+ s+ 1)
+ 2α+1 |f ′ (b)|q B


(
1


2
;α+ 1, s+ 1


))
+


(
2α+1 |f ′ (a)|q B


(
1


2
;α+ 1, s+ 1


)
+


|f ′ (b)|q


2s (α+ s+ 1)


) 1
q


}
and we used the fact that∫ 1


0


tα
(


1− t


2


)s
dt = 2α+1B


(
1


2
;α+ 1, s+ 1


)
Corollary 2.6. If we choose h (t) = 1, then the inequality (2.4) of Theorem 2.3
becomes the following inequality:∣∣∣∣2α−1Γ(α+ 1)


(b− a)
α


[
Jα( a+b


2 )+
f (b) + Jα( a+b


2 )−f (a)
]
− f


(
a+ b


2


)∣∣∣∣
≤ b− a


2 (α+ 1)


(
|f ′ (a)|q + |f ′ (b)|q


) 1
q
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Remark 2.3. If we choose h (t) = t, then the inequality (2.4) of Theorem 2.3 reduces
the inequality (1.5) of Theorem 1.3.
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SOME CHARACTERIZATIONS OF EULER SPIRALS IN E3
1


SEMRA SARACOGLU CELİK, YUSUF YAYLI, AND ERHAN GULER


Abstract. In this study, some characterizations of Euler spirals in E3
1 have


been presented by using their main property that their curvatures are lin-


ear. Moreover, discussing some properties of Bertrand curves and helices, the


relationship between these special curves in E3
1 have been investigated with


different theorems and examples. The approach we used in this paper is useful


in understanding the role of Euler spirals in E3
1 in differential geometry.


1. INTRODUCTION


In three dimensional Euchlidean space E3, Euler spirals are well-known as the
curves whose curvatures evolves linearly along the curve. It is also called Clothoid
or Cornu spiral whose curvature is equal to its arclength.


The equations of Euler spirals were written by Bernoulli first, in 1694. He
didn’t compute these curves numerically. In 1744, Euler rediscovered the curve’s
equations, described their properties, and derived a series expansion to the curve’s
integrals. Later, in 1781, he also computed the spiral’s end points. The curves were
re-discovered in 1890 for the third time by Talbot, who used them to design railway
tracks [1].


A new type of Euler spirals in E2 and in E3 are given in [1] with their properties.
They prove that their curve satisfies properties that characterize fair and appealing
curves and reduces to the 2D Euler spiral in the planar case. Furthermore, they
require that their curve conforms with the definition of a 2D Euler spiral. Smiliarly,
these curves are presented in [6] as the ratio of two rational linear functions and have
been defined in E3 as generalized Euler spirals with some various characterizations.
On the other hand, linear relation between principal curvatures of spacelike surfaces
in Minkowski space is studied in [3].


In this paper, we present the timelike and spacelike Euler spirals in Minkowski
space E3


1 . At first, we give the basic concepts and theorems about the study then
we deal with these spirals whose curvatures and torsion are linear. Here, we seek
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that if any timelike Euler spirals in E3
1 is regular or not. Next, we investigate in


which conditions the timelike Euler spirals can be Bertrand curve. Additionally, by
using the definition of logarithmic spiral having a linear radius of curvature and a
radius of torsion from [1,2,6], we obtain the spacelike logarithmic spiral.


We believe that this study gives us a link and relation between the classical
differential surface theory and Euler spirals in Minkowski space E3


1 .


2. PRELIMINARIES


Now, we recall the basic concepts and important theorems on classical differen-
tial geometry about the study, then we use them in the next sections to give our
approach. References [1,2,5,7], contain these concepts.


Let


α : I → E3


s 7→ α(s)


be non-null curve and {T,N,B} frame of α. T,N,B are the unit tangent, principal
normal and binormal vectors respectively. Let κ and τ be the curvatures of the
curve α.


We consider a regular curve α parametrized by the length-arc. We call


−→
T (s) =


dα


ds


the tangent vector at s. In particular, 〈T (s), T ′(s)〉 = 0. We will assume that
T ′(s) 6= 0. In this study we investigate the curve α in two different cases timelike
and spacelike.


We suppose that α is a timelike curve. Then T ′(s) 6= 0 is a spacelike vector
independent with T (s). We define the curvature of α at s as κ(s) = |T ′(s)| .The
normal vector N(s) is defined by


N(s) =
T ′(s)


κ(s)
=


α′′(s)


|α′′(s)|
.


Moreover κ(s) = 〈T ′(s), N(s)〉 . We call the binormal vector B(s) as


B(s) = T (s)×N(s)


The vector B(s) is unitary and spacelike. For each s, {T,N,B} is an orthonormal
base of E3


1 which is called the Frenet trihedron of α. We define the torsion of α.
We define the torsion of α at s as


τ(s) = 〈N ′(s), B(s)〉 [5].


By differentiation each one of the vector functions of the Frenet trihedron and
putting in relation with the same Frenet base, we obtain the Frenet equations,
namely,  T ′


N ′


B′


 =


 0 κ 0
κ 0 τ
0 −τ 0


 T
N
B



On the other hand, Let α be a spacelike curve. These are three possibilities


depending on the casual character of T ′(s)
1. The vector T ′(s) is spacelike. Again, we write κ(s) = |T ′(s)| , N(s) =


T ′(s)/κ(s) and B(s) = T (s) × N(s). The vectors N and B are called the normal
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vector and the binormal vector respectively. The curvature of α is defined by κ.
The equations are  T ′


N ′


B′


 =


 0 κ 0
−κ 0 τ
0 τ 0


 T
N
B



The torsion of α is defined by τ = −〈N ′, B〉.


2. The vector T ′(s) is timelike. The normal vector is N = T ′/κ, where κ(s) =√
−〈T ′(s), T ′(s)〉 is the curvature of α. The binormal vector is B(s) = T (s)×N(s),


which is spacelike vector. Now, the Frenet equations T ′


N ′


B′


 =


 0 κ 0
κ 0 τ
0 τ 0


 T
N
B



The torsion of α is τ = −〈N ′, B〉.


3. The vector T ′(s) is lightlike for any s (recall that T ′(s) 6= 0 and it is not
proportional to T (s)). We define the normal vector as N(s) = T ′(s), which is inde-
pendent linear with T (s). Let B be the unique lightlike vector such that 〈N,B〉 = 1
and orthogonal to T. The vector B(s) is called the binormal vector of α at s. The
Frenet equations are  T ′


N ′


B′


 =


 0 1 0
0 τ 0
−1 0 −τ


 T
N
B



The function τ is called the torsion of α. There is not a definition of the curvature
of α [5].


It is well-known that a planar curve of E3
1 is included in a affine plane and also


this plane is a vector plane. In [5], planar curves with constant curvature is studied.
If the curve α is a planar curve in E2 parametrized by the length-arc and ν is a
fixed unitary direction, we call θ(s) the angle that makes T (s) and ν, that is


cos(θ(s)) = 〈T (s), ν〉 [5].


It can be proved that the curve α is |θ′(s)| .
Harary and Tall define the Euler spirals in E3 the curve having both its curvature


and torsion evolve linearly along the curve. Furthermore, they require that their
curve conforms with the definition of a Cornu spiral.


Here, these curves whose curvatures and torsion evolve linearly are called Euler
spirals in E3


1 . Thus for some constants a, b, c, d ε R,


κ(s) = as+ b(2.1)


τ(s) = cs+ d


Next, we define logarithmic spiral having a linear radius of curvature and a linear
radius of torsion from [1,2]. They seek a spiral that has both a linear radius of
curvature and a linear radius of torsion in the arc-length parametrization s :


κ(s) =
1


as+ b


τ(s) =
1


cs+ d


where a, b, c and d are constants.
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Accordingly, the Euler spirals in E2
1 and in E3


1 that satisfy equation above by a set
of differential equations is the spacelike curve α for which the following conditions
hold:


d
−→
T (s)


ds
=


(
1


(as+ b)


)
−→
N (s),


d
−→
N (s)


ds
=


(
1


(as+ b)


)
−→
T (s) +


(
1


(cs+ d)


)
−→
B (s)


d
−→
B (s)


ds
= −


(
1


(cs+ d)


)
−→
N (s).


In addition to these, we want to give our definition that Euler spirals in E3
1 whose


ratio between its curvature and torsion evolve linearly is called generalized Euler
spirals in E3


1 . Thus for some constants a, b, c, d ε R,
κ


τ
=
as+ b


cs+ d


Theorem 2.1. Let α be a timelike curve parametrized by the length-arc and in-
cluded in a timelike plane. Let ν be a unit fixed vector of the plane pointing to the
future. Let φ(s) be the hyperbolic angle between T (s) and ν. Then κ(s) = |φ′(s)| [5].


Theorem 2.2. Let the curve α be a timelike planar Euler spirals in E3
1 . Then α


is a Bertrand curve and there are two constants A and B; the curvature κ and the
torsion τ such that


Aκ+Bτ = 1 [5].


3. PLANAR EULER SPIRALS IN E3
1


In this section, we will discuss the main properties of timelike and spacelike
Euler spirals. At that time, the relationship between Euler spirals, Bertrand curves,
regular curves and helices are given with some theorems and cases.


3.1. The Timelike Planar Euler Spirals in E3
1 . Let φ : I → R be the function.


We assume that the plane is timelike and the plane P be timelike, that is P =
〈E2, E3〉 and then let parametrized curve by the arc-length be the curve β. Thus,
this curve can be given as


β(s) = y(s)E2 + z(s)E3


with


y′(s)2 − z′(s)2 = −1.


From that,


β(s) =


 s∫
s0


coshφ(t)dt,


s∫
s0


sinhφ(t)dt



with the linear curavature


φ(s) =


s∫
s0


κ(u)du.


This approach shows that a plane curve with any given smooth function as its
signed curvature can be found. But simple curvature can lead to these curves.
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Thus, the function φ ∈ R such that


y′(s) = sinhφ(t)dt,


z′(s) = coshφ(t)dt


taking the derivative of this curve,


β′(s) = (sinhφ(s), coshφ(s))


and giving the dot product


〈β′, β′〉 = sinhφ(s)2 − coshφ(s)2 = −1


the timelike Euler spiral can be computed with the property


κ(s) = |β′′(s)| = |φ′(s)| = s.


Therefore, taking the signed curvature be κ(s) = s and s0 = 0, the timelike Euler
spiral β can be obtained as


β(s) =


 s∫
0


cosh
s2


2
ds,


s∫
0


sinh
s2


2
ds



Example 3.1. Let the signed curvature be κ(s) = as+ b. Taking s0 = 0, we get


φ′(s) = as+ b and


φ(s) =
a


2
s2 + bs.


then the timelike planar curve β can be given as


β(s) =


 s∫
0


cosh(
a


2
s2 + bs)ds,


s∫
0


sinh(
a


2
s2 + bs)ds


 .


Example 3.2. Let the signed curvature be κ(s) =
1


s
. Taking s0 = 0, we get the


timelike planar curve as


β(s) =


 s∫
0


cosh(ln s)ds,


s∫
0


sinh(ln s)ds



Theorem 3.1. Any timelike planar Euler spirals in E3


1 is regular.


Proof. Assume that the curve β is timelike planar Euler spiral and is written by


β(s) =


 s∫
s0


coshφ(s)ds,


s∫
s0


sinhφ(s)ds



where


β′(s) = (x′(s), y′(s), z′(s)) = (0, y′(s), z′(s))


and


〈β′(s), β′(s)〉 = y′(s)2 − z′(s)2〈0,
In particular s


s0
sinhφ(s) 6= 0 that is, β is a regular curve. �
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3.2. The Spacelike Planar Euler Spirals in E3
1 . Let φ : I → R be the function.


We suppose that the plane is timelike and is given by {x = 0} . We are going to
find the spacelike planar curve α; at this time, the curve α is written as


α(s) = x(s)E1 + z(s)E3 and


α(s) = (x(s), 0, z(s))


with


x′(s)2 − z′(s)2 = 1.


Thus, the spacelike planar Euler spiral is given by


α(s) =


 s∫
s0


sinhφ(t)dt,


s∫
s0


coshφ(t)dt



where


φ(s) =


s∫
s0


κ(u)du


with the curvature κ. Here, as it is known the curvature κ is linear and the function
φ ∈ R such that


x′(s) = coshφ(s) and


z′(s) = sinhφ(s).


Then, the tangent vector α is


α′(s) = (x′(s), z′(s)) and


α′(s) = (coshφ(s), sinhφ(s)).


It is clear that


〈α′(s), α′(s)〉 = coshφ(s)2 − sinhφ(s)2 = 1.


Let the signed curvature be κ(s) = s. Thus, the spacelike planar Euler spiral in E3
1


can be found as


α(s) =


 s∫
0


sinh
s2


2
ds,


s∫
0


cosh
s2


2
ds


 .


Example 3.3. If we take


κ(s) = as+ b


then


φ′(s) = as+ b


and


φ(s) = a
s2


2
ds+ bs


So,


α(s) =


 s∫
0


sinh(
a


2
s2 + bs)ds,


s∫
0


cosh(
a


2
s2 + bs)ds
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Example 3.4. If the curvature κ is constant as κ = a, then φ(s) = as + b. Thus,
the spacelike planar curve is obtained as


α(s) =


 s∫
0


sinh(as+ b)ds,


s∫
0


cosh(as+ b)ds


 .


Example 3.5. If the curvature κ is given as


κ =
1


s
,


then


φ(s) = ln s.


Therefore, the spacelike planar curve is


α(s) =


 s∫
0


sinh(ln s)ds,


s∫
0


cosh(ln s)ds


 .


4. EULER SPIRALS IN E3
1


In this section, we study some characterizations of Euler spirals in E3
1 by giving


some theorems and definitions from [4, 5, 6].


Proposition 4.1. If the curvature τ is zero then κ = as+ b and also the curve is
planar cornu spiral in E3


1 .


Proof. If τ = 0 and the curvature is linear, then the ratio


τ


κ
= 0


Therefore, we see that the curve is planar Euler spiral in E3
1 . �


Proposition 4.2. If the curvatures are


τ = as+ b


κ = c


then the Euler spirals are rectifying curves in E3
1 .


Proof. If we take the ratio
τ


κ
=
as+ b


c


where λ1 and λ2 , with λ1 6= 0 are constants, then [4]


τ


κ
= λ1s+ λ2.


It shows us that the Euler spirals are rectifying curves in E3
1 . It can be easily seen


from [3] that rectifying curves have very simple characterization in terms of the


ratio
τ


κ
. �


Proposition 4.3. Euler spirals in E3
1are Bertrand curves.
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Proof. From the definition of Euler spiral in E3
1 and the equations above, we can


take


τ(s) = c1s+ c2


κ(s) = d1s+ d2, with c1 6= 0 and d1 6= 0.


Here,


s =
1


c1
(τ − c2)


and then,


κ =
d1
c1


(τ − c2) + d2


c1κ = d1(τ − c2) + c1d2


c1κ− d1τ = c3


c1
c3
κ− d1


c3
τ = 1


Thus, we obtain


λκ+ µτ = 1


from Theorem.2 that Euler spirals are Bertrand curves in E3
1 . �


Theorem 4.1. Let M and Mr be parallel surfaces in E3
1 and also let the curve α


be a geodesic timelike Euler spiral on the surface M such that the curvatures


κ(s) = c1s+ c2


τ(s) = d1s+ d2, with c1 6= 0 and d1 6= 0.


In this case, the Bertrand pair of the curve α is on the surface Mr. Here,


r =
c1


c1d2 − d1c2
.


Proof. From the proposition before, the Euler spiral is Bertrand curve. Let β be
the Bertrand pair of the curve of α as:


β(s) = α(s) + νN(s).


From the property that α is geodesic on M


N(s) = n(s).


Therefore,


β(s) = α(s) + νn(s).


From the Proposition 12, we can give


r =
c1


c1d2 − d1c2
.


Thus, if we take r = ν then we have β(s) ∈Mr. �


Theorem 4.2. Let M be a surface in E3
1 and α : I → M be non-null curve


(timelike or spacelike). If the Darboux curve


W (s) = ετT + κB


is geodesic curve on the surface M, then the curve α is Euler spiral in E3
1 . Here, if


the curve α is timelike then ε = −1 and if the curve α is spacelike then ε = 1.
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Proof. Let α be timelike. Thus,


W (s) = −τT − κB


then we have


W ′(s) = −τ ′T − κ′B(4.1)


W ′′(s) = −τ ′′T − κ′′B − (κτ ′ − τκ′)N(4.2)


and also


W ′′(s) = λ(s)n(s).


Here, n(s) is the unit normal vector field of the surfaceM. Darboux curve is geodesic
on surface M , therefore we have


W ′′(s) = λ(s)N(s).


and then it can be easily given that n = N. If we take


τ ′′ = 0, κ′′ = 0


and also


κ = as+ b


τ = cs+ d


then the curve α is generalized Euler spiral in E3
1 . �


On the other hand, let α be spacelike. Thus,


W (s) = τT − κB.


Here, if the vector T ′(s) is spacelike or timelike then we have


W ′(s) = τ ′T − κ′B
W ′′(s) = τ ′′T − κ′′B + (κτ ′ − τκ′)N


and also it can be seen that


W ′′(s) = λ(s)n(s).


Smiliarly, n(s) is the unit normal vector field of the surface M. Darboux curve is
geodesic on surface M, therefore we have


W ′′(s) = λ(s)N(s).


and because of that it can be easily given n = N. If we take


τ ′′ = 0, κ′′ = 0


and also


κ = as+ b


τ = cs+ d


then the curve α is generalized Euler spiral in E3
1 .
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5. GENERALIZED EULER SPIRALS IN E3
1


In this section, we investigate generalized Euler spirals in E3
1 by using the defi-


nitions in above.


Theorem 5.1. In E3
1 , all logarithmic spirals are generalized Euler spirals.


Proof. As it is known that in all logarithmic spirals, the curvatures are linear as:


κ(s) =
1


as+ b


τ(s) =
1


cs+ d


In that case, it is clear that the ratio between the curvatures can be given as:


κ


τ
=
cs+ d


as+ b


Thus, it can be easily seen all logarithmic spirals are generalized euler spirals.


Theorem 5.2. Euler spirals are generalized Euler spirals in E3
1 .


Proof. It is clear from the property of curvature, torsion and the ratio that are
linear as:


κ(s) = as+ b


τ(s) = cs+ d


and then
κ


τ
=
as+ b


cs+ d
That shows us Euler spirals in E3


1 are generalized Euler spirals in E3
1 . �


�


Proposition 5.1. All generalized Euler spirals in E3
1 that have the property


τ


κ
= d1s+ d2


are rectifying curves.


Proof. If the curvatures κ(s) and τ(s) are taken as


κ(s) = c


τ(s) = d1s+ d2 with d1 6= 0


then, from [4]
τ


κ
=
d1s+ d2


c
= λ1s+ λ2


where λ1 and λ2 are constants. This gives us that if the curve α is generalized
Euler spiral in E3


1 then it is also in rectifying plane. �


Result.1 General helices are generalized Euler spirals in E3
1 .


Proof. It can be seen from the property of curvatures that are linear and the ratio
is also constant as it is shown:


τ


κ
= λ


�
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Theorem 5.3. Let


(5.1) α : I → E3
1


s 7→ α(s)


be non-null curve (spacelike or timelike) and let κ and τ be the curvatures of the
Frenet vectors of the curve α. For a, b, c, d, λ ∈ R, let take the curve β as


(5.2) β(s) = α(s) + (as+ b)T + (cs+ d)B + λN.


In this case, the curve α is generalized Euler spiral in E3
1 which has the property


κ


τ
= ε


cs+ d


as+ b
, ε = ∓1


if and only if the curves β and (T ) are the involute-evolute pair. Here, the curve
(T ) is the tangent indicatrix of α.


Proof. The tangent of the curve β is


(5.3) β′(s) = ((1− λ)κ+ a)T + (c+ λτ)B + (κ(as+ b)− τ(cs+ d))N.


The tangent of the curve (T ) is


dT


dsT
= εN.


Here, sT is the arc parameter of the curve (T ).


(5.4) 〈β′, N〉 = κ(as+ b)− τ(cs+ d)


If the curves β and (T ) are the involute-evolute pair then


〈β′, N〉 = 0.


From (7), it can be easily obtained


κ


τ
=
cs+ d


as+ b


This means that the curve α is generalized Euler spiral in E3
1 .


On the other hand, if the curve α is generalized Euler spiral in E3
1 which has the


property
κ


τ
=
cs+ d


as+ b
,


then from (7)


〈β′, N〉 = 0.


This means that β and (T ) are the involute-evolute pair in E3
1 . �


Result.2 From the hypothesis of the theorem above, the curve α is generalized
Euler spiral in E3


1 which has the property


κ


τ
=
cs+ d


as+ b


if and only if β and (B) are the involute-evolute pair. Here, (B) is the binormal of
the curve α in E3


1 .
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Proof. The tangent of the curve (B) is


dB


dsB
= −N.


It can be easily seen from [5] for (B).


Theorem 5.4. Let the ruled surface Φ be


Φ : I × R −→ E3
1(5.5)


(s, v)→ Φ(s, v) = α(s) + v[(as+ b)T + (cs+ d)B]


and the curve α : I → M be non-null curve. The ruled surface Φ is developable if
and only if the curve α is generalized Euler spiral in E3


1 which has the property


κ


τ
= ε


cs+ d


as+ b
, ε = ∓1.


Here, α is the base curve and T, B are the tangent and binormal of the curve α,
respectively.


�


Proof. For the directrix of the surface


X(s) = (as+ b)T + (cs+ d)B,


and also for


X ′(s) = aT + [(as+ b)κ± (cs+ d)τ ]N + cB,


we can easily give that


det(T,X,X ′) =


∣∣∣∣∣∣
1 0 0


as+ b 0 cs+ d
a (as+ b)κ± τ(cs+ d) c


∣∣∣∣∣∣
In this case, the ruled surface is developable if and only if det(T,X,X ′) = 0 then


(cs+ d)(as+ b)κ− (cs+ d)τ = 0


then for cs+ d 6= 0


(as+ b)κ± (cs+ d)τ = 0.


Thus, the curve α is generalized Euler spiral in E3
1 which has the property


τ


κ
=
as+ b


cs+ d
.


�


Theorem 5.5. Let α : I →M be non-null curve. If the curve


U(s) =
ε


κ
T − 1


τ
B


is a geodesic curve then the curve α is a logarithmic spiral in E3
1 .


Proof. Let α be timelike. Thus we have


U(s) = − 1


κ
T − 1


τ
B
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then


U ′ =


(
− 1


κ


)′


T −
(


1


τ


)′


B(5.6)


U ′′ =


(
− 1


κ


)′′


T −
(


1


τ


)′′


B −


[(
1


κ


)′


κ−
(


1


τ


)′


τ


]
N.(5.7)


U(s) is geodesic on surface M, therefore


U ′′ = µ1(s)n(s).


Here, n(s) is the unit normal vector field of the surface M. And also n = N, then
we have


U ′′ = µ1(s)N(s).


Also, from (10) it can be easily seen that


1


κ
= as+ b


1


τ
= cs+ d


Thus, it is clear that the curve α is a logarithmic spiral in E3
1 .


On the other hand, let α be spacelike. Thus we have


U(s) =
1


κ
T − 1


τ
B


then


U ′ =


(
1


κ


)′


T −
(


1


τ


)′


B(5.8)


U ′′ =


(
1


κ


)′′


T −
(


1


τ


)′′


B +


[(
1


κ


)′


κ−
(


1


τ


)′


τ


]
N.(5.9)


U(s) is geodesic on surface M, therefore


U ′′ = µ2(s)n(s).


Here, n(s) is the unit normal vector field of the surface M. And also n = N, then
we have


U ′′ = µ2(s)N(s).


Also, from (12) it can be easily seen that


1


κ
= as+ b


1


τ
= cs+ d


�







274 SEMRA SARACOGLU CELİK, YUSUF YAYLI, AND ERHAN GULER


6. CONCLUSIONS


In this study, at the beginning, planar Euler spirals in E3
1 have been defined and


then generalized Euler spirals in E3
1 have been introduced by using their important


properties. Depending on these, some different characterizations of Euler spirals
in E3


1 are expressed by giving theorems, propositions with their results and proofs.
At this time, it is obtained that Euler spirals are generalized Euler spirals in E3


1 .
Additionally, we show that all logarithmic spirals are generalized Euler spirals in
E3


1 . Moreover, many different approaches about generalized Euler spirals in E3
1 are


presented in this paper.
We hope that this study will gain different interpretation to the other studies in


this field.
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ON NEW INEQUALITIES OF HERMITE-HADAMARD-FEJER


TYPE FOR GA-s CONVEX FUNCTIONS VIA FRACTIONAL


INTEGRALS


MEHMET KUNT AND İMDAT İŞCAN


Abstract. In this paper, some Hermite-Hadamard-Fejer type integral in-
equalities for GA-s convex functions in fractional integral forms are obtained.


1. Introduction


Let f : I ⊆ R→ R be a convex function defined on the interval I of real numbers
and a, b ∈ I with a < b. The inequality


(1.1) f


(
a+ b


2


)
≤ 1


b− a


∫ b


a


f(x)dx ≤ f(a) + f(b)


2


is well known in the literature as Hermite-Hadamard’s inequality [2].
The most well-known inequalities related to the integral mean of a convex func-


tion f are the Hermite Hadamard inequalities or its weighted versions, the so-called
Hermite-Hadamard-Fejér inequalities.


In [1], Fejér established the following Fejér inequality which is the weighted
generalization of Hermite-Hadamard inequality (1.1):


Theorem 1.1. Let f : [a, b]→ R be convex function. Then the inequality


(1.2) f


(
a+ b


2


) b∫
a


g(x)dx ≤
∫ b


a


f(x)g(x)dx ≤ f(a) + f(b)


2


∫ b


a


g(x)dx


holds, where g : [a, b]→ R is nonnegative,integrable and symmetric to (a+ b)/2.


For some results which generalize, improve, and extend the inequalities (1.1) and
(1.2) see [3, 12, 13, 15].
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Definition 1.1. [10, 11]. A function f : I ⊆ (0,∞) → R is said to be GA-convex
(geometric-arithmetically convex) if


f(xty1−t) ≤ tf(x) + (1− t) f(y)


for all x, y ∈ I and t ∈ [0, 1].


Definition 1.2. [14]. A function f : I ⊆ (0,∞)→ R is said to be GA-s convex on
I if


f(xty1−t) ≤ tsf (x) + (1− t)s f (y)


for all x, y ∈ I and t ∈ [0, 1].


In [9], Latif et al. established the following inequality which is the weighted
generalization of Hermite-Hadamard inequality for GA-convex functions as follows:


Theorem 1.2. Let f : I ⊆ (0,∞) → R be a GA-convex function and a, b ∈ I
with a < b. Let g:[a, b] → [0,∞) be continuous positive mapping and geometrically


symmetric to
√
ab. Then


(1.3) f
(√


ab
)∫ b


a


g (x)


x
dx ≤


∫ b


a


f (x) g (x)


x
dx ≤ f (a) + f (b)


2


∫ b


a


g (x)


x
dx.


In [8], the authors established new Hermite-Hadamard type inequality for GA-
convex function in fractional integral forms and new Hermite-Hadamard-Fejer in-
equality for GA-convex function in fractional integral forms as follows:


Theorem 1.3. Let f : [a, b] ⊆ R+→ R be a GA-convex function with a < b and
f ∈ L [a, b], then the following inequalities for fractional integrals hold:


(1.4) f
(√


ab
)
≤ Γ (α+ 1)


21−α
(
ln b


a


)α [Jα√ab−f (a) + Jα√
ab+


f (b)
]
≤ f (a) + f (b)


2
.


Theorem 1.4. Let f : [a, b] ⊆ R+→ R be a GA-convex function with a < b and
f ∈ L [a, b]. If g : [a, b]→ R is nonnegative,integrable and geometrically symmetric


with respect to
√
ab, then the following inequalities for fractional integrals hold:


f
(√


ab
) [
Jα√


ab−g (a) + Jα√
ab+


g (b)
]
≤
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]


(1.5)


≤ f (a) + f (b)


2


[
Jα√


ab−g (a) + Jα√
ab+


g (b)
]


with α > 0.


Lemma 1.1. [8]. Let f : [a, b] ⊆ R+→ R be a differentiable mapping on (a, b) with
a < b and f ′ ∈ L [a, b]. If g : [a, b]→ R is integrable and geometrically symmetric


with respect to
√
ab then the following equality for fractional integrals holds:


f
(√


ab
) [
Jα√


ab−g (a) + Jα√
ab+


g (b)
]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]


(1.6)


=
1


Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1
g(s)dss


)
f ′ (t) dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1
g(s)dss


)
f ′ (t) dt



with α > 0.


We will now give definitions of the right-hand side and left-hand side Hadamard
fractional integrals which are used throughout this paper.
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Definition 1.3. [7]. Let f ∈ L [a, b]. The right-hand side and left-hand side
Hadamard fractional integrals Jαa+f and Jαb−f of order α > 0 with b > a ≥ 0 are
defined by


Jαa+f(x) =
1


Γ(α)


∫ x


a


(
ln
x


t


)α−1


f(t)
dt


t
, x > a


and


Jαb−f(x) =
1


Γ(α)


∫ b


x


(
ln
t


x


)α−1


f(t)
dt


t
, x < b


respectively, where Γ(α) is the Gamma function defined by Γ(α) =
∫∞


0
e−ttα−1dt.


Because of the wide application of Hermite-Hadamard type inequalities and frac-
tional integrals, many researchers extend their studies to Hermite-Hadamard type
inequalities involving fractional integrals not limited to integer integrals. Recently,
more and more Hermite-Hadamard inequalities involving fractional integrals have
been obtained for different classes of functions; see [4, 5, 6, 16, 17].


In this paper, we obtained some Hermite-Hadamard-Fejer type integral inequal-
ities for GA-s convex functions in fractional integral forms.


2. Main results


Throughout this section, let ‖g‖∞ = supt∈[a,b] |g(x)|, for the continuous function


g : [a, b]→ R.


Theorem 2.1. Let f : I ⊆ R+→ R be a differentiable mapping on I◦ and f ′ ∈
L [a, b] with a < b. If |f ′| is GA-s convex on [a, b] and g : [a, b]→ R is continuous


and geometrically symmetric with respect to
√
ab, then the following inequality for


fractional integrals holds∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤
‖g‖∞


(
ln b


a


)α+1


Γ(α+ 1)
[C1(α) |f ′ (a)|+ C2(α) |f ′ (b)|]


where


C1(α) =


( ∫ 1
2


0
uα (1− u)


s (
a1−ubu


)
du


+
∫ 1


1
2


(1− u)
α+s (


a1−ubu
)
du


)


C2 (α) =


( ∫ 1
2


0
uα+s


(
a1−ubu


)
du


+
∫ 1


1
2


(1− u)
α
us
(
a1−ubu


)
du


)
with α > 0.


Proof. From Lemma 1.1 we have∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤ 1


Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1 |g(s)| dss
)
|f ′ (t)| dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1 |g(s)| dss
)
|f ′ (t)| dt



≤
‖g‖∞
Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1 ds
s


)
|f ′ (t)| dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1 ds
s


)
|f ′ (t)| dt


 .
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Setting t = a1−ubu and dt = a1−ubu ln
(
b
a


)
du gives∣∣∣f (√ab) [Jα√


ab−g (a) + Jα√
ab+


g (b)
]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣(2.1)


≤
‖g‖∞
Γ(α)


 ∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du


+
∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du





=
‖g‖∞
Γ(α)



∫ 1


2


0


(
(ln s


a )
α


α


∣∣∣∣a1−ubu
a


)∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du


+
∫ 1


1
2


(
−(ln b


s )
α


α


∣∣∣∣b
a1−ubu


)∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du



=
‖g‖∞


(
ln b


a


)α+1


Γ(α+ 1)


[ ∫ 1
2


0
uα
∣∣f ′ (a1−ubu


)∣∣ (a1−ubu
)
du


+
∫ 1


1
2


(1− u)
α ∣∣f ′ (a1−ubu


)∣∣ (a1−ubu
)
du


]
Since |f ′| is GA-s convex on [a, b], we know that for u ∈ [0, 1]


(2.2)
∣∣f ′(a1−ubu)


∣∣ ≤ (1− u)
s |f ′ (a)|+ us |f ′ (b)| ,


Hence, if we use (2.2) in (2.1), we obtain∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤
‖g‖∞


(
ln b


a


)α+1


Γ(α+ 1)


[ ∫ 1
2


0
uα [(1− u)


s |f ′ (a)|+ us |f ′ (b)|]
(
a1−ubu


)
du


+
∫ 1


1
2


(1− u)
α


[(1− u)
s |f ′ (a)|+ us |f ′ (b)|]


(
a1−ubu


)
du


]


=
‖g‖∞


(
ln b


a


)α+1


Γ(α+ 1)


{( ∫ 1
2


0
uα (1− u)


s (
a1−ubu


)
du


+
∫ 1


1
2


(1− u)
α+s (


a1−ubu
)
du


)
|f ′ (a)|( ∫ 1


2


0
uα+s


(
a1−ubu


)
du


+
∫ 1


1
2


(1− u)
α
us
(
a1−ubu


)
du


)
|f ′ (b)|


}
This completes the proof. �


Corollary 2.1. In Theorem 2.1;
(1) If we take α = 1 we have the following Hermite-Hadamard-Fejer type in-


equality for GA-s convex function which is related the left-hand side of (1.3):∣∣∣∣∣f (√ab)
∫ b


a


g (x)


x
dx−


∫ b


a


f (x) g (x)


x
dx


∣∣∣∣∣
≤ ‖g‖∞ ln2


(
b


a


)
[C1(1) |f ′ (a)|+ C2(1) |f ′ (b)|] ,


(2) If we take g (x) = 1 we have following Hermite-Hadamard type inequality for
GA-s convex function in fractional integral forms which is related the left-hand side
of (1.4): ∣∣∣∣∣f (√ab)− Γ (α+ 1)


21−α
(
ln b


a


)α [Jα√ab−f (a) + Jα√
ab+


f (b)
]∣∣∣∣∣


≤
ln
(
b
a


)
21−α [C1(α) |f ′ (a)|+ C2(α) |f ′ (b)|] ,
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(3) If we take α = 1 and g (x) = 1 we have the following Hermite-Hadamard
type inequality for GA-s convex function


∣∣∣∣∣f (√ab)− 1


ln b
a


∫ b


a


f (x)


x
dx


∣∣∣∣∣
≤ ln


(
b


a


)
[C1(1) |f ′ (a)|+ C2(1) |f ′ (b)|] .


Theorem 2.2. Let f : I ⊆ R+→ R be a differentiable mapping on I◦ and f ′ ∈
L [a, b] with a < b. If |f ′|q , q ≥ 1, is GA-s convex on [a, b] and g : [a, b]→ R
is continuous and geometrically symmetric with respect to


√
ab, then the following


inequalities for fractional integrals hold:


∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤
‖g‖∞ lnα+1


(
b
a


)
2(α+1)(1− 1


q ) (α+ 1)
1− 1


q Γ(α+ 1)


×


[ [
C3(α) |f ′ (a)|q + C4(α) |f ′ (b)|q


] 1
q


+
[
C5(α) |f ′ (a)|q + C6(α) |f ′ (b)|q


] 1
q


]


where


C3(α) =


∫ 1
2


0


uα (1− u)
s (
a1−ubu


)q
du,


C4(α) =


∫ 1
2


0


uα+s
(
a1−ubu


)q
du,


C5(α) =


∫ 1


1
2


(1− u)
α+s (


a1−ubu
)q
du,


C6(α) =


∫ 1


1
2


(1− u)
α
us
(
a1−ubu


)q
du,


and α > 0.


Proof. Using Lemma 1.1, we have


∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤ 1


Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1 |g(s)| dss
)
|f ′ (t)| dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1 |g(s)| dss
)
|f ′ (t)| dt



≤
‖g‖∞
Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1 ds
s


)
|f ′ (t)| dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1 ds
s


)
|f ′ (t)| dt


 .
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Setting t = a1−ubu and dt = a1−ubu ln
(
b
a


)
du gives∣∣∣f (√ab) [Jα√


ab−g (a) + Jα√
ab+


g (b)
]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤
‖g‖∞
Γ(α)


 ∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du


+
∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du



=
‖g‖∞ ln


(
b
a


)
Γ(α)


 ∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
du


+
∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
du


 .
Using power mean inequality we have∣∣∣f (√ab) [Jα√


ab−g (a) + Jα√
ab+


g (b)
]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣(2.3)


≤
‖g‖∞ ln


(
b
a


)
Γ(α)





[∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


)
du
]1− 1


q


×
[∫ 1


2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣q (a1−ubu


)q
du
] 1
q


+
[∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


)
du
]1− 1


q


×
[∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣q (a1−ubu


)q
du
] 1
q



=


‖g‖∞ lnα+1
(
b
a


)
2(α+1)(1− 1


q ) (α+ 1)
1− 1


q Γ(α+ 1)


×



[∫ 1


2


0
uα
∣∣f ′ (a1−ubu


)∣∣q (a1−ubu
)q
du
] 1
q


+
[∫ 1


1
2


(1− u)
α ∣∣f ′ (a1−ubu


)∣∣q (a1−ubu
)q
du
] 1
q


 .
Since |f ′|q is GA-s convex on [a, b], we know that for u ∈ [0, 1]


(2.4)
∣∣f ′(a1−ubu)


∣∣q ≤ [(1− u)
s |f ′ (a)|q + us |f ′ (b)|q


]
.


Hence, if we use (2.4) in (2.3), we obtain∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤
‖g‖∞ lnα+1


(
b
a


)
2(α+1)(1− 1


q ) (α+ 1)
1− 1


q Γ(α+ 1)


×



[∫ 1


2


0
uα
[
(1− u)


s |f ′ (a)|q + us |f ′ (b)|q
] (
a1−ubu


)q
du
] 1
q


+
[∫ 1


1
2


(1− u)
α [


(1− u)
s |f ′ (a)|q + us |f ′ (b)|q


] (
a1−ubu


)q
du
] 1
q



=


‖g‖∞ lnα+1
(
b
a


)
2(α+1)(1− 1


q ) (α+ 1)
1− 1


q Γ(α+ 1)
[(∫ 1


2


0
uα (1− u)


s (
a1−ubu


)q
du
)
|f ′ (a)|q +


(∫ 1
2


0
uα+s


(
a1−ubu


)q
du
)
|f ′ (b)|q


] 1
q


+
[(∫ 1


1
2


(1− u)
α+s (


a1−ubu
)q
du
)
|f ′ (a)|q +


(∫ 1
1
2


(1− u)
α
us
(
a1−ubu


)q
du
)
|f ′ (b)|q


] 1
q



This completes the proof. �
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Corollary 2.2. In Theorem 2.2;
(1) If we take α = 1 we have the following Hermite-Hadamard-Fejer type in-


equality for GA-s convex function which is related the left-hand side of (1.3):∣∣∣∣∣f (√ab)
∫ b


a


g (x)


x
dx−


∫ b


a


f (x) g (x)


x
dx


∣∣∣∣∣ ≤ ‖g‖∞ ln2
(
b
a


)
23(1− 1


q )


×


[ [
C3(1) |f ′ (a)|q + C4(1) |f ′ (b)|q


] 1
q


+
[
C5 (1) |f ′ (a)|q + C6(1) |f ′ (b)|q


] 1
q


]
,


(2) If we take g (x) = 1 we have following Hermite-Hadamard type inequality for
GA-s convex function in fractional integral forms which is related the left-hand side
of (1.4): ∣∣∣∣∣f (√ab)− Γ (α+ 1)


21−α
(
ln b


a


)α [Jα√ab−f (a) + Jα√
ab+


f (b)
]∣∣∣∣∣


≤
ln
(
b
a


)
22−α+1


q (α+ 1)
1− 1


q


[ [
C3(α) |f ′ (a)|q + C4(α) |f ′ (b)|q


] 1
q


+
[
C5(α) |f ′ (a)|q + C6(α) |f ′ (b)|q


] 1
q


]
,


(3) If we take α = 1 and g (x) = 1 we have the following Hermite-Hadamard
type inequality for GA-s convex function∣∣∣∣∣f (√ab)− 1


ln b
a


∫ b


a


f (x)


x
dx


∣∣∣∣∣ ≤ ln
(
b
a


)
23(1− 1


q )[ [
C3(1) |f ′ (a)|q + C4(1) |f ′ (b)|q


] 1
q


+
[
C5(1) |f ′ (a)|q + C6(1) |f ′ (b)|q


] 1
q


]
.


Theorem 2.3. Let f : I ⊆ R+→ R be a differentiable mapping on I◦ and f ′ ∈
L [a, b] with a < b. If |f ′|q , q > 1, is GA-s convex on [a, b] and g : [a, b]→ R
is continuous and geometrically symmetric with respect to


√
ab, then the following


inequalities for fractional integrals hold:∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤
‖g‖∞ a lnα+1− 1


q
(
b
a


)
2
αp+1
p (αp+ 1)


1
p q


1
q Γ(α+ 1)


[ [
C7 |f ′ (a)|q + C8 |f ′ (b)|q


] 1
q


+
[
C9 |f ′ (a)|q + C10 |f ′ (b)|q


] 1
q


]
,


where


C7 =


∫ 1
2


0


(1− u)
s (
a1−ubu


)q
du


C8 =


∫ 1
2


0


us
(
a1−ubu


)q
du


C9 =


∫ 1


1
2


(1− u)
s (
a1−ubu


)q
du


C10 =


∫ 1


1
2


us
(
a1−ubu


)q
du


with α > 0 and 1/p+ 1/q = 1.
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Proof. Using Lemma 1.1, setting t = a1−ubu and dt = a1−ubu ln
(
b
a


)
du, Hölder’s


inequality and (2.4) we have∣∣∣f (√ab) [Jα√
ab−g (a) + Jα√


ab+
g (b)


]
−
[
Jα√


ab− (fg) (a) + Jα√
ab+


(fg) (b)
]∣∣∣


≤ 1


Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1 |g(s)| dss
)
|f ′ (t)| dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1 |g(s)| dss
)
|f ′ (t)| dt



≤
‖g‖∞
Γ(α)


 ∫√ab
a


(∫ t
a


(
ln s


a


)α−1 ds
s


)
|f ′ (t)| dt


+
∫ b√


ab


(∫ b
t


(
ln b


s


)α−1 ds
s


)
|f ′ (t)| dt



=
‖g‖∞
Γ(α)


 ∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du


+
∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
ln
(
b
a


)
du



=
‖g‖∞ ln


(
b
a


)
Γ(α)


 ∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
du


+
∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


) ∣∣f ′ (a1−ubu
)∣∣ (a1−ubu


)
du





≤
‖g‖∞ ln


(
b
a


)
Γ(α)





(∫ 1
2


0


(∫ a1−ubu
a


(
ln s


a


)α−1 ds
s


)p
du
) 1
p


×
(∫ 1


2


0


∣∣f ′ (a1−ubu
)∣∣q (a1−ubu


)q
du
) 1
q


+
(∫ 1


1
2


(∫ b
a1−ubu


(
ln b


s


)α−1 ds
s


)p
du
) 1
p


×
(∫ 1


1
2


∣∣f ′ (a1−ubu
)∣∣q (a1−ubu


)q
du
) 1
q





=
‖g‖∞ lnα+1


(
b
a


)
2
αp+1
p (αp+ 1)


1
p Γ(α+ 1)



(∫ 1


2


0


∣∣f ′ (a1−ubu
)∣∣q (a1−ubu


)q
du
) 1
q


+
(∫ 1


1
2


∣∣f ′ (a1−ubu
)∣∣q (a1−ubu


)q
du
) 1
q





≤
‖g‖∞ lnα+1


(
b
a


)
2
αp+1
p (αp+ 1)


1
p Γ(α+ 1)


×



(∫ 1


2


0


[
(1− u)


s |f ′ (a)|q + us |f ′ (b)|q
] (
a1−ubu


)q
du
) 1
q


+
(∫ 1


1
2


[
(1− u)


s |f ′ (a)|q + us |f ′ (b)|q
] (
a1−ubu


)q
du
) 1
q



=


‖g‖∞ a lnα+1− 1
q
(
b
a


)
2
αp+1
p (αp+ 1)


1
p q


1
q Γ(α+ 1)


×



[(∫ 1


2


0
(1− u)


s (
a1−ubu


)q
du
)
|f ′ (a)|q +


(∫ 1
2


0
us
(
a1−ubu


)q
du
)
|f ′ (b)|q


] 1
q


+
[(∫ 1


1
2


(1− u)
s (
a1−ubu


)q
du
)
|f ′ (a)|q +


(∫ 1
1
2
us
(
a1−ubu


)q
du
)
|f ′ (b)|q


] 1
q



This completes the proof. �


Corollary 2.3. In Theorem 2.3;
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(1) If we take α = 1 we have the following Hermite-Hadamard-Fejer type in-
equality for GA-s convex function which is related the left-hand side of (1.3):∣∣∣∣∣f (√ab)


∫ b


a


g (x)


x
dx−


∫ b


a


f (x) g (x)


x
dx


∣∣∣∣∣
≤
‖g‖∞ a ln2− 1


q
(
b
a


)
2
p+1
p (p+ 1)


1
p q


1
q


[ [
C7 |f ′ (a)|q + C8 |f ′ (b)|q


] 1
q


+
[
C9 |f ′ (a)|q + C10 |f ′ (b)|q


] 1
q


]
,


(2) If we take g (x) = 1 we have following Hermite-Hadamard type inequality for
GA-s convex function in fractional integral forms which is related the left-hand side
of (1.4): ∣∣∣∣∣f (√ab)− Γ (α+ 1)


21−α
(
ln b


a


)α [Jα√ab−f (a) + Jα√
ab+


f (b)
]∣∣∣∣∣


≤
a ln1− 1


q
(
b
a


)
2
αp+1
p +1−α (αp+ 1)


1
p q


1
q


[ [
C7 |f ′ (a)|q + C8 |f ′ (b)|q


] 1
q


+
[
C9 |f ′ (a)|q + C10 |f ′ (b)|q


] 1
q


]
,


(3) If we take α = 1 and g (x) = 1 we have the following Hermite-Hadamard
type inequality for GA-s convex function∣∣∣∣∣f (√ab)− 1


ln b
a


∫ b


a


f (x)


x
dx


∣∣∣∣∣
≤


a ln1− 1
q
(
b
a


)
2
p+1
p (p+ 1)


1
p q


1
q


[ [
C7 |f ′ (a)|q + C8 |f ′ (b)|q


] 1
q


+
[
C9 |f ′ (a)|q + C10 |f ′ (b)|q


] 1
q


]
.


References


[1] L. Fejér, Uberdie Fourierreihen, II, Math. Naturwise. Anz Ungar. Akad., Wiss, 24 (1906),
369-390, (in Hungarian).


[2] J. Hadamard, Étude sur les propriétés des fonctions entières et en particulier d’une fonction


considérée par Riemann, J. Math. Pures Appl., 58 (1893), 171-215.
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Bolyai Math. 57(3) (2012), 377-386.







HERMITE-HADAMARD-FEJER TYPE INEQUALITIES 139
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TRANSLATION SURFACES IN THE 3-DIMENSIONAL SIMPLY


ISOTROPIC SPACE I13 SATISFYING ∆IIIxi = λixi


BAHADDIN BUKCU, DAE WON YOON, AND MURAT KEMAL KARACAN


Abstract. In this paper, we classify translation surfaces in the three dimen-
sional simply isotropic space I13 satisfying some algebraic equations in terms of


the coordinate functions and the Laplacian operators with respect to the third
fundamental form of the surface. We also give explicit forms of these surfaces.


1. Introduction


Let x : M→Em be an isometric immersion of a connected n-dimensional man-
ifold in the m-dimensional Euclidean space Em. Denote by H and ∆ the mean
curvature and the Laplacian of M with respect to the Riemannian metric on M in-
duced from that of Em, respectively. Takahashi ([19]) proved that the submanifolds
in Em satisfying ∆x = λx, that is, all coordinate functions are eigenfunctions of the
Laplacian with the same eigenvalue λ ∈ R are either the minimal submanifolds of
Em or the minimal submanifolds of hypersphere Sm−1 in Em.


As an extension of Takahashi theorem, Garay studied in [12] hypersurfaces in Em
whose coordinate functions are eigenfunctions of the Laplacian, but not necessarily
associated to the same eigenvalue. He considered hypersurfaces in Em satisfying
the condition


(1.1) ∆x = Ax,


where A ∈Mat (m,R) is an m×m- diagonal matrix, and proved that such hyper-
surfaces are minimal (H = 0) in Em and open pieces of either round hyperspheres
or generalized right spherical cylinders.


Related to this, Dillen, Pas and Verstraelen ([10]) investigated surfaces in E3


whose immersions satisfy the condition


(1.2) ∆x = Ax + B,


where A ∈Mat (3,R) is a 3 × 3-real matrix and B ∈ R3. In other words, each
coordinate function is of 1-type in the sense of Chen ([9]). For the Lorentzian


Key words and phrases. Simply isotropic space, translation surfaces, Laplace operator.
Mathematics Subject Classification 2010: 53A35,53B30.
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version of surfaces satisfying (1.2), Alias, Ferrandez and Lucas ([1]) proved that
the only such surfaces are minimal surfaces and open pieces of Lorentz circular
cylinders, hyperbolic cylinders, Lorentz hyperbolic cylinders, hyperbolic spaces or
pseudo-spheres.


The notion of an isometric immersion x is naturally extended to smooth functions
on submanifolds of Euclidean space or pseudo-Euclidean space. The most natural
one of them is the Gauss map of the submanifold. In particular, if the submanifold
is a hypersurface, the Gauss map can be identified with the unit normal vector
field to it. Dillen, Pas and Verstraelen ([11]) studied surfaces of revolution in the
3-dimensional Euclidean space E3 such that its Gauss map G satisfies the condition


(1.3) ∆G = AG,


where A ∈ Mat (3,R). Baikoussis and Verstraelen ([4]) studied the helicoidal sur-
faces in E3. Choi ([7]) completely classified the surfaces of revolution satisfying
the condition (1.3) in the 3- dimensional Minkowski space E3


1. The authors ([8,
20]) classified surfaces of revolution satisfying (1.2) and (1.3) in the 3-dimensional
Minkowski space and pseudo-Galilean space. The authors ([21]) classified the trans-
lation surfaces in the 3-dimensional Galilean space under the condition ∆xi = λixi,
where λi ∈ R.The authors ([6]) classified translation surfaces in the 3-dimensional
space satisfying ∆IIIri= µiri. The authors ([13]) classified surfaces of revolution in
the 3-dimensional Minkowski space satisfying ∆IIIr = Ar, where A ∈ Mat (3,R).
The authors ([14]) classified the translation surfaces in the 3-dimensional simply
isotropic space under the condition ∆jxi = λixi, where λi ∈ R and j = I, II,


The main purpose of this paper is to complete classification of translation sur-
faces in the three dimensional simply isotropic space I13 in terms of the position
vector field and the Laplacian operator.


2. Preliminaries


A simply isotropic space I13 is a Cayley–Klein space defined from the three di-
mensional projective space P(R3) with the absolute figure which is an ordered
triple (w, f1, f2), where w is a plane in P(R3) and f1, f2 are two complex-conjugate
straight lines in w. The homogeneous coordinates in P(R3) are introduced in such
a way that the absolute plane w is given by x0 = 0 and the absolute lines f1, f2 by
x0 = x1 + ix2 = 0, x0 = x1− ix2 = 0. The intersection point F(0 : 0 : 0 : 1) of these
two lines is called the absolute point. The group of motions of the simply isotropic
space is a six-parameter group given in the affine coordinates x = x1


x0
, y = x2


x0
, z = x3


x0


by


(2.1) x = a+ x cos θ − y sin θ


y = b+ x sin θ + y cos θ


z = c+ c1x+ c2y + z,


where a, b, c, c1, c2, θ ∈ R. Such affine transformations are called isotropic con-
gruence transformations or i-motions [15, 17].


Isotropic geometry has different types of lines and planes with respect to the
absolute figure. A line is called non-isotropic (resp. completely isotropic) if its
point at infinity does not coincide (coincides) with the point F. A plane is called
non-isotropic (resp. isotropic) if its line at infinity does not contain F. Completely
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isotropic lines and isotropic planes in this affine model appear as vertical, i.e.,
parallel to the z-axis. Finally, the metric of the simply isotropic space I13 is given
by


ds2 = dx2 + dy2.


A surface M immersed in I13 is called admissible if it has no isotropic tangent
planes. For such a surface, the coefficients E,F,G of its first fundamental form are
calculated with respect to the induced metric and the coefficients L,M,N of the
second fundamental form, with respect to the normal vector field of a surface which
is always completely isotropic. The (isotropic) Gaussian and mean curvature are
defined by


(2.2) K = k1k2 =
LN −M2


EG− F 2
, 2H = k1 + k2 =


EN − 2FM +GL


EG− F 2
,


where k1, k2 are principal curvatures, i.e., extrema of the normal curvature deter-
mined by the normal section (in completely isotropic direction) of a surface. Since
EG−F 2 > 0, for the function in the denominator we often put W 2 = EG−F 2.The
surface M is said to be isotropic flat (resp. isotropic minimal ) if K (resp. H) van-
ishes [17].


It is well known in terms of local coordinates {u, v} of M the Laplacian operator
∆III of the third fundamental form on M is defined by ([13])


(2.3) ∆IIIx = −
√
EG− F 2


LN −M2


 ∂
∂u


(
Zxu−Y xv


(LN−M2)
√
EG−F 2


)
−


∂
∂v


(
Y xu−Xxv


(LN−M2)
√
EG−F 2


)  ,
where


X = EM2 − 2FLM +GL2,


Y = EMN − FLN +GLM − FM2,


Z = GM2 − 2FNM + EN2.


3. Translation Surfaces in I13
In order to describe the isotropic analogues of translation surfaces of constant


curvatures, we consider translation surfaces obtained by translating two planar
curves. The local surface parametrization is given by


(3.1) x(u, v) = α(u) + β(v).


Since there are, with respect to the absolute figure, different types of planes in
I13 , there are in total three different possibilities for planes that contain translated
curves: the translated curves can be curves in isotropic planes (which can be chosen,
by means of isotropic motions, as y = 0, resp. x = 0); or one curve is in a non-
isotropic plane (z = 0) and one curve in an isotropic plane (y = 0); or both curves
are curves in non-isotropic perpendicular planes (y − z = π, resp. y + z = π).
Therefore, the obtained translation surfaces allow the following parametrizations:


Type 1: The surface M is parametrized by


(3.2) x(u, v) = (u, v, f(u) + g(v)) ,


and the translated curves are α(u) = (u, 0, f(u)), β(v) = (0, v, g(v)) .
Type 2: The surface M is parametrized by


(3.3) x(u, v) = (u, f(u) + g(v), v) ,
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and the translated curves are α(u) = (u, f(u), 0), β(v) = (0, g(v), v) . In order to
obtain admissible surfaces, g′(v) 6= 0 is assumed (i.e. g(v) 6=const.).


Type 3: The surface M is parametrized by


(3.3) x(u, v) =
1


2
(f(u) + g(v), u− v + π, u+ v) ,


and the translated curves are


α(u) =
1


2


(
f(u), u+


π


2
, u− π


2


)
, β(v) =


(
g(v),


π


2
− v, π


2
+ v
)
.


In order to obtain admissible surfaces, f ′(u) + g′(v) 6= 0 is assumed (i.e. f ′(u) 6=
−g′(v) = a =constant.) ([17]).


In this paper, we will investigate the surface Type 1.


4. Translation Surfaces Satisfying ∆IIIxi= λixi


In this section, we classify translation surface in I13 satisfying the equation


(4.1) ∆IIIxi= λixi,


where λi∈R, i=1, 2, 3 and


∆IIIx =
(
∆IIIx1,∆


IIIx2,∆
IIIx3


)
,


where
x1 = u, x2 = v, x3 = f(u) + g(v).


For the translation surface is given by (3.2), the coefficients of the first and second
fundamental form are


(4.2) E = 1, F = 0, G = 1,


(4.3) L = f ′′,M = 0, N = g′′,


respectively. The Gaussian curvature K and the mean curvature H are


(4.4) K = f ′′(u)g′′(v), H =
f ′′(u) + g′′(v)


2
,


respectively.
Suppose that the surface has non zero Gaussian curvature, so f ′′(u)g′′(v) 6=


0,∀u ∈ I. By a straightforward computation, the Laplacian operator on M with
the help of (4.2),(4.3) and (2.3) turns out to be


(4.5) ∆IIIx =


(
f ′′′


f ′′3
,
g′′′


g′′3
,
−f ′′3g′′2 − f ′′2g′′3 + f ′g′′


3


f ′′′ + g′f ′′
3


g′′′


f ′′3g′′3


)
.


Equation (4.1) by means of (4.5) gives rise to the following system of ordinary
differential equations


(4.6)


(
f ′′′


f ′′3


)
= λ1u,


(4.7)


(
g′′′


g′′3


)
= λ2v,


(4.8)
−f ′′3g′′2 − f ′′2g′′3 + f ′g′′


3


f ′′′ + g′f ′′
3


g′′′


f ′′3g′′3
= λ3 (f(u) + g(v)) ,
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where λ1, λ2 and λ3 ∈ R.This means that M is at most of 3- types. Combining
equations (4.6), (4.7) and (4.8), we have


(4.9) − 1


f ′′
+ λ1uf


′ − λ3f =
1


g′′
− λ2vg


′ + λ3g.


Here u and v are independent variables, so each side of (4.9) is equal to constant,
call it a. Hence, we have


(4.10) − 1


f ′′
+ λ1uf


′ − λ3f = a =
1


g′′
− λ2vg


′ + λ3g.


If we choose a = 0, then we get


(4.11) − 1


f ′′
+ λ1uf


′ − λ3f = 0 =
1


g′′
− λ2vg


′ + λ3g,


where ci, λi ∈ R. If we solve (4.10) and (4.11), there are no any suitable solutions.
If we differentiate both sides of (4.10) respect to u and v, respectively, we get the
following


(4.12) f ′′′ + λ1uf
′′3 + f ′f ′′


2


(λ1 − λ3) = 0,


g′′′ + λ2vg
′′3 + g′g′′


2


(λ2 − λ3) = 0.


We discuss four cases according to constants λ1, λ2, λ3.
Case 1: Let λ1 = λ2 = λ3 = λ 6= 0, from (4.12), we obtain


(4.13) f ′′′(u) + λuf ′′
3


(u) = 0,


g′′′(v) + λvg′′
3


(u) = 0,


and their general solutions are


(4.14) f(u) = c1 + uc2 +


√
λu2 − 2c3


λ
±
u ln


(
λu+


√
λ (λu2 − 2c3)


)
√
λ


,


g(v) = c4 + vc5 +


√
λv2 − 2c6


λ
±
v ln


(
λv +


√
λ (λv2 − 2c6)


)
√
λ


,


where λ, ci ∈ R. In this case, M is parametrized by


(4.15) x(u, v) =





u,
v,(


c1 + uc2 +
√
λu2−2c3
λ ±


u ln
(
λu+
√
λ(λu2−2c3)


)
√
λ


)
+


(
c4 + vc5 +


√
λv2−2c6
λ ±


v ln
(
λv+
√
λ(λv2−2c6)


)
√
λ


)


 .


Case 2: Let λ1 = λ2 = 0, λ3 6= 0, from (4.12), we obtain


(4.16) f ′′′(u)− λ3f
′(u)f ′′


2


(u) = 0,


g′′′(v)− λ3g
′(v)g′′


2


(v) = 0.


Differential equation (4.16) admits the particular solutions


(4.17) f(u) = c1 or f(u) = c1u+ c2,


g(v) = c2 or g(v) = c3v + c4,
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where ci ∈ R. Using the solutions (4.17) give rise a contradiction with our assump-
tion saying that the solution must be non-degenerate second fundamental form. In
the other cases, there are no any suitable solutions


Case 3: Let λ1 6= 0, λ2 6= 0, λ3 = 0, from (4.12), we obtain


(4.18) f ′′′(u) + λ1uf
′′3(u) + λ1f


′(u)f ′′
2


(u) = 0,


g′′′(v) + λ2vg
′′3(v) + λ2g


′(v)g′′
2


(v) = 0.


Differential equation (4.18) admits the particular solutions


(4.19) f(u) = c1 or f(u) = c1u+ c2,


g(v) = c2 or g(v) = c3v + c4,


where ci ∈ R. Using the solutions (4.19) give rise a contradiction with our assump-
tion saying that the solution must be non-degenerate second fundamental form. In
the other cases, there are no any suitable solutions.


Case 4: Let λ1 = λ2 = 0 = λ3 = 0, from (4.12), we obtain


(4.20) f ′′′(u) = 0,


g′′′(v) = 0,


and their general solutions are


(4.21) f(u) = c1u
2 + c2u+ c3,


g(v) = c4v
2 + c5v + c6,


where ci ∈ R. In this case, M is parametrized by


(4.22) x(u, v) =
(
u, v,


(
c1u


2 + c2u+ c3
)


+
(
c4v


2 + c5v + c6
))
.


Definition 4.1. A surface of in the three dimensional simple isotropic space is said
to be III-harmonic if it satisfies the condition ∆IIIx = 0.


Theorem 4.1. Let M be a translation surface given by (3.2) in the three dimen-
sional simply isotropic space I13. If M is III-harmonic, then it is congruent to an
open part of the following surface


x(u, v) =
(
u, v,


(
c1u


2 + c2u+ c3
)


+
(
c4v


2 + c5v + c6
))
.


where ci ∈ R.


Theorem 4.2. (Classification)Let M be a translation surface with non-degenerate
second fundamental form given by (3.2) in the three dimensional simply isotropic
space I13. The surfaces M satisfies the condition ∆IIIxi=λixi, where λi∈R, then it
is congruent to an open part of the fallowing surface


x(u, v) =





u,
v,(


c1 + uc2 +
√
λu2−2c3
λ ±


u ln
(
λu+
√
λ(λu2−2c3)


)
√
λ


)
+


(
c4 + vc5 +


√
λv2−2c6
λ ±


v ln
(
λv+
√
λ(λv2−2c6)


)
√
λ


)


 ,


where λ, ci ∈ R.
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DEVELOPABLE BERTRAND OFFSETS OF TRAJECTORY


SPACELIKE RULED SURFACES


MEHMET ÖNDER1, ZEHRA EKINCI1, AHMET KÜÇÜK2


Abstract. In this study, some characterizations for developable Bertrand off-


sets of a spacelike ruled surface are introduced. It is shown that if there exist
more than one developable Bertrand offsets of a developable spacelike ruled


surface, then the striction curve of reference surface is a general helix in the
Minkowski 3-space R3


1.


1. Introduction


Ruled surfaces are the surfaces generated by moving a straight line continuously
in the space and are one of the most important topics of differential geometry. In a
spatial motion, the trajectories of oriented lines embedded in a moving space or in
a moving rigid body are generally called trajectory ruled surfaces [7]. Trajectory
ruled surfaces and their offsets are used in many areas of sciences. These sur-
faces are used to study design problems in spatial mechanisms or space kinematics,
Computer Aided Geometric Design (CAGD), geometric modeling and model-based
manufacturing of mechanical products [2,3,7,11,14]. The well-known offset of ruled
surfaces is Bertrand offset which is a generalization of the notion of Bertrand curve
to the ruled surfaces. These offsets have been introduced by Ravani and Ku [11].
The corresponding characterizations of timelike and spacelike ruled surfaces in the
Minkowski 3-space R3


1 have been given by Kasap and Kuruoǧlu [4]. Furthermore,
Küçük has studied developable timelike ruled surfaces and Bertrand trajectory ruled
surface offsets [6,7].


The classification of ruled surfaces in R3
1 has been introduced by Kim and Yoon


[5]. Using this classification, Önder and Uǧurlu have introduced the Frenet frames
of timelike and spacelike ruled surfaces [9,12].


In this paper, we give characterizations for developable Bertrand offsets of space-
like ruled surfaces in R3


1. We introduce some theorems and results between curva-
tures of striction curves of offset surfaces.


Date: January 1, 201X and, in revised form, February 2, 201X..
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2. Preliminaries


Let consider the standard flat metric defined by


〈 , 〉 = −dx2
1 + dx2


2 + dx2
3.


The real vector space R3 provided with this metric is called the Minkowski 3-space
and denoted by R3


1. Then, (x1, x2, x3) is a standard rectangular coordinate system
of R3


1. In this space, there exist three types of vectors ~v ∈ R3
1 such that ~v is


spacelike if 〈~v,~v〉 > 0 or ~v = 0, timelike if 〈~v,~v〉 < 0 and null (lightlike) if 〈~v,~v〉 = 0
and ~v 6= 0. Similarly, Lorentzian casual character of an arbitrary curve ~α = ~α(s)


is determinate with its velocity vector ~α′(s). Then, ~α = ~α(s) is locally spacelike,


timelike or null (lightlike), if all of its velocity vectors ~α′(s) are spacelike, timelike
or null (lightlike), respectively [8]. The norm of the vector ~v = (v1, v2, v3) ∈ R3


1 is
given by


‖~v‖ =
√
|〈~v, ~v〉|.


For any vectors ~x = (x1, x2, x3) and ~y = (y1, y2, y3) in R3
1, Lorentzian cross product


is defined by


~x× ~y =


∣∣∣∣∣∣
e1 −e2 −e3


x1 x2 x3


y1 y2 y3


∣∣∣∣∣∣ = (x2y3 − x3y2, x1y3 − x3y1, x2y1 − x1y2).


The Lorentzian sphere and hyperbolic sphere of radius r and center origin 0 in
R3


1 are given by


S2
1 =


{
~x = (x1, x2, x3) ∈ R3


1 : 〈~x, ~x〉 = r2
}
,


and


H2
0 =


{
~x = (x1, x2, x3) ∈ R3


1 : 〈~x, ~x〉 = −r2
}
,


respectively (See [13] for details).
For two spacelike vectors ~x and ~y that span a spacelike vector subspace, the real


number θ ≥ 0 given by < ~x, ~y >= ‖~x‖ ‖~y‖ cos θ is called spacelike angle between
the vectors x and y [10].


Analogue to the curves, the characterization of a surface in R3
1 is determinate by


its normal vector. Then, a surface is called a timelike surface if its normal vector
is spacelike and called a spacelike surface if its normal vector is timelike [1]. Now,
we consider ruled surfaces in R3


1 and we give a brief summary of theory of ruled
surfaces in R3


1. The more information can be found in [9,12].


Let I be an open interval in the real line R. Let ~k = ~k(s) be a curve in R3
1


defined on I and ~q = ~q(s) be a unit direction vector of an oriented line in R3
1. Then


the parametric representation of a ruled surface N is given by


(2.1) ϕ(s, v) = ~k(s) + v ~q(s).


Different positions of the straight lines i.e., the parametric s-curve of surface is


called ruling. In (2.1), if we take v = 0, then we obtain the curve ~k = ~k(s) which
is called base curve or generating curve of the surface. Of course, there exist much
more regular curves on the surface. But one of these curves have an important role
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and is called striction curve and denoted by ~c = ~c(s). The striction curve is the
focus of striction point which is the foot of common normal between two consecutive
rulings. The parametrization of the striction curve ~c = ~c(s) is given by


(2.2) ~c(s) = ~k(s)−


〈
d~q/ds, d~k/ds


〉
〈d~q/ds, d~q/ds〉


~q(s).


From (2.2) it is clear that the base curve of the ruled surface is its striction curve


if and only if
〈
d~q/ds, d~k/ds


〉
= 0. Furthermore, the generator ~q of a developable


ruled surface is tangent of its striction curve [11].
The distribution parameter (or drall) of a ruled surface is given by


(2.3) δϕ =


∣∣∣d~k/ds, ~q, d~q/ds∣∣∣
〈d~q/ds, d~q/ds〉


.


The geometric interpretation of (2.3) can be given as follows: If
∣∣∣d~k/ds, ~q, d~q/ds∣∣∣ =


0, then the timelike normal vectors of spacelike surface are collinear at all points of
the same ruling which means that the tangent plane does not change and contacts


the surface along a ruling which is called a torsal ruling. If
∣∣∣d~k/ds, ~q, d~q/ds∣∣∣ 6= 0,


then the tangent planes of the surface N are different at all points of the same
ruling, such a ruling is called nontorsal.


Definition 2.1. ([12]) A spacelike ruled surface whose all rulings are torsal is
called a developable spacelike ruled surface. The remaining spacelike ruled surfaces
are called skew spacelike ruled surfaces. Then, it is clear that a spacelike ruled
surface is developable if and only if distribution parameter δϕ is zero at all points
of the surface.


For the unit normal vector ~m of spacelike ruled surface N , we can write ~m =
~ϕs×~ϕv


‖~ϕs×~ϕv‖ . So, at the points of a nontorsal ruling s = s1 we have


(2.4) ~a = lim
v→∞


~m(s1, v) =
(d~q/ds)× ~q
‖d~q/ds‖


,


which is called central tangent. The timelike vector ~h defined by ~h = ~a× ~q is called


central normal. Since the vectors ~q, d~q/ds and ~a are orthogonal, the unit vector ~h
of the central normal is given by


(2.5) ~h =
d~q/ds


‖d~q/ds‖
.


Then, the orthonormal system
{
C; ~q, ~h(timelike), ~a


}
is called Frenet frame of


spacelike ruled surface N where C is the striction point.
Let now assume that the spacelike ruled surface N has non-null Frenet vectors


and non-null derivatives of Frenet vectors. Then, for the vectors ~q,~h and ~a we have
following Frenet formulae
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(2.6)


 dq/ds
dh/ds
da/ds


 =


 0 κ1 0
κ1 0 κ2


0 κ2 0


 q
h
a


 ,
where s is arc length parameter of striction curve and κ1, κ2 are first and second
curvatures of the surface. If the surface is developable, then κ1, κ2 coincide with
the curvature and torsion of striction curve. From (2.6), the Darboux vector of the


Frenet frame
{
O; ~q,~h,~a


}
can be given by ~w = −κ2~q+κ1~a. Thus, for the derivatives


in (2.6) we can write


(2.7) d~q/ds = ~w × ~q, d~h/ds = ~w × ~h, d~a/ds = ~w × ~a,


and also we have


(2.8) ~q × ~h = −~a, ~h× ~a = −~q, ~a× ~q = ~h.


(For details [12]).


3. Developable Bertrand Offsets of Spacelike Ruled Surfaces


Let ϕ and ϕ∗ be two spacelike ruled surfaces given by the parametrizations


(3.1) ϕ(s, v) = ~c(s) + v ~q(s), 〈~q, ~q〉 = 1,


(3.2) ϕ∗ (s, v) = ~c∗(s) + v ~q∗(s), 〈~q∗, ~q∗〉 = 1,


respectively, where (~c) (resp. (~c∗)) is striction curve of ϕ (resp. ϕ∗). Let the


Frenet frames of surfaces ϕ and ϕ∗ be
{
~q,~h,~a


}
and


{
~q∗,~h∗,~a∗


}
, respectively. The


ruled surface ϕ∗ is said to be Bertrand offset of ϕ, if there exists a one to one
correspondence between their rulings such that they have common central normal
along the striction lines (~c) and (~c∗). In this case, (ϕ,ϕ∗) is called a pair of Bertrand
offsets of spacelike ruled surfaces. By definition, we have


(3.3) ~h∗ = ~h,


and so, we can write


(3.4)


 ~q∗


~h∗


~a∗


 =


 cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ


 ~q
~h
~a


 ,


where θ is spacelike angle between the rulings ~q and ~q∗ and called offset angle.
By definition, the striction curve of ϕ∗ is given by


(3.5) ~c∗(s) = ~c(s) + λ~h(s),


where λ is called offset distance. Then the parametrization of ϕ∗ is obtained as
follows
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(3.6)
ϕ∗(s, v) = ~c∗(s) + v ~q∗(s)


=
(
~c(s) + λ~h(s)


)
+ v (cos θ~q + sin θ~a) .


Theorem 3.1. ([4]) The offset angle θ and offset distance λ are constants.


In general, the Bertrand offset of a developable ruled surface is not a developable
surface.


Assume now that spacelike ruled surface ϕ is developable and (ϕ,ϕ∗) be a pair of
Bertrand offsets of trajectory spacelike ruled surfaces. From (2.3), (3.4) and (3.6)
the distribution parameter of ϕ∗ is


(3.7) δϕ∗ =
(λκ2) cos θ − (1 + λκ1) sin θ


κ1 cos θ + κ2 sin θ
,


which gives us that ϕ∗ is developable if and only if


(3.8) (λκ2) cos θ − (1 + λκ1) sin θ = 0,


holds. So, we may give the following theorem and corollaries.


Theorem 3.2. Let (ϕ,ϕ∗) be a pair of Bertrand offsets of spacelike ruled surfaces
and ϕ be developable. Then ϕ∗ is developable if and only if


(λκ2) cos θ − (1 + λκ1) sin θ = 0


is satisfied.


From Theorem 3.2 we obtain the following special cases.


Corollary 3.1. i) If θ = 0, then λ = 0 or κ2 = 0.
(ii) If λ = 0, then θ = 0, i.e., rulings are congruent.
(iii) If κ2 = 0, λ 6= 0, then κ1 = − 1


λ = const or θ = 0.


(iv) If θ = π
2 , λ 6= 0, then κ1 = − 1


λ = const.


Let now assume that both ϕ and ϕ∗ are developable spacelike ruled surfaces and
(ϕ,ϕ∗) is a pair of Bertrand offsets. Then, from (2.6) and (3.5), we can write


(3.9) ~q∗
ds∗


ds
= (1 + λκ1)~q + λκ2~a.


From (3.4) we have


(3.10) ~q∗ = cos θ~q + sin θ~a.


Then, from (3.9) and (3.10), we have the following relationships


(3.11)


{
cos θ = (1 + λκ1) dsds∗ ,
sin θ = λκ2


ds
ds∗ .


Since, there exits a reciprocal relationship between the curves ~c and ~c∗, from (3.11)
we may write
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(3.12)


{
cos θ = (1− λκ∗1)ds


∗


ds ,


sin θ = λκ∗2
ds∗


ds ,


and if we take


cos θ


sin θ
λ = a = const.


from (3.11), we have


(3.13) aκ2 − λκ1 = 1.


Similarly, from (3.12), we have


(3.14) aκ∗2 + λκ∗1 = 1.


Then Eq. (3.13) and (3.14) give the following theorem and corollary.


Theorem 3.3. Let (ϕ,ϕ∗) be a pair of developable Bertrand offsets of spacelike
ruled surfaces. Then there exists the following relationship between curvatures and
torsions of striction curves,


κ∗1 + κ1


κ∗2 − κ2
=
a


λ
= const.


Corollary 3.2. The striction curves ~c and ~c∗ are planar curves in R3
1 if and only


if κ1 = −κ∗1 holds.


Now, assume that ϕ∗ and ϕ∗∗ are two developable Bertrand offsets of the same
developable spacelike ruled surface ϕ. Since ϕ∗ is a Bertrand offset of developable
spacelike surface ϕ, from (3.13) and (3.14), there exist two real constants a, λ such
that


(3.15)


{
aκ2 − λκ1 = 1,
aκ∗2 + λκ∗1 = 1.


Similarly, since ϕ∗∗ is another developable Bertrand offset of ϕ, there are two real
constants b, c such that


(3.16)


{
bκ2 − cκ1 = 1,
bκ∗∗2 + cκ∗∗1 = 1.


where κ∗∗1 and κ∗∗2 are curvature and torsion of striction curve ~c∗∗ of developable
spacelike ruled surface ϕ∗∗, respectively. From (3.15) and (3.16) we have


(3.17)
κ1


κ2
=
b− a
c− λ


= const.,


which means that the striction curve ~c is a general helix. Then, we have the
followings.


Theorem 3.4. If there exist more than one developable Bertrand offsets of a devel-
opable spacelike ruled surface ϕ, then the striction curve ~c of ϕ is a general helix.
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Also, we can give the following corollary from (3.11) and (3.12).


Corollary 3.3. There are the following relationships between curvatures of the
striction curves ~c and ~c∗,


(3.18)


{
sin2(θ) = λ2κ2κ


∗
2 = const.


cos2(θ) = (1− λκ∗1)(1 + λκ1) = const.


Also from (3.18), the following corollary may be given.


Corollary 3.4. i) If θ = 0, λ 6= 0, then κ2 = 0 or κ∗2 = 0 and
κ1−κ∗


1


κ1κ∗
1


= λ = const.


ii) If θ = π
2 , then we have λ 6= 0, κ2κ


∗
2 = 1


λ2 and κ∗1 = 1
λ or κ1 = − 1


λ .


4. Conclusions


Some conditions characterizing developable Bertrand offsets of spacelike ruled
surfaces are given. It is shown that the striction curve of the reference spacelike
ruled surface is a general helix if there are more than one developable Bertrand
offset of a developable spacelike ruled surface in R3


1. Furthermore, some relation-
ships between curvatures and torsions of the striction curves of Bertrand offsets of
spacelike ruled surface are found.
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THE (q, k)-EXTENSION OF SOME GAMMA FUNCTION


INEQUALITIES


KWARA NANTOMAH∗1, EDWARD PREMPEH2 AND STEPHEN BOAKYE TWUM3


Abstract. In this paper, the authors establish some inequalities for the (q, k)-


extension of the classical Gamma function. The procedure utilizes a mono-
tonicity property of the (q, k)-extension of the psi function. As an application,


some previous results are recovered as special cases of the results of this paper.


1. Introduction and Discussion


Let us begin by recalling the following basic definitions concerning our results.


The classical Euler’s Gamma function, Γ(x) and the classical psi or digamma func-
tion, ψ(x) are usually defined for x > 0 by


Γ(x) =


∫ ∞
0


e−ttx−1 dx = lim
n→∞


n!nx


x(x+ 1)(x+ 2) . . . (x+ n)


and


ψ(x) =
d


dx
ln Γ(x) =


Γ′(x)


Γ(x)
.


The p-extension (also known as p-analogue, p-deformation or p-generalization) of
the Gamma function, Γp(x) is defined (see [2]) for p ∈ N and x > 0 by


Γp(x) =
p!px


x(x+ 1) . . . (x+ p)
=


px


x(1 + x
1 ) . . . (1 + x


p )


where limp→∞ Γp(x) = Γ(x).
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Also, the q-extension of the Gamma function, Γq(x) is defined (see [7]) for q ∈ (0, 1)
and x > 0 by


Γq(x) = (1− q)1−x
∞∏
n=0


1− qn+1


1− qn+x
= (1− q)1−x


∞∏
n=1


1− qn


1− qn+x


where limq→1 Γq(x) = Γ(x) .


The k-extension of the Gamma function, Γk(t) is similarly defined (see [5]) for k > 0
and x ∈ C\kZ− as


Γk(x) =


∫ ∞
0


e−
tk


k tx−1 dx = lim
n→∞


n!kn(nk)
x
k−1


(x)n,k


where (x)n,k = x(x + k)(x + 2k) . . . (x + (n − 1)k) is the k-Pochhammer symbol
and limk→1 Γk(x) = Γ(x).


Krasniqi and Merovci [8] also defined the (p, q)-extension of the Gamma for p ∈ N,
q ∈ (0, 1) and x > 0 by


Γp,q(x) =
[p]xq [p]q!


[x]q[x+ 1]q . . . [x+ p]q


where [p]q = 1−qp
1−q , and Γp,q(x)→ Γ(x), as p→∞ and q → 1.


Furthermore, Dı́az and Teruel [6] also defined the (q, k)-extension of the Gamma
for q ∈ (0, 1), k > 0 and x > 0 as follows.


Γq,k(x) =
(1− qk)


x
k−1
q,k


(1− q) x
k−1


=
(1− qk)∞q,k


(1− qx)∞q,k(1− q) x
k−1


where
(i) (x+ y)nq,k :=


∏n−1
i=0 (x+ qiky) and


(ii) (1 + x)tq,k :=
(1+x)∞q,k


(1+qktx)∞q,k
, for x, y, t ∈ R and n ∈ N.


By using the relations (i) and (ii), the function Γq,k(x) takes the following form.


(1.1) Γq,k(x) =
1


(1− q) x
k−1


∞∏
n=0


1− q(n+1)k


1− qnk+x


It satisfies the following identities.


Γq,k(x+ k) = [x]qΓq,k(x)(1.2)


Γq,k(k) = 1(1.3)


Similarly, the (q, k)-extension of the psi fuction is defined as


ψq,k(x) =
d


dx
ln Γq,k(x) =


Γ′q,k(x)


Γq,k(x)


where Γq,k(x)→ Γ(x), ψq,k(x)→ ψ(x) as q → 1, k → 1.
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The function ψq,k(x) as defined above exhibits the following series representations
.


ψq,k(x) = −1


k
ln(1− q) + (ln q)


∞∑
n=0


qnk+x


1− qnk+x
,(1.4)


= −1


k
ln(1− q) + (ln q)


∞∑
n=0


q(n+1)x


1− q(n+1)k
(1.5)


By taking the logarithmic derivative of (1.1), we obtain (1.4), and the relation (1.5)
was established in [4].
In 2008, Shabani [14] proved the following inequality generalizing the previous
results of [1], [3], [12] and [13].


(1.6)
Γ(a+ b)µ


Γ(c+ d)λ
≤ Γ(a+ bx)µ


Γ(c+ dx)λ
≤ Γ(a)µ


Γ(c)λ
, x ∈ [0, 1]


where a, b, c, d, µ and λ are real numbers such that a + bx > 0, c + dx > 0,
a+ bx ≤ c+ dx, 0 < µb ≤ λd and ψ(a+ bx) > 0 or ψ(c+ dx) > 0.


Since then, this inequality has attracted the attention of several researchers. For
instance, in [9], [15], [11] and [8], the authors respectively proved the results for the
p-extension, q-extension, k-extension and (p, q)-extension of the gamma function.


Also, in 2009, Vinh and Ngoc [16] proved the following related results by using the
Dirichlet’s integral.


(1.7)


∏n
i=1 Γ(1 + αi)


Γ(β +
∑n
i=1 αi)


≤
∏n
i=1 Γ(1 + αix)


Γ(β +
∑n
i=1 αix)


≤ 1


Γ(β)


where x ∈ [0, 1], β ≥ 1, αi > 0, n ∈ N.


In addition, in the papers [11] and [17], the authors by using different procedures,
separately proved the k-extension of (1.7) together with other results.


In this paper, the objective is to prove the (q, k)-extension of the inequalities (1.6)
and (1.7) by using similar techniques as in [11] and [14]. We present our results in
the following section.


2. Results


In order to present our results, we need the following Lemmas.


Lemma 2.1. Let x > 0, y > 0 with x ≤ y, then for q ∈ (0, 1) and k > 0,


(2.1) ψq,k(x) ≤ ψq,k(y).


Proof. By differentiating the series representation (1.4), we obtain


ψ′q,k(x) = (ln q)2
∞∑
n=0


qnk+x


(1− qnk+x)2
≥ 0.


Thus, ψq,k(x) is increasing for x > 0. Then, for 0 < x ≤ y, we have ψq,k(x) ≤
ψq,k(y) concluding the proof. See also [10]. �
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Remark 2.1. The fact that ψq,k(x) is increasing for x > 0, can alternatively be
established by using identity (1.2). That is, by taking the logarithmic derivative


of (1.2), we obtain ψq,k(x+ k)− ψq,k(x) = − (ln q)qx


1−q ≥ 0.


Lemma 2.2. Let a, b, c and d be real numbers such that 0 < a + bx ≤ c + dx.
Then for q ∈ (0, 1) and k > 0, we have


ψq,k(a+ bx) ≤ ψq,k(c+ dx).


Proof. Follows directly from Lemma 2.1. �


Lemma 2.3. Let a, b, c, d, µ and λ be positive real numbers such that µb ≤ λd
and a+ bx ≤ c+ dx. For q ∈ (0, 1) and k > 0, if either:
(i) ψq,k(a+ bx) > 0 or
(ii) ψq,k(c+ dx) > 0,
then,


µbψq,k(a+ bx)− λdψq,k(c+ dx) ≤ 0.


Lemma 2.4. Let a, b, c, d, µ and λ be positive real numbers such that µb ≥ λd
and a+ bx ≤ c+ dx. For q ∈ (0, 1) and k > 0, if either:
(i) ψq,k(a+ bx) < 0 or
(ii) ψq,k(c+ dx) < 0,
then,


µbψq,k(a+ bx)− λdψq,k(c+ dx) ≤ 0.


The proofs of Lemmas 2.3 and 2.4 follow from Lemma 2.2, and are in a similar
method as those in [14]. As a result, we omit them.


Lemma 2.5. Let x ≥ 0, αi > 0, β ≥ k > 0 and q ∈ (0, 1). Then, k + αix ≤
β +


∑n
i=1 αix, n ∈ N implies


ψq,k(k + αix) ≤ ψq,k(β +


n∑
i=1


αix).


Proof. Follows from Lemma 2.1.
�


Theorem 2.1. Define a function G for x ≥ 0, q ∈ (0, 1) and k > 0 by


G(x) =
Γq,k(a+ bx)µ


Γq,k(c+ dx)λ


where a, b, c, d, µ and λ are positive real numbers such that a + bx ≤ c + dx,
µb ≤ λd and either ψq,k(a + bx) > 0 or ψq,k(c + dx) > 0. Then G is a decreasing
function of x and the following inequalities hold true:


(2.2)
Γq,k(a+ b)µ


Γq,k(c+ d)λ
≤ Γq,k(a+ bx)µ


Γq,k(c+ dx)λ
≤ Γq,k(a)µ


Γq,k(c)λ


for x ∈ [0, 1], and


(2.3)
Γq,k(a+ bx)µ


Γq,k(c+ dx)λ
<


Γq,k(a+ b)µ


Γq,k(c+ d)λ


for x ∈ (1,∞).
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Proof. Let u(x) = lnG(x) . Then,


u(x) = ln
Γq,k(a+ bx)µ


Γq,k(c+ dx)λ
= µ ln Γq,k(a+ bx)− λ ln Γq,k(c+ dx)


That implies,


u′(x) = µb
Γ′q,k(a+ bx)


Γq,k(a+ bx)
− λd


Γ′q,kc+ dx)


Γq,k(c+ dx)


= µbψq,k(a+ bx)− λdψq,k(c+ dx) ≤ 0. (i.e. by Lemma 2.3)


That implies u is decreasing on x ∈ [0,∞). Consequently, G is also decreasing on
x ∈ [0,∞). Then for x ∈ [0, 1] we have,


G(1) ≤ G(x) ≤ G(0)


yielding the result (2.2). Also, for x ∈ (1,∞), we have G(x) < G(1) yielding the
result (2.3). �


Remark 2.2. In Theorem 2.1, if µb ≥ λd and either ψq,k(a+bx) < 0 or ψq,k(c+dx) <
0, then by Lemma 2.4, G is decreasing and the double inequalities (2.2) and (2.3)
still hold true.


Theorem 2.2. Define a function H for x ≥ 0, q ∈ (0, 1) and k > 0 by


H(x) =


∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


where β ≥ k, αi > 0, n ∈ N. Then H is a decreasing function of x and the following
inequalities are valid:


(2.4)


∏n
i=1 Γq,k(k + αi)


Γq,k(β +
∑n
i=1 αi)


≤
∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


≤ 1


Γq,k(β)


for x ∈ [0, 1], and


(2.5)


∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


<


∏n
i=1 Γq,k(k + αi)


Γq,k(β +
∑n
i=1 αi)


for x ∈ (1,∞).


Proof. Let v(x) = lnH(x). Then,


v(x) = ln


∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


= ln


n∏
i=1


Γq,k(k + αix)− ln Γq,k(β +


n∑
i=1


αix)
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implying that,


v′(x) =


n∑
i=1


(
αi


Γ′q,k(k + αix)


Γq,k(k + αix)


)
−


(
n∑
i=1


αi


)
Γ′q,k(β +


∑n
i=1 αix)


Γq,k(β +
∑n
i=1 αix)


=


n∑
i=1


(αiψq,k(k + αix))−


(
n∑
i=1


αi


)
ψq,k(β +


n∑
i=1


αix)


=


n∑
i=1


αi


ψq,k(k + αix)− ψq,k(β +


n∑
j=1


αjx)


 ≤ 0. (by Lemma 2.5)


That implies v and as a result H are decreasing on x ∈ [0,∞). Then for x ∈ [0, 1]
we obtain


H(1) ≤ H(x) ≤ H(0)


concluding the proof of (2.4). Also, for x ∈ (1,∞), we have H(x) < H(1) estab-
lishing the result (2.5). �


By a similar method, it is easy to prove the following results.


Theorem 2.3. Let Q be defined for x ≥ 0, q ∈ (0, 1) and k > 0 by


Q(x) =


∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


where β ≥ k, αi < 0, n ∈ N such that 0 < k + αix ≤ β +
∑n
i=1 αix. Then Q is


increasing and the following inequalities are satisfied:


(2.6)
1


Γq,k(β)
≤
∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


≤
∏n
i=1 Γq,k(k + αi)


Γq,k(β +
∑n
i=1 αi)


for x ∈ [0, 1], and


(2.7)


∏n
i=1 Γq,k(k + αix)


Γq,k(β +
∑n
i=1 αix)


>


∏n
i=1 Γq,k(k + αi)


Γq,k(β +
∑n
i=1 αi)


for x ∈ (1,∞).


3. Concluding Remarks


Remark 3.1. By setting k = 1 in Theorem 2.1, we obtain the q-extension of (1.6)
as presented in [15].


Remark 3.2. By allowing q → 1 in Theorem 2.1, we obtain the k-extension of (1.6)
as presented in [11].


Remark 3.3. By allowing q → 1 whiles k → 1 in Theorem 2.1, we obtain (1.6).


Remark 3.4. By allowing q → 1 in Theorem 2.2, we obtain the k-extension of (1.7)
as presented in [11] and [17].


Remark 3.5. By setting k = 1 in Theorem 2.2, we obtain the q-extension of (1.7).


Remark 3.6. By allowing q → 1 whiles k → 1 in Theorem 2.2, we obtain (1.7).
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RELATIONS AMONG HIGHER ORDER CROSSED MODULES OVER


GROUPOIDS


ÇAG̃RI ATASEVEN


Abstract. In this work, we explored the categorical relationships between crossed modules,


2-and 3- crossed modules of groupoids


Introduction


Crossed modules were introduced by Whitehead in [11] as algebraic models for homotopy 2-
types. They can be seem as 2- dimensional version of groups. The category of crossed modules is
equivalent to that of [9] and simplicial groups with Moore complex of length 1. Conduche [8] in
1984 described the notion of 2-crossed module as a model of connected 3-types. He proved that
the category of 2-crossed modules over groups is equivalent to the category of simplicial groups
with Moore complex of length 2.The relations among algebraic models for homotopy 3-types were
explored by Arvasi and Ulualan in [1] explicitly.The notion of 3- crossed module was defined in [2]
as model for homotopy connected 4-types. It can be said that the category of 3- crossed modules is
equivalent to that of crossed 3-cubes and simplicial groups with Moore complex of length 3. This
equivalence has been constructed in [2].In this paper, we will consider these notion over groupoids.
By using the definition of crossed modules over groupoids [6],the definition of 2-crossed modules
can be extended to the notion of groupoids.Thus we can explore the relationship between 3-crossed
modules over groups and 2- crossed modules over groupoids.Therefore, the results of this paper
can be summarized by the following diagram


XMod //


xx


Grpoid


%%
X2Mod // X3Mod // 2CMod CModoo


with the arrows given below.


1. Preliminaries


In this section, we recall some basic definitions. The following definition is due to Whitehead
[11].


Definition 1.1. [11] (Crossed Modules Over Groups): A crossed module is a group homo-
morphism ∂ : M → P together with an action of P on M , written pm for p ∈ P and m ∈ M ,
satisfying the conditions.
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CM1) ∂ is P -equivariant, i.e, for all p ∈ P , m ∈M


∂(pm) = p∂(m)p−1


CM2) (Peiffer Identity) for all m,m′ ∈M
∂mm′ = mm′m−1


We will denote such a crossed module by (M,P, ∂). A morphism of crossed module from (M,P, ∂)
to (M ′, P ′, ∂′) is a pair of group homomorphisms


φ : M −→M ′ , ψ : P −→ P ′


such that φ(pm) =ψ(p) φ(m) and ∂′φ(m) = ψ∂(m).
We thus get a category XMod of crossed modules.


Examples of Crossed Modules
1) Any normal subgroup N E P gives rise to a crossed module namely the inclusion map,


i : N ↪→ P . Conversely, given any crossed module ∂ : M −→ P , Im∂ is a normal subgroup of P .
2) Given any P -module M , the trivial map


1 : M −→ P


that maps everything to 1 in P , is a crossed module. Conversely, if ∂ : M → P is a crossed
module, ker ∂ is central in M and inherits a natural P -module structure from the P -action on M .


Conduche in [8] has defined 2-crossed module. The following definition of 2-crossed module is
equivalent to that given by Conduche in [8];


Definition 1.2. (2-Crossed Modules Over Groups) A 2-crossed module of groups consists
of a complex of groups


L
∂2−→M


∂1−→ N


together with (a) actions of N on M and L so that ∂2, ∂1 are morphisms of N -groups, and (b) an
N -equivariant function


{ , } : M ×M −→ L


called a Peiffer lifting. This data must satisfy the following axioms:


2CM1) ∂2{m,m′} =
(
∂1mm′


)
mm′−1m−1


2CM2) {∂2l, ∂2l
′} = [l′, l]


2CM3) (i) {mm′,m′′} = ∂1m{m′,m′′}{m,m′m′′m′−1}
(ii) {m,m′m′′} = {m,m′}mm′m−1{m,m′′}


2CM4) {m, ∂2l}{∂2l,m} = ∂1mll−1


2CM5) n{m,m′} = {nm,nm′}


for all l, l′ ∈ L, m,m′,m′′ ∈M and n ∈ N .


We can give definition of 3-crossed module from [2] as follows;


Definition 1.3. [2] A 3-crossed module consists of a complex of groups


K
∂3−→ L


∂2−→M
∂1−→ N


together with an action of N on K,L,M and an action of M on K,L and an action of L on K so
that ∂3, ∂2,∂1 are morphisms of N,M -groups and the M,N -equivariant liftings


{ , }(1)(0) : L× L −→ K, { , }(0)(2) : L× L −→ K, { , }(2)(1) : L× L −→ K,


{ , }(1,0)(2) : M × L −→ K, { , }(2,0)(1) : M × L −→ K,


{ , }(0)(2,1) : L×M −→ K, { , } : M ×M −→ L


called 3-dimensional Peiffer liftings. This data must satisfy the following axioms:
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3CM1) K
∂3−→ L


∂2−→M is a 2-crossed module with the Peiffer lifting { , }(2,1)


3CM2) {m, ∂3k}(1,0)(2) = {m, ∂3k}(2,0)(1)
m(k)∂1m(k−1)


3CM3) {∂3k,m}(0)(2,1) = m(k)k−1


3CM4) {m, ∂3k}(1,0)(2) = {m, ∂3k}(2,0)(1) {∂3k,m}(0)(2,1) k
∂1m(k−1)


3CM5) {l′, ∂2l}(0)(2,1) = {l, l′}−1
(2)(1) {l′, l}(1)(0)


3CM6) {∂2l, l
′}(2,0)(1) = {l, l′}−1


(0)(2)
[l′, l]({l, l′}(2)(1)) {l, l′}(1)(0)


3CM7) {∂2l, l
′}(1,0)(2) = ({l, l′}(0)(2))


−1


3CM8) ∂3({l, l′}(1)(0)) = [l, l′] {∂2l, ∂2l
′}


3CM9) ∂3({l, l′}(0)(2)) = ∂3({∂2l, l
′}(1,0)(2))


−1


3CM10) ∂3 {l,m}(0)(2,1) = mll−1 {∂2l,m}
3CM11) ∂3 {m, l}(2,0)(1) = ∂3 {m, l}(1,0)(2)


∂1ml m(l−1) {m, ∂2l}
3CM12a) {∂3k, l}(1)(0) = (lk)k−1


3CM12b) {l, ∂3k}(1)(0) k(lk)−1


3CM13) {∂3k, ∂3k
′}(1)(0) = [k′, k]


3CM14) {∂3k, l
′}(0)(2) = 1


3CM15) {∂2l, ∂3k}(1,0)(2) = {l, ∂3k}−1
(0)(2)


3CM16) {∂2l, ∂3k}(2,0)(1) = {l, ∂3k}(0)(2) k
(
∂2l(k−1)


)
3CM17) {∂3k, ∂2l}(0)(2,1) = ∂2lk k−1


3CM18) ∂2 {m,m′} = mm′m−1(∂1mm′)−1


We denote such a 3-crossed module by (K,L,M,N, ∂3, ∂2, ∂1).
A morphism of 3-crossed modules of groups may be pictured by the diagram


L3


f3


��


∂3 // L2


f2


��


∂2 // L1


f1


��


∂1 // L0


f0


��
L′3


∂′3


// L′2
∂′2


// L′1
∂′1


// L′0


where


f1(nm) = (f0(n))f1(m), f2(nl) = (f0(n))f2(l), f3(nk) = (f0(n))f3(k)


for { , }(0)(2) , { , }(2)(1) , { , }(1)(0)


{ , } f2 × f2 = f3 { , }


for { , }(1,0)(2) , { , }(2,0)(1)


{ , } f1 × f2 = f3 { , }
for { , }(0)(2,1)


{ , } f2 × f1 = f3 { , }
and for { , }


{ , } f1 × f1 = f2 { , }
for all k ∈ K, l ∈ L,m ∈ M,n ∈ N . These compose in an obvious way. We thus can define the
category of 3-crossed modules, denoting it by X3Mod.


2. Groupoids, Crossed Modules and 2-Crossed Modules over Groupoids


Recall that agroupoid is a small category in which every arrow is an isomorphisms. That is,
for any morphisms α there exists a morphisms α−1 such that α ◦ α−1 = et(α) and α−1 ◦ α = es(α)


where e : C0 → C1 gives the identity morphism at an object. We write a groupoid as (C1, C0),
where C0 is the set of object and C1 is the set of morphisms. For any groupoid C, if C1(x, y) is
empty whenever x,y are distinct (that is, s = t), than C is called totaly disconnected. You can
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find detailed description of groupoids in [3],[4],[5],[7],[10]. A morphism of groupoid is (f1, f0) in
the following diagram


C1


s1


��
t1


��


f1 // C ′1


s′1
��
t′1
��


C0
f0


// C ′0


and we denote the category of groupoids by Grpoid. Now we recall the definition of crossed
modules of groupoids. The basic reference is Brown-Higgins [6].


Definition 2.1. Let G,C be groupoids over same object set and let C be totally disconnected.
Then an action of G on C is partially defined function


C×G→ C


written (c, a) 7→ ca, which satisfies
I. ca is defined if only if t(c) = s(a) and then t(ca) = t(a)
II. (c1 ◦ c2)a = ca1 ◦ ca2
III. ca◦b1 = (ca1)b and cex1 = c1


for all c1, c2 ∈ C(x, x) and a ∈ G(x, y), b ∈ G(y, z).


Definition 2.2. A crossed module of groupoids consists of a morphisms δ : C→ G of groupoids
C and G which is the identity on the object sets that C is totally disconnected, together with an
action of G on C which satisfies


I. δ(ca) = a−1 ◦ δ(c) ◦ a
II. cδc1 = c−1 ◦ c ◦ c1


for all c1, c ∈ C(x, x) and a ∈ G(x, y). A crossed module of groupoids will be denoted by (C,G, δ).
A morphism of crossed modules of groupoids from (C,G, δ) to (C ′, G′, δ′) is a pair of groupoid
homomorphisms


α : C → C ′, β : G→ G′


such that α(ca) = α(c)β(a) and δ′α(c) = βδ(c) for all c ∈ C(x, x) and a ∈ G(x, y). We thus get a
category CMod of crossed modules of groupoids.


Using the definition of crossed modules of groupoids, we can define 2-crossed modules of
groupoid similarly.


Definition 2.3. L,M and N are groupoids, having the same set of objects,O, and let L,M be
totally disconnected groupoids.
A crossed modules of groupoids consists of a complex of groupoids


L


�� ��


∂2 // M


�� ��


∂1 // N


�� ��
O


OO


id
O


OO


id
O


OO


together with an action of N on L and M , so that both ∂2 and ∂1 are morphisms of groupoid.
Also


{−,−} : M ×M → L


called a Peiffer lifting, which satisfies the following axioms:


2CM1) ∂2{m,m′} =
(
∂1mm′


)
◦m ◦m′−1 ◦m−1


2CM2) {∂2l, ∂2l
′} = [l′, l]


2CM3) (i) {m ◦m′,m′′} = ∂1m{m′,m′′}{m,m′ ◦m′′ ◦m′−1}
(ii) {m,m′ ◦m′′} = {m,m′}m◦m′◦m−1{m,m′′}


2CM4) {m, ∂2l}{∂2l,m} = ∂1ml ◦ l−1


2CM5) n{m,m′} = {nm,nm′}
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for all m,m′,m” ∈ M , l, l′ ∈ L and n ∈ N . A morphism of 2-crossed modules of groupoids is
groupoid homomorphisms from (L,M,N, ∂2, ∂1) to (L′,M ′, N ′, ∂′2, ∂


′
1)


f2 : L→ L′, f1 : M →M ′, f0 : N → N ′


such that
f0∂1 = ∂′1f1, f1∂2 = ∂′2f2,


f1 (nm) =f0(n) f1 (m) , f2 (nl) =f0(n) f2 (l)


and
{−,−}f1 × f1 = f2{−,−}


for all l ∈ L, m ∈ M and n ∈ N . We thus can define the category of 2-crossed modules of
groupoids, denoting it by 2CMod.


3. Relations Among Higher Order Crossed Modules


In this section, we would have given the following diagram by defining the functors between
categories.


XMod
F1 //


F2


��


Grpoid


F6


��
X2Mod


F4


//


F3


��


CMod


F7


��
X3Mod


F5


// 2CMod


3.1. From crossed modules of groups to groupoids. For this functor see also [4]. Let ∂ :
M → P be crossed module. In this case, there is an action of P on M so that we can define
M o P , which is called semi direct product group. The operation in M o P as follows:


(m, p).(m′, p′) = (mm′p, pp′)


Let C0 = P and C1 = M o P . Now we must define s, t, e and ◦ in (C1, C0). The source, target
maps and identity morphism are given by respectively


s(m, p) = p, t(m, p)∂m.p, e(p) = (1, p)


The composition of two morphisms is given by


(m′, p′) ◦ (m, p) = (m′m, p)


if S(m′, p′) = p′ = ∂m.p = t(m, p).
In this case, we obtain


s((m′, p′) ◦ (m, p)) = s(m′m, p)


= p


= s(m, p)


and


t((m′, p′) ◦ (m, p)) = t(m′m, p)


= ∂(m)∂(m′)p


= ∂(m′)p′ (∵ ∂(m)p = p′)


= t(m′, p′)


Furthermore
se(p) = s(1, p) = p and se = id : C0 → C0


te(p) = t(1, p) = ∂(1)p = p and te = id : C0 → C0


and we can show inverse morphism of (m, p) : p→ ∂(m)p as follows


(m−1, ∂(m)p) : ∂(m)p→ p.
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Then we obtain a groupoid (C1, C0, s, t, e). Therefore, we can define a functor from XMod to
Grpoid. We denote this functor by


F1 : XMod→ Grpoid


3.2. From 2 crossed modules of groups to crossed modules of groupoids. Let


K
∂2−→ L


∂1−→M


be a 2-crossed module. There are actions of M on L and K so we can define K oM and LoM .
For (l,m) ∈ LoM , s(l,m) = m and t(l,m) = ∂1(l)m,thus LoM is groupoid over M . Moreover,
for (k,m) ∈ K oM , s(k,m) = m and t(k,m) = ∂1∂2(k)m = m, so K oM is totally disconnected
groupoid.
We now try to show that the structure


K oM
δ−→ LoM


is a crossed modules of groupoid, where δ(k,m) = (∂2(k),m). Then we will use the action given
by


lk = {∂2(k), l}.k
CM1. For (k,m), (k′,m) ∈ K oM and (l,m) ∈ LoM , we have


δ((l,m)(k,m)) = δ(lk,m) = (∂2(lk),m)


= (∂2({∂2(k), l}.k),m)


= (∂1∂2(k)l.∂2(k)l−1.∂2(k)−1.∂2(k),m)


= (l.∂2(k).l−1,m) ◦ (l,m) ◦ (∂2(k),m) ◦ (l,m)−1


= (l,m) ◦ δ(k,m) ◦ (l,m)−1


CM2. For (k,m), (k′,m) ∈ K oM , we have


δ(k,m)(k′,m) = (∂2(k),m)(k′,m) = (∂2(k)k′,m)


= ({∂2(k′), ∂2(k)}.k′,m)


= ([k, k′]k′,m)


= (k,m) ◦ (k′,m) ◦ (k,m)−1


Then we obtain a crossed module of groupoids from 2-crossed module of groups. So we can define
a functor from X2Mod to CMod. We show this functor by


F4 : X2Mod→ CMod


3.3. From crossed modules to 2-crossed modules of groups. Let M
∂1 // N be crossed


module.


{−,−} : M ×M → {1}
This map clearly satisfies the required conditions. Therefore, we can define a functor from XMod
to X2Mod. We denote this functor by


F2 : XMod→ X2Mod


3.4. From 2-crossed modules to 3-crossed modules of groups. Let


{ , }(1)(0) : L× L −→ {1}, { , }(0)(2) : L× L −→ {1}, { , }(2)(1) : L× L −→ {1},


{ , }(1,0)(2) : M × L −→ {1}, { , }(2,0)(1) : M × L −→ {1},


{ , }(0)(2,1) : L×M −→ {1}, { , } : M ×M −→ L


be 3-dimensional Peiffer liftings.
3CM1. We showed that the structure


{1} ∂2 // L
∂2 // M
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is a 2-crossed module in the previous section.
3CM2.{m, ∂31}(1,0)(2) = 1 and {m, ∂31}(2,0)(1).


m1.∂1m1 = 1.
3CM3.{∂31,m}(0)(2,1) = 1 and m1.1 = 1


3CM4.{m, ∂31}(1,0)(2) = 1 and {m, ∂31}(2,0)(1).{∂31,m}(0)(2,1).1.
∂1m1 = 1.


The other axioms of 3-crossed module can be showed similarly. Therefore, we can define a functor
from X2Mod to X3Mod. We denote this functor by


F3 : X2Mod→ X3Mod


3.5. From 3-crossed modules to 2-crossed modules of over groupoids. Let


K
∂3−→ L


∂2−→M
∂1−→ N


be a 3- crossed module. We try to show that structure


K oN


�� ��


δ2 // LoN


�� ��


δ1 // M oN


�� ��
N


OO


id
N


OO


id
N


OO


is a 2-crossed module over groupoid N.
In this structure, we obtain


δ1(l, n) = (∂2(l), n)


δ2(k, n) = (∂3(k), n)


and s(l, n) = n, t(l, n) = ∂1 ◦ ∂2(l)n = n and s(k, n) = n, t(k, n) = ∂1 ◦ ∂2 ◦ ∂3(k)n = n then


LoN
s,t // // N
e
oo , K oN


s,t // // N
e
oo


are totally disconnected groupoids.
We can define Peiffer lifting map for the above structure by using {−,−}(2)(1) : L × L → K,
namely.


{−,−} : (l oN)× (l oN)→ K oN


{−,−} : (l oN)× (l oN) −→ K oN
((l, n), (l′, n)) 7−→ ({l, l′}(2)(1), n)


We can show that all axioms of Peiffer lifting map given in Definition 2.3 are satisfied.
PL.1. It must be that


δ2{(l, n), (l′, n)} = (l, n) ◦ (l′, n) ◦ (l, n)−1 ◦δ1(l,n) (l′−1, n)


For (l, n), (l′, n) ∈ LoN we obtain the following equality;


δ2{(l, n), (l′, n)} = δ2({l, l′}(2)(1), n)


= (∂3{l, l′}(2)(1), n)


= (ll′l−1∂2(l)(l′)−1, n)


= (l, n) ◦ (l′, n) ◦ (l, n)−1 ◦δ1(l,n) (l′−1, n)


PL.2. For (k, n), (k′, n) ∈ K oN . We have


{δ2(k, n), δ2(k′, n)} = {(∂3(k), n), (∂3(k′), n)}
= ({∂3(k), ∂3(k′)}(2)(1), n)


= ([k, k′], n)


= (k, n) ◦ (k′, n) ◦ (k−1, n) ◦ (k′−1, n)


= [(k, n), (k′, n)]


and this shows that the axiom PL.2 is satisfied.
PL.3.For the elements (l, n), (l′, n), (l′′, n) in LoN , we calculate the following result:
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i.


{(l, n), (l′l′′, n)} = ({l, l′l′′}(2)(1), n)


= ({l, l′}ll
′l−1


(2)(1){l, l
′′}(2)(1), n)


= ({l, l′}ll
′l−1


(2)(1), n) ◦ ({l, l′′}(2)(1), n)


= {(l, n), (l′, n)}(l,n)◦(l′,n)◦(l−1,n){(l, n), (l′′, n)}.
ii.


{(ll′, n), (l′′, n)} = ({ll′, l′′}(2)(1), n)


= (∂1(l){l′, l′′}(2)(1){l, l′l′′l′−1}(2)(1), n)


= (∂1(l){l′, l′′}(2)(1), n) ◦ ({l, l′l′′l′−1}(2)(1), n)


= (∂1(l),n){(l′, n), (l′′, n)}{(l, n), (l′′, n) ◦ (l′′, n) ◦ (l′−1, n)}
= δ2(l,n){(l′, n), (l′′, n)}{(l, n), (l′, n) ◦ (l′′, n) ◦ (l′−1, n)}.


PL4. For (l, n) ∈ LoN and (k, n) ∈ K oN , we have


{(l, n), δ2(k, n)}{δ2(k, n), (l, n)} = {(l, n), (∂3(k), n)}{(∂3(k), n), (l, n)}
= ({l, ∂3(k)}(2)(1), n)({∂3(k), l}(2)(1), n)


= δ1(l,n)(k, n) ◦ (k−1, n).


PL5. For (l, n), (l′, n) ∈ LoN and (m,n) ∈M oN , we have


(m,n){(l, n), (l′, n)} = (m,n)({l, l′}(2)(1), n)


= (m{l, l′}(2)(1), n)


= ({ml,m l′}(2)(1), n)


= {(ml, n), (ml′, n)}
= {(m,n)(l, n),(m,n) (l′, n)}.


Therefore, we can define a functor from the category of 3-crossed module to that of 2-crossed
module of groupoids. We denote this functor by


F5 : X3Mod→ 2CMod


3.6. From groupodis to crossed module of groupoids. Let N
s,t //// O
e
oo be groupoid, so it


can be clearly seen that


{e} i // N
s,t // // O
e
oo


is crossed module over O, where i is inclusion map. Therefore, we can define a functor from the
category of groupois to CMod. We show this functor by


F6 : Grpoid→ CMod


3.7. From crossed module of groupoids to 2-crossed module of groupoids. We can obtain
a 2-crossed module of groupoids from crossed module over groupoids by using smiler way in
subsection 3.3.
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E-mail address: cagri.ataseven@dpu.edu.tr





		Introduction

		1. Preliminaries

		2. Groupoids, Crossed Modules and 2-Crossed Modules over Groupoids

		3. Relations Among Higher Order Crossed Modules

		3.1. From crossed modules of groups to groupoids

		3.2. From 2 crossed modules of groups to crossed modules of groupoids

		3.3. From crossed modules to 2-crossed modules of groups

		3.4. From 2-crossed modules to 3-crossed modules of groups

		3.5. From 3-crossed modules to 2-crossed modules of over groupoids 

		3.6. From groupodis to crossed module of groupoids

		3.7. From crossed module of groupoids to 2-crossed module of groupoids



		References






Konuralp Journal of Mathematics
Volume 4 No. 1 pp. 155–163 (2016) c©KJM


SEMI-HOMOTOPY AND SEMI-FUNDAMENTAL GROUPS


AYHAN ERCİYES*, ALİ AYTEKİN AND TUNÇAR ŞAHAN


Abstract. In this study we introduce the notions of semi-homotopy of semi-


continuous maps and of semi-paths. We also construct a group structure,
which will be called semi-fundamental group, using semi-loops and explore


some properties of semi-homotopy and semi-fundamental groups.


1. Introduction


Homotopy theory studies topological objects up to homotopy equivalence. Ho-
motopy equivalence is a weaker relation than topological equivalence, i.e., homo-
topy classes of spaces are larger than homeomorphism classes. Therefore, homotopy
equivalence plays a more important role than homeomorphism. Homotopy theory is
a subdomain of topology. Instead of considering the category of topological spaces
and continuous maps, one may prefer to consider as morphisms only the continuous
maps up to homotopy. On the other hand the concept of homotopy groups is a
way to interpret topological problems to algebraic problems which could be solve
much easier. For this reason, homotopy groups, especially fundamental groups, are
very powerful tools for this purpose. To obtain further insights on applications of
homotopy groups, see for example the books of Brown [2] and of Rotman [9].


The concept of semi-open set in topological spaces was introduced in 1963 by
Levine [7]. He defined a set A to be semi-open in a topological space if and only
if A is between an open subset and the closure of that open. Further, Levine
investigated a notion of semi-continuity. After the works of Levine on semi-open
sets, various mathematician turned their attention to the generalisations of various
concepts of topology by considering semi-open sets instead of open sets. New results
are obtained in some occasions and in other occasions substantial generalisations
are exibited, by replacing open sets with semi-open sets


In 1971, S. Gene Crossley and S. K. Hildebrand [4] introduce semi-closed sets,
semi-interior, and semi-closure in a manner analogous to the corresponding con-
cepts of closed sets, interior, and closure. Further, a year later, they defined
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that a property of topological spaces is a semi-topological property if there is a
semi-homeomorphism which preserves that property [5]. Also, they shown that
Hausdorff, separable, and connected properties of topological spaces were semi-
topological properties.


S.M.N. Maheshawari and R. Prasad [8] used semi-open sets to define and inves-
tigate three new separation axiom called Semi-T0, Semi-T1 and Semi-T2.


Recently, P. Bhattacharyya and B.K. Lahiri [1] generalised the concept of closed
sets to semi-generalised closed sets with the help of semi-openness.


In the light of these works, the main purpose of this paper is to introduce the
notions of semi-homotopy and semi-fundamental group using the semi-open sets,
to obtain different group structures from topological spaces.


2. Preliminaries


The notion of semi-open sets in a topological space was introduced by Levine [7]
as follows.


Definition 2.1. [7] Let X be a topological space and A ⊆ X. A is called semi-
open provided that there exists an open set U such that U ⊆ A ⊆ U , where U
denotes the closure of the set U in X.


Here is a concrete example of semi-open sets.


Example 2.1. Let τ = {X, ∅, {a}, {a, b}} be the topology on the setX = {a, b, c, d}.
Therefore we have semi-open subsets of X as follows:


SO(X) = {X, ∅, {a}, {a, c}, {a, d}, {a, b}, {a, b, c}, {a, c, d}, {a, b, d}}.


Following proposition is a well known result for semi-open sets. Hence we omit
the proof.


Proposition 2.1. [10, 7] Union of any collection of semi-open sets in a topological
space is also semi-open.


Example 2.2. Consider the space of the real numbers with the usual topology.
It is easy to see that intervals of the form (a, b), (a, b], [a, b) and [a, b] and their
arbitrary unions are semi-open.


Proposition 2.2. Let X be a topological space and A ⊆ X. Then A is semi-open
if and only if for each point x in A there exist a semi-open subset Bx of X such
that x ∈ Bx ⊆ A.


Proof. Let A be a semi-open set in X. Thus we can choose the set Bx as A for all
x ∈ A.


Conversely assume that for each point x in A there exist a semi-open subset Bx


of X such that x ∈ Bx ⊆ A. Then ⋃
x∈A


Bx = A


and by Proposition 2.1 A is a semi-open subset of X. �


The notion of semi-closedness is introduced in [4]. Now we will recall the defini-
tion of semi-closed sets and some-properties of semi-closed sets from [4].
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Definition 2.2. [4] Let X be a topological space and C ⊆ X. C is called semi-
closed if there exists a closed set K such that K◦ ⊆ C ⊆ K where K◦ is the
interior of K.


Example 2.3. Let τ = {X, ∅, {a}, {a, b}} be the topology on the setX = {a, b, c, d}.
Therefore we have semi-closed subsets of X as follows:


SC(X) = {X, ∅, {b}, {c}, {d}, {c, d}, {b, c}, {b, d}, {b, c, d}}.


Proposition 2.3. [4] In a topological space the complement of a semi-open set is
semi-closed and vice-versa.


Now we will recall the definitions of semi-continuities and some properties of
them from [10].


Definition 2.3. Let X and Y be two topological spaces, f : X → Y a function
and p a point of X. Then f is called


[label=(), leftmargin=1cm]so-1-continuous at p provided for each open
set V containing f(p) in Y , there exists a semi-open set A in X that contains
p and f(A) ⊆ V , so-2-continuous at p provided for each semi-open set
B containing f(p) in Y , there exists a semi-open set A in X that contains p
and f(A) ⊆ B, and so-3-continuous at p provided for each semi-open
set B containing f(p) in Y , there exists an open set U in X that contains
p and f(U) ⊆ B.


If f is so-i-continuous at every point of X for a fixed i then f is called so-i-
continuous.


Relations between so-i-continuous functions, constant functions and continuous
functions are given with the following figure.


so− 2@2− >[dr]constant@2− >[r]so− 3@2− >[ur]@2− >[dr]so− 1continuous@2− >[ur]


This figure says that every constant map is so-3-continuous, every so-3-continuous
function is both so-2-continuous and continuous, every so-2-continuous function and
every continuous function is so-1-continuous.


Following proposition gives a criteria for so-i-continuous functions similar to one
in classical topology. The proof is also similar, hence we omit.


Proposition 2.4. Let X and Y be topological spaces and f : X → Y a function.
Then f is


[label=(), leftmargin=1cm]so-1-continuous iff for each open set V ⊆ Y ,
f−1(V ) is semi-open in X, so-2-continuous iff for each semi-open set
B ⊆ Y , f−1(B) is semi-open in X, so-3-continuous iff for each semi-
open set B ⊆ Y , f−1(B) is open in X.


This proposition could be given by using semi-closed sets as follows.


Proposition 2.5. Let X and Y be topological spaces and f : X → Y a function.
Then f is


[label=(), leftmargin=1cm]so-1-continuous iff for each closed set K ⊆ Y ,
f−1(K) is semi-closed in X, so-2-continuous iff for each semi-closed set
M ⊆ Y , f−1(M) is semi-closed in X, so-3-continuous iff for each semi-
closed set M ⊆ Y , f−1(M) is closed in X.
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so-1-continuous functions are called semi-continuous and so-2-continuous func-
tions are called irresolute [4]. In this paper the unit interval [0, 1] will be denoted
by I, as a subspace of reel numbers R with the usual topology.


Remark 2.1. Let X be a topological space. Then it is easy to see that the iden-
tity function 1X : X → X is so-1-continuous and so-2-continuous but not so-3-
continuous. Moreover usual composition of so-2-continuous (resp. so-3-continuous)
functions are again so-2-continuous (resp. so-3-continuous). Thus we obtain the
category s-Top of topological spaces with morphisms so-2-continuous (irresolute)
functions. On the other hand composition of so-1-continuous functions need not to
be so-1-continuous.


3. Semi-Homotopy


In this section we will introduce the notions of so-i-homotopy of so-i-continuous
functions, so-2-homotopy type, so-i-paths and so-i-homotopy of so-i-paths, and give
some properties. From now on i will symbolize of a fixed element of the set {1, 2, 3}
for each item.


Definition 3.1. Let X and Y be two topological spaces and f, g : X → Y be two
so-i-continuous functions. If there exist a function H : X × I → Y such that for all
t ∈ I the restrictions of H


Ht : X −→ Y
x 7−→ Ht(x) = H(x, t)


are so-i-continuous with H0 = f and H1 = g, then we say that f and g are so-i-
homotopic. In this case H is called an so-i-homotopy from f to g and this will
be denoted by H : f 'i g or briefly, by f 'i g.


Theorem 3.1. The relation being so-i-homotopic on the set of all so-i-continuous
functions between two topological spaces is an equivalence relation.


(1)(2)(3) Proof. Let X and Y be two topological spaces and f, g, h : X → Y be so-i-
continuous functions.


[leftmargin=2.7cm]If f : X → Y define


H : X × I −→ Y
(x, t) 7−→ H(x, t) = f(x)


for all x ∈ X and all t ∈ I. It is clear that F : f 'i f . Assume that
H : f 'i g, so there is a function H : X × I → Y with H(x, 0) = f(x) and
H(x, 1) = g(x) for all x ∈ X. Define


G : X × I −→ Y
(x, t) 7−→ G(x, t) = H(x, 1− t)


for all x ∈ X and all t ∈ I. Since H is so-i-continuous,


Gt(x) = G(x, t) = H(x, 1− t)
is so-i-continuous, and G0 = g and G1 = f . Therefore G : g 'i f .


Assume that F : f 'i g and G : g 'i h. Define


H(x, t) =


{
F (x, 2t), t ∈ [0, 1/2]


G(x, 2t− 1), t ∈ [1/2, 1].


Therefore H : f 'i h. Thus 'i is an equivalence relation.
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�


Let X and Y be two topological spaces and f : X → Y be an so-i-continuous
function. Then the set of all so-i-continuous functions from X to Y which are
so-i-homotopic to f is called the equivalence class (so-i-homotopy class) of f and
denoted by [f ]i.


[f ]i = {g | g : X → Y so-i-continuous, f 'i g}


Similar to classical theory, using the new homotopy defined above we will in-
troduce the notion of so-i-homotopy equivalence and so-i-homotopy type just for
the case i = 2 since the composition of so-2-continuous functions is again so-i-
continuous.


Definition 3.2. Let X and Y be two topological spaces. An irresolute function
f : X → Y is called a irresolute homotopy equivalence if there exist an irreso-
lute function g : Y → X such that gf '2 1X and fg '2 1Y . If there is an irresolute
homotopy equivalence between two topological spaces then we say that these spaces
have the same irresolute homotopy type.


Now we will give the definition of so-i-paths which is the special case of so-i-
continuous functions. Further we will give a more stronger version of so-i-homotopy
for so-i-paths.


Definition 3.3. Let X be a topological space, α : I → X be an so-i-continuous
function and α(0) = a and α(1) = b . Then α is called an so-i-path from a to b
in X. If a = b then α is called an so-i-loop at a.


Definition 3.4. Let α, β : I → X be two so-i-path in X with α(1) = β(0). Then
the function


(α ∗ β)(t) =


{
α(2t), t ∈ [0, 1/2]


β(2t− 1), t ∈ [1/2, 1]


is an so-i-path and is called the composition of so-i-paths α and β in X. α ∗ β
will be denoted by αβ for short.


Definition 3.5. Let X be a topological space and α : I → X be an so-i-path in
X. Then the function


α : I −→ X


defined by α(t) = α(1− t) is an so-i-path in X and is called the inverse of α.


Definition 3.6. Let X be a topological space and α, β : I → X be two so-i-
paths where α(0) = β(0) and α(1) = β(1). If there is an so-i-continuous function
F : I × I → X such that


[label=(), leftmargin=1cm]for all t ∈ I the restrictions of F


Ft : I −→ Y
s 7−→ Ft(s) = F (s, t)


are so-i-continuous and F (s, 0) = α(s), F (0, t) = a, F (s, 1) = β(s), and
F (1, t) = b


then we say that F is so-i-homotopy of so-i-paths from α to β relative to end-
points and denoted by F : α 'i β rel Î. We will denote this by α 'i β where no
confusion arise.
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Theorem 3.2. The relation being so-i-homotopic relative to endpoints on the set
of all so-i-paths in a topological space is an equivalence relation.


(1)(2) Proof. This can be proved by a similar way to the proof of theoremrem 3.1. �


Definition 3.7. Let X be a topological space and α : I → X an so-i-path in X.
Then the set


[α]i = {β | α 'i β rel Î}
is called equivalence class (so-i-homotopy class) of α.


4. Semi-Fundamental groups


In this section, using the so-i-loops, we will construct a group structure on the
set of all so-i-homotopy classes of so-i-loops at a base point of a topological space.
Following lemma is a very useful tool to construct this group structure.


Lemma 4.1. Let X be a topological space, a, b ∈ X and α be an so-i-path from a
to b. If there is an so-i-continuous function ρ : [0, 1]→ [0, 1] such that ρ(0) = 0 and
ρ(1) = 1 then αρ 'i α.


Proof. First of all note that αρ is an so-i-path from a to b. Now we define the
so-i-homotopy F : αρ 'i α as follows:


F : I × I −→ X
(s, t) 7−→ F (s, t) = α ((1− t)s+ tρ(s))


It is easy to see that F is an so-i-homotopy from αρ to α. �


Proposition 4.1. Let X be a topological space and α, β, α′, β′ : I → X be so-i-paths
such that α(0) = α′(0), α(1) = α′(1) = β(0) = β′(0) and β(1) = β′(1). If α 'i α


′


and β 'i β
′ then αβ 'i α


′β′.


Proof. Let F and G be two so-i-homotopy from α to α′ and from β to β′, respec-
tively. Then the function H : I × I −→ X defined by


H(s, t) =


{
F (2s, t), s ∈ [0, 1/2]


G(2s− 1, t), s ∈ [1/2, 1]


is so-i-continuous and defines an so-i-homotopy from αβ to α′β′. �


Proposition 4.2. Let X be a topological space and α, β, γ : I → X be three so-i-
paths with α(1) = β(0) and β(1) = γ(0). Then


α(βγ) 'i (αβ)γ.


Proof. By the Definition 3.4 compositions α(βγ) and (αβ)γ are defined as follows:


α(βγ)(t) =



α(2t), t ∈ [0, 1/2]


β(4t− 2), t ∈ [1/2, 3/4]


γ(4t− 3), t ∈ [3/4, 1]


and


(αβ)γ(t) =



α(4t), t ∈ [0, 1/4]


β(4t− 1), t ∈ [1/4, 1/2]


γ(2t− 1), t ∈ [1/2, 1].
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Now let define a function ρ : I → I by


ρ(t) =



2t, t ∈ [0, 1/4]


t+ 1
4 , t ∈ [1/4, 1/2]


t+1
2 , t ∈ [1/2, 1].


One can see that ρ is an so-i-continuous function and ρ(0) = 0, ρ(1) = 1. Moreover
(α(βγ))ρ = (αβ)γ. Then by Lemma 4.1 α(βγ) 'i (αβ)γ. �


Proposition 4.3. Let X be a topological space, x, y ∈ X and α : I → X be an
so-i-path from x to y. Then


1xα 'i α 'i α1y


where 1x and 1y are the constant maps at x and y, respectively.


Proof. First of all let define a function ρ : I → I by


ρ(t) =


{
0, t ∈ [0, 1/2]


2t− 1, t ∈ [1/2, 1].


This function satisfies the conditions of Lemma 4.1 and 1xα = αρ. Hence 1xα 'i α.
Similarly by taking ρ as


ρ(t) =


{
2t, t ∈ [0, 1/2]


1, t ∈ [1/2, 1]


one can show that α 'i α1y. �


Proposition 4.4. Let X be a topological space, x, y ∈ X and α : I → X be an
so-i-path in X from x to y. Then


αα 'i 1x and αα 'i 1y.


Proof. Let define a function F : I × I → X for all t ∈ I by


F (s, t) =



α(2s), s ∈ [0, t/2]


α(s), s ∈ [t/2, 1− t/2]


α(2− 2s), s ∈ [1− t/2, 1].


This function defines an so-i-homotopy from 1x to αα. Similarly, one can show
that αα 'i 1y. �


Theorem 4.1. Let X be a topological space and x ∈ X. Then the set


πi
1(X,x) = {[α]i | α : I → X so-i-loop at x}


of all so-i-homotopy classes of so-i-loops at x has a group structure with the oper-
ation


∗ : πi
1(X,x)× πi


1(X,x) −→ πi
1(X,x)


([α]i, [β]i) 7−→ [α]i ∗ [β]i = [α ∗ β]i.


Proof. Proposition 4.1 shows that the operation ∗ is well defined. By Proposition
4.2 the operation is associative. The so-i-homotopy class of constant map 1x at x
acts as the identity element, i.e. for all [α]i ∈ πi


1(X,x)


[1x]i ∗ [α]i = [α]i ∗ [1x]i = [α]i


by Proposition 4.3. Finally according to Proposition 4.4 for all [α]i ∈ πi
1(X,x) the


inverse of [α]i up to the operation ∗ is [α]−1
i = [α]i ∈ πi


1(X,x). �
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This group will be called the so-i-fundamental group of X at x. In particular
π1


1(X,x) will be called semi-fundamental group and π2
1(X,x) will be called


irresolute fundamental group.


Proposition 4.5. Let X be a topological space, x, y ∈ X and γ : I → X be an
so-i-path from x to y. Then


πi
1(X,x) ∼= πi


1(X, y).


Proof. The claimed isomorphism is


γ? : πi
1(X,x) −→ πi


1(X, y)
[α]i 7−→ [γ]−1


i ∗ [α]i ∗ [γ]i.


�


Corollary 4.1. In a topological space whose topology is so-i-path-connected, i.e. for
each pair of elements there exist an so-i-path between them, every so-i-fundamental
group is isomorphic.


Proposition 4.6. Let s − Top∗ be the category of pointed topological spaces with
morphisms so-2-continuous (irresolute) functions and Grp be the category of groups
with morphisms group homomorphisms. Then


π2
1 : s− Top∗ −→ Grp


(X,x) 7−→ π2
1(X,x)


is a functor.


Corollary 4.2. Let X and Y be two topological spaces. If f : X → Y is a homeo-
morphism then π2


1(X,x) ∼= π2
1(Y, f(x)).


5. Conclusion


It seems that according to these results one can define a more general notion
semi-fundamental groupoid following the way in [2] and [9]. Further, using the
results of the paper [3] of Császár it could be possible to develop more generic
homotopy types and homotopy groups. Hence parallel results of this paper could
be obtained for generalized open sets and for generalized continuity.
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ON GENERALIZED f-HARMONIC MAPS AND LIOUVILLE


TYPE THEOREM


MUSTAPHA DJAA AND AHMED MOHAMED CHERIF


Abstract. In this paper, we prove that every semi-conformal harmonic map


between Riemannian manifolds is a generalized f -harmonic map. We also
prove a Liouville type theorem for f -harmonic maps in general sense from


IRm onto a Riemannian manifold N with non-positive sectional curvature,


where f ∈ C∞(IRm × N) is a smooth positive function which satisfies some
suitable conditions.


1. Introduction


Liouville type theorems for harmonic maps between complete smooth Riemann-
ian manifolds have been done by many authors. Eells-Sampson [9] proved that
any (bounded) harmonic map from a compact Riemannian manifold with positive
Ricci curvature into a complete manifold with non-positive curvature is a constant
map. Schoen-Yau [15] also proved that any harmonic map with finite energy from
a complete smooth Riemannian manifold with non-negative Ricci curvature into
a complete manifold with non-positive curvature is a constant map. Cheng [3]
showed that any harmonic map with sublinear growth from a complete Riemann-
ian manifold with non-negative Ricci curvature into an Hadamard manifold is a
constant map. Liu [8] proved the Liouville-type theorem for p-harmonic maps with
free boundary values. Bair-Fardoun-Ouakkas [1] proved the Liouville-type theorem
for bi-harmonic maps


The purpose of this paper is to provide a proof of the Liouville type theorem
for f -harmonic maps in generalized sense from IRm onto a Riemannian manifold
N with non-positive sectional curvature, where f ∈ C∞(IRm × N) is a smooth
positive function which satisfies some suitable conditions.
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Consider a smooth map ϕ : (Mm, g) −→ (Nn, h) between Riemannian manifolds
and let f : M×N −→ (0,+∞) be a smooth positive function. The map ϕ is said to
be a generalized f -harmonic map, if it is a critical point of the f -energy functional


(1.1) Ef (ϕ) =
1


2


∫
K


f(x, ϕ(x)) |dϕ|2 vg.


on any compact subset K ⊂ M . The Euler-Lagrange equation associated to the
f -energy functional is


τf (ϕ) ≡ fϕ τ(ϕ) + dϕ(gradM fϕ)− e(ϕ)(gradN f) ◦ ϕ = 0,(1.2)


where:
fϕ : M −→ (0,+∞) is the positive function defined by


(1.3) fϕ(x) = f(x, ϕ(x)), x ∈M,


(gradMf)(x,y) =


m∑
i,j=1


gij
∂f


∂xi
(x, y)


∂


∂xj
, (x, y) ∈M ×N,


(gradNf)(x,y) =


n∑
i,j=1


hij
∂f


∂yi
(x, y)


∂


∂yj
, (x, y) ∈M ×N,


τ(ϕ) = traceg∇dϕ is the tension field of ϕ, and e(ϕ) = 1
2 |dϕ|


2 is the energy density
of ϕ.


τf (ϕ) is called the f -tension field of ϕ ([4]) [11]).


2. Semi-conformal maps and f-harmonicity


Let ϕ : (Mm, g) −→ (Nn, h) be a smooth map between Riemannian manifolds.
Let x ∈M , the tangent space at x splits TxM = Hx ⊕ Vx where Vx = Ker dxϕ and
Hx = V ⊥x is the orthogonal complement of the vertical space Vx. The map ϕ is
called semi-conformal if for each x ∈M where dxϕ 6= 0 the restriction dxϕ : Hx −→
Tϕ(x)N is conformal and surjective. On setting λ(x) = 0 at points x where dxϕ = 0,
we obtain a continuous function λ : M −→ IR+ such that for any X,Y ∈ Hx


h(dxϕ(X), dxϕ(Y )) = λ2(x)g(X,Y ),


the function λ is called the dilation of ϕ. Note that the generalized conformal maps
is discussed in [13].


Let Mm be a Riemannian manifold and Nn be a Riemannian submanifold of
IRk. Then, we have


Theorem 2.1. Any semi-conformal harmonic map ϕ : Mm −→ Nn is f -harmonic
with f(x, y) = F


(
2 y+ (n− 2)ϕ(x)


)
for all (x, y) ∈M ×N where F ∈ C∞(IRk) is


a smooth positive function.


Proof. A semi-conformal harmonic map ϕ is f -harmonic if and only if


τf (ϕ) = dϕ(gradM fϕ)− e(ϕ)(gradN f) ◦ ϕ = 0,


where fϕ : M −→ (0,+∞) is a smooth positive function given by


fϕ(x) = f(x, ϕ(x)) = F
(
nϕ(x)


)
.
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Let us choose {e1, ..., em} an orthonormal frame on a domain of M such that the
vectors {e1, ..., en} are horizontal and the vectors {en+1, ..., em} are vertical, so that
dϕ(ei) = λ (ẽi ◦ ϕ) for i = 1, ..., n where {ẽ1, ..., ẽn} is an orthonormal frame on a
domain of N . Then, we have


dϕ(gradM fϕ) =


m∑
i=1


ei(fϕ) dϕ(ei)


= n


n∑
i=1


dϕ(ei)(F ) dϕ(ei)


= nλ2
n∑
i=1


(ẽi ◦ ϕ)(F ) (ẽi ◦ ϕ)


= nλ2(gradN F ) ◦ ϕ.


(gradN f) ◦ ϕ =


n∑
i=1


(ẽi ◦ ϕ)(f) (ẽi ◦ ϕ)


= 2


n∑
i=1


k∑
α=1


(ẽi ◦ ϕ)(yα) ∂α(F ) (ẽi ◦ ϕ)


= 2


n∑
i=1


(ẽi ◦ ϕ)(F )(ẽi ◦ ϕ)


= 2 (gradN F ) ◦ ϕ.


Since e(ϕ) = n
2λ


2, we get


e(ϕ)(gradN f) ◦ ϕ = nλ2(gradN F ) ◦ ϕ.


�


If n = 1, we arrive at the following corollary


Corollary 2.1. Let F ∈ C∞(IR) be a smooth positive function and f(x, y) =
F
(
2 y − ϕ(x)


)
for all (x, y) ∈ M × IR. Then ϕ ∈ C∞(M) is f -harmonic map if


and only if is harmonic.


Proof. From the formula (1.2) we have


τf (ϕ) = fϕ τ(ϕ) + dϕ(gradM fϕ)− e(ϕ)(gradN f) ◦ ϕ,(2.1)


with


fϕ(x) = f(x, ϕ(x)) = F (ϕ(x)),
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for all x ∈M . By calculating the terms of equation 2.1, we obtain


dϕ(gradM fϕ) =


m∑
i=1


ei(fϕ)dϕ(ei)


=


m∑
i=1


ei(F ◦ ϕ)ei(ϕ)


=


m∑
i=1


ei(ϕ)(F ′ ◦ ϕ)ei(ϕ)


= (F ′ ◦ ϕ)| gradM ϕ|2,(2.2)


−e(ϕ)(gradIR f) ◦ ϕ = −1


2


m∑
i=1


< dϕ(ei), dϕ(ei) > (
∂f


∂y
) ◦ ϕ


= −1


2


m∑
i=1


ei(ϕ)2[2(F ′ ◦ ϕ)]


= −| gradM ϕ|2(F ′ ◦ ϕ),(2.3)


where {ei} is an orthonormal frame in M , F ′ = dF/dt and ei(ϕ) = dϕ(ei).
Substituting (2.2) and, (2.3) in (2.1), we obtain


τf (ϕ) = fϕ τ(ϕ).


�


Example 2.1. Let F ∈ C∞(IR) be a smooth positive function. The map


ϕ : IR2 −→ IR


(x1, x2) −→ x21 − x22


is f -harmonic with f(x1, x2, y) = F (2 y − x21 + x22) for all (x1, x2, y) ∈ IR2 × IR.


Note that ϕ is harmonic, from the formula (1.2), we deduce that ϕ is f -harmonic
if and only if


dϕ(gradIR
2


fϕ)− e(ϕ)(gradIR f) ◦ ϕ = 0.(2.4)
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We have


fϕ(x1, x2) = f(x1, x2, ϕ(x1, x2))


= F (2ϕ(x1, x2)− x21 + x22)


= F (2x21 − 2x22 − x21 + x22)


= F (x21 − x22).


gradIR
2


fϕ =
∂fϕ
∂x1


∂


∂x1
+
∂fϕ
∂x2


∂


∂x2


= 2x1F
′(x21 − x22)


∂


∂x1
− 2x2F


′(x21 − x22)
∂


∂x2
.


dϕ(gradIR
2


fϕ) = 2x1F
′(x21 − x22)


∂ϕ


∂x1
− 2x2F


′(x21 − x22)
∂ϕ


∂x2


= 4x21F
′(x21 − x22) + 4x22F


′(x21 − x22).(2.5)


e(ϕ) =
1


2


( ∂ϕ
∂x1


)2
+


1


2


( ∂ϕ
∂x2


)2
= 2x21 + 2x22.


(gradIR f) ◦ ϕ = (
∂f


∂y
) ◦ ϕ


= 2F ′(x21 − x22).


e(ϕ)(gradIR f) ◦ ϕ = 4x21F
′(x21 − x22) + 4x22F


′(x21 − x22).(2.6)


From (2.5) and (2.6) we obtain (2.4).


Example 2.2. The radial projection ϕ : x ∈ IRm+1\{0} −→ ϕ(x) = x
|x| ∈ Sm


is f -harmonic, where F ∈ C∞(IRm+1\{0}) is a smooth positive function and


f(x, y) = F
(


2 y |x|+(m−2) x
|x|


)
for all (x, y) ∈ (IRm+1\{0})× Sm .


Indeed; the radial projection ϕ is a semi-conformal harmonic maps (see [6]), so
from Theorem 2.1, we deduce that ϕ is f -harmonic with


f(x, y) = F
(


2y + (m− 2)
x


|x|


)
= F


(2 y |x|+ (m− 2)x


|x|


)
.


Remark 2.1. Using Theorem 2.1, we can construct many examples for f -harmonic
maps in a generalized sense.


Theorem 2.2. Let f1 ∈ C∞(M) and f2 ∈ C∞(N) be two smooth functions and
f = ef1f2 . A semi-conformal map ϕ : Mm −→ N2 from a Riemannian manifold
M of dimension m to a Riemannian manifold N of dimension 2, is f -harmonic if
and only if


τ(ϕ) + (f2 ◦ ϕ) dϕ(gradM f1) = 0.


Proof. We have


τf (ϕ) = fϕ τ(ϕ) + dϕ(gradM fϕ)− e(ϕ)(gradN f) ◦ ϕ,(2.7)


where fϕ(x) = f(x, ϕ(x)) = ef1(x) f2(ϕ(x)).
Let {e1, ..., em} be an orthonormal frame on a domain of M such that the vectors
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{e1, e2} are horizontal and the vectors {e3, ..., em} are vertical, so that dϕ(ei) =
λ (ẽi ◦ϕ) for i = 1, 2 where {ẽ1, ẽ2} is an orthonormal frame on a domain of N . By
calculating the terms of equation 2.7, we obtain


dϕ(gradM fϕ) =


m∑
i=1


ei(fϕ) dϕ(ei)


=


m∑
i=1


ef1(f2◦ϕ) ei
(
f1(f2 ◦ ϕ)


)
dϕ(ei)


= ef1(f2◦ϕ)
{


(f2 ◦ ϕ) dϕ(gradM f1) + f1 dϕ(gradM (f2 ◦ ϕ))
}
,


dϕ(gradM (f2 ◦ ϕ)) =


m∑
i=1


ei(f2 ◦ ϕ) dϕ(ei)


=


2∑
i=1


dϕ(ei)(f2) dϕ(ei)


=


2∑
i=1


λ2 (ẽi ◦ ϕ)(f2) (ẽi ◦ ϕ)


= λ2 (gradN f2) ◦ ϕ,


dϕ(gradM fϕ) =


ef1(f2◦ϕ)
{


(f2 ◦ ϕ) dϕ(gradM f1) + f1 λ
2 (gradN f2) ◦ ϕ


}
.(2.8)


(gradN f) ◦ ϕ =


2∑
i=1


(ẽi ◦ ϕ)(f)(ẽi ◦ ϕ)


=


2∑
i=1


(ẽi ◦ ϕ)(f1 f2) ef1 (f2◦ϕ) (ẽi ◦ ϕ)


= f1 e
f1 (f2◦ϕ) (gradN f2) ◦ ϕ,


As e(ϕ) = λ2, then


e(ϕ)(gradN f) ◦ ϕ = λ2f1 e
f1(f2◦ϕ) (gradN f2) ◦ ϕ.(2.9)


Substituting (2.8) and (2.9) in (2.7), we obtain


τf (ϕ) = ef1 (f2◦ϕ)
[
τ(ϕ) + (f2 ◦ ϕ)dϕ(gradM f1) + f1λ


2(gradN f2) ◦ ϕ
−f1λ2(gradN f2) ◦ ϕ


]
= ef1 (f2◦ϕ)


[
τ(ϕ) + (f2 ◦ ϕ) dϕ(gradM f1)


]
.(2.10)


From the formula (2.10), the Theorem 6 follows. �


Example 2.3. Let M = (IR2\{0})× IR and let ϕ : M −→ IR2 defined by


ϕ(x1, x2, x3) = (
√
x21 + x22, x3).
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The map ϕ is semi-conformal with dilation λ = 1. The tension field of ϕ is


τ(ϕ)(x1, x2, x3) =
( 1√


x21 + x22
, 0
)
.


According to Theorem 2.2 the map ϕ is f -harmonic with f = ef1f2 where


f1(x1, x2, x3) =
1√


x21 + x22
and f2(y1, y2) = y1.


3. A Liouville Type Theorem for f-Harmonic Maps


Theorem 3.1. Let (N,h) be a Riemannian manifold with non-positive sectional


curvature SectN ≤ 0. Consider an f -harmonic map ϕ : IRm −→ N with finite
f -energy Ef (ϕ) = 1


2


∫
IRm fϕ |dϕ|2 dx < ∞, where f ∈ C∞(IRm ×N) is a smooth


positive function such that Hess(fϕ) ≤ 0. If ∇ϕe(ϕ)(gradN ln f) ◦ ϕ ≥ 0 and
Volf (IRm) ≡


∫
IRm fϕ dx =∞, then ϕ is constant.


We need the following lemmas to prove Theorem 3.1.


Lemma 3.1 ([14]). Let ϕ : (Mm, g) −→ (Nn, h) a smooth mapping between Rie-
mannian manifolds and let f ∈ C∞(M), then〈


dϕ,∇ϕdϕ(gradM f)
〉


=
1


2


(
gradM f


)(
|dϕ|2


)
+
〈
dϕ, dϕ(∇M gradM f)


〉
.


Proof. Let {e1, ..., em} be an orthonormal frame such that ∇Mei ej = 0 at x ∈M for
all i, j = 1, ...,m. Then calculating at x〈


dϕ,∇ϕdϕ(gradM f)
〉


=


m∑
i=1


h(dϕ(ei),∇ϕeidϕ(gradM f)).


For all i = 1, ...,m, we have


∇ϕeidϕ(gradM f) =


m∑
j=1


∇ϕei
(
ej(f) dϕ(ej)


)
=


m∑
j=1


ej(f)∇ϕeidϕ(ej) +


m∑
j=1


ei(ej(f)) dϕ(ej)


=


m∑
j=1


ej(f)∇ϕejdϕ(ei) +


m∑
j=1


ei(ej(f)) dϕ(ej),


we conclude that〈
dϕ,∇ϕdϕ(gradM f)


〉
=


m∑
i,j=1


ej(f)h(dϕ(ei),∇ϕejdϕ(ei))


+


m∑
i,j=1


ei(ej(f))h(dϕ(ei), dϕ(ej)).


By noticing that


1


2


(
gradM f


)(
|dϕ|2


)
=


m∑
i,j=1


ej(f)h(dϕ(ei),∇ϕejdϕ(ei)),
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and 〈
dϕ, dϕ(∇M gradM f)


〉
=


m∑
i,j=1


h(dϕ(ei), dϕ(∇Mei ej(f)ej))


=


m∑
i,j=1


ei(ej(f))h(dϕ(ei), dϕ(ej)),


the Lemma 3.1 follows. �


Lemma 3.2. Let (N,h) be a Riemannian manifold and f ∈ C∞(IRm × N) be a
smooth positive function. Consider an f -harmonic map ϕ : IRm −→ N , then we
have


1


2
∆IRm


|dϕ|2 = |∇dϕ|2 +
1


f2ϕ
|dϕ(gradIR


m


fϕ)|2 +
〈
dϕ,∇ϕe(ϕ)(gradN ln f) ◦ ϕ


〉
− 1


2fϕ


(
gradIR


m


fϕ
)(
|dϕ|2


)
− 1


fϕ


〈
dϕ, dϕ(∇IR


m


gradIR
m


fϕ)
〉


−
m∑


i,j=1


h
(
RN
(
dϕ(ei), dϕ(ej)


)
dϕ(ej), dϕ(ei)


)
where {e1, ..., em} be an orthonormal frame on IRm.


Proof. We start recalling the standard Bochner formula for the smooth map ϕ. Let
{e1, ..., em} be an orthonormal frame on IRm, we have


1


2
∆IRm


|dϕ|2 = |∇dϕ|2 +
〈
dϕ,∇ϕτ(ϕ)


〉
+


m∑
i=1


h
(
dϕ
(


RicciIR
m


ei
)
, dϕ(ei)


)
−


m∑
i,j=1


h
(
RN
(
dϕ(ei), dϕ(ej)


)
dϕ(ej), dϕ(ei)


)
(3.1)


where


|∇dϕ|2 =


m∑
i,j=1


h
(
∇dϕ(ei, ej),∇dϕ(ei, ej)


)
,


and 〈
dϕ,∇ϕτ(ϕ)


〉
=


m∑
i=1


h
(
dϕ(ei),∇ϕeiτ(ϕ)


)
.


Since


τf (ϕ) = fϕ τ(ϕ) + dϕ(gradIR
m


fϕ)− e(ϕ)(gradN f) ◦ ϕ = 0,


we obtain


τ(ϕ) = − 1


fϕ
dϕ(gradIR


m


fϕ) +
1


fϕ
e(ϕ)(gradN f) ◦ ϕ


= − 1


fϕ
dϕ(gradIR


m


fϕ) + e(ϕ)(gradN ln f) ◦ ϕ,
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then we get〈
dϕ,∇ϕτ(ϕ)


〉
=


1


f2ϕ
|dϕ(gradIR


m


fϕ)|2 − 1


fϕ


〈
dϕ,∇ϕdϕ(gradIR


m


fϕ)
〉


+
〈
dϕ,∇ϕe(ϕ)(gradN ln f) ◦ ϕ


〉
.(3.2)


By the Lemma 3.1, the second term on the right-hand side of (3.2) is


− 1


fϕ


〈
dϕ,∇ϕdϕ(gradIR


m


fϕ)
〉


= − 1


2fϕ


(
gradIR


m


fϕ
)(
|dϕ|2


)
− 1


fϕ


〈
dϕ, dϕ(∇IR


m


gradIR
m


fϕ)
〉
.(3.3)


Since RicciIR
m


= 0, by (3.1), (3.2) and (3.3), we have


1


2
∆IRm


|dϕ|2 = |∇dϕ|2 +
1


f2ϕ
|dϕ(gradIR


m


fϕ)|2 +
〈
dϕ,∇ϕe(ϕ)(gradN ln f) ◦ ϕ


〉
− 1


2fϕ


(
gradIR


m


fϕ
)(
|dϕ|2


)
− 1


fϕ


〈
dϕ, dϕ(∇IR


m


gradIR
m


fϕ)
〉


−
m∑


i,j=1


h
(
RN
(
dϕ(ei), dϕ(ej)


)
dϕ(ej), dϕ(ei)


)
.


�


Proof. of Theorem 3.1. By the Lemma 3.2, we have


1


2
fϕ∆IRm


|dϕ|2 = fϕ|∇dϕ|2 +
1


fϕ
|dϕ(gradIR


m


fϕ)|2 − 1


2


(
gradIR


m


fϕ
)(
|dϕ|2


)
+ fϕ


〈
dϕ,∇ϕe(ϕ)(gradN ln f) ◦ ϕ


〉
−
〈
dϕ, dϕ(∇IR


m


gradIR
m


fϕ)
〉


− fϕ
m∑


i,j=1


h
(
RN
(
dϕ(ei), dϕ(ej)


)
dϕ(ej), dϕ(ei)


)
.


If we denote ∆IRm


f ρ ≡ fϕ∆IRm


ρ +
(


gradIR
m


fϕ
)(
ρ
)


for all ρ ∈ C∞(IRm),
then


1


2
∆IRm


f |dϕ|2 = fϕ|∇dϕ|2 + fϕ
〈
dϕ,∇ϕe(ϕ)(gradN ln f) ◦ ϕ


〉
+


1


fϕ
|dϕ(gradIR


m


fϕ)|2 −
〈
dϕ, dϕ(∇IR


m


gradIR
m


fϕ)
〉


− fϕ
m∑


i,j=1


h
(
RN
(
dϕ(ei), dϕ(ej)


)
dϕ(ej), dϕ(ei)


)
.(3.4)


Since SectN ≤ 0, HessIR
m


fϕ ≤ 0 and ∇ϕe(ϕ)(gradN ln f) ◦ ϕ ≥ 0, by (3.4) we
obtain


1


2
∆IRm


f |dϕ|2 ≥ fϕ |∇dϕ|2.(3.5)


Since


1


2
∆IRm


f |dϕ|2 = |dϕ|∆IRm


f |dϕ|+ fϕ | gradIR
m


|dϕ||2
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by (3.5) and the Kato’s inequality (see [2] [7]) we get


|dϕ|∆IRm


f |dϕ| ≥ fϕ
(
|∇dϕ|2 − | gradIR


m


|dϕ||2
)
≥ 0.(3.6)


Let ρ : IRm −→ IR be a smooth function with compact support, then


ρ2|dϕ|∆IRm


f |dϕ| = ρ2|dϕ|divIR
m (


fϕ gradIR
m


|dϕ|
)


= divIR
m (


ρ2|dϕ|fϕ gradIR
m


|dϕ|
)
− fϕρ2| gradIR


m


|dϕ||2


− 2fϕρ|dϕ| < gradIR
m


ρ, gradIR
m


|dϕ| >IRm .(3.7)


By (3.6), (3.7) and the Stokes theorem, we deduce


0 ≤
∫
IRm


ρ2|dϕ|∆IRm


f |dϕ|dx


0 ≤−
∫
IRm


fϕρ
2| gradIR


m


|dϕ||2dx


− 2


∫
IRm


fϕρ|dϕ| < gradIR
m


ρ, gradIR
m


|dϕ| >IRm dx.(3.8)


By the Young inequality (see [17]) we have


−2 < |dϕ| gradIR
m


ρ, ρ gradIR
m


|dϕ| >IRm≤ 1


ε
|dϕ|2| gradIR


m


ρ|2 + ερ2| gradIR
m


|dϕ||2.


(3.9)


Substituting (3.9) in (3.8), we obtain


0 ≤−
∫
IRm


fϕρ
2| gradIR


m


|dϕ||2dx+
1


ε


∫
IRm


fϕ|dϕ|2| gradIR
m


ρ|2dx


+ ε


∫
IRm


fϕρ
2| gradIR


m


|dϕ||2dx,


then


(1− ε)
∫
IRm


fϕρ
2| gradIR


m


|dϕ||2dx ≤ 1


ε


∫
IRm


fϕ|dϕ|2| gradIR
m


ρ|2dx,(3.10)


for any ε > 0. Choose the smooth cut-off ρ = ρR, i.e ρ ≤ 1 on M , ρ = 1 on the ball


B(0, R), ρ = 0 on IRm\B(0, 2R) and | gradIR
m


ρ| ≤ 2
R . Let 0 < ε < 1, replacing


ρ = ρR in (3.10) we obtain


0 ≤ (1− ε)
∫
IRm


fϕρ
2| gradIR


m


|dϕ||2dx ≤ 4


εR2


∫
IRm


fϕ|dϕ|2dx.(3.11)


Since Ef (ϕ) = 1
2


∫
IRm fϕ |dϕ|2 dx <∞, when R→∞, we have


4


εR2


∫
IRm


fϕ|dϕ|2dx→ 0.


Thus, by (3.11), we have | gradIR
m


|dϕ|| = 0, i.e |dϕ| = c constant. If c > 0,


Ef (ϕ) =
c2


2


∫
IRm


fϕdx =
c2


2
Volf (IRm) <∞.


But Volf (IRm) =∞ then c = 0, i.e ϕ is constant. �


If f(x, y) = 1 for all (x, y) ∈ IRm ×N , we recover the following classical result:
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Corollary 3.1. Let (N,h) be Riemannian manifold with non-positive sectional


curvature SectN ≤ 0. Consider an harmonic map ϕ : IRm −→ N with finite
energy E(ϕ) = 1


2


∫
IRm |dϕ|2 dx <∞, then ϕ is constant.


Let f1 : IRm −→ (0,∞) be a smooth function. If f(x, y) = f1(x) for all
(x, y) ∈ IRm ×N . We recover the following result obtained in Theorem 3.3 of [14]
and Theorem 1.2 of [16]:


Corollary 3.2. Let (N,h) be Riemannian manifold with non-positive sectional


curvature SectN ≤ 0 and let f1 : IRm −→ (0,+∞) be a smooth positive func-


tion with non-positive hessien HessIR
m


f1 ≤ 0. Consider an f1-harmonic map
ϕ : IRm −→ N with finite f1-energy Ef1(ϕ) = 1


2


∫
IRm f1 |dϕ|2 dx <∞. If


Volf1(IRm) =


∫
IRm


f1 dx =∞,


then ϕ is constant.
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COMMUTATIVITY OF WEIGHTED SLANT HANKEL


OPERATORS


GOPAL DATT AND ANSHIKA MITTAL


Abstract. For a positive integer k ≥ 2, the kth-order weighted slant Hankel


operator Dβk,φ on L2(β) with φ ∈ L∞(β) is defined as Dβk,φ = JβWkM
β
φ ,


where Jβ is the reflection operator given by Jβen = e−n for each n ∈ Z and


Wk is given by Wken(z) = βm
βkm


em(z) if n = km,m ∈ Z and Wken(z) = 0


if n 6= km. The paper discusses the product and commutativity of kth-order


weighted slant Hankel operators of different order. Compactness and essential
commutativity of these operators are also addressed and it is obtained that the


commutativity of these operators coincides with the essential commutativity.


1. Introduction


Laurent operators or multiplication operators Mφ(f 7→ φf) on L2(T) induced
by φ ∈ L∞(T), T being the unit circle, play a vital role in the theory of operators
with their tendency of inducing various classes of operators. The classes of Toeplitz
and Hankel operators are some among them and form two of the most important
classes of operators on Hardy spaces.


The notion of Toeplitz operators defined as Tφ = PMφ, was introduced by O.
Toeplitz in 1911, where P is an orthogonal projection of L2(T) onto H2(T). Later
in 1964, Brown and Halmos studied algebraic properties of these operators. This
class of operators was flourished to a great extent with the introduction of slant
Toeplitz operators, kth-order slant Toeplitz operators, λ-Toeplitz operators and es-
sentially λ-Toeplitz operators (see [2],[9] and references therein). The study in this
direction becomes very promising as spectral properties of the slant Toeplitz oper-
ators are well connected with the smoothness of wavelets and wavelet transforms
are an alternative for the Fourier transforms, which have many applications in data
compression and to solve the differential equations.
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However, the first appearance of Hankel operators is seen in terms of Hankel
matrix in the dissertation submitted by H. Hankel in 1861, which is a square com-
plex matrix (finite or infinite) that is constant on each diagonal orthogonal to the
main diagonal. A Hankel operator, in abstract terms, is an operator on a Hilbert
space that can be represented by a Hankel matrix with respect to an orthonormal
basis. From the work of Nehari, it became apparent that a Hankel operator on
Hardy spaces is always of the form Hφ given by Hφ = PJMφ for some φ ∈ L∞(T),
where J denote the reflection operator on L2(T) given by Jf(z) = f(z). This class
of operators further resulted into the study and introduction of essentially Hankel
operators, λ-Hankel operators, slant Hankel operators, kth-order slant Hankel op-
erators and (λ, µ)-Hankel operators (see [3],[5],[9] and references therein). A lot of
applications of Hankel operators can be seen in different directions, which makes
the study in this direction more demanding. For example : Hamburger’s moment
problem [10], interpolation problems [1], rational approximation and stationary
processes.


Shields [12], during his study of multiplication operators and the weighted shift
operators, discussed weighted sequence spaces which have the tendency to cover
Hardy spaces, Bergman spaces and Dirichlet spaces. We begin with the following
notational setup needed in the paper.


Let β = {βn}n∈Z be a sequence of positive numbers with β0 = 1, r ≤ βn


βn+1
≤ 1 for


n ≥ 0 and r ≤ βn


βn−1
≤ 1 for n ≤ 0, for some r > 0. Let f(z) =


∞∑
n=−∞


anz
n, an ∈ C,


be the formal Laurent series (whether or not the series converges for any values of
z). Define ‖f‖β as


‖f‖2β =


∞∑
n=−∞


|an|2βn2.


The space L2(β) consists of all f(z) =
∞∑


n=−∞
anz


n, an ∈ C for which ‖f‖β <∞.


The space L2(β) is a Hilbert space with the norm ‖·‖β induced by the inner product〈
f, g
〉


=


∞∑
n=−∞


an bnβn
2,


for f(z) =
∞∑


n=−∞
anz


n, g(z) =
∞∑


n=−∞
bnz


n. The collection {en(z) = zn/βn}n∈Z


forms an orthonormal basis for L2(β).


The collection of all f(z) =
∞∑
n=0


anz
n (formal power series) for which ‖f‖2β =


∞∑
n=0
|an|2βn2 < ∞, is denoted by H2(β). H2(β) is a subspace of L2(β).


Let L∞(β) denote the set of formal Laurent series φ(z) =
∞∑


n=−∞
anz


n such that


φL2(β) ⊆ L2(β) and there exists some c > 0 satisfying ‖φf‖β ≤ c‖f‖β for each f ∈
L2(β). For φ ∈ L∞(β), define the norm ‖φ‖∞ as


‖φ‖∞ = inf{c > 0 : ‖φf‖β ≤ c‖f‖β for each f ∈ L2(β)}.
L∞(β) is a Banach space with respect to ‖ · ‖∞. H∞(β) denotes the set of formal
Power series φ such that φH2(β) ⊆ H2(β). Throughout the paper, we consider
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these spaces under the assumption that β = {βn}n∈Z is semi-dual sequence (that
is βn = β−n for each n). We refer [12] as well as the references therein, for the
details of the spaces L2(β), H2(β), L∞(β) and various properties of the weighted


multiplication (Laurent) operator Mβ
φ (f 7→ φf) on L2(β) with the symbol φ ∈


L∞(β).
Let P β : L2(β) → H2(β) be the orthogonal projection of L2(β) onto H2(β).


Lauric, in the year 2005, discussed the notion of weighted Toeplitz operator T βφ =


P βMβ
φ on H2(β). The operators of the kind Aβφ = WMβ


φ on L2(β), where W is


the operator on L2(β) given by We2n = βn


β2n
en and We2n−1 = 0 for n ∈ Z, are


discussed in [4] and are named as slant weighted Toeplitz operators. For a positive
integer k ≥ 2, let Wk be the operator on L2(β) given by


Wken(z) =


{
βm


βkm
em(z) if n = km for some m ∈ Z


0 otherwise
.


A kth-order slant weighted Toeplitz operator Uβk,φ on L2(β) with φ ∈ L∞(β) is


defined as Uβk,φ = WkM
β
φ (see [6]). A kth-order weighted slant Hankel operator


Dβ
k,φ on L2(β) with φ ∈ L∞(β) is defined as Dβ


k,φ = JβWkM
β
φ (see [8]), where Jβ


is the reflection operator given by Jβen = e−n for each n ∈ Z. If β = {βn}n∈Z is


such that βn = 1 for each n ∈ Z, then Uβk,φ and Dβ
k,φ on L2(β) become kth-order


slant Toeplitz operator Uk,φ ([2]) and kth-order slant Hankel operator Dk,φ ([3]) on
L2(T) respectively. In [11], Liu and Lu has derived relations among the inducing
functions of two slant Toeplitz operators with different orders for them to commute
or essentially commute. In this paper, we are interested to study the product,
compactness and commutativity of weighted slant Hankel operators on L2(β) of
different orders. If we assume βn = 1 for each n then our results provide results
for kth-order slant Hankel operators. We derive a relation among the symbols of
two kth-order weighted slant Hankel operators on L2(β) so that their product is a
kth-order weighted slant Hankel operator on L2(β).


The algebra of all bounded operators on the Hilbert space L2(β) is denoted by
B(L2(β)).


2. Commutativity


Let φ ∈ L∞(β) be given by φ(z) =
∞∑


n=−∞
anz


n, an ∈ C. For an integer k ≥


2, the symbol φ(zk) stands for φ(zk) =
∞∑


n=−∞
anz


kn and by φ̃ we mean φ̃(z) =


∞∑
n=−∞


a−nz
n. Under the assumption of semi-duality of the sequence β = {βn}n∈Z,


we find that φ̃ ∈ L∞(β) for each φ ∈ L∞(β). We list here some simple facts which
are used in the paper and follows using the definitions of respective operators (see
[8]).


(1) (Jβ)2 = I, the identity operator on L2(β).


(2) JβMβ
φ = Mβ


φ̃
Jβ .


(3) JβWk = WkJ
β , if β = {βn}n∈Z is semi-dual sequence (which is assumed


throughout the paper).
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(4) If φ ∈ L∞(β) is such that φ(zk) ∈ L∞(β) then Mβ
φWk = WkM


β
φ(zk)


.


(5) Wk1Wk2 = Wk1k2 for k1 and k2 ≥ 2. (see [6]).


It is evident, from the definition of reflection operator Jβ and Wk, that the


kth−order weighted slant Hankel operator Dβ
k,φ given by Dβ


k,φ = JβWkM
β
φ on


L2(β) induced by the symbol φ(z) =
∞∑


n=−∞
anz


n ∈ L∞(β) satisfies


Dβ
k,φej =


1


βj


∞∑
n=−∞


a−nk−jβ−nen


for each integer j. We use the above mentioned facts to conclude that the product of
two weighted slant Hankel operators of different order is a kth-order slant weighted
Toeplitz operator.


Theorem 2.1. Let k1, k2 ≥ 2 and φ ∈ L∞(β) be such that φ(zk2) ∈ L∞(β). Then


for any ψ ∈ L∞(β), Dβ
k1,φ


Dβ
k2,ψ


= Uβ
k1k2,φ̃(zk2 )ψ


.


Proof. A simple computation presents that


Dβ
k1,φ


Dβ
k2,ψ


= JβWk1M
β
φ J


βWk2M
β
ψ


= JβWk1J
βWk2M


β


φ̃(zk2 )
Mβ
ψ


= Wk1k2M
β


φ̃(zk2 )ψ
= Uβ


k1k2,φ̃(zk2 )ψ
. �


In [8], it is shown that, in case Sk(β) = {f(z) =
∞∑


n=−∞
anz


n ∈ L2(β) : f(zk) =


∞∑
n=−∞


anz
kn ∈ L2(β)} is a closed subspace of L2(β) then φ(zk) ∈ L∞(β) for each


φ ∈ L∞(β). Thus an immediate corollary that follows from Theorem 2.1 is the
following.


Corollary 2.1. Let k2 ≥ 2 be such that Sk2(β) is a closed subspace of L2(β). Then


for φ, ψ ∈ L∞(β) and k1 ≥ 2, Dβ
k1,φ


Dβ
k2,ψ


= Uβ
k1k2,φ̃(zk2 )ψ


.


In [8] it is shown that if the sequence β = {βn}n∈Z is such that {βkn


βn
}n∈Z is


bounded then φ(zk) ∈ L∞(β) for each φ ∈ L∞(β). Thus, we have the following.


Corollary 2.2. Let k2 ≥ 2 be such that {βnk2


βn
}n∈Z is bounded. Then for φ, ψ ∈


L∞(β) and k1 ≥ 2, Dβ
k1,φ


Dβ
k2,ψ


= Uβ
k1k2,φ̃(zk2 )ψ


.


Now we can conclude from Theorem 2.1 that two kth-order weighted slant Hankel


operators, in general, do not commute. In fact, we have Dβ
k,φD


β
k,ψ = Uβ


k2,φ̃(zk)ψ
and


Dβ
k,ψD


β
k,φ = Uβ


k2,ψ̃(zk)φ
.


Theorem 2.1 of Liu and Lu [11], which is further extended for slant weighted
Toeplitz operators and states that a kth-order slant weighted Toeplitz operator is a
mth-order slant weighted Toeplitz operator (k 6= m) if and only if φ = 0 [6] suggests
the following.


Theorem 2.2. The product Dβ
k1,φ


Dβ
k2,ψ


, φ, ψ ∈ L∞(β) is a kth-order slant weighted
Toeplitz operator if and only if one of the following holds:
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(1) k = k1k2.


(2) φ̃(zk2)ψ = 0, when k 6= k1k2 .


As a consequence of this, we have the following.


Theorem 2.3. The product Dk1,φDk2,ψ, φ, ψ ∈ L∞(T), of two slant Hankel oper-
ators of different orders is a kth-order slant Toeplitz operator if and only if one of
the following holds:


(1) k = k1k2.


(2) φ̃(zk2)ψ = 0, when k 6= k1k2 .


Proof. If we take βn = 1 for each n ∈ Z then Theorem 2.1 provides thatDk1,φDk2,ψ =
Uk1k2,φ̃(zk2 )ψ, a k1k2-order slant Toeplitz operator. Now result follows applying


[Theorem 2.1, 11]. �


Now we check the feasibility for the product of two weighted slant Hankel opera-
tors of different orders to be a kth-order weighted slant Hankel operator. It is easy


to see that the product Wk1D
β
k2,φ


is always a k1k2-order weighted slant Hankel op-


erator. In fact it is Dβ
k1k2,φ


. Our next result shows that this product is a kth-order
weighted slant Hankel operator, k 6= k1k2 only if it is zero operator.


Theorem 2.4. Let k1, k2 ≥ 2 and k 6= k1k2. The operator Wk1D
β
k2,φ


, φ ∈ L∞(β)


is a k1
th-order weighted slant Hankel operator if and only if φ = 0. Further,


JβWk1D
β
k2,φ


is a k1
th-order weighted slant Hankel operator if and only if φ = 0.


Proof. Let φ(z) =
∞∑


n=−∞
anz


n ∈ L∞(β) and Wk1D
β
k2,φ


= Dβ
k1,ψ


for some ψ(z) =


∞∑
n=−∞


bnz
n ∈ L∞(β). Then for each i ∈ Z, Wk1D


β
k2,φ


ei = Dβ
k1,ψ


ei, equiva-


lently, 1
βi


∞∑
n=−∞


a−nk1k2−iβ−nk1
βn


βnk1
en = 1


βi


∞∑
n=−∞


b−nk1−iβ−nen. This gives that


a−nk1k2−i = b−nk1−i for each i, n ∈ Z. This on taking n = 0 gives that ai = bi for
each i and hence we have ak1+i = ak1k2+i = ak1k22+i = ak1k32+i = · · ··. Now an → 0
as n→∞, we get that ak1+i = 0 for each i. Hence φ = 0. The converse is obvious.


Further, along the same lines of proof, we can show that JβWk1D
β
k2,φ


is a kth1 -order
weighted slant Hankel operator if and only if φ = 0. �


We are now in a position to obtain the following.


Theorem 2.5. Let k1, k2 ≥ 2 and k 6= k1k2. A necessary and sufficient condition


for the product Dβ
k1,φ


Dβ
k2,ψ


of Dβ
k1,φ


and Dβ
k2,ψ


, φ, ψ ∈ L∞(β) to be a kth1 -order


weighted slant Hankel operator is that φ̃(zk2)ψ = 0.


Proof. Proof follows on applying Theorem 2.6 to the fact that Dβ
k1,φ


Dβ
k2,ψ


= JβWk1


Dβ


k2,φ̃(zk2 )ψ
. �


Now we extend the result [Theorem 2.1, 11] to the weighted slant Hankel oper-
ators. It is apparent to see that the doubly infinite matrix [λi,j ]i,j∈Z of a kth-order


slant weighted Hankel operator Dβ
k,φ, φ(z) =


∞∑
n=−∞


anz
n ∈ L∞(β), with respect to
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the standard orthonormal basis {en(z) = zn/βn}n∈Z of L2(β) always satisfies


βj
β−i


λi,j =
βj−k
β−i−1


λi+1,j−k,


where λi,j =
〈
Dβ
k,φej , ei


〉
= β−i


βj
a−ki−j for all i, j ∈ Z. Now we have the following.


Theorem 2.6. Let φ ∈ L∞(β) and m 6= k. Then Dβ
k,φ is a mth-order weighted


slant Hankel operator on L2(β) if and only if φ = 0.


Proof. Let φ(z) =
∞∑


n=−∞
anz


n ∈ L∞(β) be such that Dβ
k,φ is a mth-order weighted


slant Hankel operator. Then for all i, j ∈ Z, we have


βj
β−i


〈
Dβ
k,φej , ei


〉
=


βj−m
β−(i+1)


〈
Dβ
k,φej−m, ei+1


〉
(2.1)


As Dβ
k,φ is a kth-order weighted slant Hankel operator, we have


〈
Dβ
k,φej , ei


〉
=


β−i


βj


βj−k


β−(i+1)


〈
Dβ
k,φej−k, ei+1


〉
. Now (2.1) gives that


〈
Dβ
k,φej , ei


〉
=
β−i
βj


βj−mk
β−(i+k)


〈
Dβ
k,φej−mk, ei+k


〉
,


equivalently,


β−i
βj


a−ki−j =
β−i
βj


a−k(i+k)−j+mk


for each i, j ∈ Z. This yields that


a−ki−j = a−k(i+k)−j+mk = a−k(i+k−m)−j (2.2)


for each i, j ∈ Z. From (2.2), we get that a−tk|k−m| = a0 = atk|k−m|, a−tk|k−m|+1 =
a1 = atk|k−m|+1, · · ·, a−tk|k−m|+k|k−m|−1 = ak|k−m|−1 = atk|k−m|+k|k−m|−1, for


each natural number t. But φ ∈ L∞(β) ⊆ L2(β), so we have
∞∑


n=−∞
|an|2 ≤


∞∑
n=−∞


|an|2βn2 < ∞. Thus, an → 0 as n → ∞, and this helps us to conclude


that a0 = a1 = · · ·, ak|k−m|−1 = 0. As a consequence of this, (2.2) helps to provide
that an = 0 for each n ∈ Z, which gives that φ = 0.


The converse is straightforward.
�


As the linear mapping φ 7→ Uβk,φ is one-one between L∞(β) and B(L2(β)), we
have the following.


Theorem 2.7. Let k1, k2 ≥ 2 and φ, ψ ∈ L∞(β).


(1) If φ(zk2) ∈ L∞(β) then Dβ
k1,φ


Dβ
k2,ψ


= 0 if and only if φ̃(zk2)ψ = 0.


(2) If φ(zk2), ψ(zk1) ∈ L∞(β) then Dβ
k1,φ


and Dβ
k2,ψ


commute if and only if


φ̃(zk2)ψ − ψ̃(zk1)φ = 0.


(3) If k1 ≤ k2 and {βnk2


βn
}n∈Z is bounded then Dβ


k1,φ
commutes with Dβ


k2,ψ
if


and only if φ̃(zk2)ψ − ψ̃(zk1)φ = 0.
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Proof. Proof of (1) and (2) are straightforward. However, proof of (3) follows with


the observation that boundedness of {βnk1


βn
}n∈Z is obvious from the boundedness


of {βnk2


βn
}n∈Z. Hence, φ(zk2) and ψ(zk1) belong to the space L∞(β). Rest of the


proof follows using (2). �


3. Compact and Essentially commuting operators


We say that operators A and B essentially commute if AB − BA is a compact
operator. The aim of this section is to investigate essentially commuting kth-order
weighted slant Hankel operators on L2(β). To discuss the compactness of the


operators, we consider the transformation Vk on L2(β) given by Vken = βnk


βn
ekn


for each n ∈ Z. It is a bounded operator if the sequence β = {βn}n∈Z is such


that {βkn


βn
}n∈Z is bounded. For more properties and applications of this operator,


we refer [9]. In [8], it is shown that a kth-order weighted slant Hankel operator


Dβ
k,φ, φ ∈ L∞(β) is compact if and only if φ = 0 and this result is obtained for


the kth-order slant weighted Toeplitz operator Uβk,φ in [6]. With the use of these


results along with the linearity of φ → Dβ
k,φ, we prove the following without any


extra efforts.


Theorem 3.1. Let β = {βn}n∈Z be such that {βkn


βn
}n∈Z is bounded. For φ, ψ ∈


L∞(β), the product SβφD
β
k,ψ of the weighted Hankel operator Sβφ(= JβMβ


φ ) and the


kth-order weighted slant Hankel operator Dβ
k,ψ is compact if only if Dβ


k,φ̃(zk)ψ
is


compact.


Proof. Proof follows as SβφD
β
k,ψ is compact if and only if JβSβφD


β
k,ψ is compact


(being Jβ invertible) and JβSβφD
β
k,ψ = Dβ


k,φ̃(zk)ψ
. �


Theorem 3.2. Let β = {βn}n∈Z be such that {βk2n


βn
}n∈Z is bounded. Let φ, ψ ∈


L∞(β). Then the following are equivalent.


(1) Dβ
k1,φ


Dβ
k2,ψ


is compact.


(2) Dβ
k1,φ


Dβ
k2,ψ


= 0.


(3) φ̃(zk2)ψ = 0.


(4) SβφD
β
k2,ψ


is compact.


(5) SβφD
β
k2,ψ


= 0.


We conclude this study with our next result which proves that the notion of
essentially commuting and commuting coincides for kth-order weighted slant Hankel
operators on L2(β).


Theorem 3.3. Let φ, ψ ∈ L∞(β) be such that φ(zk2), ψ(zk1) ∈ L∞(β). Then the
following are equivalent.


(1) Dβ
k1,φ


and Dβ
k2,ψ


essentially commute.


(2) Dβ
k1,φ


and Dβ
k2,ψ


commute.


(3) φ̃(zk2)ψ − φψ̃(zk1) = 0.


Corollary 3.1. If 2 ≤ k1 ≤ k2 and β = {βn}n∈Z is such that {βk2n


βn
}n∈Z is bounded.


Then the following are equivalent for φ, ψ ∈ L∞(β).
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(1) Dβ
k1,φ


and Dβ
k2,ψ


essentially commute.


(2) Dβ
k1,φ


and Dβ
k2,ψ


commute.


(3) φ̃(zk2)ψ − φψ̃(zk1) = 0.
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ON THE W5-CURVATURE TENSOR OF GENERALIZED


SASAKIAN-SPACE-FORMS


D. G. PRAKASHA, VASANT CHAVAN AND KAKASAB MIRJI


Abstract. The object of the paper is to characterize generalized Sasakian-
space-forms satisfying certain curvature conditions on W5-curvature tensor.


We characterizeW5-flat, φ-W5-flat and φ-W5-semisymmetric generalized Sasakian-


space-forms.


1. Introduction


Generalized Sasakian-space-forms have become today a rather special topic in
contact Riemannian geometry, but many contemporary works are concerned with
the study of its properties and their related curvature tensor. The study of gen-
eralized Sasakian-space-forms was initiated by Algre et al., in [1] and then it was
continued by many other authors. A generalized Sasakian-space-form is an almost
contact metric manifold (M,φ, ξ, η, g) whose curvature tensor R is given by


R(X,Y )Z = f1{g(Y,Z)X − g(X,Z)Y }
+ f2{g(X,φZ)φY − g(Y, φZ)φX + 2g(X,φY )φZ}
+ f3{η(X)η(Z)Y − η(Y )η(Z)X + g(X,Z)η(Y )ξ − g(Y,Z)η(X)ξ},


where f1, f2, f3 are differentiable functions on M and X,Y, Z are vector fields on
M . In such case we will write the manifold as M(f1, f2, f3). This kind of manifolds
appears as a natural generalization of the Sasakian-space-forms by taking: f1 = c+3


4


and f2 = f3 = c−1
4 , where c denotes constant φ-sectional curvature. The φ-sectional


curvature of generalized Sasakian-space-form M(f1, f2, f3) is f1 + 3f2. Moreover,
cosymplectic space-form and Kenmotsu space-form are also considered as particular
types of generalized Sasakian-space-form. Generalized Sasakian-space-forms have
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been studied in a number of papers from several points of view (for instance, [2]-[4],
[6]-[8], [9]-[11], [13]-[17], etc).


In the context of generalized Sasakian-space-forms, Kim [11] studied conformally
flat and locally symmetric generalized Sasakian-space-forms. Some symmetric prop-
erties of generalized Sasakian-space-forms with projective curvature tensor were
studied by De and Sarkar [6] and Sarkar and Akbar [16]. In [13], Prakasha shown
that every generalized Sasakian space-form is Weyl-pseudosymmetric. Hui [10]
studied W2-curvature tensor in generalized Sasakian-space-forms. Also, Prakasha
and Nagaraja [14] studied quasi-conformally flat and quasi-confomally semisym-
metric generalized Sasakian-space-forms. In a recent paper [8], De and Majhi stud-
ied φ-Weyl semisymmetric and φ-projectively semisymmetric generalized Sasakian-
space-forms. Conharmonically flat generalized Sasakian-space-forms and conhar-
monically locally φ-symmetric generalized Sasakian-space-forms were studied in
[17]. In a recent paper, Hui and Prakasha [9] studied certain properties on the C-
Bochner curvature tensor of generalized Sasakian-space-forms. As a continuation
of this study, in this paper we plan to characterize flatness and symmetry property
of generalized Sasakian-space-forms regarding W5-curvature tensor.


The paper is organized as follows: after preliminaries in Section 3, we study the
W5-flat generalized Sasakian space-forms. We prove that a generalized Sasakian-
space-form is W5-flat if and only if f1 = 3f2/1 − 2n = f3. In section 4, we study
φ-W5-flat generalized Sasakian-space-form and obtain that a generalized Sasakian-
space-form of dimension greater than three is φ-W5-flat if and only if it is confor-
mally flat. In the last section, we prove that a generalized Sasakian-space-form is
φ-W5-semisymmetric if and only if it is W5-flat.


2. Preliminaries


An odd-dimensional Riemannian manifold (M, g) is said to be an almost contact
metric manifold [5] if there exist on M a (1, 1) tensor field φ, a vector field ξ (called
the structure vector field) and a 1-form η such that


φ2X = −X + η(X)ξ, φξ = 0, η(ξ) = 1, η(φX) = 0,(2.1)


g(X, ξ) = η(X), g(φX, φY ) = g(X,Y )− η(X)η(Y ),(2.2)


for arbitrary vector fields X and Y . In view of (2.1) and (2.2), we have


g(φX, Y ) = −g(X,φ), g(φX,X) = 0.


(∇Xη)(Y ) = g(∇Xξ, Y ).


Again, we know that in a generalized Sasakian space-form


R(X,Y )Z = f1{g(Y, Z)X − g(X,Z)Y }(2.3)


+ f2{g(X,φZ)φY − g(Y, φZ)φX + 2g(X,φY )φZ}
+ f3{η(X)η(Z)Y − η(Y )η(Z)X + g(X,Z)η(Y )ξ − g(Y, Z)η(X)ξ}


for any vector fields X, Y , Z on M , where R denotes the curvature tensor of M
and f1, f2, f3 are smooth functions on the manifold. The Ricci operator Q and
Ricci tensor S of the manifold of dimension (2n+ 1) are respectively given by


QX = (2nf1 + 3f2 − f3)X − {3f2 + (2n− 1)f3}η(X)ξ,(2.4)


S(X,Y ) = (2nf1 + 3f2 − f3)g(X,Y )− {3f2 + (2n− 1)f3}η(X)η(Y ).(2.5)
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In addition to the relation (2.3)-(2.5), for an (2n+ 1)-dimensional (n > 1) gen-
eralized Sasakian-space-form M(f1, f2, f3) the following relations also hold [1]:


η(R(X,Y )Z) = (f1 − f3){g(Y, Z)η(X)− g(X,Z)η(Y )},(2.6)


R(X,Y )ξ = (f1 − f3){η(Y )X − η(X)Y },(2.7)


R(ξ,X)Y = (f1 − f3){g(X,Y )ξ − η(Y )X}.(2.8)


The W5-curvature tensor on a (2n+ 1)-dimensional generalized Sasakian-space-
form M(f1, f2, f3) is given by [12]


W5(X,Y, Z, U) = R(X,Y, Z, U) +
1


2n
{g(X,Z)S(Y,U)− g(Y.U)S(X,Z)} .(2.9)


For n ≥ 1, M(f1, f2, f3) is locally W5-flat if and only if the W5-curvature tensor
vanishes, Also, notice that W5-curvature tensor is symmetric with change of pairs of
the vector fields and does not satisfies the cyclic property. A relativistic significance
of W5-curvature tensor has been explored by Pokhariyal [12],


In view of (2.6)-(2.8), it can be easily construct that in a (2n + 1)-dimensional
(n > 1) generalized Sasakian-space-form M(f1, f2, f3), the W5-curvature tensor
satisfies the following conditions:


η(W5(X,Y )Z) = (f1 − f3){g(Y, Z)η(X)} − 1


2n
η(Y )S(X,Z),(2.10)


W5(X,Y )ξ = (f1 − f3){η(Y )X − 2η(X)Y }+
1


2n
η(X)QY,(2.11)


η(W5(X,Y )ξ) = 0.(2.12)


3. W5-flat generalized Sasakian-space-forms


Definition 3.1. A (2n + 1)-dimensional (n > 1) generalized Sasakian-space-form
is called W5-flat if it satisfies the condition


W5(X,Y )Z = 0,


for any vector fields X, Y and Z on the manifold.


Let M(f1, f2, f3) be a (2n+1)-dimensional (n > 1) W5-flat generalized Sasakian
space-form. Then, by Definition 3.1) and (2.9), we get


R(X,Y )Z =
1


2n
{S(X,Z)Y − g(X,Z)QY } .(3.1)


In view of (2.6) and (2.7), the above equation takes the form


R(X,Y )Z = − 1


2n
[3f2 + (2n− 1)f3] {η(X)η(Z)Y − g(X,Z)η(Y )ξ} .(3.2)


Using (2.3) in (3.2) yields


f1{g(Y,Z)X − g(X,Z)Y }+ f2{g(X,φZ)φY − g(Y, φZ)φX + 2g(X,φY )φZ}
+ f3{η(X)η(Z)Y − η(Y )η(Z)X + g(X,Z)η(Y )ξ − g(Y,Z)η(X)ξ}


= − 1


2n
[3f2 + (2n− 1)f3] {η(X)η(Z)Y − g(X,Z)η(Y )ξ} .(3.3)
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Taking Z = φZ in (3.3), we have


f1{g(Y, φZ)X − g(X,φZ)Y }
+ f2{g(X,φ2Z)φY − g(Y, φ2Z)φX + 2g(X,φY )φ2Z}
+ f3{g(X,φZ)η(Y )ξ − g(Y, φZ)η(X)ξ


=
1


2n
[3f2 + (2n− 1)f3] {g(X,φZ)η(Y )ξ} .


If we take Y = ξ, then we obtain from the above equation


−2n(f1 − f3)g(X,φZ)ξ = [3f2 + (2n− 1)f3]g(X,φZ)ξ.(3.4)


Since g(X,φZ)ξ 6= 0, in general. Thus from (3.4), it follows that


2nf1 + 3f2 − f3 = 0.(3.5)


Again, we take X = ξ in (3.3), we obtain


(f1 − f3){g(Y,Z)ξ − η(Z)Y }(3.6)


=
1


2n
[3f2 + (2n− 1)f3]η(Z) {Y − η(Y )ξ} .


Taking inner product with ξ of (3.6), we obtain


(f1 − f3){g(Y,Z)− η(Z)η(Y )} = 0.(3.7)


This implies that


f1 = f3.(3.8)


Since g(Y, Z) 6= η(Y )η(Z), in general. From (3.5) and (3.8), it is easy to see that


f3 =
3f2


1− 2n
.(3.9)


Thus in view of (3.8) and (3.9), we have


f1 =
3f2


1− 2n
= f3.(3.10)


Conversely, suppose that (3.10) holds. Then from (2.4) and (2.5), we have QX = 0
and S(X,Y ) = 0, respectively.
Making use of this in (2.9), we get


W ′5(X,Y, Z, U) = R′(X,Y, Z, U),(3.11)


where W ′5(X,Y, Z, U) = g(W5(X,Y )Z,U) and R′(X,Y, Z, U) = g(R(X,Y )Z,U).
Putting Y = Z = ei in (3.11) and taking summation over i, 1 ≤ i ≤ 2n+ 1, we get


2n+1∑
i=1


W ′5(X, ei, ei, U) = S(X,U).(3.12)


Next, because of (2.3) and (3.11), we have


W ′(X,Y, Z, U)(3.13)


= f1{g(Y, Z)g(X,U)− g(X,Z)g(Y, U)}
+ f2{g(X,φZ)g(φY,U)− g(Y, φZ)g(φX,U) + 2g(X,φY )g(φZ,U)}
+ f3{η(X)η(Z)g(Y,U)− η(Y )η(Z)g(X,U)


+ g(X,Z)η(Y )η(U)− g(Y,Z)η(X)η(U)}.
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Now, putting Y = Z = ei in (3.13) and taking summation over i, 1 ≤ i ≤ 2n + 1,
we get


2n+1∑
i=1


W ′5(X, ei, ei, U)(3.14)


= 2nf1g(X,U) + 3f2g(φX, φU)− f3{(2n− 1)η(X)η(U) + g(X,U)}.


By virtue of S(X,U) = 0, (3.12) and (3.14) we have


2nf1g(X,U) + 3f2g(φX, φU)(3.15)


− f3{(2n− 1)η(X)η(U) + g(X,U)} = 0.


Putting X = U = ei in (3.15) and taking summation over i, 1 ≤ i ≤ 2n+ 1, we get
f1 = 0. Then in view of (3.10), f2 = f3 = 0. Therefore, we obtain from (2.3) that


(3.16) R(X,Y )Z = 0.


Using (3.15) and S(X,Y ) = QX = 0, we have from (2.9) that W5(X,Y )Z = 0,
That is, M(f1, f2, f3) is W5-flat. This leads us to state the following:


Theorem 3.1. A (2n+ 1)-dimensional (n > 1) generalized Sasakian-space-form is


W5-flat if and only if f1 =
3f2


1− 2n
= f3.


4. φ −W5-flat generalized Sasakian-space-forms


Definition 4.1. A (2n + 1)-dimensional (n > 1) generalized Sasakian-space-form
is called φ-W5-flat if it satisfies the condition


(4.1) φ2W5(φX, φY )φZ = 0,


for any vector fields X, Y and Z on the manifold.


First, taking X = φX, Y = φY and Z = φZ in (2.9), we have


W5(φX, φY )φZ(4.2)


= R(φX, φY )φZ +
1


2n
{g(φX, φZ)QφY − S(φX, φZ)φY }.


Using (2.4) and (2.5) in (4.2), we get


W5(φX, φY )φZ = R(φX, φY )φZ.


In virtue of (2.3), we get from above equation


W5(φX, φY )φZ(4.3)


= f1{g(Y, Z)φX − η(Y )η(Z)φX − g(X,Z)φY + η(X)η(Z)φY }
+ f2{g(X,φZ)φ2Y − g(Y, φZ)φ2X + 2g(X,φY )φ2Z}.


Applying φ2 to both sides of (4.3), we have


φ2W5(φX, φY )φZ(4.4)


= φ2[f1{g(Y,Z)φX − η(Y )η(Z)φX − g(X,Z)φY + η(X)η(Z)φY }
+ f2{g(X,φZ)φ2Y − g(Y, φZ)φ2X + 2g(X,φY )φ2Z}].
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Let M(f1, f2, f3) be a (2n+1)-dimensional (n > 1) φ-W5-flat generalized Sasakian-
space-form. Then, by Definition 4.1 and (4.4), we get


φ2[f1{g(Y,Z)φX − η(Y )η(Z)φX − g(X,Z)φY + η(X)η(Z)φY }(4.5)


+ f2{g(X,φZ)φ2Y − g(Y, φZ)φ2X + 2g(X,φY )φ2Z}] = 0.


By virtue of (2.1) and (2.2), the above equation yields


f1{g(Y, Z)φX − η(Y )η(Z)φX − g(X,Z)φY + η(X)η(Z)φY }(4.6)


+ f2{g(X,φZ)φ2Y − g(Y, φZ)φ2X + 2g(X,φY )φ2Z} = 0.


Taking inner product with U in (4.6), we obtain


f1{g(Y, Z)g(φX,U)− η(Y )η(Z)g(φX,U)− g(X,Z)g(φY,U)(4.7)


+ η(X)η(Z)g(φY,U)}+ f2{g(X,φZ)g(φ2Y,U)− g(Y, φZ)g(φ2X,U)


+ 2g(X,φY )g(φ2Z,U)} = 0.


Putting Y = Z = ei in (4.7) and taking summation over i, 1 ≤ i ≤ 2n+ 1, we get
3f2g(X,φU) = 0. Since g(X,φU) 6= 0, in general. Hence, it follows that


(4.8) f2 = 0.


In (4.7) again putting Y = U = ei, and taking summation over i, 1 ≤ i ≤ 2n + 1,
we get


(4.9) {f1 + (2n+ 1)f2}g(φX,Z)− f1{g(X,Z)− η(X)η(Z)}ψ = 0,


where ψ = Trace of φ. Plugging X = Z = ei in (4.9), and taking summation over
i, 1 ≤ i ≤ 2n+ 1, we obtain {(2n− 1)f1 + (2n+ 1)f2} = 0. Which in view of (4.8)
yields f1 = 0. Hence, we have f1 = f2 = 0.


Conversely, if f1 = f2 = 0 then from (4.4) it follows that


φ2W5(φX, φY )φZ = 0.(4.10)


That is, M(f1, f2, f3) is φ−W5-flat. Therefore, the converse holds when f1 = f2 =
0. Thus we are able to state the following:


Theorem 4.1. A (2n+ 1)-dimensional (n > 1) generalized Sasakian-space-form is
φ−W5-flat if and only if f1 = f2 = 0 holds.


In [11], U. K. Kim proved that for a (2n+1)-dimensional generalized Sasakian-
space-form the following holds:
(i) If n > 1, then M is conformally flat if and only if f2 = 0.
(ii) If M is conformally flat and ξ is a Killing vector field, then M is locally sym-
metric and has constant φ-sectional curvature.


In view of the first part of the above theorem of Kim we immediately obtain the
following:


Theorem 4.2. A (2n+ 1)-dimensional (n > 1) generalized Sasakian-space-form is
φ−W5-flat if and only if it is conformally flat.


Also, in view of the second part of the above theorem of Kim we get the following:


Theorem 4.3. A (2n+ 1)-dimensional (n > 1) φ−W5-flat generalized Sasakian-
space-form with ξ as a Killing vector field is locally symmetric and has constant
φ-sectional curvature.
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5. φ-W5-semisymmetric generalized Sasakian-space-forms


Definition 5.1. A (2n + 1)-dimensional (n > 1) generalized Sasakian-space-form
M(f1, f2, f3) is called φ-W5-semisymmetric if it satisfies the condition


W5(X,Y ).φ = 0,(5.1)


for any vector fields X, Y on the manifold.


Let M(f1, f2, f3) be a (2n+ 1)-dimensional (n > 1) φ-W5-semisymmetric gener-
alized Sasakian-space-form. The condition W5(X,Y ).φ = 0 implies that


(5.2) (W5(X,Y ) · φ)Z = W5(X,Y )φZ − φW5(X,Y )Z = 0,


for any vector fields X, Y and Z. Now,


W5(X,Y )φZ = R(X,Y )φZ +
1


2n
{g(X,φZ)QY − S(X,φZ)Y }.(5.3)


Using (2.3), (2.6) and (2.7) in (5.3), we get


W5(X,Y )φZ(5.4)


= f1{g(Y, φZ)X − g(X,φZ)Y }+ f2{g(Y,Z)φX − g(X,Z)φY + η(X)η(Z)φY


− η(Y )η(Z)φX − 2g(X,φY )Z + 2g(X,φY )η(Z)ξ}+ f3{g(X,φZ)η(Y )ξ


− g(Y, φZ)η(X)ξ} −
[


3f2 + (2n− 1)f3
2n


]
g(X,φZ)η(Y )ξ.


Similarly,


φW5(X,Y )Z = φR(X,Y )Z +
1


2n
{g(X,Z)φQY − S(X,Z)φY }.(5.5)


By virtue of (2.3), (2.6) and (2.7) we obtain from (5.5) that


φW5(X,Y )Z(5.6)


= f1{g(Y,Z)φX − g(X,Z)φY }+ f2{g(Y, φZ)X − g(X,φZ)Y + g(X,φZ)η(Y )ξ


− g(Y, φZ)η(X)ξ − 2g(X,φY )Z + 2g(X,φY )η(Z)ξ}+ f3{η(X)η(Z)φY


− η(Y )η(Z)φX}+


[
3f2 + (2n− 1)f3


2n


]
η(X)η(Z)φY.


Substituting (5.3) and (5.5) in (5.2) yields


(f1 − f2){g(Y, φZ)X − g(X,φZ)Y − g(Y, Z)φX + g(X,Z)φY }(5.7)


+ (f2 − f3){η(X)η(Z)φY − η(Y )η(Z)φX − g(X,φZ)η(Y )ξ + g(Y, φZ)η(X)ξ}


−
[


3f2 + (2n− 1)f3
2n


]
{g(X,φZ)η(Y )ξ − η(X)η(Z)φY } = 0.


Putting Y = ξ in (5.7), we obtain[
f3 − 3f2 − 2nf1


2n


]
g(X,φZ)ξ = (f1 − f3)η(Z)φX.(5.8)


Taking inner product with U , we get from (5.8)[
f3 − 3f2 − 2nf1


2n


]
g(X,φZ))η(U) = (f1 − f3)η(Z)g(φX,U).(5.9)


Putting X = U = ei in (5.9), and then taking summation over i, 1 ≤ i ≤ 2n + 1,
we get


(f1 − f3)η(Z)ψ = 0,(5.10)
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where ψ = Trace of φ. From (5.10), we get


f1 = f3.(5.11)


Making use of (5.11) in (5.8), we obtain


[(1− 2n)f3 − 3f2]g(X,φZ))ξ = 0,(5.12)


which implies that


(5.13) f3 =
3f2


1− 2n
.


Thus in view of (5.11) and (5.13), we have


(5.14) f1 =
3f2


1− 2n
= f3.


Conversely, suppose (5.13) holds. Then in view of Theorem 3.1, we have W5 = 0
and hence W5(X,Y ).φ = 0. Thus we can state the following:


Theorem 5.1. A (2n+1)-dimensional (n > 1) generalized Sasakian space-form is


φ-W5-semisymmetric if and only if f1 = 3f2
1−2n = f3.


In [7], De et al., proved the following result:


Theorem 5.2. A (2n+1)-dimensional (n > 1) generalized Sasakian space-form is


conharmonically flat if and only if f1 = 3f2
1−2n = f3.


Taking into account of Theorem 3.1, Theorem 5.1 and Theorem 5.2, now we may
present the following theorem:


Theorem 5.3. Let M (f1, f2, f3) be a (2n+1)-dimensional (n > 1) generalized
Sasakian space-form. Then the following statements are equivalent:


(1) M(f1, f2, f3) is W5-flat;
(2) M(f1, f2, f3) is φ-W5-semisymmetric;
(3) M(f1, f2, f3) is conharmonically flat;


(4) f1 = 3f2
1−2n = f3.
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FIBONACCI AND LUCAS SEQUENCES AT NEGATIVE INDICES


SERPIL HALICI, ZEYNEP AKYUZ,


Abstract. This study investigate the Fibonacci and Lucas sequences at neg-
ative indices. In this paper we give the formulas of F−(nk+r) and L−(nk+r)


depending on whether the indices are odd or even. For this purpose we con-


sider a special matrix and we give various combinatorial identities related with
the Fibonacci and Lucas sequences by using the matrix method. Some of the


resulting identities are well known identities in the literature, but some of these


are new.


1. Introduction


Horadam sequences {Wn}n∈N, Wn = Wn(a, b; p, q), are defined as follows,


Wn = pWn−1 − qWn−2; W0 = a, W1 = b.


Where a, b, p and q are arbitrary complex numbers, with q ≥ 0. The sequences
{Wn}n∈N have several famous number sequences as special cases. For example, E.
Lucas investigated the special cases {Un} and {Vn} of this sequence such as


Un = Wn(0, 1; p, q), Vn = Wn(2, p; p, q).


Further and detailed knowledge can be found in the references [2, 5, 6, 9]. If α and
β are assumed distinct roots of the characteristic equation λ2 − pλ + q = 0, then
the terms Wn of this sequence can be computed by the Binet formula.


Wn = (Aαn −Bβn)/(α− β),


where A = b − aβ, B = b − aα. Note that the Binet formula of the Horadam
sequence at negative indices can be given as


W−n =
pW−n+1 −W−n+2


q
.


2000 Mathematics Subject Classification. 11B37, 11B39, 11C20.
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From [1, 3, 4, 10, 11, 12] we know that the matrix M , M =


(
p −q
1 0


)
, is reduces


to the Fibonacci Q− matrix if p = 1 and q = −1.


In [1, 3], using the powers of the matrix M =


(
p −q
1 0


)
, we derived various


combinatorial identities involving the terms of the sequence {Wn}n∈N. Further-
more, we consider a special matrix A as follows[3],


A =


(
p2 − 2q p
−qp −2q


)
.


And for n ≥ 1, we calculated the power of it as follows.


An = (p2 − 4q)(n−1)/2
(


Vn+1 Vn
−qVn −qVn−1


)
; if n is odd number,


and


An = (p2 − 4q)n/2
(


Un+1 Un


−qUn −qUn−1


)
; if n is even number.


In [7, 8, 9] for any matrix B =


(
a b
c d


)
, the authors investigated the nth power


of this matrix B;


Bn =


(
yn − dyn−1 byn−1
cyn−1 yn − ayn−1


)
,


where


yn =


bn2 c∑
i=0


(
n− i
i


)
Tn−2i(−D)i.


Note that T and D are the trace and determinant of the matrix B, respectively.


In this study, we derive various identities involving the generalized Fibonacci and
Lucas sequences at negative index. For this purpose, we consider a new matrix E
as follows,


E =


(
3 −1
−1 2


)
.


Now, using the powers of the matrix E we will give the following theorem.


Theorem 1.1. For integers n, we have the following matrices.


En = 5(n−1)/2
(
L−(n+1) L−n
L−n L−(n−1)


)
; if n is odd number
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and


En = 5n/2
(
F−(n+1) F−n
F−n F−(n−1)


)
; if n is even number,


where Fn = Wn(0, 1; 1, 1) and Ln = Wn(2, 1; 1, 1)


Proof. We use induction on n. First, we consider even numbers n. For n = 0, the
claim is obvious. We suppose that it is true for n = k and k is even number, then
by using the equations, L−n = (−1)nLn and F−n = (−1)n+1Fn we get


Ek+1 = 5k/2
(
L−(k+2) L−(k+1)


L−(k+1) L−k


)
.


When n = k is an odd number if we use the identities L−n = (−1)n and Ln−1 +
Ln+1 = 5Fn, then we obtain


Ek+1 = EkE = 5(k+1)/2


(
F−(k+2) F−(k+1)


F−(k+1) F−k


)
.


So, using the equations, L−n = (−1)nLn and Fn−1 + Fn+1 = Ln, we have


En = 5n/2
(
F−(n+1) F−n
F−n F−(n−1)


)
.


In a similar way, for odd number n


En = 5(n−1)/2
(
L−(n+1) L−n
L−n L−(n−1)


)
can be written. Thus, the proof is completed. �


Consequently, by the aid of the matrix E we can get the following equations.


det(En) = 5n, Fn =
αn − βn


α− β
, n ≥ 0


and


Fn−1Fn+1 − F 2
n = (−1)n, Ln−1Ln+1 − L2


n = 5(−1)n−1.


Thus, the various identities are well known in the literature and involving the terms
of Fibonacci and Lucas numbers at negative indices can be easily obtain by the ma-
trix E.


In the following theorem, we give the binomial expansion of the Binet formula
for the golden ratio at negative indices.


Theorem 1.2. For n ≥ 1, we have


F−n =


bn−1
2 c∑


i=0


(
n− 1− i


i


)
5


n−2i−2
2 (−1)(i+1), if n is even number


and


L−n = 5−
n−1
2


bn−1
2 c∑


i=0


(
n− 1− i


i


)
5n−1−i(−1)(i+1), if n is odd number.
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Proof. From the following matrices Bn and En we can write


En =


(
yn − 2yn−1 −yn−1
−yn−1 yn − 3yn−1


)
,


where n is an even number and yn−1 =
∑bn−1


2 c
i=0


(
n− 1− i


i


)
5n−1−2i(−5)i.


If we equal the corresponding elements of the matrices En and Bn in the The-
orem 1.2, then we have


5
−n
2 F−n =


bn−1
2 c∑


i=0


(
n− 1− i


i


)
5


n−2−2i
2 (−5)i.


If we make necessary arrangements, then we get the following formula.


F−n =


bn−1
2 c∑


i=0


(
n− 1− i


i


)
5


n−2−2i
2 (−1)i.


A similar proof can be written down for the odd numbers n. �


Note that, for n = 5 we can write


L−5 = 5−2
2∑


i=0


(
4− i
i


)
54−i(−1)i+1 = −11.


Theorem 1.3. For all integers n and k ≥ 1, we have the following combinatorial
identities,


i) F−nk = F−nL
k−1
n


b k−1
2 c∑


i=0


(
k − 1− i


i


)
L−2in (−1)i, n and k are even numbers.


ii) L−nk = 5−
1−k
2 L−n


b k−1
2 c∑


i=0


(
k − 1− i


i


)
5−iF k−1−2i


n (−1)i, n and k are odd numbers.


Proof. When n is even number, if we calculate the kth power of the matrices En,
then


Enk =


(
yk − 5


n
2 F−(n−1)yk−1 5


n
2 F−nyk−1


5
n
2 F−nyk−1 yk − 5


n
2 F−(n+1)yk−1


)
,


where


yk−1 =


b k−1
2 c∑


i=0


(
k − 1− i


i


)
(5


n
2 Ln)k−1−2i((−5)n)i.


On the other hand, we know that


Enk = 5
nk
2


(
F−(nk+1) F−nk
F−nk F−(nk−1)


)
, nk is even number.


So, if we equal reciprocal elements of these matrices, we have


5
nk
2 F−n = 5


n
2 F−nyk−1.
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Thus, we can get


F−nk = F−nL
k−1
n


b k−1
2 c∑


i=0


(
k − 1− i


i


)
L−2in (−1)i.


Note that, for n = 2, k = 4 we get


F−8 = F−2L
3
2


1∑
i=0


(
3− i
i


)
L−2i2 (−1)i = −21.


When n and k numbers are odd, the proof can be seen alike for even numbers. �


In addition using the multiplication matrix, for m and n even numbers, we can
get the following equations.


F−(m+n) = F−(m+1)F−n + F−mF−(n−1), m and n even,


and


F−(m−n) = 5
nk
2 F−(m−1)F−n − F−mF−(n−1), m and n even.


Lemma 1.1. For n, r integers we have


i) F−(n−r) = F−nF−(r−1) − F−(n−1)F−r, r and n even,


ii) 5F−(n−r) = L−nL−(r−1) − L−(n−1)L−r, r and n even,


iii) L−(n−r) = L−nF−(r−1) − L−(n−1)F−r, r even and n odd,


iv) L−(n−r) = F−nL−(r−1) − F−(n−1)L−r, r odd and n even.


Proof. From the powers of the matrices E and B the proof can be easily seen. �


Theorem 1.4. For all integers n, r and k ≥ 1 we have the following equations.


i) F−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
Lk−2i
n (−1)i(F−r+


k − 2i


k − i
F−(n−r)


Ln
), n, k and r even,


ii) F−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
5


k−1−2i
2 F k−2i


n (−1)i(L−r+
k − 2i


k − i
F−(n−r)


Fn
), n, k and r odd.


Proof. If n, k, r are even numbers, then nk + r is also even number. So, using
Theorem 1.2


(1.1) E
nk+r


= 5
nk+r


2


(
F−(nk+r+1) F−(nk+r)


F−(nk+r) F−(nk+r−1)


)
can be written. On the other hand,


(1.2) (E
n
)
k
E


r
= 5


r
2


(
yk − 5


n
2 F−(n−1)yk−1 5


n
2 F−nyk−1


5
n
2 F−nyk−1 yk − 5


n
2 F−(n+1)yk−1


)(
F−(r+1) F−r


F−r F−(r−1)


)
can be written.
So, if we equal the reciprocal elements of matrices in the equations (1.1) and (1.2),
then we get


5
nk+r


2 F−(nk+r) = 5
r
2F−r(yk − 5


n
2 F−(n−1)yk−1) + 5


r
2F−(r−1)5


n
2 F−nyk−1.
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Since, T = 5
n
2 Ln, D = 5n, yk =


∑b k2 c
i=0


(
k − i
i


)
T k−2i(−D)i, n even number


5
nk+r


2 F−(nk+r) = (


b k2 c∑
i=0


(
k − i
i


)
T k−2i(−D)i)(5


r
2F−r + 5


n+r
2 F−(n−r)


k − 2i


k − i
T−1)


and


5
nk+r


2 F−(nk+r) = (


b k2 c∑
i=0


(
k − i
i


)
5


nk+r
2 (−1)iLk−2i


n )(F−r +
k − 2i


k − i
F−(n−r)


Ln
).


can be written.
Thus, the proof of i) is completed. In case ii) the proof can be seen in a similar
way. �


If we want to give an example, then for n = 4, k = 2, r = 6 we get


F−14 = (


1∑
i=0


(
2− i
i


)
L2−2i
4 (−1)i)(F−6 +


2− 2i


2− i
F2


L4
) = −377.


And, for n = 5, k = 3, r = 7 we get F−22 = −17711.


Theorem 1.5. For k ≥ 1, the odd numbers n, k and even number r we have


i) L−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
5


k−2i+1
2 F k−2i


n (−1)i(F−r +
k − 2i


k − i
L−(n−r)


5Fn
).


And when n, k are even numbers and r is odd number we have


ii) L−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
Lk−2i
n (−1)i(L−r +


k − 2i


k − i
L−(n−r)


Ln
).


Now, we will give the following theorems without proof.


Theorem 1.6. For k ≥ 1, we have


i) F−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
5


k−2i
2 F k−2i


n (−1)i(F−r+
k − 2i


k − i
L−(n−r)


5Fn
), n odd, k and r even,


ii) F−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
Lk−2i
n (−1)i(F−r+


k − 2i


k − i
F−(n−r)


Ln
), n, r even, k odd.


Theorem 1.7. For k ≥ 1, the odd numbers n, r and number even k we have


i) L−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
5


k−2i
2 F k−2i


n (−1)i(L−r +
k − 2i


k − i
F−(n−r)


Fn
).


And when n is even number and k, r are odd numbers we have


ii) L−(nk+r) =


b k2 c∑
i=0


(
k − i
i


)
Lk−2i
n (−1)i(L−r +


k − 2i


k − i
L−(n−r)


Ln
).
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Thus, we derive various identities for the Fibonacci and Lucas sequences at neg-
ative index.
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INEQUALITIES OF HERMITE-HADAMARD TYPE FOR


ϕ-CONVEX FUNCTIONS


S. S. DRAGOMIR1,2


Abstract. Some inequalities of Hermite-Hadamard type for ϕ-convex func-


tions defined on real intervals are given.


1. Introduction


We recall here some concepts of convexity that are well known in the literature.
Let I be an interval in R.


Definition 1.1 ([37]). We say that f : I → R is a Godunova-Levin function or that
f belongs to the class Q (I) if f is non-negative and for all x, y ∈ I and t ∈ (0, 1)
we have


(1.1) f (tx+ (1− t) y) ≤ 1


t
f (x) +


1


1− t
f (y) .


Some further properties of this class of functions can be found in [28], [29], [31],
[43], [46] and [47]. Among others, its has been noted that non-negative monotone
and non-negative convex functions belong to this class of functions.


Definition 1.2 ([31]). We say that a function f : I → R belongs to the class P (I)
if it is nonnegative and for all x, y ∈ I and t ∈ [0, 1] we have


(1.2) f (tx+ (1− t) y) ≤ f (x) + f (y) .


Obviously Q (I) contains P (I) and for applications it is important to note that
also P (I) contain all nonnegative monotone, convex and quasi convex functions, i.
e. nonnegative functions satisfying


(1.3) f (tx+ (1− t) y) ≤ max {f (x) , f (y)}
for all x, y ∈ I and t ∈ [0, 1] .
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2000 Mathematics Subject Classification. 26D15; 25D10.
Key words and phrases. Convex functions, Integral inequalities, h-Convex functions.
The author is supported by ...


54







INEQUALITIES OF HERMITE-HADAMARD TYPE FOR ϕ-CONVEX FUNCTIONS 55


For some results on P -functions see [31] and [44] while for quasi convex functions,
the reader can consult [30].


Definition 1.3 ([7]). Let s be a real number, s ∈ (0, 1]. A function f : [0,∞) →
[0,∞) is said to be s-convex (in the second sense) or Breckner s-convex if


f (tx+ (1− t) y) ≤ tsf (x) + (1− t)s f (y)


for all x, y ∈ [0,∞) and t ∈ [0, 1] .


For some properties of this class of functions see [1], [2], [7], [8], [26], [27], [38],
[40] and [49].


In order to unify the above concepts for functions of real variable, S. Varošanec
introduced the concept of h-convex functions as follows.


Assume that I and J are intervals in R, (0, 1) ⊆ J and functions h and f are
real non-negative functions defined in J and I, respectively.


Definition 1.4 ([52]). Let h : J → [0,∞) with h not identical to 0. We say that
f : I → [0,∞) is an h-convex function if for all x, y ∈ I we have


(1.4) f (tx+ (1− t) y) ≤ h (t) f (x) + h (1− t) f (y)


for all t ∈ (0, 1) .


For some results concerning this class of functions see [52], [6], [41], [50], [48] and
[51].


We can introduce now another class of functions.


Definition 1.5. We say that the function f : I → [0,∞) is of s-Godunova-Levin
type, with s ∈ [0, 1] , if


(1.5) f (tx+ (1− t) y) ≤ 1


ts
f (x) +


1


(1− t)s
f (y) ,


for all t ∈ (0, 1) and x, y ∈ I.


We observe that for s = 0 we obtain the class of P -functions while for s = 1 we
obtain the class of Godunova-Levin. If we denote by Qs (I) the class of s-Godunova-
Levin functions defined on I, then we obviously have


P (I) = Q0 (I) ⊆ Qs1 (I) ⊆ Qs2 (I) ⊆ Q1 (I) = Q (I)


for 0 ≤ s1 ≤ s2 ≤ 1.
The following inequality holds for any convex function f defined on R


(1.6) (b− a)f


(
a+ b


2


)
<


∫ b


a


f(x)dx < (b− a)
f(a) + f(b)


2
, a, b ∈ R.


It was firstly discovered by Ch. Hermite in 1881 in the journal Mathesis (see [42]).
But this result was nowhere mentioned in the mathematical literature and was not
widely known as Hermite’s result.


E. F. Beckenbach, a leading expert on the history and the theory of convex
functions, wrote that this inequality was proven by J. Hadamard in 1893 [5]. In
1974, D. S. Mitrinović found Hermite’s note in Mathesis [42]. Since (1.6) was
known as Hadamard’s inequality, the inequality is now commonly referred as the
Hermite-Hadamard inequality.


For related results, see [10]-[19], [22]-[25], [32]-[35] and [45].
The following inequality of Hermite-Hadamard type holds [48]
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Theorem 1.1. Assume that the function f : I → [0,∞) is an h-convex function
with h ∈ L [0, 1] . Let y, x ∈ I with y 6= x and assume that the mapping [0, 1] 3 t 7→
f [(1− t)x+ ty] is Lebesgue integrable on [0, 1] . Then


(1.7)
1


2h
(
1
2


)f (x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ [f (x) + f (y)]


∫ 1


0


h (t) dt.


If we write (1.7) for h (t) = t, then we get the classical Hermite-Hadamard
inequality for convex functions


(1.8) f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ f (x) + f (y)


2
.


If we write (1.7) for the case of P -type functions f : I → [0,∞), i.e., h (t) =
1, t ∈ [0, 1] , then we get the inequality


(1.9)
1


2
f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ f (x) + f (y) ,


that has been obtained for functions of real variable in [31].
If f is Breckner s-convex on I, for s ∈ (0, 1) , then by taking h (t) = ts in (1.7)


we get


(1.10) 2s−1f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ f (x) + f (y)


s+ 1
,


that was obtained for functions of a real variable in [26].
If f : I → [0,∞) is of s-Godunova-Levin type, with s ∈ [0, 1), then


(1.11)
1


2s+1
f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ f (x) + f (y)


1− s
.


We notice that for s = 1 the first inequality in (1.11) still holds, i.e.


(1.12)
1


4
f


(
x+ y


2


)
≤
∫ 1


0


f [(1− t)x+ ty] dt.


The case for functions of real variables was obtained for the first time in [31].


2. ϕ-Convex Functions


We introduce the following class of h-convex functions.


Definition 2.1. Let ϕ : (0, 1) → (0,∞) a measurable function. We say that the
function f : I → [0,∞) is a ϕ-convex function on the interval I if for all x, y ∈ I
we have


(2.1) f (tx+ (1− t) y) ≤ tϕ (t) f (x) + (1− t)ϕ (1− t) f (y)


for all t ∈ (0, 1) .


If we denote ` (t) = t, the identity function, then it is obvious that f is h-convex
with h = `ϕ. Also, all the examples from the introduction can be seen as ϕ-convex
functions with appropriate choices of ϕ.


If we take ϕ (t) = 1
ts+1 with s ∈ [0, 1] then we get the class of s-Godunova-Levin


functions. Also, if we put ϕ (t) = ts−1 with s ∈ (0, 1) , then we get the concept of
Breckner s-convexity. We notice that for all these examples we have


ϕ+ (0) := lim
t→0+


ϕ (t) =∞.
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The case of convex functions, i.e. when ϕ (t) = 1 is the only example from above
for which ϕ+ (0) is finite, namely ϕ+ (0) = 1.


Consider the family of functions, for p > 1 and k > 0


(2.2) δ (p, k) : [0, 1]→ R+, δ (p, k) (t) = k (1− t)p + 1.


We observe that δ+ (p, k) (0) = δ (p, k) (0) = k + 1, δ (p, k) is strictly decreasing on
[0, 1] and δ (p, k) (t) ≥ δ (p, k) (1) = 1.


Definition 2.2. We say that the function f : I → [0,∞) is a δ (p, k)-convex
function on the interval I if for all x, y ∈ I we have


(2.3) f (tx+ (1− t) y) ≤ t [k (1− t)p + 1] f (x) + (1− t) (ktp + 1) f (y)


for all t ∈ (0, 1) .


It is obvious that any nonnegative convex function is a δ(p,k)-convex function for
any p > 1 and k > 0.


For m > 0 we consider the family of functions


η (m) : [0, 1]→ R+, η (m) (t) := exp [m (1− t)] .


We observe that η+ (m) (0) = η (m) (0) = exp (m) , η (m) is strictly decreasing on
[0, 1] and η (m) (t) ≥ η (m) (1) = 1.


Definition 2.3. We say that the function f : I → [0,∞) is a η (m)-convex function
on the interval I if for all x, y ∈ I we have


(2.4) f (tx+ (1− t) y) ≤ t exp [m (1− t)] f (x) + (1− t) exp (mt) f (y)


for all t ∈ (0, 1) .


It is obvious that any nonnegative convex function is a η (m)-convex function for
any m > 0.


There are many other examples one can consider. In fact any continuos function
ϕ : [0, 1]→ [1,∞) can generate a class of ϕ-convex function that contains the class
of nonnegative convex functions.


Utilising Theorem 1.1 we can state the following result.


Theorem 2.1. Assume that the function f : I → [0,∞) is a ϕ-convex function
with `ϕ ∈ L [0, 1] . Let y, x ∈ I with y 6= x and assume that the mapping [0, 1] 3
t 7→ f [(1− t)x+ ty] is Lebesgue integrable on [0, 1] . Then


(2.5)
1


ϕ
(
1
2


)f (x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ [f (x) + f (y)]


∫ 1


0


tϕ (t) dt.


The proof follows from (1.7) by taking h (t) = tϕ (t) , t ∈ (0, 1) .


Remark 2.1. We notice that, since
∫ 1


0
tϕ (t) dt can be seen as the expectation of


a random variable X with the density function ϕ, the inequality (2.5) provides
a connection to Probability Theory and motivates the introduction of ϕ-convex
function as a natural concept, having available many examples of density functions
ϕ that arise in applications.


We have the following particular cases:
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Corollary 2.1. Assume that the function f : I → [0,∞) is a a δ (p, k)-convex
function on the interval I with p > 1 and k > 0. Let y, x ∈ I with y 6= x and
assume that the mapping [0, 1] 3 t 7→ f [(1− t)x+ ty] is Lebesgue integrable on
[0, 1] . Then


2p


k + 2p
f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du(2.6)


≤ [f (x) + f (y)]


[
1


2
+


k


(p+ 1) (p+ 2)


]
.


Proof. For ϕ (t) = k (1− t)p + 1 we have ϕ
(
1
2


)
= k+2p


2p and∫ 1


0


tϕ (t) dt =


∫ 1


0


(1− t)ϕ (1− t) dt =


∫ 1


0


(1− t) (ktp + 1) dt


= k


∫ 1


0


(
tp − tp+1


)
dt+


1


2
=


k


(p+ 1) (p+ 2)
+


1


2
,


and utilizing (2.5) we get (2.6). �


and


Corollary 2.2. Assume that the function f : I → [0,∞) is a η (m)-convex function
on the interval I with m > 0. Let y, x ∈ I with y 6= x and assume that the mapping
[0, 1] 3 t 7→ f [(1− t)x+ ty] is Lebesgue integrable on [0, 1] . Then


(2.7) e−
m
2 f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du ≤ em −m− 1


m2
[f (x) + f (y)] .


Proof. For ϕ (t) = exp [m (1− t)] we have ϕ
(
1
2


)
= e


m
2 and∫ 1


0


tϕ (t) dt =


∫ 1


0


(1− t)ϕ (1− t) dt =


∫ 1


0


(1− t) emtdt


=
1


m


∫ 1


0


(1− t) d
(
emt
)


=
1


m


[
(1− t) emt


∣∣1
0


+


∫ 1


0


emtdt


]
=


1


m


[
−1 +


1


m
(em − 1)


]
=
em −m− 1


m2


and utilizing (2.5) we get (2.7). �


3. Some Results for Differentiable Functions


If we assume that the function f : I → [0,∞) is differentiable on the interior of


I denoted by I̊ then we have the following ”gradient inequality” that will play an
essential role in the following.


Theorem 3.1. Let ϕ : (0, 1)→ (0,∞) a measurable function and such that the right
limit ϕ+ (0) exists and is finite, the left limit ϕ− (1) = 1 and the left derivative in
1 denoted ϕ′− (1) exists and is finite. If the function f : I → [0,∞) is differentiable


on I̊ and ϕ-convex, then


(3.1) ϕ+ (0) f (x)−
[
ϕ′− (1) + 1


]
f (y) ≥ f ′ (y) (x− y)


for any x, y ∈ I̊ with x 6= y.
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Proof. Since f is ϕ-convex on I, then


tϕ (t) f (x) + (1− t)ϕ (1− t) f (y) ≥ f (tx+ (1− t) y)


for any t ∈ (0, 1) and for any x, y ∈ I̊ , which is equivalent to


tϕ (t) f (x) + [(1− t)ϕ (1− t)− 1] f (y) ≥ f (tx+ (1− t) y)− f (y)


and by dividing by t > 0 we get


(3.2) ϕ (t) f (x) +


[
(1− t)ϕ (1− t)− 1


t


]
f (y) ≥ f (tx+ (1− t) y)− f (y)


t


for any t ∈ (0, 1) .


Now, since f is differentiable on y ∈ I̊ , then we have


lim
t→0+


f (tx+ (1− t) y)− f (y)


t
= lim


t→0+


f (y + t (x− y))− f (y)


t
(3.3)


= (x− y) lim
t→0+


f (y + t (x− y))− f (y)


t (x− y)


= (x− y) f ′ (y)


for any x ∈ I̊ with x 6= y.
Also since ϕ− (1) = 1 and ϕ′− (1) exists and is finite, we have


lim
t→0+


(1− t)ϕ (1− t)− 1


t
= lim


s→1−


sϕ (s)− 1


1− s
= − lim


s→1−


sϕ (s)− 1


s− 1
(3.4)


= − lim
s→1−


s (ϕ (s)− ϕ (1)) + s− 1


s− 1


= −ϕ′− (1)− 1.


Taking the limit over t→ 0+ in (3.2) and utilizing (3.3) and (3.4) we get the desired
result (3.1). �


Remark 3.1. If we assume that


(3.5) ϕ+ (0)− ϕ− (1) ≥ ϕ′− (1) ,


then the inequality (3.1) also holds for x = y.
There are numerous examples of such functions, for instance, if , as above. we


take ϕ (t) = k (1− t)p + 1, t ∈ [0, 1] (p > 1, k > 0) then ϕ+ (0) = k + 1, ϕ− (1) = 1
and ϕ′− (1) = 0, which satisfy the condition (3.5).


If we take ϕ (t) = exp [m (1− t)] (m > 0) , then ϕ+ (0) = expm, ϕ− (1) = 1 and
ϕ′− (1) = −m. We have


ϕ+ (0)− ϕ− (1)− ϕ′− (1) = em − 1 +m > 0


for m > 0.


The following result holds:


Theorem 3.2. Let ϕ : (0, 1)→ (0,∞) a measurable function and such that the right
limit ϕ+ (0) exists and is finite, the left limit ϕ− (1) = 1 and the left derivative in 1
denoted ϕ′− (1) exists and is finite. Assume also that ϕ′− (1) > −1. If the function


f : I → [0,∞) is differentiable on I̊ and ϕ-convex, then


(3.6)
ϕ+ (0)


ϕ′− (1) + 1
· f (x) + f (y)


2
≥ 1


y − x


∫ y


x


f (u) du ≥
ϕ′− (1) + 1


ϕ+ (0)
f


(
x+ y


2


)
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for any x, y ∈ I.


Proof. Assume that y > x with x, y ∈ I. From (3.1) we get


ϕ+ (0) f (u)−
[
ϕ′− (1) + 1


]
f


(
x+ y


2


)
≥ f ′


(
x+ y


2


)(
x− x+ y


2


)
for any u ∈ [x, y] with u 6= x+y


2 .
Integrating this inequality over u on [x, y] we get


ϕ+ (0)


∫ y


x


f (u) du−
[
ϕ′− (1) + 1


]
(y − x) f


(
x+ y


2


)
≥ f ′


(
x+ y


2


)∫ y


x


(
u− x+ y


2


)
du = 0


which implies (3.6).
The case y < x goes likewise and the proof of the second inequality in (3.6) is


completed.
Assume that y > x with x, y ∈ I. From (3.1) we get


ϕ+ (0) f (x)−
[
ϕ′− (1) + 1


]
f ((1− t)x+ ty)(3.7)


≥ f ′ ((1− t)x+ ty) (x− (1− t)x− ty)


= tf ′ ((1− t)x+ ty) (x− y)


for any t ∈ (0, 1) and


ϕ+ (0) f (y)−
[
ϕ′− (1) + 1


]
f ((1− t)x+ ty)(3.8)


≥ f ′ ((1− t)x+ ty) (y − (1− t)x− ty)


= (1− t) f ′ ((1− t)x+ ty) (y − x)


for any t ∈ (0, 1) .
Now, if we multiply (3.7) by 1− t, (3.8) by t and add the obtained inequalities,


then we get


(3.9) ϕ+ (0) [(1− t) f (x) + tf (y)] ≥
[
ϕ′− (1) + 1


]
f ((1− t)x+ ty)


for any t ∈ (0, 1) , that is of interest in itself as well.
Now, if we integrate this inequality on [0, 1] we get


ϕ+ (0)


[
f (x)


∫ 1


0


(1− t) dt+ f (y)


∫ 1


0


tdt


]
(3.10)


≥
[
ϕ′− (1) + 1


] ∫ 1


0


f ((1− t)x+ ty) dt.


Since ∫ 1


0


(1− t) dt =


∫ 1


0


tdt =
1


2


and ∫ 1


0


f ((1− t)x+ ty) dt =
1


y − x


∫ y


x


f (u) du,


then by (3.11) we get the desired inequality (3.7). �
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Remark 3.2. Since the function f takes nonnegative values, then the second in-
equality in (3.6) and the inequality (3.10) are trivially satisfied if ϕ′− (1) + 1 ≤ 0,
so we must assume that ϕ′− (1) + 1 > 0.


This condition is satisfied for the function ϕ (t) = k (1− t)p + 1, t ∈ [0, 1] (p >
1, k > 0). If ϕ (t) = exp [m (1− t)] (m > 0) then the condition ϕ′− (1)+1 = 1−m > 0
is satisfied only for m ∈ (0, 1) .


Now, if we write the inequality (3.6) for ϕ (t) = k (1− t)p + 1,we get


(3.11) (k + 1)
f (x) + f (y)


2
≥ 1


y − x


∫ y


x


f (u) du ≥ 1


k + 1
f


(
x+ y


2


)
From (2.6) we also have


[f (x) + f (y)]


[
1


2
+


k


(p+ 1) (p+ 2)


]
≥ 1


y − x


∫ y


x


f (u) du(3.12)


≥ 2p


k + 2p
f


(
x+ y


2


)
.


Since
2p


k + 2p
− 1


k + 1
=


2pk + 2p − k − 2p


(k + 2p) (k + 1)
=


(2p − 1) k


(k + 2p) (k + 1)
≥ 0


and
k + 1


2
− 1


2
− k


(p+ 1) (p+ 2)
=
k


2
− k


(p+ 1) (p+ 2)
≥ 0


it follows that the inequality (3.12) is better than (3.11).
Now, consider the family of functions


ϑ (k, p, q) := ktp (1− t)q + 1


where k > 0, p > 0 and q > 1.


Definition 3.1. We say that the function f : I → [0,∞) is a ϑ (k, p, q)-convex
function on the interval I if for all x, y ∈ I we have


(3.13) f (tx+ (1− t) y) ≤ t [ktp (1− t)q + 1] f (x) + (1− t) [k (1− t)p tq + 1] f (y)


for all t ∈ (0, 1) .


We observe that this class contains the class of nonnegative convex functions for
any k > 0, p > 0 and q > 1.


Corollary 3.1. If the function f : I → [0,∞) is differentiable on I̊ and ϑ (k, p, q)-
convex with k > 0, p > 0 and q > 1 then


(3.14)
f (x) + f (y)


2
≥ 1


y − x


∫ y


x


f (u) du ≥ f
(
x+ y


2


)
for any x, y ∈ I.


If we write the inequality (2.5) for ϕ = ϑ (k, p, q) , then we get


1


k
(
1
2


)p+q
+ 1


f


(
x+ y


2


)
≤ 1


y − x


∫ y


x


f (u) du(3.15)


≤ [f (x) + f (y)]


[
kβ (p+ 2, q + 1) +


1


2


]
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where


β (u, v) :=


∫ 1


a


tu−1 (1− t)v−1 , u, v > 0


is Euler’s Beta function.
Since


1


k
(
1
2


)p+q
+ 1


< 1 and kβ (p+ 2, q + 1) +
1


2
>


1


2
,


it follows that the inequality (3.14) is better than (3.15).
Now, more generally, assume that


ϕ (g, q) : [0, 1]→ [1,∞), ϕ (g, q) (t) = g (t) (1− t)q + 1


where g : [0, 1]→ [0,∞) is continuous and q > 1.
We then have


ϕ+ (g, q) (0) = g (0) + 1, ϕ− (g, q) (1) = 1, ϕ′− (g, q) (1) = 0


and


ϕ


(
1


2


)
= g


(
1


2


)(
1


2


)q


+ 1,


∫ 1


0


tϕ (t) dt =


∫ 1


0


t (1− t)q g (t) dt+
1


2
.


If we apply Theorem 2.1 to the function ϕ (g, q) we have


[f (x) + f (y)]


[∫ 1


0


t (1− t)q g (t) dt+
1


2


]
≥ 1


y − x


∫ y


x


f (u) du(3.16)


≥ 1


g
(
1
2


) (
1
2


)q
+ 1


f


(
x+ y


2


)
.


If we apply Theorem 3.2 to the same function ϕ (g, q) we also have


(g (0) + 1)
f (x) + f (y)


2
≥ 1


y − x


∫ y


x


f (u) du(3.17)


≥ 1


g (0) + 1
f


(
x+ y


2


)
.


Consider the difference


∆1 :=
1


g (0) + 1
− 1


g
(
1
2


) (
1
2


)q
+ 1


=
g
(
1
2


) (
1
2


)q − g (0)


[g (0) + 1]
[
g
(
1
2


) (
1
2


)q
+ 1
]


and the difference


∆2 :=


∫ 1


0


t (1− t)q g (t) dt+
1


2
− g (0) + 1


2


=


∫ 1


0


t (1− t)q g (t) dt− 1


2
g (0) .


We observe that if ∆1,∆2 ≥ (≤) 0 then the double inequality (3.17) is better (worse)
than (3.17).


If we take g (0) = 0, then (3.17) is better than (3.16) for any q > 1.
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If we take g (t) = kt+ 1, k > 0 then


∆1 =
g
(
1
2


) (
1
2


)q − g (0)


[g (0) + 1]
[
g
(
1
2


) (
1
2


)q
+ 1
] =


k
(
1
2


)q+1


k
(
1
2


)q+1
+ 1


> 0


showing that the second inequality in (3.17) is better than the same inequality in
(3.16) for any k > 0 and q > 1.


We also have


∆2 =


∫ 1


0


t (1− t)q g (t) dt− 1


2
g (0) =


∫ 1


0


t (1− t)q (kt+ 1) dt− 1


2


= k


∫ 1


0


t2 (1− t)q dt+


∫ 1


0


t (1− t)q dt− 1


2


= kβ (3, q + 1) + β (2, q + 1)− 1


2
.


If we take


k >
1
2 − β (2, q + 1)


β (3, q + 1)
=


1
2 −


1
(q+1)(q+2)


β (3, q + 1)


=
(q + 1) (q + 2)− 2


2 (q + 1) (q + 2)β (3, q + 1)
(> 0)


then ∆2 > 0 showing that the first inequality in (3.17) is better than the first
inequality in (3.16).


If we take


0 < k <
(q + 1) (q + 2)− 2


2 (q + 1) (q + 2)β (3, q + 1)


then ∆2 < 0 showing that the first inequality in (3.17) is worse than the first
inequality in (3.16).


Conclusion 1. The inequalities (2.5) and (3.6) are not comparable, meaning that
some time one is better then the other, depending on the ϕ-convex function involved.


4. Some Related Results


If we apply Theorem 2.1 on the subintervals
[
x, x+y


2


]
and


[
x+y
2 , y


]
(provided


x < y) and add the corresponding inequalities we get:


Proposition 4.1. Assume that the function f : I → [0,∞) is a ϕ-convex function
with `ϕ ∈ L [0, 1] . Let y, x ∈ I with y 6= x and assume that the mappings [0, 1] 3 t 7→
f
[
(1− t)x+ tx+y


2


]
, f
[
(1− t) x+y


2 + ty
]


are Lebesgue integrable on [0, 1] . Then


1


ϕ
(
1
2


) [f (3x+ y


4


)
+ f


(
x+ 3y


4


)]
(4.1)


≤ 1


y − x


∫ y


x


f (u) du ≤
[
f


(
x+ y


2


)
+
f (x) + f (y)


2


] ∫ 1


0


tϕ (t) dt.


Also, by Theorem 3.2 we have


Proposition 4.2. Let ϕ : (0, 1) → (0,∞) a measurable function and such that
the right limit ϕ+ (0) exists and is finite, the left limit ϕ− (1) = 1 and the left
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derivative in 1 denoted ϕ′− (1) exists and is finite. Assume also that ϕ′− (1) > −1.


If the function f : I → [0,∞) is differentiable on I̊ and ϕ-convex, then


ϕ′− (1) + 1


ϕ+ (0)


[
f


(
3x+ y


4


)
+ f


(
x+ 3y


4


)]
(4.2)


≤ 1


y − x


∫ y


x


f (u) du ≤
[
f


(
x+ y


2


)
+
f (x) + f (y)


2


]
ϕ+ (0)


ϕ′− (1) + 1


for any x, y ∈ I.


Now we can prove the following result as well:


Theorem 4.1. Let ϕ : (0, 1)→ (0,∞) a measurable function and such that the right
limit ϕ+ (0) exists and is finite, the left limit ϕ− (1) = 1 and the left derivative in 1
denoted ϕ′− (1) exists and is finite. Assume also that ϕ′− (1) > −2. If the function


f : I → [0,∞) is differentiable on I̊ and ϕ-convex, then


1


y − x


∫ y


x


f (u) du(4.3)


≤ ϕ+ (0)


ϕ′− (1) + 2
f


(
x+ y


2


)
+


1


ϕ′− (1) + 2
· f (x) + f (y)


2


for any x, y ∈ I.


Proof. Assume that x < y. From the inequality (3.1) we have


(4.4) ϕ+ (0) f


(
x+ y


2


)
−
[
ϕ′− (1) + 1


]
f (u) ≥ f ′ (u)


(
x+ y


2
− u
)


for any u ∈ [x, y] with u 6= x+y
2 .


Integrating over u ∈ [x, y] and dividing by y − x we have


ϕ+ (0) f


(
x+ y


2


)
−
[
ϕ′− (1) + 1


] 1


y − x


∫ y


x


f (u) du(4.5)


≥ 1


y − x


∫ y


x


f ′ (u)


(
x+ y


2
− u
)
du.


Integrating by parts, we have∫ y


x


f ′ (u)


(
x+ y


2
− u
)
du =


(
x+ y


2
− u
)
f (u)


∣∣∣∣y
x


+


∫ y


x


f (u) du


=


∫ y


x


f (u) du− f (y) + f (x)


2
(y − x)


and by (4.5) we get


ϕ+ (0) f


(
x+ y


2


)
−
[
ϕ′− (1) + 1


] 1


y − x


∫ y


x


f (u) du


≥ 1


y − x


∫ y


x


f (u) du− f (y) + f (x)


2
,
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which is equivalent to


ϕ+ (0) f


(
x+ y


2


)
+
f (y) + f (x)


2


≥ 1


y − x


∫ y


x


f (u) du+
[
ϕ′− (1) + 1


] 1


y − x


∫ y


x


f (u) du


=
[
ϕ′− (1) + 2


] 1


y − x


∫ y


x


f (u) du.


Since ϕ′− (1) + 2 > 0, then on dividing by ϕ′− (1) + 2 we get the desired result
(4.3). �


Remark 4.1. We observe that


ϕ+ (0)


ϕ′− (1) + 2
<


ϕ+ (0)


ϕ′− (1) + 1


and if we assume that ϕ is taken to satisfy the condition


ϕ+ (0) >
ϕ′− (1) + 1


ϕ′− (1) + 2
∈ (0, 1) ,


then
1


ϕ′− (1) + 2
<


ϕ+ (0)


ϕ′− (1) + 1


and the inequality (4.3) is better than the second inequality in (4.2).
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[49] E. Set, M. E. Özdemir and M. Z. Sarıkaya, New inequalities of Ostrowski’s type for s-convex
functions in the second sense with applications. Facta Univ. Ser. Math. Inform. 27 (2012),


no. 1, 67–82.
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GENERALIZED FOURIER-DUNKL TRANSFORM OF


(δ, γ)-GENERALIZED DUNKL LIPSCHITZ FUNCTIONS


R. DAHER S. EL OUADIH M. EL HAMMA


Abstract. Using a generalized translation operator, we obtain an analog of


Younis Theorem 5.2 in [5] for the generalized Fourier-Dunkl transform for func-


tions satisfying the (δ, γ)-generalized Dunkl Lipschitz condition in the space
L2
α,n.


1. Introduction and Preliminaries


Younis Theorem 5.2 [5] characterized the set of functions in L2(R) satisfying
the Cauchy Lipschitz condition by means of an asymptotic estimate growth of the
norm of their Fourier transforms, namely we have


Theorem 1.1. ([5]) Let f ∈ L2(R). Then the following are equivalents


(a) ‖f(x+ h)− f(x)‖ = O
(


hδ


(log 1
h )γ


)
, as h→ 0, 0 < δ < 1, γ ≥ 0,


(b)


∫
|λ|≥r


|f̂(λ)|2dλ = O


(
r−2δ


(log r)2γ


)
, as r →∞,


where f̂ stands for the Fourier transform of f .


In this paper, we consider a first-order singular differential-difference operator Λ
on R which generalizes the Dunkl operator Λα. We prove an analog of Theorem
1.1 in the generalized Fourier-Dunkl transform associated to Λ in L2


α,n . For this
purpose, we use a generalized translation operator.
In this section, we develop some results from harmonic analysis related to the
differential-difference operator Λ. Further details can be found in [1] and [6]. In all
what follows assume where α > −1/2 and n a non-negative integer.
Consider the first-order singular differential-difference operator on R


Λf(x) = f ′(x) +


(
α+


1


2


)
f(x)− f(−x)


x
− 2n


f(−x)


x
.
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For n = 0, we regain the differential-difference operator


Λαf(x) = f ′(x) +


(
α+


1


2


)
f(x)− f(−x)


x
,


which is referred to as the Dunkl operator of index α+ 1/2 associated with the re-
flection group Z2 on R. Such operators have been introduced by Dunkl (see [3], [4])
in connection with a generalization of the classical theory of spherical harmonics.
Let M be the map defined by


Mf(x) = x2nf(x), n = 0, 1, ...


Let Lpα,n, 1 ≤ p <∞, be the class of measurable functions f on R for which


‖f‖p,α,n = ‖M−1f‖p,α+2n <∞,


where


‖f‖p,α =


(∫
R
|f(x)|p|x|2α+1dx


)1/p


.


If p = 2, then we have L2
α,n = L2(R, |x|2α+1).


The one-dimensional Dunkl kernel is defined by


eα(z) = jα(iz) +
z


2(α+ 1)
jα+1(iz), z ∈ C,(1.1)


where


jα(z) = Γ(α+ 1)


∞∑
m=0


(−1)m(z/2)2m


m!Γ(m+ α+ 1)
, z ∈ C,


is the normalized spherical Bessel function of index α. It is well-known that the
functions eα(λ.), λ ∈ C, are solutions of the differential-difference equation


Λαu = λu, u(0) = 1.


Lemma 1.1. ([2]) For x ∈ R the following inequalities are fulfilled
i) |eα(ix)| ≤ 1,
ii) |1− eα(ix)| ≤ |x|,
iii) |1 − eα(ix)| ≥ c with |x| ≥ 1, where c > 0 is a certain constant which depends
only on α.


For λ ∈ C, and x ∈ R, put


ϕλ(x) = x2neα+2n(iλx),


where eα+2n is the Dunkl kernel of index α+ 2n given by (1.1).


Proposition 1.1. i) ϕλ satisfies the differential equation


Λϕλ = iλϕλ.


ii) For all λ ∈ C, and x ∈ R


|ϕλ(x)| ≤ |x|2ne|Imλ||x|.
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The generalized Fourier-Dunkl transform we call the integral transform


FΛf(λ) =


∫
R
f(x)ϕ−λ(x)|x|2α+1dx, λ ∈ R, f ∈ L1


α,n.


Let f ∈ L1
α,n such that FΛ(f) ∈ L1


α+2n = L1(R, |x|2α+4n+1dx). Then the inverse
generalized Fourier-Dunkl transform is given by the formula


f(x) =


∫
R
FΛf(λ)ϕλ(x)dµα+2n(λ),


where


dµα+2n(λ) = aα+2n|λ|2α+4n+1dλ, aα =
1


22α+2(Γ(α+ 1))2
.


Proposition 1.2. i) For every f ∈ L2
α,n,


FΛ(Λf)(λ) = iλFΛ(f)(λ).


ii) For every f ∈ L1
α,n ∩ L2


α,n we have the Plancherel formula∫
R
|f(x)|2|x|2α+1dx =


∫
R
|FΛf(λ)|2dµα+2n(λ).


iii) The generalized Fourier-Dunkl transform FΛ extends uniquely to an isometric
isomorphism from L2


α,n onto L2(R, µα+2n).


The generalized translation operators τx, x ∈ R, tied to Λ are defined by


τxf(y) =
(xy)2n


2


∫ 1


−1


f(
√
x2 + y2 − 2xyt)


(x2 + y2 − 2xyt)n


(
1 +


x− y√
x2 + y2 − 2xyt


)
A(t)dt


+
(xy)2n


2


∫ 1


−1


f(−
√
x2 + y2 − 2xyt)


(x2 + y2 − 2xyt)n


(
1− x− y√


x2 + y2 − 2xyt


)
A(t)dt,


where


A(t) =
Γ(α+ 2n+ 1)√
πΓ(α+ 2n+ 1/2)


(1 + t)(1− t2)α+2n−1/2.


Proposition 1.3. Let x ∈ R and f ∈ L2
α,n. Then τxf ∈ L2


α,n and


‖τxf‖2,α,n ≤ 2x2n‖f‖2,α,n.


Furthermore,


FΛ(τxf)(λ) = x2neα+2n(iλx)FΛ(f)(λ).(1.2)


2. Main Results


In this section we give the main result of this paper. We need first to define
(δ, γ)-generalized Dunkl Lipschitz class.


Definition 2.1. Let δ ∈ (0, 1) and γ ≥ 0. A function f ∈ L2
α,n is said to be in the


(δ, γ)-generalized Dunkl Lipschitz class, denoted by DLip(δ, γ, 2), if


‖τhf(x)− h2nf(x)‖2,α,n = O


(
hδ+2n


(log 1
h )γ


)
as h→ 0.
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Theorem 2.1. Let f ∈ L2
α,n. Then the following are equivalents


(a) f ∈ DLip(δ, γ, 2)


(b)


∫
|λ|≥r


|FΛf(λ)|2dµα+2n(λ) = O


(
r−2δ


(log r)2γ


)
, as r →∞.


Proof.


(a)⇒ (b). Let f ∈ DLip(δ, γ, 2). Then we have


‖τhf(x)− h2nf(x)‖2,α,n = O


(
hδ+2n


(log 1
h )γ


)
as h→ 0.


Formula (1.2) and Plancherel equality give


‖τhf(x)− h2nf(x)‖22,α,n = h4n


∫ +∞


−∞
|eα+2n(iλh)− 1|2|FΛf(λ)|2dµα+2n(λ).


If |λ| ∈ [ 1
h ,


2
h ], then |λh| ≥ 1 and (iii) of Lemma 1.1 implies that


1 ≤ 1


c2
|eα+2n(iλh)− 1|2.


Then∫
1
h≤|λ|≤


2
h


|FΛf(λ)|2dµα+2n(λ) ≤ 1


c2


∫
1
h≤|λ|≤


2
h


|eα+2n(iλh)− 1|2|FΛf(λ)|2dµα+2n(λ)


≤ 1


c2


∫ +∞


−∞
|eα+2n(iλh)− 1|2|FΛf(λ)|2dµα+2n(λ)


≤ h−4n


4c2
‖τhf(x)− h2nf(x)‖22,α,n


= O


(
h2δ


(log 1
h )2γ


)
.


We obtain ∫
r≤|λ|≤2r


|FΛf(λ)|2dµα+2n(λ) ≤ C r−2δ


(log r)2γ
, r →∞.


where C is a positive constant. Now,∫
|λ|≥r


|FΛf(λ)|2dµα+2n(λ) =


∞∑
i=0


∫
2ir≤|λ|≤2i+1r


|FΛf(λ)|2dµα+2n(λ)


≤ C


(
r−2δ


(log r)2γ
+


(2r)−2δ


(log 2r)2γ
+


(4r)−2δ


(log 4r)2γ
+ · · ·


)
≤ C


r−2δ


(log r)2γ


(
1 + 2−2δ + (2−2δ)2 + (2−2δ)3 + · · ·


)
≤ Kδ


r−2δ


(log r)2γ
,


where Kδ = C(1− 2−2δ)−1 since 2−2δ < 1.
Consequently∫


|λ|≥r
|FΛf(λ)|2dµα+2n(λ) = O


(
r−2δ


(log r)2γ


)
, as r →∞.
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(b)⇒ (a). Suppose now that∫
|λ|≥r


|FΛf(λ)|2dµα+2n(λ) = O


(
r−2δ


(log r)2γ


)
, as r →∞.


and write


‖τhf(x)− h2nf(x)‖22,α,n = h4n(I1 + I2),


where


I1 =


∫
|λ|< 1


h


|eα+2n(iλh)− 1|2|FΛf(λ)|2dµα+2n(λ),


and


I2 =


∫
|λ|≥ 1


h


|eα+2n(iλh)− 1|2|FΛf(λ)|2dµα+2n(λ).


Firstly, we use the formulas |eα+2n(iλh)| ≤ 1 and


I2 ≤ 4


∫
|λ|≥ 1


h


|FΛf(λ)|2dµα+2n(λ) =


(
h2δ


(log 1
h )2γ


)
, as h→ 0.


Set


φ(x) =


∫ +∞


x


|FΛf(λ)|2dµα+2n(λ).


Integrating by parts we obtain∫ x


0


λ2|FΛf(λ)|2dµα+2n(λ) =


∫ x


0


−λ2φ′(λ)dλ = −x2φ(x) + 2


∫ x


0


λφ(λ)dλ


≤ C1


∫ x


0


λλ−2δ(log λ)−2γdλ = O(x2−2δ(log x)−2γ),


where C1 is a positive constant.
We use the formula (ii) of Lemma 1.1∫ +∞


−∞
|eα+2n(iλh)− 1|2|FΛf(λ)|2dµα+2n(λ) = O


(
h2


∫
|λ|< 1


h


λ2|FΛf(λ)|2dµα+2n(λ)


)


+


(
h2δ


(log 1
h )2γ


)
= O


(
h2 h2δ−2


(log 1
h )2γ


)
+O


(
h2δ


(log 1
h )2γ


)
= O


(
h2δ


(log 1
h )2γ


)
,


and this ends the proof.�
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AN ALTERNATIVE TECHNIQUE FOR SOLVING ORDINARY


DIFFERENTIAL EQUATIONS


NEŞE DERNEK, FATIH AYLIKÇI, AND SEVIL KIVRAK


Abstract. In this paper, a new method for solving ordinary differential equa-


tions is given by using the generalized Laplace transform Ln. Firstly, the


authors introduce a differential operator δ that is called the δ-derivative. A
relation between the Ln-transform of the δ-derivative of a function and the Ln-


transform of the function itself are derived. Then, the convolution theorem


is proven. Using obtained theorems, a few initial-value problems for ordinary
differential equations are solved as illustrations.


1. Introduction, definitions and preliminaries


The Laplace transform is defined by


(1.1) L{f(x); y} =


∞∫
0


exp(−xy)f(x)dx.


The following Laplace-type the L2 transform


(1.2) L2{f(x); y} =


∞∫
0


x exp(−x2y2)f(x)dx,


was introduced by Yurekli and Sadek [10]. After then Aghili, Ansari and Sedghi [1]
derived the following complex inversion formula


(1.3) L−1
2 {L2{f(x); y}} =


1


2πi


c+i∞∫
c−i∞


2L2{f(x);
√
y} exp(yx2)dy,


where L2{f(x);
√
y} has a finite number of singularities in the left half plane


Re(y) ≤ c. The generalized Laplace transform Ln and the inverse generalized
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n -transform and
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Laplace transform L−1
n were introduced by Dernek and Aylıkçı in


(1.4) Ln{f(x); y} =


∞∫
0


xn−1 exp(−xnyn)f(x)dx


(1.5) L−1
n {F (y);x} =


1


2πi


c+i∞∫
c−i∞


nLn{f(x); y
1
n } exp(yxn)dy,


respectively. The Ln-transform is related to the Laplace transform with


(1.6) Ln{f(x); y} =
1


n
L{f(x


1
n ); yn}.


Definition 1.1. The δ differential operator δ that we call the δ-derivative is defined
as


(1.7) δx =
1


xn−1


d


dx
, (n ∈ N)


and


(1.8) δ
2


x = δxδx =
1


x2n−2


d2


dx2
− (n− 1)


x2n−1


d


dx
.


The δ derivative operator can be successively applied in a similar fashion for any
positive integer power.


Definition 1.2. The convolution of f(x) and g(x) is defined by


(1.9) f(x) ∗ g(x) =


x∫
0


τn−1g(τ)f((xn − τn)1/n)dτ.


The above integral is often referred to as the convolution integral.


2. The main results


In this section we will give some properties of the Ln-transform that will be used
to solve the initial-boundary-value problems for ordinary differential equations.


Here we will derive a relation between the Ln-transform of the δ-derivative of a
function (1.7) and the Ln-transform of the function itself.


Theorem 2.1. If f, f ′, ..., f (k−1) are all continuous functions with a piecewise con-
tinuous derivative f (k) on the interval [0,∞), and if all functions are of exponential
order exp(αnxn) as x→∞ for some constant α then


Ln{δ
k


xf(x); y} = (nyn)kLn{f(x); y} − (nyn)k−1f(0+)


(2.1) −(nyn)k−2(δxf)(0+)− ...− nyn(δ
k−2


x f)(0+)− (δ
k−1


x f)(0+)


for k ≥ 1, k is a positive integer.


Proof. Suppose that f(x) is a continuous function with a piecewise continuous de-
rivative f ′(x) on the interval [0,∞). Also, suppose that f and f ′ are of exponential
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order exp(αnxn) as x → ∞ where α is a constant. With using the definitions of
Ln-transform and the δ derivative and integration by parts, we obtain


(2.2) Ln{δxf(x); y} =


∞∫
0


exp(−ynxn)f ′(x)dx,


∞∫
0


exp(−ynxn)f ′(x)dx = lim
b→∞


f(x) exp(−ynxn)|b0


(2.3) +nyn
∞∫


0


xn−1 exp(−ynxn)f(x)dx.


Since f is of exponential order exp(αnxn) as x→∞, it follows


(2.4) lim
x→∞


exp(−ynxn)f(x) = 0


and consequently,


(2.5) Ln{δxf(x); y} = nynLn{f(x); y} − f(0+).


Similarly, if f and f ′ are continuous functions with a piecewise continuous derivative
f ′′ on the interval [0,∞). If all three functions are of exponential order exp(αnxn)
as x→∞, we can use (1.8) to obtain


(2.6) Ln{δ
2


xf(x); y} = n2y2nLn{f(x); y} − nynf(0+)− δxf(0+).


Using (2.5) and (2.6), we get


Ln{δ
3


xf(x); y} = n3y3nLn{f(x); y} − n2y2nf(0+)


(2.7) −nynδxf(0+)− δ2


xf(0+).


With repeated application of (2.5) and (2.7), we obtain the identity (2.1) of Theorem
1.


Theorem 2.2. If f is piecewise continuous on the interval [0,∞) and is of expo-
nential order exp(αnxn) as x→∞, then the following relation holds true:


(2.8) Ln{xknf(x); y} =
(−1)k


nk
δ
k


yLn{f(x); y}


for k ≥ 1, k is a positive integer.


Proof. The Ln{f(x); y} defined by (1.4) is an analytic function in the half plane
Re(y) > α. It has derivatives of all orders and the derivatives can be formally
obtained by differentiating (1.4). Applying the δ with respect to the variable y, we
obtain


δyLn{f(x); y} =
1


yn−1


d


dy


∞∫
0


xn−1 exp(−ynxn)f(x)dx


(2.9) =
1


yn−1


∞∫
0


xn−1(−xnnyn−1 exp(−ynxn))f(x)dx = −nLn{xnf(x); y}.
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If we keep taking the δ-derivative of (1.4) with respect to the variable y, then we
deduce


(2.10) δ
k


yLn{f(x); y} =


∞∫
0


xn−1δ
k


y exp(−ynxn)f(x)dx


for k ∈ N. Where
∞∫


0


xn−1δ
k


y exp(−ynxn)f(x)dx =


∞∫
0


xn−1δ
k−1


y [(−n)xn exp(−ynxn)]f(x)dx


=


∞∫
0


xn−1δ
k−2


y [(−n)2x2n exp(−ynxn)]f(x)dx


. . .


(2.11) =


∞∫
0


xn−1[(−n)kxkn exp(−ynxn)]f(x)dx = (−n)kLn{xknf(x); y}.


Thus we obtain the relation (2.8).


Theorem 2.3. Let Ln{f(x); y1/n} be an analytic function of y except at singular
points each of which lies to the left of the vertical line Re y = a and they are finite
numbers. Suppose that y = 0 is not a branch point and lim


y→∞
Ln{f(x); y1/n} = 0 in


the left plane Re y ≤ a then, the following identity


L−1
n {Ln{f(x); y}} =


1


2πi


a+i∞∫
a−i∞


nLn{f(x); y1/n} exp(yxn)dy


(2.12) =


m∑
k=1


[Res{nLn{f(x); y1/n} exp(yxn); y = yk}]


holds true for m singular points.


Proof. We take a vertical closed semi-circle as contour of integration. Using residues
theorem and boundedness of Ln{f(x); y1/n}, we show that the identity (2.12) of
Theorem 3 is valid. When y = 0 is a branch point we take key-hole contour instead
of simple vertical semi-circle.


We assume that Ln{f(x), y1/n} has a finite number of singularities in the left
half plane Rey ≤ a. Let γ = γ1 +γ2 be the closed contour consisting of the vertical
line segment γ1, which is defined from a − iR to a + iR and vertical semi-circle
γ2, that is defined as |y − a| = R. Let γ2 lie to the left of vertical line γ1. The
radius R can be taken large enough so that γ encloses all the singularities of the
Ln{f(x); y1/n}. Hence, by the residues theorem we have


1


2πi


a+i∞∫
a−i∞


nLn{f(x); y1/n} exp(yxn)dy


=
1


2πi


∫
γ1


nLn{f(x); y1/n} exp(yxn)dy − 1


2πi


∫
γ2


nLn{f(x); y1/n} exp(yxn)dy
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=


m∑
k=1


[Res{nLn{f(x); y1/n} exp(yxn); y = yk}]


(2.13) − 1


2πi


∫
γ2


nLn{f(x); y1/n} exp(yxn)dy


where y1, y2, . . . , ym are all the singularities of Ln{f(x); y1/n}. Taking the limit
from both sides of the relation (2.13) as R tends to +∞, because of the Jordan’s
Lemma, the second integral in the right tends to zero.


Even Ln{f(x); y1/n} has one branch point at y = 0, we can use the identity
(2.12). The proof of the proposition is similar to the proof of the Main Theorem in
the paper [1], where we take n = 2.


If the number of singularities is infinite, we take the semi-circles γm which is
centered at point a, with radius Rm = π2m2,m ∈ N.


We illustrate the above Theorem with showing the following examples.


Example 2.1. We show


(2.14) L−1
n


{ 1


y2n + a2n
;x
}


=
n


an
sin(anxn)


where Re a > 0.
Using the assertion (2.12) of Theorem 3, we obtain


(2.15) L−1
n


{ 1


y2n + a2n
;x
}


=


2∑
k=1


Res
[
n


1


y2 + a2n
exp(yxn); y = yk


]
where the singular points are yk = ∓ian , k = 1, 2. Then we have


(2.16) Res
[n exp(yxn)


y2 + a2n
; ian


]
= lim
y→ian


n(y − ian) exp(yxn)


y2 + a2n
=
n exp(ianxn)


2ian


and similarly we have


(2.17) Res
[
n


1


y2 + a2n
exp(yxn);−ian


]
= −nexp(−ianxn)


2ian
.


Using the relations (2.16) and (2.17), we find the formula (2.14) from (2.15) as
follows:


L−1
n


{ 1


y2n + a2n
;x
}


=
n


an
exp(ianxn)− exp(−ianxn)


2i


(2.18) =
n


an
sin(anxn).


Example 2.2. We show


(2.19) L−1
n


{ 1


yn
exp


(
− an


yn


)
;x
}


= nJ0(2an/2xn/2)


where J0 is the Bessel function of order zero.
Using the assertion (2.12) of Theorem 3, we have


(2.20) L−1
n {


1


yn
exp


(
− an


yn


)
;x} = Res


[
n


1


y
exp


(
− an


y


)
exp(yxn), y = yk


]
.
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From the following Taylor expansions of the exponential functions in (2.20),


n
1


y
exp


(
− an


y


)
exp(yxn) =


n


y


∞∑
m=0


(−1)m
amn


m!ym


∞∑
k=0


ykxnk


k!


(2.21) =
n


y


[
1− an


1!y
+
a2n


2!y2
− a3n


3!y3
+ ...


][
1 +


xny


1!
+
x2ny2


2!
+
x3n


3!
+ ...


]
,


we find Res[n 1
y exp(−a


n


y ) exp(yxn)] as the coefficient of the term 1
y as follows


Res
[
n


1


y
exp


(
− an


y


)
exp(yxn)


]
= n


[
1− anxn


(1!)2
+
a2nx2n


(2!)2
− a3nx3n


(3!)2
+ ...


]


(2.22) = n


∞∑
m=0


(−1)m
(ax)mn


(m!)2
= nJ0(2an/2xn/2).


Thus, we obtain from (2.22) and the formula (2.20), the assertion (2.19) of Example
2.


Theorem 2.4. (Convolution Theorem)
If Ln{f(x); y} = F (y) and Ln{g(x); y} = G(y), then we have


(2.23) Ln{f(x) ∗ g(x); y} = Ln{f(x); y}Ln{g(x); y} = F (y)G(y).


Or equivalently,


(2.24) L−1
n {F (y)G(y);x} = f(x) ∗ g(x),


where f(x) ∗ g(x) is called the convolution of f(x) and g(x) and it is defined by the
relation (1.9).


Proof. We have, by definitions (1.4) and (1.9),


(2.25) Ln{f(x) ∗ g(x); y} =


∞∫
0


xn−1 exp(−xnyn)


x∫
0


τn−1g(τ)f((xn− τn)1/n)dτdx.


The integration in (2.25) is first performed with respect to τ from τ = 0 to τ = x
of the vertical strip and then from x = 0 to ∞ by moving the vertical strip from
x = 0 outwards to cover the whole region under the line τ = x. We now change
the order of integration so that we integrate first along the horizontal strip from
t = τ to ∞ and then from τ = 0 to ∞ by moving the horizontal strip vertically
from τ = 0 upwards. Evidently, (2.25) becomes


Ln{f(x) ∗ g(x); y}


(2.26) =


∞∫
0


τn−1g(τ)


∞∫
τ=x


xn−1 exp(−xnyn)f((xn − τn)1/n)dxdτ,


which is, by the change of variable xn − τn = un,


Ln{f(x) ∗ g(x); y} =


∞∫
0


τn−1g(τ)


∞∫
0


un−1 exp(−(un + τn)yn)f(u)dudτ
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=
( ∞∫


0


τn−1 exp(−τnyn)g(τ)dτ
)( ∞∫


0


un−1 exp(−unyn)f(u)du
)


(2.27) = G(y)F (y).


3. Application of the Ln-transform to ordinary differential
equations


Example 3.1. We solve the following ordinary differential equation


(3.1) xz′′ − (2v + n− 3)z′ + xn−1z = 0, k ∈ N, v ∈ N.
solution: Dividing (3.1) by xn−1, adding and subtracting the term n−1


xn−1 z
′ we obtain


(3.2) xn
( 1


x2n−2
z′′ − n− 1


x2n−1
z′
)


+
n− 1


xn−1
z′ − 2v + n− 3


xn−1
z′ + z = 0.


Using the definition of the δ-derivative given in (1.7) and (1.8), we can express (3.2)
as


(3.3) xnδ
2


xz(x)− 2(v − 1)δxz(x) + z(x) = 0.


Applying the Ln-transform to (3.3), we find


(3.4) Ln{xnδ
2


xz; y} − 2(v − 1)Ln{δxz; y}+ Ln{z(x); y} = 0.


Using Theorem 1 for k = 1 and k = 2 in (3.4) and performing necessary calculations
we obtain


(3.5) − 1


n
δyLn{δ


2


xz; y} − 2(v − 1)Ln{δxz; y}+ Ln{z; y} = 0,


− 1


n


1


yn−1


d


dy
(n2y2nz(y)− nynz(0+)− δxz(0+))


(3.6) −2(v − 1)(nynz(y)− z(0+)) + z(y) = 0


where z(y) = Ln{z(x); y}. We assume that z(0+) = 0. Thus, we obtain the
following first order differential equation:


(3.7) z′(y) +
(


2(n+ v − 1)
1


y
− 1


nyn+1


)
z(y) = 0.


Solving the first order differential equation (3.7), we have


(3.8) z(y) = C


∞∑
m=0


(−1)m
1


m!n2mymn+2n+2v−2
.


Applying the L−1
n transform, we obtain


(3.9) z(x) = C


∞∑
m=0


(−1)m
xmn+n+2v−2


m!Γ(m+ n+2v−2
n + 1)n2m−1


where we use the following relations


(3.10) Ln{xk; y} =
Γ( kn + 1)


nyn+k
, k = mn+ n+ 2v − 2


and


(3.11) L−1
n


{ 1


ymn+n+2v−2+n
;x
}


=
nxmn+n+2v−2


Γ(m+ 1 + 2v−2
n + 1)


.
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Setting α = 2v+n−2
n , C = n−


2v−2
n −2, we obtain the solution of the ordinary differ-


ential equation (3.1),


(3.12) z(x) = x
nα
2 Jα


( 2


n
x
n
2


)
,


where α ∈ Z because of the inequality v > n (v, n ∈ N) and Jα is the Bessel function
of the first kind of order α.


Example 3.2. We solve the following ordinary differential equation


(3.13) xz′′ − (n2 − 1)z′ + xn−1z = 0, n = 0, 1, 2, ...,


solution: Dividing (3.13) by xn−1, adding and subtracting the term n−1
xn−1 z


′ we
obtain


xn
( 1


x2n−2
z′′(x)− n− 1


x2n−1
z′(x)


)
+
n− 1


xn−1
z′(x)


(3.14) −(n2 − 1)
1


xn−1
z′(x) + z(x) = 0.


Using the definition of the δx-derivative (1.7) and (1.8), we can express (3.14) as


(3.15) xnδ
2


xz(x)− n(n− 1)δxz(x) + z(x) = 0.


Considering the following relations;
(3.16)


Ln{xnδ
2


xz(x); y} = − 1


n
δyLn{δ


2


xz(x); y} = −2n2ynz(y)− nyn+1z′(y) + nz(0+),


n(n− 1)Ln{δxz(x); y} = n(n− 1)(nynz(y)− z(0+))


(3.17) = n2(n− 1)ynz(y)− n(n− 1)z(0+),


and applying the Ln-transform to (3.15), we obtain


(3.18) Ln{xnδ
2


xz(x); y} − n(n− 1)Ln{δxz(x); y}+ Ln{z(x); y} = 0


(3.19) nyn+1z′(y) + [n2(n+ 1)yn − 1]z(y)− n2z(0+) = 0


where z(y) = Ln{z(x); y}.
We may assume


(3.20) z(0+) = 0.


Solving the first order differential equation after substituting (3.20) into (3.19), we
get


(3.21) z(y) = Cy−n
2−n exp


(
− 1


n2yn


)
.


Calculating the Taylor expansion of the exponential function in (3.21), we have


(3.22) z(y) = C


∞∑
m=0


(−1)m


m!n2m


1


yn+nm+n2 .


Using the following relation,


(3.23) L−1
n


{ 1


yn+nm+n2 ;x
}


=
nxnm+n2


Γ(m+ n+ 1)
,







76 NEŞE DERNEK, FATIH AYLIKÇI, AND SEVIL KIVRAK


and applying the L−1
n transform to (3.22), we find


(3.24) z(x) = Cnn+1x
n2


2


∞∑
m=0


(−1)m
1


m!Γ(m+ n+ 1)


(2xn/2


2n


)2m+n


.


Setting C = n−n−1 in (3.24), we obtain the solution of the equation (3.13)


(3.25) z(x) = x
n2


2 Jn


{ 2


n
x
n
2


}
where Jn is the Bessel function of the first kind of order n.


Example 3.3. We solve the following initial-value problem:


(3.26) uxx − (n− 1)
1


x
ux − xn−1ux = x2n−2f(x), x > 0,


(3.27) u(0+) = 0, ux(0+) = 0.


solution: Dividing both sides of (3.26) by x2n−2, we get


(3.28) x−2n+2uxx − (n− 1)x−2n+1ux − x−n+1ux = f(x).


We use the definitions (1.7) and (1.8), the equation (3.28) becomes


(3.29) δ
2


xu− δxu = f(x).


Applying the Ln-transform on both sides of (3.29), we have


(3.30) Ln{δ
2


xu; y} − Ln{δxu; y} = Ln{f(x); y}.
Using the definitions (1.7) and (1.8), we get


(3.31) n2y2nU − nynu(0+)− (δxu)(0+)− nynU + u(0+) = F (y)


where Ln{u(x); y} = U(y), Ln{f(x); y} = F (y).
Applying the initial conditions (3.27), we get the following equation:


(3.32) U(y) =
1


nyn − 1
F (y)− 1


nyn
F (y).


The inverse generalized Laplace transform (1.5) together with the Convolution The-
orem (2.24) leads to the solution:


(3.33) u(x) = L−1
n


{ 1


nyn − 1
;x
}
∗ f(x)− L−1


n


{ 1


nyn
;x
}
∗ f(x),


where


(3.34) L−1
n


{ 1


nyn − 1
;x
}


= lim
y→ 1


n


(
y − 1


n


) n


ny − 1
exp(yxn) = exp(xn/n),


(3.35) L−1
n


{ 1


nyn
;x
}


= 1


and


(3.36) u(x) = (exp(xn/n)− 1) ∗ f(x).


By the definition of convolution for the Ln-transform, we get the following formal
solution:


(3.37) u(x) =


x∫
0


τn−1
[


exp
( 1


n
(xn − τn)


)
− 1
]
f(τ)dτ.
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In particular, if we take f(x) = A0 =constant then the solution (3.37) is reduced
to


(3.38) u(x) = A0


(
exp(xn/n)− xn


n
− 1
)
.


Example 3.4. We solve the following initial-value problem:


(3.39) uxx −
n− 1


x
ux + xn−1ux = x2n−2f(x), x > 0


(3.40) u(0+) = 0, ux(0+) = 0.


solution: Dividing both sides of (3.39) by x2n−2, we have


(3.41)
1


x2n−2
uxx −


n− 1


x2n−1
ux +


1


xn−1
ux = f(x).


Using the definitions of δx and δ
2


x-derivatives (1.7,1.8), we get


(3.42) δ
2


xu+ δxu = f(x)


Applying the Ln-transform to both sides of (3.42), we obtain


(3.43) Ln{δ
2


xu; y}+ Ln{δxu; y} = Ln{f(x); y}.


Using the formulas (2.5) and (2.6) of Theorem 1 and the initial conditions (3.40),
we find the following equation:


(3.44) U(y) =
1


nyn
F (y)− 1


nyn + 1
F (y).


Applying the L−1
n -inverse transform to both sides of (3.44) and using the Convolu-


tion Theorem, we get


(3.45) u(x) = L−1
n


{ 1


nyn
F (y);x


}
− L−1


n


{ 1


nyn + 1
F (y);x


}
,


(3.46) u(x) = L−1
n


{ 1


nyn
;x
}
∗ f(x)− L−1


n


{ 1


nyn + 1
;x
}
∗ f(x),


where


(3.47) L−1
n


{ 1


nyn
;x
}


= 1 and L−1
n


{ 1


nyn + 1
;x
}


= exp(−xn/n).


Substituting the relations in (3.47) into (3.46), we find


(3.48) u(x) = (1− exp(−xn/n)) ∗ f(x).


From the definition (1.9) of convolution for the Ln-transform, we have the following
formal solutions:


(3.49) u(x) =


x∫
0


τn−1(1− exp(−τn/n))f((xn − τn)1/n)dτ


or


(3.50) u(x) =


x∫
0


τn−1
(


1− exp
(
− 1


n
(xn − τn)


))
f(τ)dτ.
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In particular if f(x) = A0 =constant, then the solution (3.49) reduces to


(3.51) u(x) = A0


(
exp(−xn/n) +


xn


n
− 1
)
.


Example 3.5. We solve the following initial-value problem:


(3.52) x2uxx − nxux = f(x), x > 0


(3.53) u(0+) = 0, ux(0+) = 0.


solution: We can write the non-homogenous equation (3.52) the following form:


(3.54) x2n
( 1


x2n−2
uxx −


n− 1


x2n−1
ux


)
− xn 1


xn−1
ux = f(x)


Using the definitions δx and δ
2


x differential operators (1.7,1.8), we have


(3.55) x2nδ
2


xu− xnδxu = f(x).


Taking the Ln-transform yields


(3.56) Ln{x2nδ
2


xu; y} − Ln{xnδxu; y} = Ln{f(x); y}.
Using the relation 2.8 of Theorem 2 and the relation 2.1 of Theorem 1, we find


(3.57)
1


n2
δ


2


yLn{δ
2


xu; y}+
1


n
δyLn{δxu; y} = F (y)


1


n2


( 1


y2n−2


d2


dy2
− n− 1


y2n−1


d


dy


)
[n2y2nU − nynu(0+)− (δxu)(0+)]


(3.58) +
1


nyn−1


d


dy
[nynU − u(0+)] = F (y)


Using the given initial conditions 3.53, we obtain the following differential equations:


(3.59) y2Uyy + (3n+ 2)yUy + n(2n+ 1)U = F (y).


Multiplying to y2n of (3.59), we get


(3.60) d(y2n+2Uy) + nd(y2n+1U) = y2nF (y).


Integrating both sides of (3.60) and multiplying by y−n−2 both sides of the result,
we have


(3.61) ynUy + nyn−1U = y−n−2


∫
y2nF (y)dy + c1y


−n−2


and then,


(3.62) d(ynU) = y−n−2


∫
y2nF (y)dy + c1y


−n−2


where c1 is an arbitrary constant.
Integrating both sides of (3.62) and multiplying y−n both sides of the result, we
obtain


(3.63) U(y) = y−n
∫
y−n−2[


∫
y2nF (y)dy]dy − c1


y−2n−1


n+ 1
+ c2y


−n


where c2 is an arbitrary constant. If we take f(x) = 0, then Ln{f(x); y} = F (y) =
0. Making use the following relation:


(3.64) Ln{xkn; y} =
Γ(k + 1)


nyn(k+1)
,
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the solution of the problem becomes


(3.65) u(x) = nc2 − c1
n


n+ 1


xn+1


Γ(2 + 1
n )
.


Conclusion: We conclude this investigation by remarking that many other
available initial-boundary value problems can be solved in this manner by apply-
ing the above theorems. In some problems, this method is useful than the other
methods.
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Turkey
E-mail address: ndernek@marmara.edu.tr








Konuralp Journal of Mathematics
Volume 4 No. 1 pp. 185–192 (2016) c©KJM


ON THE CODIMENSION-TWO AND -THREE BIFURCATIONS


OF A FOOD WEB OF FOUR SPECIES


HSIU-CHUAN WEI, JENN-TSANN LIN, SHIN-FENG HWANG, AND YUH-YIH CHEN


Abstract. This paper is concerned with codimension-two and -three bifurca-


tions of a food web containing a bottom prey X, two competing predators Y
and Z on X, and a super predator W only on Y . Parameter conditions for a


part of codimension-two bifurcations and a codimension-three bifurcation are


derived. Three-parameter bifurcation diagrams are computed using an adap-
tive grid method to locate the bifurcations determined by the eigenvalues of


equilibria.


1. Introduction


Mathematical modeling is a promising tool to analyze, predict, and control bi-
ological systems. Many mathematical models of biological systems use nonlinear
dynamical systems. In this paper, we study bifurcations of a food web of four
species considered in [5, 6]. The food web includes a bottom prey X, two predators
Y and Z on X, and a super-predator W only on Y . The predators Y and Z have
no direct competition. However, they have competition from consuming the same
resource X. The dimensional model is as follows:


dX


dτ
= rX


(
1− X


K


)
− p1X


H1 +X
Y − p2X


H2 +X
Z,(1.1)


dY


dτ
=


b1p1X


H1 +X
Y − d1Y −


p3Y


H3 + Y
W,(1.2)


dZ


dτ
=


b2p2X


H2 +X
Z − d2Z,(1.3)


dW


dτ
=


b3p3Y


H3 + Y
W − d3W.(1.4)


Date:
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The meanings of the parameters are given in the above quoted papers. Using the
scaling transformations together with the nondimensional parameters suggested in
[5, 6], the nondimensional form of Eqs. (1.1)-(1.4) becomes


ζ
dx


dt
= x


(
1− x− y


β1 + x
− z


β2 + x


)
,(1.5)


dy


dt
= y


(
x


β1 + x
− δ1 −


w


β3 + y


)
,(1.6)


dz


dt
= ε1z


(
x


β2 + x
− δ2


)
,(1.7)


dw


dt
= ε2w


(
y


β3 + y
− δ3


)
.(1.8)


This mathematical model has been studied by varies researchers and proven to
have rich dynamics. Without the top-predator w, y and z cannot coexist at a
stable equilibrium state due to the competitive exclusion principle. When z goes to
extinction, the system becomes a food chain system, and its chaotic dynamics have
been studied by Deng and Hines [1, 2, 3, 4]. Bockelman et al. [5] have proven that
when w is efficient, coexistence of all species is possible and the noncompetitive
z can drive the dynamics from periodic orbits to chaos. Bockelman and Deng [6]
have shown that population chaos does not require the existence of oscillators in any
subsystem of the web, and chaos occurs via a period-doubling cascade from a Hopf
bifurcation point. Wei [7] studied the existence and stability of equilibria using
mathematical analysis and computed two-parameter bifurcation diagrams using
an adaptive grid method. Interesting dynamics and different cascades leading to
chaos were observed from numerical simulations. Wei and Li [8] analyzed a Hopf
bifurcation from the equilibrium with z = 0 and w = 0.


The identification of steady states and their bifurcations is important as a stan-
dard process to study a dynamical system. The steady states in a dynamical system
often provide insight into the mechanism of biological processes leading to predic-
tions of the biological behavior. Bifurcation analysis is the study of the changes in
qualitative or topological structure as parameter values vary, and dynamical sys-
tems often exhibit complex dynamics around high codimensional bifurcation points.
However, since realistic models are nonlinear and complicated, analytical results are
often restricted to particular models with special properties. Numerical analysis is,
thus, important for studying the bifurcations of these systems. An adaptive grid
technique for bifurcations of equilibria in continuous time dynamical systems has
been developed in our previous studies [7, 9]. It does not require the computation of
higher derivatives and can be easily applied to the computation of three-parameter
bifurcations of equilibria [10].


This paper is a continuation of the work by Wei [7] and focuses on three-
parameter bifurcations, as well as codimension-two and -three bifurcations. To
provide details, the mathematical analysis of a part of codimension-two bifurca-
tions and the codimension-thee bifurcation is carried out in Section 2. Numerical
examples and discussion are presented in Section 3. Section 4 provides a brief
conclusion.
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2. Mathematical analysis


Wei [7] has studied the conditions for the existence of the equilibria and their sta-
bility properties. In this paper, we further derive some conditions of codimension-
two and -three bifurcations of equilibria in Eqs. (1.5)-(1.8) using β1, β2, and β3 as
bifurcation parameters. A rectangular parameter domain Ω = (0, 1)× (0, 1)× (0, 1)
is considered, and the other parameters are fixed as in Table 1. Eqs. (1.5)-(1.8)
have eight possible equilibria labeled by Pi, i = 1, . . . , 5, 61, 62, 7, as shown in Table
2 [7]. The notations (x, y, z, w)Pi


, Ei, and A(Pi) are used for the coordinates, region
of existence, and Jacobian matrix of the steady state Pi, respectively, throughout
this paper. Also, Ri denotes the region where Pi is stable.


Table 1. Parameter values in Eqs. (1.5)-(1.8)


ζ ε1 ε2 δ1 δ2 δ3
0.1 0.5 0.1 0.5 0.52 0.54


Table 2. possible equilibria in Eqs. (1.5)-(1.8), t ∈ (0, 1)


P1 P2 P3 P4 P5


x 0 1 δ1β1


1−δ1
δ2β2


1−δ2
δ2β2


1−δ2
y 0 0 (1− x)(β1 + x) 0 t(1− x)(β1 + x)
z 0 0 0 (1− x)(β2 + x) (1− t)(1− x)(β2 + x)
w 0 0 0 0 0


P61 P62 P7


x
(1−β1)+


√
(1−β1)2−4(y−β1)


2


(1−β1)−
√


(1−β1)2−4(y−β1)


2
δ2β2


1−δ2
y δ3β3


1−δ3
δ3β3


1−δ3
δ3β3


1−δ3
z 0 0 β2


1−δ2 (1− x− y
β1+x


)


w ( x
β1+x


− δ1) β3


1−δ3 ( x
β1+x


− δ1) β3


1−δ3
β3


1−δ3 ( x
β1+x


− δ1)


Theorem 2.1. The system, Eqs. (1.5)-(1.8), undergoes a double-zero bifurcation,
where A(P3) has two zero eigenvalues, if β1 = 1−δ1


δ1
and β2 = 1−δ2


δ2
or if β1 >


1−δ1
1+δ1


,


β2 = δ1(1−δ2)
δ2(1−δ1)β1, and β3 = 1−δ3


δ3(1−δ1)β1(1− δ1
1−δ1 β1).


Proof. We let λi, i = 1, . . . , 4, be the eigenvalues of A(P3). From the work by


Wei [7], (x, y, z, w)P3
= ( δ1β1


1−δ1 , (1 − x)(β1 + x), 0, 0), λ1 + λ2 = δ1
ζ (1 − β1(1+δ1)


1−δ1 ),


λ1λ2 = δ1
ζ (1 − δ1 − δ1β1), λ3 = ε1( x


β2+x
− δ2), and λ4 = ε2( y


β3+y
− δ3). Note


that if λ1 = 0, then β1 = 1−δ1
δ1


, x = 1, and y = 0. P3 coincides with P2. Also,


λ2 = −1/ζ < 0, and λ4 = −ε2δ3 < 0. Thus, the system undergoes a double-zero
bifurcation if λ3 = 0 implying β2 = 1−δ2


δ2
. The system undergoes the other double-


zero bifurcation if λ1 + λ2 < 0, λ1λ2 > 0, λ3 = 0, and λ4 = 0. This gives the


conditions β1 >
1−δ1
1+δ1


, β2 = δ1(1−δ2)
δ2(1−δ1)β1, and β3 = 1−δ3


δ3(1−δ1)β1(1− δ1
1−δ1 β1). �


Theorem 2.2. The system undergoes a fold Hopf bifurcation, where A(P3) has
a zero eigenvalue and a pair of pure imaginary eigenvalues, if β1 = 1−δ1


1+δ1
and
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either β2 = δ1(1−δ2)
δ2(1−δ1)β1 and β3 >


1−δ3
δ3(1−δ1)β1(1 − δ1


1−δ1 β1) or β2 >
δ1(1−δ2)
δ2(1−δ1)β1 and


β3 = 1−δ3
δ3(1−δ1)β1(1− δ1


1−δ1 β1).


Proof. Given λi, i = 1, . . . , 4, in the proof of Theorem 2.1, the system undergoes
a fold Hopf bifurcation if λ1 + λ2 = 0, λ1λ2 > 0, and either λ3 = 0 and λ4 < 0
or λ3 < 0 and λ4 = 0. With the domain Ω and the parameter values shown


in Table 1, this gives the conditions β1 = 1−δ1
1+δ1


and either β2 = δ1(1−δ2)
δ2(1−δ1)β1 and


β3 >
1−δ3


δ3(1−δ1)β1(1− δ1
1−δ1 β1) or β2 >


δ1(1−δ2)
δ2(1−δ1)β1 and β3 = 1−δ3


δ3(1−δ1)β1(1− δ1
1−δ1 β1). �


The system undergoes a codimension-three bifurcation, where A(P3) has double-
zero and a pair of pure imaginary eigenvalues, if λ1 + λ2 = 0, λ1λ2 > 0, λ3 = 0,
and λ4 = 0. This gives the conditions of the codimension-three bifurcation in the
next theorem.


Theorem 2.3. The system undergoes a fold Hopf bifurcation, where A(P4) has


a zero eigenvalue and a pair of pure imaginary eigenvalues, if β1 = δ2(1−δ1)
δ1(1+δ2)


and


β2 = 1−δ2
1+δ2


.


Proof. We let λi, i = 1, . . . , 4, be the eigenvalues of A(P4). From the work by


Wei [7], (x, y, z, w)P4 = ( δ2β2


1−δ2 , 0, (1 − x)(β2 + x), 0), λ1 + λ2 = δ2
ζ (1 − β2(1+δ2)


1−δ2 ),


λ1λ2 = ε1δ2
ζ (1−δ2−δ2β2), λ3 = x


β1+x
−δ1, and λ4 = −ε2δ3. The system undergoes


a fold Hopf bifurcation if λ1 + λ2 = 0, λ1λ2 > 0, and λ3 = 0. This gives the


conditions β1 = δ2(1−δ1)
δ1(1+δ2)


and β2 = 1−δ2
1+δ2


. �


The bifurcations related to P5 are not discussed in this paper because P5 is
not an isolated equilibrium, as shown in Table 2, and is always degenerate. Other
codimension-two bifurcations determined by the eigenvalues of A(P6) and A(P7)
will be carried out using numerical computation.


3. Numerical Simulations and Discussion


In this section, bifurcation diagrams are computed using an adaptive grid method
by Wei [7, 9], and this adaptive grid method is extended to a three-parameter space
and codimension-two bifurcations. Figs. 1(a)-(c) show the region where Pi, i =
4, 61, 62, or 7, exists. Note that P1, P2, and P3, exist in Ω [7]. The surfaces are
plotted in Fig. 1(d) to show the coexistence of equilibria.


Next, we compute the stability of the equilibria and codimension-two and -
three bifurcations, which are determined by the eigenvalues of the equilibria. The
codimension-two bifurcations of P3 and P4 are confirmed with the mathematical
analysis given in Sec. 2. Fig. 2(a) shows that P3 is stable in the region R3. The
system undergoes a double-zero bifurcation on the curve B31 = {(β1, β2, β3) ∈
Ω|β1 > 1/3;β2 = 12β1/13;β3 = 46β1(1 − β1)/27} or B32 = {(β1, β2, β3) ∈ Ω|β1 =
1;β2 = 12/13} and a fold Hopf bifurcation on the curve G31 = {(β1, β2, β3) ∈
Ω|β1 = 1/3;β2 = 4/13;β3 > 92/243} or G32 = {(β1, β2, β3) ∈ Ω|β1 = 1/3;β2 >
4/13;β3 = 92/243}. The point (β1, β2, β3) = (1/3, 4/13, 92/243), where B31, G31,
and G32 intersect, is a codimension-three point. Fig. 2(b) shows that P4 is stable
in the region R4. The system undergoes a fold Hopf bifurcation on the curve
G4 = {(β1, β2, β3) ∈ Ω|β1 = 13/38;β2 = 6/19}.


Fig. 3(a) shows the region where P61 is stable. Note that B31 and G32 are
the same codimension-two bifurcation curves as shown in Fig. 2(a). In addition,
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Figure 1. The regions where (a) P4, (b) P61 and P62, or (c) P7


exist. (d) The surfaces shown in (a), (b), and (c) are plotted to
show their intersections where coexistence of equilibria occurs.


the system undergoes a fold Hopf bifurcation on the curve G61 or G62. Fig. 3(b)
shows that P7 is stable in the region enclosed by the surfaces, and the bifurcation
curves B3 and Gi, i = 61, 62, are the same as shown in Fig. 2(a) and Fig. 3(a),
respectively. A close look at a part of the region is also shown in this figure. In
Fig. 4 we plot all the bifurcation surfaces and curves shown in Figs. 2 and 3.


Finally, a cross section of Fig. 4 (a) at β2 = 0.57 is plotted in Fig 5, which is a
two-dimensional bifurcation diagram in β1 and β3. Note that there are stable limit
cycles or chaotic attractors in the regions where none of the equilibria is stable. Fig
5 shows that how the dynamics of the system may be changed with the introduction
of the top predator w. Consider the situation that z goes extinct in the absence
of w. This occurs in the region for β1 < 0.6175 in Fig 5. When β3 is large, w is
not efficient. Neither z nor w can survive. As w becomes more efficient so that β3
becomes smaller, P61 is stable. As β3 continue to decrease, all species coexist as
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[] []


Figure 2. The codimension-two and -three bifurcations and the
regions where (a) P3 or (b) P4 is stable.


[] []


Figure 3. The codimension-two and -three bifurcations and the
regions where (a) P61 or (b) P7 is stable.


a stable equilibrium. Introducing an efficient top predator increases the possibility
of the survival of the inferior competitor that would otherwise go to extinction.


4. Conclusion


In this paper, we study the codimension-two and -three bifurcations that are
determined by the eigenvalues of equilibria using a food web of four species. An
adaptive grid method is employed and modified to compute three-parameter bifur-
cation diagrams in which codimension-one, -two, and -three bifurcations are located.
Conditions of a part of codimension-two bifurcations, as well as the codimension-
three bifurcation, are derived using mathematical analysis. These conditions are
confirmed with the numerical simulation.
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[] []


Figure 4. (a) The surfaces shown in Figs. 2 and 3 are plotted
to show the relative locations of these bifurcations. (b) Fig 4(a) is
rotated to show the location of the region where P7 is stable.
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Figure 5. A cross section of Fig. 4(a) along the plane β2 = 0.57.
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STABILITY OF O.D.E. SYSTEMS ASSOCIATED WITH FIRST


ORDER CHEMICAL KINETICS MECHANISMS WITH AND


WITHOUT FINAL PRODUCTS


VICTOR MARTINEZ-LUACES


Abstract. First order chemical reaction mechanisms are modelled through


Ordinary Differential Equations (O.D.E.) systems of the form:
.
X = AX , be-


ing X the chemical species concentrations vector,
.
X its time derivative and A


the associated system matrix. In previous papers, First Order Chemical Ki-


netics Mechanisms (F.O.C.K.M.) involving two or three chemical species were
considered and in all these cases, solutions show a weak stability (i.e., they are


stable but not asymptotically). This fact implies that small errors due to mea-


surements in the initial concentrations will remain bounded, but they do not
tend to vanish as the reaction proceeds. In order to know if these results can


be extended or not to other chemical mechanisms, a general result is obtained


through an inverse modelling approach. For this purpose, theoretical mecha-
nisms with and without final products are proposed, and the corresponding


F.O.C.K.M. matrices are studied. As a consequence of the particular structure
of the F.O.C.K.M. matrices, the Gershgorin Circles Theorem can be applied


to show that all the eigenvalues have real parts negative or zero. Moreover, it


is proved as the main result of the paper, that for the null eigenvalue, alge-
braic and geometric multiplicities (A.M. and G.M.) give the same number. As


an application of these results, several conclusions about the stability of the
O.D.E. solutions are obtained for this kind of chemical reactions, and its con-
sequences on the propagation of concentrations and/or surface concentrations


measurement errors are analyzed.


1. INTRODUCTION


A typical example of a mechanism of chemical reactions involving three different
species takes place when a chemical substance A reacts giving a chemical compound
B which reacts again to give C, which is the final product of the whole reactions
sequence [1]. This is a very common situation in real life, for example, when
grape juice is converted into wine, and then it is transformed into vinegar. This
sequence of reactions is a particular case of first order chemical kinetics mechanism
(F.O.C.K.M), which can be easily represented as follows:


2000 Mathematics Subject Classification. 15A18, 34A30, 34D23.
Key words and phrases. Chemical mechanisms, O.D.E. linear systems, Solutions stability.
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(1.1) A
k1−→ B


k2−→ C


where k1 and k2 are the corresponding kinetic constants. In the production of
wine and vinegar, A is a carbohydrate, B is ethylic alcohol and C is acetic acid. In
this mechanism, A is only reactant, C is only final product and B is both reactant
and final product. The mathematical model for this F.O.C.K.M. is the following
O.D.E. system:


(1.2)





d[A]


dt
= −k1[A]


d[B]


dt
= k1[A]− k2[B]


d[C]


dt
= k2[B]


and its associated matrix is:


(1.3) A =


−k1 0 0
k1 −k2 0
0 k2 0



It is important to note that A has a null column and a possible conjecture is


that this is due to the presence of the final product C which does not appear in the
right side of the O.D.E. system.


A second observation is that A is a triangular matrix, so its eigenvalues are:
λ1 = −k1 < 0 , λ2 = −k2 < 0 and λ3 = 0 , i.e., two of them are negative and the
other is zero.


An interesting classical example of F.O.C.K.M. without final products is given
by the Mutarotation of Glucose [2] . This is a typical reversible reaction where
α-Glucose is converted into β-Glucose and vice versa. This situation could be
represented as below:


(1.4) A
K−→ B , B


k−→ A


where A and B represent α-Glucose and β-Glucose, and K and k are the corre-
sponding kinetic constants. This situation can be modelled using an O.D.E. system
like this:


(1.5)



d[A]


dt
= −K[A] + k[B]


d[B]


dt
= K[A]− k[B]


This system can be written easily as
.


X = AX being the associated system
matrix:


(1.6) A =


(
−K k
K −k


)
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In this case, there are no final products since A and B are reactants of the
direct and the opposite reaction, respectively and so, there are no null columns in
this matrix. Also, it is important to note that the corresponding eigenvalues are
λ1 = −(K + k) < 0 and λ2 = 0 (see [3] for this result), so again the eigenvalues are
negative or zero as in the previous example.


Another interesting example, involving three species without final products comes
from the study of the adsorption of Carbon Dioxide (CO2) on Platinum (Pt) sur-
faces [3-4-5]. One more time, for this new F.O.C.K.M. all the eigenvalues are
negative, except one which is zero.


In all the prior examples, the chemical or electrochemical processes considered
were quite different; however in all of them the mathematical models showed certain
regularity. In order to propose general results about F.O.C.K.M., several theoretical
examples will be considered in the next section.


2. A FEW REMARKS ABOUT THE EIGENVALUES


The first example to be considered in this section is an F.O.C.K.M. without
final products, where three different species are involved [6]. This F.O.C.K.M. can
be considered as an extension of the Glucose Mutarotation example and can be
schematized as follows:


(2.1) A
k−→ B , B


l−→ C , C
m−→ A


The corresponding O.D.E. system is:


(2.2)





d[A]


dt
= −k[A] +m[C]


d[B]


dt
= k[A]− l[B]


d[C]


dt
= l[B]−m[C]


And the associated matrix is:


(2.3) A =


−k 0 m
k −l 0
0 l m



The characteristic equation for this matrix is p(λ) = (−λ)(λ2 + Σ1λ+ Σ2) where


Σ1 = k + l + m and Σ2 = kl + km + lm. For instance, if k > 0 ,l > 0 and m = 0
then A is a lower matrix and the O.D.E. system has only real simple eigenvalues:
−k, −l and 0. Now, if k = l > 0 and m = 0 , the F.O.C.K.M. matrix will have
a double eigenvalue. Finally, if k = l = m > 0 then ∆ = −3k2 < 0 and there
will be complex roots. In this last case, the solutions will be linear combinations of


exp(0t) = 1 , exp
(
− 3


2kt
)


cos
(
−


√
3
2 kt


)
and exp


(
− 3


2kt
)


sin
(
−


√
3
2 kt


)
.


These solutions will show oscillations which tend to vanish as time tends to
infinite. Then, the solutions will be stable, but not asymptotically.


In the second example of this section, an F.O.C.K.M. with final products will
be considered [7]. In this case, four species A, B, C and D are involved, such that
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all possible reactions between A, B, C take place, while D is just a final product.
This mechanism can be schematized as follows:


(2.4)


A
K12−→ B , B


K21−→ A


A
K13−→ C , C


K31−→ A


B
K23−→ C , C


K32−→ B


and


(2.5) A
K14−→ D


The corresponding O.D.E. system is:


(2.6)


d


dt



[A]
[B]
[C]
[D]


 =



−K12 −K13 −K14 K21 K31 0


K12 −K21 −K23 K32 0
K13 K23 −K31 −K32 0
K14 0 0 0






[A]
[B]
[C]
[D]



It can be noted that this system has a null column, that can be expected since D


is only a final product and so, it does not appear in the right side of the differential
equations given in (2.6). The characteristic equation corresponding to (2.6) is:


(2.7) p(λ) = (−λ)det


−S1 − λ K21 K31


K12 −S2 − λ K32


K13 K23 −S3 − λ


 = 0


where S1 = K12 +K13 +K14 , S2 = K21 +K23 and S3 = K31 +K32


This equation can have a double null eigenvalue if and only if:


(2.8) det


−S1 K21 K31


K12 −S2 K32


K13 K23 −S3


 = 0


or after some algebraic manipulations:


(2.9) K14 (K21K31 +K21K32 +K23K31) = 0


It is not necessary to have two null columns in order to get a double null eigen-
value. For instance, if K21 = K31 = 0 then (2.9) is satisfied and the corresponding
F.O.C.K.M. matrix will be:


(2.10) A =



−S1 0 0 0
K12 −K23 K32 0
K13 K23 −K32 0
K14 0 0 0



being S1 = K12 +K13 +K14 as mentioned before.
In this case the characteristic polynomial is p(λ) = λ2(S1 +λ) [λ+ (K23 +K32)]


and this mathematical model corresponds to the following F.O.C.K.M.:
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(2.11) A
K12−→ B , A


K13−→ C , B
K23−→ C , C


K32−→ B , A
K14−→ D


In this mechanism, A is only reactant, D is only final product and B and C
are linked by reversible reactions like in the mutarotation example. Due to this,
the system will have two negative eigenvalues and a null double eigenvalue (i.e.,
A.M.λ=0 = 2).


It is important to point out that in this example appeared a double null eigen-
value without having in the mechanism more than one final product (and only one
null column in the corresponding F.O.C.K.M. matrix). As a last remark, it can be
observed that in all the previous examples —with and without final products— it is
possible to get a plethora of solutions with real simple eigenvalues, complex eigen-
values, double eigenvalues, etc. Nevertheless, in all cases there was a null eigenvalue
(simple, double, etc.) and all the other eigenvalues had negative real parts. This
general result will be commented with more details in the next section.


3. SOME PREVIOUS RESULTS


A general form for mathematical models of F.O.C.K.M. was developed and it
appears in a book chapter recently published in New York [8]. In this book it was
proved that the corresponding O.D.E. system can be written as:


(3.1)
d


dt



[E1]
[E2]


...
[En]


 =



−S1 K21 · · · Kn1


K12 −S2 · · · Kn2


...
...


. . .
...


K1n K2n · · · −Sn






[E1]
[E2]


...
[En]



and the associated matrix is:


(3.2) A =



−S1 K21 · · · Kn1


K12 −S2 · · · Kn2


...
...


. . .
...


K1n K2n · · · −Sn



All the non-diagonal entries of this matrix are non-negative and the diagonal


elements are −Si = −
∑
j 6=i
Kij , so all the matrix columns add to zero. To summarize,


the characteristics that define these F.O.C.K.M. matrices, are the following:


• A is a n× n matrix with real entries aij .
• The non-diagonal entries are always non-negative numbers: aij ≥ 0 ∀ i 6= j
• The diagonal elements are −Si , being Si the sum of the non-diagonal entries


in the i-th column.


Due to this particular structure, three important results can be obtained for this
general form:


• λ = 0 is an eigenvalue of A.
• Re(λi) ≤ 0 ∀ i = 1, 2, . . . , n
• Re(λk) = 0⇔ λk = 0
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The first one is a consequence of the fact that all the matrix columns add to
zero and the last two properties can be obtained by applying the Gershgorin circle
theorem [9] to the general F.O.C.K.M. matrix [8].


From the O.D.E. solutions point of view, the non-zero eigenvalues give linear
combinations of functions like:


(3.3) exp(λt) , t exp(λt) , t2 exp(λt) , . . . , tp exp(λt)


depending on the algebraic multiplicity (A.M.) and the corresponding geomet-
ric multiplicity (G.M.) of the eigenvalue λ . Therefore, taking into account that
exp(λt) = eat(cos bt + i sin bt) , being a < 0 , it follows that exp(λt) −→ 0 when
t→ +∞ and the same happens with all the other functions:


(3.4) t exp(λt) , t2 exp(λt) , . . . , tp exp(λt)


Then, all the O.D.E. solutions associated with an eigenvalue λ 6= 0 tend to vanish
with time, independently of corresponding A.M. and/or G.M.


The O.D.E. solutions corresponding to the null eigenvalue are linear combina-
tions of these functions:


{
e0t, te0t, . . . , tqe0t


}
, or the equivalent: {1, t, . . . , tq}.


Then, the solutions due to the null eigenvalue are polynomial functions which grade
q depends on both the A.M. and the G.M., corresponding to λ = 0 and it follows
straightforward that only if q = 0 the polynomial solutions remain bounded when
t tends to infinite.


To sum up all the previous results, it can be stated that only the null eigenvalue
—and particularly, its A.M. and G.M.— is relevant to make predictions about the
stability of the O.D.E. system solutions.


All these results were proved for the F.O.C.K.M. general matrix, so they happen
both in mechanisms with final products (like wine-vinegar example) or without
final products (like mutarotation example) and these results are true for reversible
or irreversible reactions, independently of the number of chemical species involved.


4. TWO GENERAL RESULTS


As it was mentioned before, the general form for F.O.C.K.M. mathematical
models has the following form:


(4.1)
d


dt



[E1]
[E2]


...
[En]


 =



−S1 K21 · · · Kn1


K12 −S2 · · · Kn2


...
...


. . .
...


K1n K2n · · · −Sn






[E1]
[E2]


...
[En]



In this O.D.E. system, the diagonal elements are −Si = −


∑
j 6=i
Kij , so all the ma-


trix columns add to zero, then it can be stated that
d


dt
([E1] + [E2] + . . .+ [En]) = 0


and so, the sum of variables [E1] + [E2] + . . .+ [En] is a constant κ.
As a consequence of this fact, it follows that for every [Ei] with 1 ≤ i ≤ n , the


inequalities 0 ≤ [Ei] ≤ [E1] + [E2] + . . . + [En] = κ are satisfied and all the [Ei]
must be bounded for every time t ≥ 0.
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In examples like (2.11) it was observed that the null eigenvalue can have an
algebraic multiplicity greater than one. If in one of those cases, the inequality
G.M.λ=0 < A.M.λ=0 is satisfied, then solutions of the O.D.E. system will contain
linear combinations of


{
e0t, te0t, . . . , tqe0t


}
, or the equivalent: {1, t, . . . , tq} which


are unbounded for t ≥ 0 . This fact contradicts the previous statement about [Ei]
which must be bounded for every time t ≥ 0 .


Consequently, a first general result can be stated: G.M.λ=0 = A.M.λ=0 and this
result is valid for every n× n F.O.C.K.M. matrix.


A second general result can be obtained from the following statements mentioned
in the previous section: Re(λi) ≤ 0 ∀ i = 1, 2, . . . , n and Re(λk) = 0 ⇔ λk = 0
. These results combined with the previous one (i.e., G.M.λ=0 = A.M.λ=0 ), gives
a second general result: the solutions of the O.D.E. system are stable but not
asymptotically.


5. CONCLUSION


In previous papers, a general form for matrices associated with F.O.C.K.M.
problems was obtained. As a consequence of this structure, several properties were
proved. Particularly, for a general n × n matrix A , corresponding to a given
F.O.C.K.M., the following statements were demonstrated:


• det(A) = 0
• if λ is an eigenvalue of A, then Re(λ) ≤ 0
• Re(λ) = 0 if and only if λk = 0


In this paper it was proved that if n chemical substances are considered, the cor-
responding F.O.C.K.M. matrix verifies that G.M.λ=0 = A.M.λ=0 and this algebraic
result has an analytical corollary: the O.D.E. solutions for F.O.C.K.M. systems are
always stable, but not asymptotically.


This weak stability has an important chemical consequence, since it implies that
small errors in the initial concentrations measurements will remain bounded as the
reactions take place, but they will not tend to disappear when t→ +∞ .


It is important to remark that other qualitative results can be obtained by an
inverse modelling approach (i.e., proposing a theoretical F.O.C.K.M. that fits with
a given matrix and/or O.D.E. system). This methodology was used in several
previous articles, book chapters, etc. [3-6-7-8-10-11-12-13-14]. For instance, it is
possible to analyse the form of the solutions [3-6], the existence and number of
inflexion points in curves of [Ei] vs. t [3], the A.M. and G.M. of the null eigenvalue
[6-7-8-14], among other conclusions with important mathematical and chemical
consequences.


Finally, the study of stability properties and qualitative results, for any number
of reactants and for any kind of chemical reactions like second and third order
reactions represents a challenging problem and an opportunity for further research
in this area.
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VISUALISATION OF CAUCHY PROBLEM SOLUTION FOR


LINEAR T-HYPERBOLIC PDE


OGUZER SINAN AND AYSE BULGAK


Abstract. Graphics Constructor and Cauchy Solver computer dialogue pro-


grams were created by A.Bulgak and D.Eminov [1, 2]. These programs use
the one dimensional spline functions for visualisation of graphics of real func-


tions. The study generalises this approach to the Cauchy problem for linear


one dimensional t-hyperbolic PDE[4, 5, 7].


1. Introduction


Two-dimensional spline functions are important at applied mathematics and
computer applications of mathematics. It offers approaches surface creation and
approximate value search on over surface.


For one-dimensional spline functions ”Graphics Constructor” interactive com-
puter software was created by Bulgak and Eminov in 2003[1]. This computer pro-
gram provides opportunities to graphically display the first, second and third-order
one-dimensional spline functions. The algorithms which are based on ”Graphics
Constructor” were used a Cauchy problem in another study and ”Cauchy Solver”
[2] software were obtained.


Let t0, t1 ∈ R, A is a square N dimensional real matrix, y0 is a real N dimensional
real vector. Takes Cauchy problem,


y
′
(t) = Ay (t) , t0 ≤ t ≤ t1, y (t0) = y0,


”Cauchy Solver” solves this problem and shows each component of the solution
obtained as graphs by using the approximate one dimensional cubic spline functions.


This study discusses the two dimensional spline functions. Based on existing
background it develops similar programs and algorithms. The results of this study
give us new algorithms and software which have abilities for visualisation.
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A Cauchy problem solution for first-order linear homogeneous constant coeffi-
cients partial differential equation is displayed with two dimensional spline func-
tions.


Let a, α, β and T > 0 be real numbers, φ ∈ C1(α, β) ∪ C([α, β]) is a derivable
real function. G be a parallelogram as G = {(t, x) : at+α ≤ x ≤ at+β, 0 ≤ t ≤ T}. ût (t, x) + aûx (t, x) = 0, t, x ∈ G


û (0, x) = φ (x) , α ≤ x ≤ β
It is known, there exists the solution of this problem and it is unique[7]. The aim
of this study is to show the solution graphically in the mentioned G parallelogram.


2. Linear t-hyperbolic partial differential equations


a is a real number. Let us consider the following PDE,


(2.1) ût (t, x) + aûx (t, x) = 0, t, x ∈ R


It is known as t-hyperbolic equation in literature. For example,[4, 5] mentioned this
type of equations. Let us give some basic information about this equation from the
literature. The line sets as


x− at = c, t, c ∈ R


which provides the condition;


dt


t
=
dx


a
, a 6= 0


is known as the characteristic set of equation (2.1). Every element of this set is
known as characteristic of the equation (2.1).


Let’s give well-known theorems in the literature[4, 5]


Theorem 2.1. The general solution of (2.1) is as follow


û (t, x) = f (x− at) , t, x ∈ R. Here f ∈ C1


Theorem 2.2. a ∈ R and φ ∈ C1 then Cauchy problem ût (t, x) + aûx (t, x) = 0, t, x ∈ R


û (0, x) = φ (x) , x ∈ R


has a unique solution as follows û (t, x) = φ(x− at).


Let a, α, β, T > 0 are real numbers, φ : [α, β]→ R is a derived function and


G = {(t, x) : at+ α ≤ x ≤ at+ β, 0 ≤ t ≤ T}.


In this case;


(2.2)


 ût (t, x) + aûx (t, x) = 0; t, x ∈ G


û (0, x) = φ (x) , x ∈ [α, β]


There exists the solution of this Cauchy problem and it is unique. The solution is
û (t, x) = φ (x− at) , t, x ∈ G. If desired the solution is until T , the solution zone is
a parallelogram. For example, if it is a > 0, solution zone is shown in figure 1.
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Figure 1. G parallelogram.


T t0 t1 t2 t3 . . . tn−3 tn−2 tn−1


Y y0 y1 y2 y3 . . . yn−3 yn−2 yn−1


Table 1


3. Spline functions and cubic spline


Here, t0 < t1 < · · · < tn−1 are distinct ordered real numbers and y0, y1, . . . , yn−1


are real numbers that represent each node as figure 2. It describes a spline function
fsp according to the table 1.


fsp (t) =





f0 (t) , t0 ≤ t ≤ t1
f1 (t) , t1 < t ≤ t2


...
...


fn−3 (t) , tn−3 ≤ t ≤ tn−2


fn−2 (t) , tn−2 ≤ t ≤ tn−1


fj (tj) = yj and fj (tj+1) = yj+1 seems for each j = 0, 1, · · · , n−2. Let a, b ∈ R and
a = t0 < t1 < · · · < tn−2 < tn−1 = b under this circumstances fj : [tj , tj+1] → R
and fsp : [a, b] → R. Each fj function may have any degree that is polynomial
function. Often the first, second and third order polynomial functions are used in
practice.


3.1. Cubic Spline. Take table 2 with a real sequence F0, F1, · · · , Fn−1 a cu-
bic spline function fsp : [t0, tn−1] → R, y = fsp (t) , t ∈ [t0, tn−1]. For each


Figure 2
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T t0 t1 t2 t3 . . . tn−3 tn−2 tn−1


Y y0 y1 y2 y3 . . . yn−3 yn−2 yn−1


F F0 F1 F2 F3 . . . Fn−3 Fn−2 Fn−1


Table 2


sequential nodes interval, every polynomial functions


fj : [tj , tj+1]→ R, fj (t) = ajt
3 + bjt


2 + cjt+ dj j = 0, 1, · · · , n− 2


which satisfied table 2 as f
′


i (ti) = Fi, fi (ti) = yi f
′


i (ti+1) = Fi+1, fi (ti+1) = yi+1


and the condition f
′


sp (ti) = Fi for i = 0, 1, · · · , n− 1 is unique. This condition can
provides, at least third degree spline functions[7].


This situation is important for us in this study. Now let us remember the Cauchy
problem for linear t- hyperbolic PDE, presented in section 2. There exists a unique
solution of (2.2). Here; if it is a 6= 0, ûx (t, x) partial derivative must be there. In


this case, φ function must be selected derived. φ
′
(x) would not have been, hence


ût (t, x) + aûx (t, x) = 0 equation would not have been.


An Algorithm. To calculation for any t , t ∈ R according the table 3.2, process
steps created algorithm are on following lines[1].


Input : t0, t1, t2, . . . , tn−1; y0, y1, y2, . . . , yn−1; F0, F1, F2, . . . , Fn−1; t
Output : y


if ((n < 2) or (t < t0) or (t > tn−1)) then
{get out of processing steps that make up the algorithm};


for (j = 1 to n− 1) do begin
if ((t ≥ tj−1) and (t < tj)) then begin


w = [(yj − yj−1)/(tj − tj−1)− Fj−1]/(tj − tj−1)
a = [(Fj − Fj−1)/(tj − tj−1)− 2w]/(tj − tj−1)
b = − (tj + 2tj−1) a+ w


c = Fj−1 − 3a(tj−1)
2 − 2b(tj−1)


d = yj−1 − a(tj−1)
3 − b(tj−1)


2 − c(tj−1)
end if;


end for;
Output at3 + bt2 + ct+ d.


4. The use of cubic spline functions for the problem of two
dimensional interpolations


An interpolation problem the brief analysis of on one dimensional cubic spline
functions showed on section 3. Now we can expand this approach to the two
dimensional functions. R̂ = [a, b]× [c, d] , consider the rectangle on tOx plane.


a = t0 < t1 < · · · < tm−1 = b, m ≥ 1


c = x0 < x1 < · · · < xn−1 = d, n ≥ 1


n×m points are located on tOx plane and these points are identifying a grid.


u =
{
u(0,0), u(0,1), . . . , u(0,n−1), u(1,0), . . . , u(m−1,n−1)


}
,


u(i,j) ∈ R, i = 0, 1, . . . ,m− 1, j = 0, 1, . . . , n− 1
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each u(i,j) values are defined be on this grid. However, let come two sets as


ft =
{
ft(0,0), ft(0,1), . . . , ft(0,n−1), ft(1,0), . . . , ft(m−1,n−1)


}
,


ft(i,j) ∈ R, i = 0, 1, . . . ,m− 1, j = 0, 1, 2, . . . , n− 1


and


fx =
{
fx(0,0), fx(0,1), . . . , fx(0,n−1), fx(1,0), . . . , fx(m−1,n−1)


}
,


fx(i,j) ∈ R, i = 0, 1, . . . ,m− 1; j = 0, 1, 2, . . . , n− 1


both of them have n×m elements.
The aim is to find a derived function f (t, x) , which was defined on R̂. Let it


provide the condition:f (ti, xj) = u(i,j), f
′


t (ti, xj) = ft(i,j) and f
′


x (ti, xj) = fx(i,j)
for i = 0, 1, . . . ,m− 1 and j = 0, 1, . . . , n− 1.


As a first, table 3 is created with the help of aforesaid information. H (t0, x),
x0 ≤ x ≤ xm−1, cubic spline function, is calculated according to the table 3. Then
table 4 is created. Basing on this table calculated the H (t1, x), x0 ≤ x ≤ xm−1


cubic spline function. Similarly H (t2, x) , . . . ,H (tn−1, x), x0 ≤ x ≤ xm−1 functions
are calculated on the basis of the other data tables. So, n units one dimensional
cubic spline functions are acquired.


Tt0 t0 t1 t2 . . . tm−1


Xt0 x0 x0 x0 . . . x0
Ft0 ft(0,0) ft(1,0) ft(2,0) . . . ft(m−1,0)


Ut0 u0,0 u1,0 u2,0 . . . um−1,0


Table 3
Tt1 t0 t1 t2 . . . tm−1


Xt1 x1 x1 x1 . . . x1
Ft1 ft(0,1) ft(1,1) ft(2,1) . . . ft(m−1,1)


Ut1 u0,1 u1,1 u2,1 . . . um−1,1


Table 4
Tx0 t0 t0 t0 . . . t0
Xx0 x0 x1 x2 . . . xn−1


Fx0 fx(0,0) fx(0,1) fx(0,2) . . . fx(0,n−1)


Ux0 u0,0 u0,1 u0,2 . . . u0,n−1


Table 5
Tx1 t1 t1 t1 . . . t1
Xx1 x0 x1 x2 . . . xn−1


Fx1 fx(1,0) fx(1,1) fx(1,2) . . . fx(1,n−1)


Ux1 u1,0 u1,1 u1,2 . . . u1,n−1


Table 6


The same process is repeated for each ti, for i = 0, 1, 2, . . . ,m − 1. Table 5 is
created with the help of aforesaid information.S (t, x0), t0 ≤ t ≤ tn−1, cubic spline
function, is calculated according to the table 5. In addition table 6 is created.
Basing on this table calculated the S (t, x1), t0 ≤ t ≤ tn−1 cubic spline function.
Similarly S (t, x2) , . . . , S (t, xn−1), t0 ≤ t ≤ tn−1 functions are calculated on the
basis of the other data tables. So, m units one dimensional cubic spline functions
are acquired.
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Placement of Spline functions on Three-Dimensional Coordinate System.


H (t0, x) , H (t1, x) , H (t2, x) , . . . ,H (tm−1, x) , x0 ≤ x ≤ xm−1


S (t, x0) , S (t, x1) , S (t, x2) , . . . , S (t, xn−1) , t0 ≤ t ≤ tn−1


include totally n+m spline functions.


Figure 3


a = t0 < t1 < · · · < tm−1 = b, m ≥ 1


c = x0 < x1 < · · · < xn−1 = d, n ≥ 1


on R̂ = [a, b]× [c, d] define a grid.
The values of step size corresponding successive pixels and functions are calcu-


lated for each spline functions in the x and t directions. 3.


5. The grid and spline functions related to linear t-hyperbolic PDE


It is important to identify the following factors for visualisation of Cauchy so-
lutions. It is chosen n points representing “well-chosen” φ function given on [α, β]
interval.


x0 = α < x1 < x2 < · · · < xn−2 < xn−1 = β


The value of φ
′
(xi) function for each xi is the height of spline function in the


direction x . By considering φ (xi) a cubic spline function, g (x), is obtained and
the graphic of z (t, x) = g (x− at), t, x ∈ G, 0 = t0 < t1 < · · · < tm−1 = T
functions are visualised.
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z (t, x) = g (x− at) , t = t0, t1, . . . , tm−1, x ∈ [α+ atj , β + atj ]


z (t, x) = g (x− at) , x = x0, x1, . . . , xn−1, t ∈ [0, T ]


this information identifies a grid as figure 4.
A cubic spline function representing φ (x) is taken instead of φ (x) function.
Between x − at = β and x − at = α, t ∈ [0, T ] lines, left edging is (0, x),


x ∈ [α, β] and right edging is (T, x), x ∈ [α+ aT, β + aT ] belonging to G paral-
lelogram. A grid on G parallelogram and nodes are shown in figure 4. ζi,j nodes


Figure 4


are defined as


ζi,j = (ti, a (ti − t0) + xj) , i = 0, 1, . . . ,m− 1, j = 0, 1, . . . , n− 1


Tx0 t0 t0 t0 . . . t0
Xx0 x0 x1 x2 . . . xn−1


Fx0 φ
′
(x0) φ


′
(x1) φ


′
(x2) . . . φ


′
(xn−1)


Ux0 φ (x0) φ (x1) φ (x2) . . . φ (xn−1)


Table 7. This table is used for setting aforesaid g(x) spline function.


Example 5.1. G = {(t, x) : 0 ≤ t ≤ 100, 0 + 0.5t ≤ x ≤ 100 + 0.5t} is a
parallelogram and φ (x) = 2x1.45 − 2.5x1.4, 0 ≤ x ≤ 100 is an initial function.
Consider this Cauchy problem


ût (t, x) + 0.5ûx (t, x) , t, x ∈ G
û (0, x) = φ (x) , 0 ≤ x ≤ 100


and let it be x0 = 0, x1 = 10, x2 = 20, x3 = 30, x4 = 40, x5 = 50,
x6 = 60, x7 = 70, x8 = 80, x9 = 90, x10 = 100. Take g (x) cubic spline
function in approach to φ (x) instead of φ (x) initial function. g (x) cubic spline
function is given in table 8.


In this case;


vt (t, x) + 0.5vx (t, x) , t, x ∈ G, v (0, x) = g (x) ; 0 ≤ x ≤ 100.
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The Cauchy problem must be visualised on G parallelogram. For this, the following
t values are chosen; t0 = 0, t1 = 10, t2 = 20, t3 = 30, t4 = 40, t5 = 50,
t6 = 60, t7 = 70, t8 = 80, t9 = 90, t10 = T = 100; Generated surface
visualisation is shown in figure 5.


X 0 10 20 30 40 50
φ (x) 0 -6.43 -11.72 -15.11 -16.60 -16.24


φ
′
(x) 0 -0.62 -0.43 -0.24 -0.05 0.12


X 60 70 80 90 100
φ (x) -14.08 -10.20 -4.65 2.51 11.26


φ
′
(x) 0.30 0.47 0.63 0.79 0.95


Table 8


X −2.5 −2.0 −1.5 −1.0 −0.5 0
φ (x) -0.598 -0.909 -0.997 -0.842 -0.479 0


φ
′
(x) -0.801 -0.416 0.071 0.540 0.877 1


X 0.5 1.0 1.5 2.0 2.5
φ (x) 0.479 0.842 -0.997 0.909 0.598


φ
′
(x) 0.877 0.540 0.071 -0.416 -0.801


Table 9


Figure 5. Output screen of computer program.


Example 5.2. Consider this Cauchy problem{
ût (t, x) + 0.4ûx (t, x) , t, x ∈ G
û (0, x) = φ (x) , −2.5 ≤ x ≤ 2.5


and let it be x0 = −2.5, x1 = −2, x2 = −1.5, x3 = −1.0, x4 = −0.5, x5 = 0,
x6 = 0.5, x7 = 1.0, x8 = 1.5, x9 = 2.0, x10 = 2.5.


G = {(t, x) : 0 ≤ t ≤ 10 and− 2.5 + 0.4t ≤ x ≤ 2.5 + 0.4t}
is a parallelogram and φ (x) = sin(x), −2.5 ≤ x ≤ 2.5 is an initial function.
The following t values are chosen. t0 = 0, t1 = 2, t2 = 4, t3 = 6, t4 = 8,
t5 = 10. The cubic spline function is given in table 9. Figure 6 shows input panel
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for cubic spline function. This panel is related on the computer program. This
computer program was developed based on result of this study. Generated surface
visualisation is shown in figure 7.


This computer program is used perspective projection method. There have many
kinds of three dimensional projection methods. Generally three dimensional pro-
jection methods is any method of mapping three dimensional points to a two di-
mensional plane.


Figure 6. Computer program input panel.


Figure 7


Figure 8. General view of the computer program.
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Conclusion


This software togetter with “MVC” Matrix Vector Calculator programs[6] allows
to give visualisation of Cauchy problem selection for AUt+BUt = 0, A = AT > 0,
B = BT t-hyperbolic PDE.
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HYERS-ULAM-RASSIAS TYPE STABILITY OF POLYNOMIAL


EQUATIONS


N. EGHBALI


Abstract. In this paper we introduce the concept of Hyers-Ulam-Rassias


stability of polynomial equations and then we show that if x is an approximate


solution of the equation anxn + an−1xn−1 + ...a1x+ a0, then there exists an
exact solution of the equation near to x.


1. Introduction


The basic problem of the stability of functional equations had been first raised
by Ulam [7] which Hyers in [3] gave a partial solution of Ulam’s problem for the case
of approximately additive mappings. And then Rassias provided a generalization
of the Hyers’theorem for additive and linear mappings in [6].


Moreover the approximately mappings have been studied extensively in several
papers (See for instance [4], [5]).


Li and Hua [2] investigated the Hyers-Ulam stability of the polynomial equation
xn + αx+ β = 0 on [−1, 1]. Later Bikhdam et al. in [1] proved that if |a1| is large
and |a0| is small enough, then every approximate zero of the polynomial of degree
n, anx


n + an−1x
n−1 + ...+ a1x+ a = 0, can be approximated by a true zero within


a good error bound.
In this paper, we prove the Hyers-Ulam-Rasssias stability for the following two


equations


anx
n + an−1x


n−1 + ...+ a1x+ a = 0


ex + αx+ β = 0


on a Banach space X with real coefficients.
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2. Preliminaries


In this section, we provide a collection of definitions and related results which
are essential and used in the next discussions.


Definition 2.1. One says that the equation


anx
n + an−1x


n−1 + ...+ a1x+ a = 0


has the Hyrs-Ulam stability if there exists a constant K > 0 with the following
property:


for every ε > 0, y ∈ [−1, 1], if


|anxn + an−1x
n−1 + ...+ a1x+ a0| ≤ ε


then there exists some y ∈ [−1, 1] satisfying


anx
n + an−1x


n−1 + ...+ a1x+ a = 0


such that |x− y| ≤ Kε. One call such K a Hyers-Ulam stability constant for 2.1.


Theorem 2.1. For a given integer n > 1, let the constants a0, a1, ..., an ∈ R satisfy


|a1| > 2|a2|+3|a3|+...+(n−1)|an−1|+n|an| and |a0| < |a1|−(|a2|+|a3|+...+|an|).
If v ∈ [−1, 1] satisfies the inequality


|anxn + an−1x
n−1 + ...+ a1x+ a0| ≤ ε


for some ε > 0, then there exists a zero y ∈ [−1, 1] of polynomial 2.1 such that


|y − v| ≤ Kε.


Proof. [1] �


3. Hyers-Ulam-Rassias Stability of power series equations


We start our work with definition of Hyers-Ulam-Rassias stability of power series
equations.


Definition 3.1. Let X be a complex Banach algebra with unit. The equation


anx
n + an−1x


n−1 + ...+ a1x+ a = 0


from X into X with constant coefficient, has the Hyers-Ulam-Rassias stability if
there exists a constant K > 0 with the following property:


for given ε > 0, p ∈ R and y ∈ X, if


|anxn + an−1x
n−1 + ...+ a1x+ a0| ≤ ε||X||np


then there exists some x ∈ X satisfying


anx
n + an−1x


n−1 + ...+ a1x+ a = 0


such that ||x− y|| ≤ Kε. One call such K a Hyers-Ulam-Rassias stability constant
for 2.1.


Theorem 3.1. Let X be a complex Banach algebra with unit, the constants a0, a1, ..., an ∈
R and r ∈ R+ satisfy


|a1|r > |a0|+ r2|a2|+ ...+ nrn−1|an|,
and


|a0| < r2|a2|+ 3r3|a3|+ ...+ (n− 1)rn|an|).
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If a x ∈ {x ∈ X; ||x|| ≤ r} satisfies the inequality


(3.1) ||anxn + an−1x
n−1 + ...+ a1x+ a0|| ≤ ε||x||np


for some ε > 0 and p ∈ R, then there exists a zero x0 ∈ {x ∈ X; ||x|| ≤ r} of
polynomial 2.1 such that


||x− x0|| ≤ εrnp


(1−λ)|a1|


where λ = λ = 2|a2|+3|a3|+...+(n−1)|an−1|+n|an|
|a1| is a positive constant less than 1 and


it is independent of ε and x0.


Proof. If we set g(x) = −1
a1


(a0 + a2x
2 + a3x


3 + ...+ an−1x
n−1 + anx


n), for x ∈ {x ∈
X; ||x|| ≤ r}, then we have


||g(x)|| = 1
|a1| ||a0 + a2x


2 + ...+ an−1x
n−1 + anx


n|| ≤ r.


Now, we show that g is a contraction map:


(3.2) ||g(x)− g(y)|| = || 1


a1
(a0 + a2x


2 + ...+ anx
n)− 1


a1
(a0 + ...+ any


n)|| ≤


1
|a1| ||x− y||{|a2|||x+ y||+ ...+ |an|||xn−1 + ...+ yn−1||} ≤


1
|a1| ||x− y||{2r|a2|+ 3r2|a3|+ ...+ nrn−1|an|}.


Here, with λ = 2|a2|+3|a3|+...+(n−1)|an−1|+n|an|
|a1| < 1, g is a contraction map. By


the Banach contraction mapping theorem, there exists a unique x0 ∈ {x ∈ X; ||x|| ≤
1} such that g(x0) = x0. It follows from (3.1) and (3.2) that


||x− x0|| ≤ ||x− g(x)||+ ||g(x)− g(x0)|| ≤ ||x− 1
a1


(−a0 − a2x2 − ...− a1x+ a0||+
λ||x− x0|| = 1


|a1| ||anx
n + an−1x


n−1 + ...+ a1x+ a0||+ λ||x− x0||.


Thus we have


||x− x0|| ≤ 1
|a1|(1−λ)ε||x||


np ≤ εrnp


(1−λ)|a1| .


�


Theorem 3.2. Let X be a complex Banach algebra with unit, r ∈ R+, |α| >
Max{


∑∞
n=1


nrn


n! ,
er+|β|
r } and x ∈ {x ∈ X; ||x|| ≤ r} satisfies


||ex + αx+ β|| ≤ ε||x||np.


Then ex + αx + β = 0 has a unique solution x0 ∈ {x ∈ X; ||x|| ≤ r}, such that


||x− x0|| ≤ εrnp


|α|(1−λ) , where λ =
∑∞


n=1
nrn


n!


|α| .


Proof. We define the function g(x) = −1
α (ex + β). It follows that ||g(x)|| ≤


1
|alpha| (e


r + |β|) ≤ r. Now, we have


||g(x)− g(y)|| ≤ 1
|α| ||e


x − ey|| ≤ 1
|α|


∑∞
n=1


xn−yn
n! ≤


1
|α|


∑∞
n=2


1
n! ||x− y||||x


n−1 + xn−2y + ...+ xyn−2 + yn−1|| ≤
∑∞


n=1
nrn−1


n!


|α| ||x− y||.


By putting λ =
∑∞


n=1
nrn−1


n!


|α| and Banach’s contraction mapping theorem, g has


a unique fixed point. So


||x− x0|| ≤ ||x− g(x)||+ ||g(x)− g(x0)|| ≤ 1
|α|ε||x||


np + λ||x− x0||.







HYERS-ULAM-RASSIAS TYPE STABILITY OF POLYNOMIAL EQUATIONS 91


Therefore ||x− x0|| ≤ εrnp


|α|(1−λ) . �
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ANALYTICAL PROBLEM SOLUTION ABOUT INITIAL STEP


OF PRESSING POWDER MATERIAL TUBE


M.YA. FLAX, A.V. BOCHKOV, V.A. GOLOVESHKIN, A.V. PONOMAREV


Abstract. The prediction of finite size in the process of hot isostatic press-


ing (HIP) of powder material tubes is a difficult task which is important for


practical purposes. In this paper we propose an analytical problem solution
about initial step of the process.


1. Introduction


The difficulty in making a mathematical modeling for the pressing process of
powder material tubes consists in predicting the size of a finished product. Thor-
oughly research [6] investigates the reason for the deviation in this type of modeling
and also shows possible ways to determine the movement direction of internal bor-
der. It has been noted in research [3] and [5] that most deviations of final form
emerge at the initial stage of the process.


The analytical solution has ample areas of application including but not limited
to the tubes. The problem of a mathematical modeling of HIP tubes process is a
part of many tasks of the mathematical modeling for HIP process which consist of
embedded elements with a large radial stiffness.


2. Objectives


The purpose of this research is to find an analytical solution to a stress-strain
behavior of powder material in initial stage of hot isostatic tube pressing.


3. Problem Statement


The problem is analyzed in an axisymmetric setting in a cylindrical coordinates
system [1]. The domain R1 ≤ r ≤ R2, R3 ≤ r ≤ R4 - filled by plastically in-
compressible material (capsule). The domain R2 ≤ r ≤ R3- filled by plastically
compressible powder material.


2000 Mathematics Subject Classification. 74Cxx.
Key words and phrases. Powder Material. Green’s Condition. Hot Isostatic Pressing. Analyt-


ical Solution. Predictive Analytics.
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Fig.1.


Deformation rate εz is constant throughout the entire volume, u (r) - radial
displacement speed, σr, σϕ, σz - components of stress tensor dependent only on the
coordinate r.


Density is constant throughout the entire volume.
Steady-state equation:


(3.1)
dσr
dr


+
σr − σϕ


r
= 0


The equation of the yield surface for the powder material is taken in the form of
Green:


(σr + σϕ + σz)
2


9f22
+


1


6f21


[
(2σr − σϕ − σz)2 + (2σϕ − σr − σz)2 + (2σz − σr − σϕ)


2
]


= T 2


From the associated flow law it follows:


εr = λ


[
2 (σr + σϕ + σz)


9f22
+


(2σr − σϕ − σz)
f21


]
,


εϕ = λ


[
2 (σr + σϕ + σz)


9f22
+


(2σϕ − σr − σz)
f21


]
,


εz = λ


[
2 (σr + σϕ + σz)


9f22
+


(2σz − σr − σϕ)


f21


]
.


(3.2)


The equation of the yield surface for a plastic incompressible material is:


1


6


[
(2σr − σϕ − σz)2 + (2σϕ − σr − σz)2 + (2σz − σr − σϕ)


2
]


= T 2
1


From the associated flow law it follows:


εr = λ (2σr − σϕ − σz) ,
εϕ = λ (2σϕ − σr − σz) ,
εz = λ (2σz − σr − σϕ) .


(3.3)


External pressure P is given on the outer boundary.
Then boundary conditions are:


(3.4) σr = −P, r = R1, r = R4


The equilibrium equation in z-axis is satisfied by the integral form:


2π


∫ R4


R1


σz (r) rdr = −Pπ
(
R2


4 −R2
1


)
.
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Suppose that tube end is affected by the same pressure as a side wall tube.
At the boundaries “Powder-Capsule” r = R2, r = R3 it is assumed a condition


for continuity of displacement and stress equality σr.
A connection of rate of deformation tensor with a displacement rate u (r) is


determined by relations:


εr =
du


dr
, εϕ =


u


r
.


In the domains R1 < r < R2, R3 < r < R4 a condition of incompressibility is:


du


dr
+
u


r
+ εz = 0.


Then displacement rate is


(3.5) u = −εz
2
r +


C


r
,


where C is a constant.


4. Solution


To describe the behavior of powder material a relation (3.2) can be rewritten as:


εr = λ {Aσr +Bσϕ +Bσz} ,
εϕ = λ {Bσr +Aσϕ +Bσz} ,
εz = λ {Bσr +Bσϕ +Aσz} ,


where


A =
18f22 + 2f21


9f22 f
2
1


, B =
−9f22 + 2f21


9f22 f
2
1


.


Then


σr =
1


λ
{Cεr +Dεϕ +Dεz} ,


σϕ =
1


λ
{Dεr + Cεϕ +Dεz} ,


σz =
1


λ
{Dεr +Dεϕ + Cεz} ,


(4.1)


where


C =
A+B


A−B
· 1


A+ 2B
=


1


18


(
9f22 + 4f21


)
,


D = − B


A−B
· 1


A+ 2B
=


1


18


(
9f22 − 2f21


)
.


Using the equation of the yield surface an expression for λ-parameter is


(4.2)
1


λ
=


6T[
18C


(
ε2r + ε2ϕ + ε2z


)
+ 36D


(
εrεϕ + εrεz + εϕεz


)] 1
2


.


Then from Steady-state equation (3.1) and relations (4.1), (4.2) it follows:


dεr
dr


[
(C +D) ε2ϕ + (C +D) ε2z + 2Dεϕεz


]
+
dεϕ
dr


[
Dε2z − (C +D) εzεϕ −Dεrεz −Dεϕεz


]
+


+
εr − εϕ


r


[
C
(
ε2r + ε2ϕ + ε2z


)
+ 2D


(
εrεϕ + εrεz + εϕεz


)]
= 0


Let u (r) = kr + u1 (r).
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Then


εr = k + ε1r;


ε1r =
du1
dr


;


εϕ = k + ε1ϕ; ε1ϕ = u1


r ,


dε1r
dr


[
(C +D) ε21ϕ + 2 (C +D) kε1ϕ + (C +D) + (C +D) ε2z + 2Dε1ϕεz + 2Dkεz


]
+


+
ε1r − ε1ϕ


r
2Dkεz = 0.


Choose k from condition: 2 (C +D) kε1ϕ + 2Dε1ϕεz = 0. Then k = − D
C+D εz.


Then the following condition will be


dε1r
dr


[
(C +D) ε21ϕ +


C (C + 2D)


(C +D)
ε2z


]
+


+
ε1r − ε1ϕ


r


[
Cε21r + Cε21ϕ − (C −D) ε1rε1ϕ + C


C + 2D


C +D
ε2z


]
= 0.


For resolving this equation the change of variables is made.
Let u1 (r) = rv (ln r), ln r = z.


Then ε1r = v + v′, ε1ϕ = v,
dε1
dr = (v′′ + v′) 1


r .
The equation for the function v (z) definition is:


v′′
[
(C +D) v2 +


C (C + 2D)


C +D
ε2z


]
+


+v′
[
2 (C +D) v2 + 2C


C + 2D


C +D
ε2z + (C +D) vv′ + Cv′2


]
= 0.


Then parametric dependence can be written as:


r =
R0√


chδ (ψ − ψ0) sinψ + δshδ (ψ − ψ0) cosψ
,


u = εz
R0√


chδ (ψ − ψ0) sinψ + δshδ (ψ − ψ0) cosψ


[
−γshδ (ψ − ψ0)− cosα


1 + cosα


]
εϕ =


= εz


[
−γshδ (ψ − ψ0)− δ2 − 1


2δ2


]
,


εr = εz


[
−γshδ (ψ − ψ0)− δ2 − 1


2δ2
+


2γδ


1 + δ2
(chδ (ψ − ψ0) tgψ + δshδ (ψ − ψ0))


]
,


where ψ is a parameter, R0, ψ0 - arbitrary constants,


β =
C


C +D
=


1


2 cos2 α2
,


γ2 =
1 + 2DC(
1 + D


C


)2 =
1 + 2 cosα


(1 + cosα)
2 =


(
3δ2 − 1


) (
δ2 + 1


)
4δ4


,


δ = ctg
α


2
=


√
9f22 + f21


3f21
.


Then for the stress the following conditions will be
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σr = −
√


2CTsinψ,


σϕ = −
√


2CTsinψ


[
δ2 − 1


δ2 + 1
− 2


δ


δ2 + 1
thδ (ψ − ψ0) ctgψ


]
,


σz = −
√


2CTsinψ


[
δ2 − 1


δ2 + 1
− δ2 − 1


δ2 + 1


1


δ
thδ (ψ − ψ0) ctgψ +


2δγ


(δ2 + 1)


ctgψ


chδ (ψ − ψ0)


]
.


The solution for a research of a capsule behavior (R1 < r < R2,R3 < r < R4):
Using (3.5) we get [2]:


εr = −εz
2
− C


r2
,


εϕ = −εz
2


+
C


r2
.


From the equation (3.3) it follows:


S2 =
1


3λ2
(
ε2r + ε2ϕ + εrεϕ


)
.


Therefore


λ =


√
3
4ε


2
z + C2


r4√
3T1


.


As far as


σr − σϕ =
1


3λ
(εr − εϕ) =


√
3T1


3
√


3
4ε


2
z + C2


r4


(
−2C


r2


)
,


then from the equilibrium equation (3.1) it follows


(4.3)
dσr
dr


=


√
3


3


T1√
3
4ε


2
z + C2


r4


2C


r3
.


Using (3.5), R1 < r < R2, an expression for the radial displacement speed will be


u = −εz
2
r +


C1


r
.


As regards to (3.4) σr = −P at which r = R1, then from (4.3) it follows, that
at which r ∈ [R1;R2]


σr = −P −
√


3


3
T1 ln


C1


r2 +


√
3
4ε


2
z +


C2
1


r4


C1


R2
1


+
√


3
4ε


2
z +


C2
1


R4
1


.


Accordingly for r ∈ [R1;R2]:


σϕ = σr +


√
3


3
T1


2C1


r2
1√


3
4ε


2
z +


C2
1


r4


.


As σz = 1
2


[
σr + σϕ − 1


λ (εr + εϕ)
]


= 1
2


[
σr + σϕ + εz


λ


]
, then


σz = −P−
√


3


3
T1 ln


C1


r2 +


√
3
4ε


2
z +


C2
1


r4


C1


R2
1


+
√


3
4ε


2
z +


C2
1


R4
1


+


√
3


3
T1
C1


r2
1√


3
4ε


2
z +


C2
1


r4


+
√


3T1
1√


3
4ε


2
z +


C2
1


r4


εz
2
.
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Similarly for r ∈ [R3;R4] the relations are the same with replacement C1to C2,
R1to R3, R2to R4.


Complete system of equations for arbitrary constants definition in case of a
continuous field of velocities is


1) Stress equality at with R = R2 is


−
√


2CT sinψ2 = −P −
√


3


3
T1 ln


C1


R2
2


+


√
3
4ε


2
z +


C2
1


R4
2


C1


R2
2


+


√
3
4ε


2
z +


C2
1


R4
1


,


R2
2 =


R2
0


chδ (ψ2 − ψ0) sinψ2 + δshδ (ψ2 − ψ0) cosψ2
.


2) Stress equality at with R = R3 is


−
√


2CT sinψ3 = −P −
√


3


3
T ln


C2


R2
3


+


√
3
4ε


2
z +


C2
2


R4
3


C2


R2
4


+


√
3
4ε


2
z +


C2
2


R4
4


,


R2
3 =


R2
0


chδ (ψ3 − ψ0) sinψ3 + δshδ (ψ3 − ψ0) cosψ0
.


3) Displacement rate equality at with R = R2 is


−εz
2
R2 +


C1


R2
= εz


R0


[
−γshδ (ψ2 − ψ0)− δ2−1


2δ2


]
√
chδ (ψ2 − ψ0) sinψ2 + δshδ (ψ2 − ψ0) cosψ2


.


4) Displacement rate equality at with R = R3 is


−εz
2
R3 +


C2


R3
= εz


R0


[
−γshδ (ψ3 − ψ0)− δ2−1


2δ2


]
√
chδ (ψ3 − ψ0) sinψ3 + δshδ (ψ3 − ψ0) cosψ3


.


5) Equilibrium condition about the z-axis


∫ R4


R1


σz2πrdr = −Pπ
(
R2


4 −R2
1


)
.


In practice, we define the relation C1


εz
, C2


εz
.


The research shows, that in geometric parameter domain there are 4 areas for
different deformation modes (Fig. 2).
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Fig. 2


Area 1 - continuous field of velocities in entire system.
Area 2 - displacement rate with a displacement rate with a discontinuity in


internal boundary r = R2.
Area 3 - plane deformation with a fixed outer boundary and a localization of


deformation in internal border.
Area 4 – plane deformation with a fixed internal boundary.


5. Conclusions


The result shows that we get a plane deformation from a certain capsule wall
thickness which has an important practical application. It demonstrates the pos-
sibility to create a radially directional effect capsule. As per the rough scheme
axis direction effect capsules are constructed as follows. Side walls become quite
thin while top and bottom ones become thick. In this case it is mostly an axial
shrinkage. The possibility of transition into a plane deformation demonstrates a
possibility to get only a radial shrinkage during the HIP process. It is important
when a shape of the surface of powder product is rather complex.
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ON THE GROWTH PROPERTIES OF GENERALIZED


ITERATED ENTIRE FUNCTIONS


DIBYENDU BANERJEE AND NILKANTA MONDAL


Abstract. In this paper, we study some growth properties of generalized
iterated entire functions to generalize some earlier results.


1. INTRODUCTION AND DEFINITIONS


If f and g be two transcendental entire functions defined in the open complex


plane C, then Clunie [4] proved that lim
r→∞


T (r,f◦g)
T (r,f) = ∞ and lim


r→∞
T (r,f◦g)
T (r,g) = ∞.


In [10] Singh proved some comparative growth properties of log T (r, f ◦ g) and
T (r, f) and raised the problem of investigating the comparative growth properties
of log T (r, f ◦g) and T (r, g). After this several authors {see [3], [7] etc.,} made close
investigation on comparative growth of log T (r, f ◦ g) and T (r, g) by imposing cer-
tain restrictions on orders of f and g. In the present paper, we study such growth
properties for generalized iterated entire functions.


Definition 1.1. Let f be a meromorphic function and T (r, f) be its Nevanlinna’s
characteristic function. Then the numbers ρ(f), λ(f) defined by


ρ(f) = lim sup
r→∞


log T (r,f)
log r


and λ(f) = lim inf
r→∞


log T (r,f)
log r are respectively called order and lower order of f .


Definition 1.2. ([3]) Let f be a meromorphic function. Then the numbers ρp(f),
λp(f) defined by


ρp(f) = lim sup
r→∞


log[p] T (r,f)
log r


and λp(f) = lim inf
r→∞


log[p] T (r,f)
log r , where p = 1, 2, 3, ...


are respectively called p-th order and p-th lower order of f .
For p = 1, the above definition coincides with the classical definition of order


and lower order.


2010 Mathematics Subject Classification. 30D35.
Key words and phrases. Entire function, Generalized iteration, Growth.
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If f is entire one can easily verify that


ρp(f) = lim sup
r→∞


log[p+1]M(r,f)
log r


and λp(f) = lim inf
r→∞


log[p+1]M(r,f)
log r , where p = 1, 2, 3, ... .


Definition 1.3. ([3]) Let f be a meromorphic function. Then the numbers ρp(f),


λp(f) defined by


ρp(f) = lim sup
r→∞


log[p+1] T (r,f)
log r


and λp(f) = lim inf
r→∞


log[p+1] T (r,f)
log r , where p = 1, 2, 3, ...


are respectively called pth hyper order and pth hyper lower order of f .
If f is entire one can easily verify that


ρp(f) = lim sup
r→∞


log[p+2]M(r,f)
log r


and λp(f) = lim inf
r→∞


log[p+2]M(r,f)
log r , where p = 1, 2, 3, ... .


Definition 1.4. ([3]) Let f be a meromorphic function of order zero. Then the
numbers ρ∗p(f) and λ∗p(f) are defined as follows


ρ∗p(f) = lim sup
r→∞


log[p] T (r,f)


log[2] r


and λ∗p(f) = lim inf
r→∞


log[p] T (r,f)


log[2] r
, where p = 1, 2, 3, ... .


Definition 1.5. ([7]) A function λf (r) is called a lower proximate order of a mero-
morphic function f if


i) λf (r) is non negative and continuous for r ≥ r0 say;
ii) λf (r) is differentiable for r ≥ r0 except possibly at isolated points at which


λ
′


f (r − 0) and λ
′


f (r + 0) exist;


iii) lim
r→∞


λf (r) = λ(f) <∞ ;


iv) lim
r→∞


rλ
′


f (r) log r = 0 ; and


v) lim inf
r→∞


T (r,f)


rλf (r) = 1.


Definition 1.6. A real valued function ϕ(r) is said to have the property P1 if
i) ϕ(r) is non negative and continuous for r ≥ r0 say;
ii) ϕ(r) is strictly increasing and ϕ(r)→∞ as r →∞;
iii) logϕ(r) ≤ δϕ( r4 ) holds for every δ > 0 and for all sufficiently large values of r.


Remark 1.1. If ϕ(r) satisfies the property P1 then it is clear that log[p] ϕ(r) ≤ δϕ( r4 )
holds for every p ≥ 1.


Definition 1.7. ([1]) Let f and g be two non-constant entire functions and α be
any real number satisfying 0 < α ≤ 1. Then the generalized iteration of f with
respect to g is defined as follows:


f1,g(z) = (1− α)z + αf(z)
f2,g(z) = (1− α)g1,f (z) + αf(g1,f (z))
f3,g(z) = (1− α)g2,f (z) + αf(g2,f (z))
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.... .... ....
fn,g(z) = (1− α)gn−1,f (z) + αf(gn−1,f (z))


and so are
g1,f (z) = (1− α)z + αg(z)
g2,f (z) = (1− α)f1,g(z) + αg(f1,g(z))
g3,f (z) = (1− α)f2,g(z) + αg(f2,g(z))


.... .... ....
gn,f (z) = (1− α)fn−1,g(z) + αg(fn−1,g(z)).


Definition 1.8. ([3]) Let a be a complex number, finite or infinite. The Valiron
deficiency δ(a, f) of a with respect to a meromorphic function f is defined as:


δ(a, f) = 1− lim inf
r→∞


N(r,a;f)
T (r,f)


= lim sup
r→∞


m(r,a;f)
T (r,f) .


We do not explain the standard notations and definitions of the theory of entire
and meromorphic functions as those are available in [5] and [11]. Throughout we
assume f, g etc., are non-constant entire functions such that maximum modulus
functions of f, g and all of their generalized iterated functions satisfy property P1.


2. LEMMAS


In this section we present some lemmas which will be needed in the sequel.


Lemma 2.1. ([5]) If f(z) be regular in |z| ≤ R, then for 0 ≤ r < R
T (r, f) ≤ log+M(r, f) ≤ R+r


R−rT (R, f).
In particular, if f be non-constant entire, then for all large values of r
T (r, f) ≤ logM(r, f) ≤ 3T (2r, f).


Lemma 2.2. ([7]) Let f be a meromorphic function. Then for δ > 0 the function
rλ(f)+δ−λf (r) is an increasing function of r.


Lemma 2.3. ([8]) Let f be an entire function of finite lower order. If there exist
entire functions ai(i = 1, 2, 3, ...m;m ≤ ∞) satisfying T (r, ai) = o{T (r, f)} and
m∑
i=1


δ(ai, f) = 1 then


lim
r→∞


T (r,f)
logM(r,f) = 1


π .


Lemma 2.4. ([2]) If f is meromorphic and g is entire then for all large values of
r
T (r, f ◦ g) ≤ (1 + o(1)) T (r,g)


logM(r,g)T (M(r, g), f).


Since g is entire so using Lemma 2.1, we have
T (r, f ◦ g) ≤ (1 + o(1))T (M(r, g), f).
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Lemma 2.5. ([9]) Let f and g be transcendental entire functions with ρ(g) <∞, η
be a constant satisfying 0 < η < 1 and δ be a positive number. Then
T (r, f ◦ g) +O(1) ≥ N(r, 0; f ◦ g)


≥ (log 1
η )[ N(M((ηr)


1
1+δ ,g),0;f)


log(M((ηr)
1


1+δ ,g)−O(1))
−O(1)]


as r →∞ through all values.


Lemma 2.6. Let f and g be two non-constant entire functions. Then
M(r, f ◦ g) ≤M(M(r, g), f) holds for all large values of r.


Lemma 2.7. ([3]) For a meromorphic function f of finite lower order, lower prox-
imate order exists.


3. MAIN THEOREMS


In this section, we present the main results of this paper.


Theorem 3.1. Let f(z) and g(z) be two entire functions such that λp(f) and ρp(g)
are finite and λp(g) > 0. Then for even n


i) lim inf
r→∞


log[(n−1)p] T (r,fn,g)
T (r,g) ≤ 3ρp(f)2λ(g)


ii) lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (r,g) ≥ λp(f)


2.4(n−1)λ(g) .


Proof. If λ(g) =∞, then (i) and (ii) are obvious. So we suppose that λ(g) <∞.
If ρp(f) =∞ then (i) is obvious. So we suppose that ρp(f) <∞. Since f and g


are non-constants so
(3.1) M(r, f) ≥ µr and M(r, g) ≥ µr for some 0 < µ < 1.
Now by Lemma 2.1 we get for all large values of r and arbitrary ε > 0


T (r, fn,g) ≤ logM(r, fn,g)
= logM(r, (1− α)gn−1,f + αf(gn−1,f ))
≤ log{(1− α) 1


µM(M(r, gn−1,f ), f) + 1
µαM(M(r, gn−1,f ), f)},


using (3.1) and Lemma 2.6
(3.2) = logM(M(r, gn−1,f ), f) +O(1)


or, log[p] T (r, fn,g) ≤ log[p+1]M(M(r, gn−1,f ), f) +O(1)
< (ρp(f) + ε) logM(r, gn−1,f ) +O(1)


or, log[2p] T (r, fn,g) < log[p] logM(r, gn−1,f ) +O(1)


< log[p]{logM(M(r, fn−2,g), g)}+O(1), using (3.2)
< (ρp(g) + ε) logM(r, fn−2,g) +O(1).


So, log[3p] T (r, fn,g) < (ρp(f) + ε) logM(r, gn−3,f ) +O(1).
Proceeding similarly after some steps we get


log[(n−2)p] T (r, fn,g) < (ρp(g) + ε) logM(r, f2,g) +O(1).


So, log[(n−1)p] T (r, fn,g) < (ρp(f) + ε) logM(r, g1,f ) +O(1)
= (ρp(f) + ε) logM(r, (1− α)z + αg(z)) +O(1)
≤ (ρp(f) + ε){logM(r, z) + logM(r, g)}+O(1)


(3.3) = (ρp(f) + ε){log r + logM(r, g)}+O(1).
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On the other hand, since lim inf
r→∞


T (r,g)
rλg(r)


= 1, we get for a sequence of values of r


tending to infinity
(3.4) T (r, g) < (1 + ε)rλg(r)


and for all large of values of r,
(3.5) T (r, g) > (1− ε)rλg(r).
Therefore, for all large values of r, we get from (3.3) and (3.5)
log[(n−1)p] T (r,fn,g)


T (r,g) <
(ρp(f)+ε){log r+logM(r,g)}+O(1)


(1−ε)rλg(r)


=
(ρp(f)+ε) logM(r,g)


(1−ε)rλg(r) + o(1) [since lim
r→∞


λg(r) = λ(g) > 0]


≤ (ρp(f)+ε)3T (2r,g)


(1−ε)rλg(r) + o(1).


Therefore we get from (3.4) for a sequence of values of r tending to infinity
log[(n−1)p] T (r,fn,g)


T (r,g) ≤ 3(ρp(f)+ε)(1+ε)(2r)
λ(g)+δ


(1−ε)(2r)λ(g)+δ−λg(2r)rλg(r) + o(1)


=
3(ρp(f)+ε)(1+ε)


(1−ε) 2λ(g)+δ rλ(g)+δ−λg(r)


(2r)λ(g)+δ−λg(2r)
+ o(1)


≤ 3(ρp(f)+ε)(1+ε)
(1−ε) 2λ(g)+δ + o(1)


because rλ(g)+δ−λg(r) is an increasing function of r.
Since ε > 0 and δ > 0 are arbitrary we get


lim inf
r→∞


log[(n−1)p] T (r,fn,g)
T (r,g) ≤ 3ρp(f)2λ(g) and (i) is proved.


If λp(f) = 0, then (ii) is obvious. So we suppose that λp(f) > 0. Then we have
for all large values of r
T (r, fn,g) = T (r, (1− α)gn−1,f + αf(gn−1,f ))


≥ T (r, αf(gn−1,f ))− T (r, (1− α)gn−1,f ) +O(1)
≥ T (r, f(gn−1,f ))− T (r, gn−1,f ) +O(1) [for α 6= 1]


> 1
3 exp[p−1]{ 19M( r4 , gn−1,f )}λp(f)−ε − T (r, gn−1,f ) +O(1),


see [10], page 100}
or, log[p] T (r, fn,g) > log{ 19M( r4 , gn−1,f )}λp(f)−ε − log[p] T (r, gn−1,f ) +O(1)


≥ (λp(f)− ε) logM( r4 , gn−1,f )− 1
2 (λp(f)− ε) logM( r4 , gn−1,f )


+O(1),
using property P1 and Lemma 2.1


(3.6) = 1
2 (λp(f)− ε) logM( r4 , gn−1,f ) +O(1)


or, log[2p] T (r, fn,g) > log[p]{logM( r4 , gn−1,f )}+O(1)


≥ log[p] T ( r4 , gn−1,f ) +O(1), using Lemma 2.1


> 1
2 (λp(g)− ε) logM( r42 , fn−2,g) +O(1). using (3.6)


Proceeding similarly after some steps we get


(3.7) log[(n−2)p] T (r, fn,g) >
1
2 (λp(g)− ε) logM( r


4n−2 , f2,g) +O(1).


So, log[(n−1)p] T (r, fn,g) >
1
2 (λp(f)− ε) logM( r


4n−1 , g1,f ) +O(1)


= 1
2 (λp(f)− ε) logM( r


4n−1 , (1− α)z + αg(z)) +O(1)


(3.8) ≥ 1
2 (λp(f)− ε){logM( r


4n−1 , g)− logM( r
4n−1 , z)}+O(1)


(3.9) ≥ 1
2 (λp(f)− ε){T ( r


4n−1 , g)− log r
4n−1 }+O(1).


From (3.4), (3.5) and (3.9) we get for a sequence of values of r tending to infinity
log[(n−1)p] T (r,fn,g)


T (r,g) >
1
2 (λp(f)−ε){T ( r


4n−1 ,g)−log r


4n−1 }+O(1)


(1+ε)rλg(r)


=
1
2 (λp(f)−ε)T ( r


4n−1 ,g)


(1+ε)rλg(r)
+ o(1) {since lim


r→∞
λg(r) = λ(g) > 0}


>
1
2 (λp(f)−ε)(1−ε)(


r


4n−1 )
λg( r


4n−1 )


(1+ε)rλg(r)
+ o(1)
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=
1
2 (λp(f)−ε)(1−ε)


(1+ε) ( 1
4n−1 )λ(g)+δ r


λ(g)+δ−λg(r)


( r


4n−1 )
λ(g)+δ−λg( r


4n−1 ) + o(1)


≥
1
2 (λp(f)−ε)(1−ε)


(1+ε)4(n−1)(λ(g)+δ) + o(1)


because rλ(g)+δ−λg(r) is ultimately an increasing function of r.
Since ε > 0 and δ > 0 are arbitrary, so we have from above that


lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (r,g) ≥ λp(f)


2.4(n−1)λ(g) and (ii) is proved.


Theorem 3.2. Let f(z) and g(z) be two entire functions such that λp(g) and ρp(f)
are finite and λp(f) > 0. Then for odd n


i) lim inf
r→∞


log[(n−1)p] T (r,fn,g)
T (r,f) ≤ 3ρp(g)2λ(f)


ii) lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (r,f) ≥ λp(g)


2.4(n−1)λ(f) .


Theorem 3.3. Let f(z) and g(z) be two entire functions such that λp(g) > 0.
Also suppose that there exist entire functions ai(i = 1, 2, 3, ...,m;m ≤ ∞) such that


T (r, ai) = o{T (r, g)} as r → ∞(i = 1, 2, 3, ...,m) and
m∑
i=1


δ(ai, g) = 1. Then for


even n


lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (r,g) ≥ πλp(f)


2.4(n−1)λ(g) .


Proof. If λ(g) = ∞ or λp(f) = 0, then the theorem is obvious. So we suppose
that λ(g) <∞ and λp(f) > 0.


For 0 < ε < min{λp(f), λp(g), 1} we get from (3.8)


log[(n−1)p] T (r, fn,g) >
1
2 (λp(f)− ε){logM( r


4n−1 , g)− log r
4n−1 }+O(1)


Therefore,
log[(n−1)p] T (r,fn,g)


T (r,g) >
1
2 (λp(f)−ε){logM( r


4n−1 ,g)−log r


4n−1 }+O(1)


T (r,g)


=
1
2 (λp(f)−ε) logM( r


4n−1 ,g)


T (r,g) + o(1)


= 1
2 (λp(f)− ε) logM( r


4n−1 ,g)


T ( r


4n−1 ,g)


T ( r


4n−1 ,g)


T (r,g) + o(1).


But from (3.4) and (3.5) we get for a sequence of values of r tending to infinity
and for δ > 0


T ( r


4n−1 ,g)


T (r,g) > (1−ε)
(1+ε)


( r


4n−1 )λ(g)+δ


( r


4n−1 )
λ(g)+δ−λg( r


4n−1 )
1


rλg(r)


≥ (1−ε)
(1+ε)


1
(4n−1)λ(g)+δ


because rλ(g)+δ−λg(r) is an increasing function of r.
Since ε(> 0) and δ(> 0) are arbitrary, so we have from Lemma 2.3 and above


that


lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (r,g) ≥ π 1


2λp(f)


4(n−1)λ(g)


=
πλp(f)


2.4(n−1)λ(g) .


Theorem 3.4. Let f(z) and g(z) be two entire functions such that λp(f) > 0.
Also suppose that there exist entire functions ai(i = 1, 2, 3, ...,m;m ≤ ∞) such that


T (r, ai) = o{T (r, f)} as r →∞(i = 1, 2, 3, ...,m) and
m∑
i=1


δ(ai, f) = 1. Then for odd


n
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lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (r,f) ≥ πλp(g)


2.4(n−1)λ(f) .


Theorem 3.5. Let f(z) be an entire function and g(z) be a transcendental entire
function such that ρp(f), λ(g) and ρp(g) are finite. Also suppose that there exist
entire functions ai(i = 1, 2, 3, ...,m;m ≤ ∞) such that T (r, ai) = o{T (r, g)} as


r →∞(i = 1, 2, 3, ...,m) and
m∑
i=1


δ(ai, g) = 1. Then for even n


lim inf
r→∞


log[(n−1)p] T (r,fn,g)
T (2n−2r,g) ≤ πλp(f).


Proof. We have for all large values of r
T (r, fn,g) = T (r, (1− α)gn−1,f + αf(gn−1,f ))


≤ T (r, gn−1,f ) + T (r, f(gn−1,f )) +O(1)
≤ T (r, gn−1,f ) + (1 + o(1))T (M(r, gn−1,f ), f) +O(1), using Lemma 2.4


or, log[p] T (r, fn,g) ≤ log[p] T (r, gn−1,f ) + log[p] T (M(r, gn−1,f ), f) +O(1)


< log[p] T (r, gn−1,f ) + (ρp(f) + ε) logM(r, gn−1,f ) +O(1)
≤ T (2r, gn−1,f ) + (ρp(f) + ε)3T (2r, gn−1,f ) +O(1),


using Lemma 2.1
(3.10) = {3(ρp(f) + ε) + 1}T (2r, gn−1,f ) +O(1)


or, log[2p] T (r, fn,g) < log[p] T (2r, gn−1,f ) +O(1)
< {3(ρp(g) + ε) + 1}T (22r, fn−2,g) +O(1), using (3.10)


or, log[3p] T (r, fn,g) < log[p] T (22r, fn−2,g) +O(1).
Proceeding similarly after some steps we get


log[(n−1)p] T (r, fn,g) < log[p] T (2n−2r, f2,g) +O(1)


= log[p] T (2n−2r, (1− α)g1,f + αf(g1,f )) +O(1)


≤ log[p] T (2n−2r, g1,f ) + log[p] T (2n−2r, f(g1,f )) +O(1)


(3.11) ≤ log[p] T (2n−2r, g1,f ) + log[p] T (M(2n−2r, g1,f ), f) +O(1).
using Lemma 2.4


Therefore, for a sequence of values of r tending to infinity


log[(n−1)p] T (r, fn,g) < log[p] T (2n−2r, g1,f )+(λp(f)+ε) logM(2n−2r, g1,f )+O(1)


= log[p] T (2n−2r, (1− α)z + αg) + (λp(f) + ε)
× logM(2n−2r, (1− α)z + αg) +O(1)


≤ log[p] T (2n−2r, z)+log[p] T (2n−2r, g)+(λp(f)+ε){logM(2n−2r, z)
+ logM(2n−2r, g)}+O(1)


≤ log[p+1](2n−2r)+log[p] T (2n−2r, g)+(λp(f)+ε){log(2n−2r)
+ logM(2n−2r, g)}+O(1).


Therefore,
log[(n−1)p] T (r,fn,g)


T (2n−2r,g) <
log[p] T (2n−2r,g)+(λp(f)+ε) logM(2n−2r,g)+O(1)


T (2n−2r,g)


= (λp(f) + ε) logM(2n−2r,g)
T (2n−2r,g) + o(1).


Since ε(> 0) is arbitrary, we get using Lemma 2.3 that


lim inf
r→∞


log[(n−1)p] T (r,fn,g)
T (2n−2r,g) ≤ πλp(f).


Remark 3.1. Under the hypothesis of Theorem 3.5 we have also


lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (2n−2r,g) ≤ πρp(f).
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Theorem 3.6. Let f(z) be a transcendental entire function and g(z) be an entire
function such that ρp(f), λ(f) and ρp(g) are finite. Also suppose that there exist
entire functions ai(i = 1, 2, 3, ...,m;m ≤ ∞) satisfying T (r, ai) = o(T (r, f)) as


r →∞(i = 1, 2, 3, ...,m) and
m∑
i=1


δ(ai, f) = 1. Then for odd n


lim inf
r→∞


log[(n−1)p] T (r,fn,g)
T (2n−2r,f) ≤ πλp(g).


Remark 3.2. Under the hypothesis of Theorem 3.6 we have also


lim sup
r→∞


log[(n−1)p] T (r,fn,g)
T (2n−2r,f) ≤ πρp(g).


Theorem 3.7. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞ and 0 < λp(g) ≤ ρp(g) <∞. Then for even n


λp(g)
ρp(g)


≤ lim inf
r→∞


log[np+1] T (r,fn,g)


log[p] T (r,g(k))
≤ lim sup


r→∞


log[np+1] T (r,fn,g)


log[p] T (r,g(k))
≤ ρp(g)


λp(g)


for k = 0, 1, 2, ... .


Proof. We have for all large values of r from (3.9)


log[(n−1)p] T (r, fn,g) >
1
2 (λp(f)− ε){T ( r


4n−1 , g)− log r
4n−1 }+O(1)


or,


(3.12) log[np] T (r, fn,g) > log[p] T ( r
4n−1 , g)− log[p+1]( r


4n−1 ) +O(1)
or,


(3.13) log[np+1] T (r, fn,g) > log[p+1] T ( r
4n−1 , g)− log[p+2]( r


4n−1 ) +O(1).


Since lim sup
r→∞


log[p] T (r,g(k))
log r = ρp(g) so for all large values of r we obtain


(3.14) log[p] T (r, g(k)) < (ρp(g) + ε) log r.
Now from (3.13) and (3.14)
log[np+1] T (r,fn,g)


log[p] T (r,gk)
>


log[p+1] T ( r


4n−1 ,g)−log
[p+2]( r


4n−1 )+O(1)


(ρp(g)+ε) log r


= 1
(ρp(g)+ε)


log[p+1] T ( r


4n−1 ,g)


log( r


4n−1 )


log( r


4n−1 )


log r + o(1).


Since ε (> 0) was arbitrary, by Definition 1.3


(3.15)
λp(g)
ρp(g)


≤ lim inf
r→∞


log[np+1] T (r,fn,g)


log[p] T (r,g(k))
.


From (3.3) for all large values of r and arbitrary ε > 0


log[(n−1)p] T (r, fn,g) < (ρp(f) + ε){log r + logM(r, g)}+O(1)
or,


(3.16) log[np] T (r, fn,g) < log[p+1] r + log[p+1]M(r, g) +O(1)


or, log[np+1] T (r, fn,g) < log[p+2] r + log[p+2]M(r, g) +O(1).
Therefore,


(3.17)
log[np+1] T (r,fn,g)


log[p] T (r,g(k))
< log[p+2]M(r,g)


log[p] T (r,g(k))
+ o(1).


Since lim inf
r→∞


log[p] T (r,g(k))
log r = λp(g), it follows for all large values of r


(3.18) log[p] T (r, g(k)) > (λp(g)− ε) log r.
Now from (3.17) and (3.18)


log[np+1] T (r,fn,g)


log[p] T (r,g(k))
< log[p+2]M(r,g)


log r.(λp(g)−ε) + o(1).


Since ε(> 0) is arbitrary, we have
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(3.19) lim sup
r→∞


log[np+1] T (r,fn,g)


log[p] T (r,g(k))
≤ ρp(g)


λp(g)
.


The theorem follows from (3.15) and (3.19).


Theorem 3.8. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞ and 0 < λp(g) ≤ ρp(g) <∞. Then for odd n


λp(f)
ρp(f)


≤ lim inf
r→∞


log[np+1] T (r,fn,g)


log[p] T (r,f(k))
≤ lim sup


r→∞


log[np+1] T (r,fn,g)


log[p] T (r,f(k))
≤ ρp(f)


λp(f)


for k = 0, 1, 2, ... .


Theorem 3.9. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞, 0 < λp(g) ≤ ρp(g) <∞ and λ(g) <∞. Then for even n


λp(g)
ρp(g)


≤ lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
≤ 1 ≤ lim sup


r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
≤ ρp(g)


λp(g)
.


Proof. From (3.12) we get for all large values of r
log[np] T (r,fn,g)


log[p] T (r,g)
>


log[p] T ( r


4n−1 ,g)−log
[p+1]( r


4n−1 )+O(1)


log[p] T (r,g)


=
log[p] T ( r


4n−1 ,g)


log( r


4n−1 )
log r−log 4n−1


log[p] T (r,g)
+ o(1)


(3.20) =
log[p] T ( r


4n−1 ,g)


log( r


4n−1 )
log r


log[p] T (r,g)
+ o(1).


Since lim sup
r→∞


log[p] T (r,g)
log r = ρp(g), for all large values of r, we obtain


(3.21) log[p] T (r, g) < (ρp(g) + ε) log r.
Since ε(> 0) is arbitrary, we get from (3.20) and (3.21)


(3.22)
λp(g)
ρp(g)


≤ lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
.


From (3.16) we get for all large values of r


(3.23) log[np] T (r, fn,g) < log[p+1] r + log[p+1]M(r, g) +O(1).
Again from Lemma 2.1 and (3.4) we get for a sequence of values of r tending to


infinity and for δ > 0
logM(r, g) < 3(1 + ε)(2r)λg(2r)


= 3(1 + ε) (2r)λ(g)+δ


(2r)λ(g)+δ−λg(2r)


= 3(1 + ε)2λ(g)+δ rλ(g)+δ−λg(r)


(2r)λ(g)+δ−λg(2r)
rλg(r)


≤ 3(1 + ε)2λ(g)+δrλg(r)


because rλ(g)+δ−λg(r) is an increasing function of r.
Using (3.5) we get for a sequence of values of r tending to infinity


logM(r, g) < 3(1+ε)
1−ε 2λ(g)+δT (r, g).


Therefore, log[p+1]M(r, g) < log[p] T (r, g) +O(1).
So, from (3.23) we get for a sequence of values of r tending to infinity
log[np] T (r,fn,g)


log[p] T (r,g)
< 1 + o(1).


So,


(3.24) lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
≤ 1.


Also from (3.16) we get for all large values of r
log[np] T (r,fn,g)


log[p] T (r,g)
< log[p+1] r+log[p+1]M(r,g)+O(1)


log[p] T (r,g)
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= log[p+1]M(r,g)


log[p] T (r,g)
+ o(1)


(3.25) = log[p+1]M(r,g)
log r


log r
log[p] T (r,g)


+ o(1).


Since lim inf
r→∞


log[p] T (r,g)
log r = λp(g), it follows for all large values of r


(3.26) log[p] T (r, g) > (λp(g)− ε) log r.
Since ε(> 0) is arbitrary, we get from (3.25) and (3.26)


(3.27) lim sup
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
≤ ρp(g)


λp(g)
.


From (3.12) we get for all large values of r
log[np] T (r,fn,g)


log[p] T (r,g)
>


log[p] T ( r


4n−1 ,g)−log
[p+1]( r


4n−1 )+O(1)


log[p] T (r,g)


(3.28) =
log[p] T ( r


4n−1 ,g)


log[p] T (r,g)
+ o(1).


Now from (3.5) we get for all large values of r


T ( r
4n−1 , g) > (1− ε)( r


4n−1 )λg(
r


4n−1 )


= (1− ε)( 1
4n−1 )λg+δ rλ(g)+δ−λg(r)


( r


4n−1 )
λ(g)+δ−λg( r


4n−1 ) r
λg(r)


≥ (1− ε)( 1
4n−1 )λg+δrλg(r)


because rλ(g)+δ−λg(r) is an increasing function of r.
So, by (3.4) we get for a sequence of values of r tending to infinity


T ( r
4n−1 , g) > (1− ε)( 1


4n−1 )λ(g)+δ.T (r,g)
1+ε .


So,


(3.29) log[p] T ( r
4n−1 , g) > log[p] T (r, g) +O(1).


Therefore by (3.28) and (3.29) we get for a sequence of values of r tending to infinity
log[np] T (r,fn,g)


log[p] T (r,g)
> log[p] T (r,g)


log[p] T (r,g)
+ o(1).


Hence,


(3.30) lim sup
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
≥ 1.


The theorem follows from (3.22), (3.24), (3.27) and (3.30).


Remark 3.3. If in addition to the condition of Theorem 3.9, we suppose that ρp(g) =
λp(g) then for even n


lim
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
= 1.


Remark 3.4. The conditions λp(f) > 0 or ρp(f) < ∞ cannot be omitted in Theo-
rem 3.9 and Remark 3.3 which are evident from the following examples.


Example 3.1. Let f(z) = z, g(z) = exp z, p = 1 and α = 1.
Then ρp(f) = λp(f) = 0, 0 < 1 = ρp(g) = λp(g) <∞ and fn,g(z) = exp[n2 ] z for


even n.
Now, log[np] T (r, fn,g) = log[n] T (r, exp[n2 ] z)


≤ log[n](logM(r, exp[n2 ] z))


= log[n2 +1] r.


Therefore, lim
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
= 0.


Example 3.2. Let f(z) = exp[2] z, g(z) = exp z , p = 1 and α = 1.
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Then ρp(f) = λp(f) =∞, ρp(g) = λp(g) = 1 and fn,g(z) = exp[
3n
2 ]z for even n.


Now, log[np] T (r, fn,g) = log[n] T (r, exp[ 3n2 ] z)


≥ log[n]( 1
3 logM( r2 , exp[ 3n2 ] z))


= exp[n2−1]( r2 ) +O(1).


Therefore, lim
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
=∞.


Theorem 3.10. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞, 0 < λp(g) ≤ ρp(g) <∞ and λ(f) <∞. Then for odd n


λp(f)
ρp(f)


≤ lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,f)
≤ 1 ≤ lim sup


r→∞


log[np] T (r,fn,g)


log[p] T (r,f)
≤ ρp(f)


λp(f)
.


Remark 3.5. If in addition to the condition of Theorem 3.10, we suppose that
ρp(f) = λp(f) then for odd n


lim
r→∞


log[np] T (r,fn,g)


log[p] T (r,f)
= 1.


Remark 3.6. Similarly the conditions λp(g) > 0 or ρp(g) < ∞ cannot be omitted
in Theorem 3.10 and Remark 3.5, which are evident from the following examples.


Example 3.3. Let f(z) = exp z, g(z) = z, p = 1 and α = 1.


Then ρp(g) = λp(g) = 0, 0 < 1 = ρp(f) = λp(f) < ∞ and fn,g(z) = exp[n+1
2 ] z


for odd n.
Now, log[np] T (r, fn,g) = log[n] T (r, exp[n+1


2 ] z)


≤ log[n](logM(r, exp[n+1
2 ] z))


= log[n+1
2 ] r.


Therefore, lim
r→∞


log[np] T (r,fn,g)


log[p] T (r,f)
= 0.


Example 3.4. Let f(z) = exp z, g(z) = exp[2] z, p = 1 and α = 1.


Then ρp(f) = λp(f) = 1, ρp(g) = λp(g) = ∞ and fn,g(z) = exp[1+
3(n−1)


2 ] z =


exp[ 3n−1
2 ] z for odd n.


Now, log[np] T (r, fn,g) = log[n] T (r, exp[ 3n−1
2 ] z)


≥ log[n]( 1
3 logM( r2 , exp[ 3n−1


2 ] z))


= exp[n−3
2 ]( r2 ) +O(1).


Therefore, lim
r→∞


log[np] T (r,fn,g)


log[p] T (r,g)
=∞.


Theorem 3.11. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞ and 0 < λp(g) ≤ ρp(g) <∞. Then for even n


λp(g)
ρp(f)


≤ lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,f(k))
≤ lim sup


r→∞


log[np] T (r,fn,g)


log[p] T (r,f(k))
≤ ρp(g)


λp(f)


for k = 0, 1, 2, 3, ... .


Proof. From (3.12) we get for all large values of r
log[np] T (r,fn,g)


log[p] T (r,f(k))
>


log[p] T ( r


4n−1 ,g)−log
[p+1]( r


4n−1 )+O(1)


log[p] T (r,f(k))







ON THE GROWTH PROPERTIES OF GENERALIZED ITERATED ENTIRE FUNCTIONS103


=
log[p] T ( r


4n−1 ,g)


log( r


4n−1 ) . log r−log 4n−1


log[p] T (r,f(k))
+ o(1)


(3.31) =
log[p] T ( r


4n−1 ,g)


log( r


4n−1 ) . log r
log[p] T (r,f(k))


+ o(1).


Since lim sup
r→∞


log[p] T (r,f(k))
log r = ρp(f), so for all large values of r


(3.32) log[p] T (r, f (k)) < (ρp(f) + ε) log r.
From (3.31) and (3.32)


log[np] T (r,fn,g)


log[p] T (r,f(k))
>


λp(g)−ε
ρp(f)+ε


+ o(1).


Since ε(> 0) is arbitrary


(3.33)
λp(g)
ρp(f)


≤ lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,f(k))
.


Also from (3.16) for all large values of r
log[np] T (r,fn,g)


log[p] T (r,f(k))
< log[p+1] r+log[p+1]M(r,g)+O(1)


log[p] T (r,f(k))


(3.34) = log[p+1]M(r,g)
log r


log r
log[p] T (r,f(k))


+ o(1).


Since lim inf
r→∞


log[p] T (r,f(k))
log r = λp(f), it follows for all large values of r


(3.35) log[p] T (r, f (k)) > (λp(f)− ε) log r.
Since ε(> 0) is arbitrary, we get from (3.34) and (3.35)


(3.36) lim sup
r→∞


log[np] T (r,fn,g)


log[p] T (r,f(k))
≤ ρp(g)


λp(f)
.


The theorem follows from (3.33) and (3.36).


Theorem 3.12. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞ and 0 < λp(g) ≤ ρp(g) <∞. Then for odd n


λp(f)
ρp(g)


≤ lim inf
r→∞


log[np] T (r,fn,g)


log[p] T (r,g(k))
≤ lim sup


r→∞


log[np] T (r,fn,g)


log[p] T (r,g(k))
≤ ρp(f)


λp(g)


for k = 0, 1, 2, 3, ... .


Theorem 3.13. Let f(z) and g(z) be two entire functions such that 0 < λp(f) ≤
ρp(f) <∞ and ρp(g) <∞. Then


lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p−1] T (exp[p](2n−2r),f(k))
= 0 for k = 0, 1, 2, 3, ... .


Proof. First suppose that n is even. Suppose 0 < ε < λp(f).
From (3.11) we have for all large values of r


log[(n−1)p] T (r, fn,g) < log[p] T (2n−2r, g1,f ) + log[p] T (M(2n−2r, g1,f ), f) +O(1)


< log[p] T (2n−2r, g1,f )+(ρp(f)+ε) logM(2n−2r, g1,f )+O(1)


= log[p] T (2n−2r, (1− α)z + αg) + (ρp(f) + ε)
× logM(2n−2r, (1− α)z + αg) +O(1)


≤ log[p] T (2n−2r, z)+log[p] T (2n−2r, g)+(ρp(f)+ε){logM(2n−2r, z)
+ logM(2n−2r, g)}+O(1)


(3.37) < log[p+1](2n−2r)+(ρp(g)+ε) log(2n−2r)+(ρp(f)+ε) log(2n−2r)


+(ρp(f) + ε) exp[p−1](2n−2r)ρp(g)+ε +O(1).
On the other hand we get for all large values of r
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log[p] T (r,f(k))
log r > λp(f)− ε


or, log[p−1] T (r, f (k)) > rλp(f)−ε.
Therefore,


(3.38) log[p−1] T (exp[p](2n−2r), f (k)) > (exp[p](2n−2r))λp(f)−ε.
From (3.37) and (3.38) we have for all large values of r


log[(n−1)p] T (r,fn,g)


log[p−1] T (exp[p](2n−2r),f(k))
<


(ρp(f)+ε)exp
[p−1](2n−2r)ρp(g)+ε


(exp[p](2n−2r))λp(f)−ε
+ o(1).


and hence, lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p−1] T (exp[p](2n−2r),f(k))
= 0 and the theorem is proved for even


n.
Also for odd n we get as in (3.37)


log[(n−1)p] T (r, fn,g) < log[p+1](2n−2r)+(ρp(f)+ε) log(2n−2r)+(ρp(g)+ε) log(2n−2r)


+(ρp(g)+ε) exp[p−1](2n−2r)ρp(f)+ε+O(1)
and consequently the theorem follows immediately.


Remark 3.7. The condition ρp(g) < ∞ cannot be omitted in Theorem 3.13 which
is evident from the following example.


Example 3.5. Let f(z) = exp z, g(z) = exp[3] z, p = 1 and α = 1.
Then ρp(f) = λp(f) = 1, ρp(g) =∞ and


fn,g(z) = exp[2n] z when n is even.


= exp[2n−1] z when n is odd.
Therefore for even n


log[(n−1)p] T (r, fn,g) = log[n−1] T (r, exp[2n] z)


≥ log[n−1][ 13 logM( r2 , exp[2n] z)]


= exp[n]( r2 ) +O(1),
and for odd n


log[(n−1)p] T (r, fn,g) = log[n−1] T (r, exp[2n−1] z)


≥ log[n−1][ 13 logM( r2 , exp[2n−1] z)]


= exp[n−1]( r2 ) +O(1).


Also, log[p−1] T (exp[p](2n−2r), f (k)) = T (exp(2n−2r), f (k))


= exp(2n−2r)
π .


Thus it follows that for any n ≥ 2


lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p−1] T (exp[p](2n−2r),f(k))
=∞.


Theorem 3.14. Let f(z) and g(z) be two entire functions such that 0 < λp(g) ≤
ρp(g) <∞ and ρp(f) <∞. Then


lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p−1] T (exp[p](2n−2r),g(k))
= 0 for k = 0, 1, 2, 3, ... .


Remark 3.8. The condition ρp(f) < ∞ cannot be omitted in Theorem 3.14 which
is evident from the following example.


Example 3.6. Let f(z) = exp[3] z, g(z) = exp z, p = 1 and α = 1.
Then ρp(g) = λp(g) = 1, ρp(f) =∞ and


fn,g(z) = exp[2n] z when n is even.
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= exp[2n+1] z when n is odd.
Therefore as in Example 3.5 we get for even n


log[(n−1)p] T (r, fn,g) ≥ exp[n]( r2 ) +O(1),
and for odd n


log[(n−1)p] T (r, fn,g) ≥ exp[n+1]( r2 ) +O(1).


Also, log[p−1] T (exp[p](2n−2r), g(k)) = exp(2n−2r)
π .


Thus it follows that for any n ≥ 2


lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p−1] T (exp[p](2n−2r),g(k))
=∞.


Theorem 3.15. Let f(z) and g(z) be two transcendental entire functions such that
(i) 0 < λp(g) ≤ ρp(g) ≤ ρ(g) <∞;
(ii) λp(f) > 0 ;
and (iii) δ(0; f) < 1.
Then for any real number A and for even n


lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p] T (rA,g(k))
=∞ for k = 0, 1, 2, 3, .... .


Proof. We suppose that A > 0, because otherwise the theorem is obvious.
From (3.7) we get for all large values of r


log[(n−2)p] T (r, fn,g) >
1
2 (λp(g)− ε) logM( r


4n−2 , f2,g) +O(1)


= 1
2 (λp(g)− ε) logM( r


4n−2 , (1− α)g1,f + αf(g1,f )) +O(1)


≥ 1
2 (λp(g)− ε){logM( r


4n−2 , f(g1,f ))− logM( r
4n−2 , g1,f )}


+O(1)
≥ 1


2 (λp(g)− ε){T ( r
4n−2 , f(g1,f ))− logM( r


4n−2 , g1,f )}+O(1)
or,


(3.39) log[(n−1)p] T (r, fn,g) ≥ log[p] T ( r
4n−2 , f(g1,f ))− log[p+1]M( r


4n−2 , g1,f )
+O(1).


For given ε(0 < ε < 1− δ(0; f))
N(r, 0; f) > (1− δ(0; f)− ε)T (r, f) for all sufficiently large values of r.


So, from Lemma 2.5, for all sufficiently large values of r


T ( r
4n−2 , f(g1,f )) +O(1) ≥ (log 1


η )[
(1−δ(0;f)−ε)T{M((ηr)


1
1+γ ,g1,f ),f}


logM((ηr)
1


1+γ ,g1,f )−O(1)
−O(1)]


or, log[p] T ( r
4n−2 , f(g1,f )) ≥ log[p] T (M((ηr)


1
1+γ , g1,f ), f)−log[p+1]M((ηr)


1
1+γ , g1,f )


+O(1)


(3.40) = log[p] T (M((ηr)
1


1+γ , g1,f ), f) +O(log r).


Again log[p+1]M( r
4n−2 , g1,f ) = log[p+1]M( r


4n−2 , (1− α)z + αg)


≥ log[p+1]M( r
4n−2 , g)− log[p+1]M( r


4n−2 , z)


> (λp(g)− ε) log( r
4n−2 )− log[p+1] r


4n−2


(3.41) = O(log r).
Therefore from (3.39), (3.40) and (3.41) for all sufficiently large values of r


log[(n−1)p] T (r, fn,g) > log[p] T (M((ηr)
1


1+γ , g1,f ), f) +O(log r)


> (λp(f)− ε) logM((ηr)
1


1+γ , g1,f ) +O(log r)


= (λp(f)− ε) logM((ηr)
1


1+γ , (1− α)z + αg(z)) +O(log r)


≥ (λp(f)−ε)(logM((ηr)
1


1+γ , g)−logM((ηr)
1


1+γ , z))+O(log r)


> (λp(f)−ε)(exp[p−1](ηr)
1


1+γ (λp(g)−ε)−log(ηr)
1


1+γ )+O(log r)







106 DIBYENDU BANERJEE AND NILKANTA MONDAL


(3.42) = (λp(f)− ε) exp[p−1](ηr)
1


1+γ (λp(g)−ε) +O(log r).
Also,


(3.43) log[p] T (rA, g(k)) < A(ρp(g) + ε) log r
for all sufficiently large values of r.


So from (3.42) and (3.43) for all sufficiently large values of r


log[(n−1)p] T (r,fn,g)


log[p] T (rA,g(k))
> O(log r)


A(ρp(g)+ε) log r
+


(λp(f)−ε) exp[p−1](ηr)
1


1+γ
(λp(g)−ε)


A(ρp(g)+ε) log r
.


Therefore, lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p] T (rA,g(k))
=∞.


Theorem 3.16. Let f(z) and g(z) be two transcendental entire functions such that
(i) 0 < λp(f) ≤ ρp(f) ≤ ρ(f) <∞;
(ii) λp(g) > 0 ;
and (iii) δ(0; g) < 1.
Then for any real number A and for odd n


lim sup
r→∞


log[(n−1)p] T (r,fn,g)


log[p] T (rA,f(k))
=∞ for k = 0, 1, 2, 3, .... .


Theorem 3.17. Let f(z) and g(z) be two entire functions such that ρp(f) = 0,
ρ∗p(f) <∞ and ρ(g) <∞. Then for even n, ρ(n−1)p(fn,g) <∞.


Proof. To prove the theorem we first prove that ρp(g1,f ) <∞ for any p ≥ 1.
We have g1,f (z) = (1− α)z + αg(z), ρ(z) = 0 and ρ(g) <∞.
So, ρ(g1,f ) ≤ max{ρ(z), ρ(g)}.
Therefore, ρ(g1,f ) <∞.
Again ρp(g1,f ) ≤ ρ(g1,f ) <∞.
From (3.11) for all large values of r
log[(n−1)p] T (r,fn,g)


log r ≤ log[p] T (2n−2r,g1,f )
log r +


log[p] T (M(2n−2r,g1,f ),f)
log r + o(1)


=
log[p] T (2n−2r,g1,f )


log(2n−2r)
log 2n−2+log r


log r +
log[p] T (M(2n−2r,g1,f ),f)


log logM(2n−2r,g1,f )


× log logM(2n−2r,g1,f )
log r + o(1)


Therefore, ρ(n−1)p(fn,g) <∞.


Theorem 3.18. Let f(z) and g(z) be two entire functions such that ρp(g) = 0,
ρ∗p(g) <∞ and ρ(f) <∞. Then for odd n, ρ(n−1)p(fn,g) <∞.
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