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Channel Length Modulation in a Polystyrene Insulated Organic Field Effect 
Transistor Using PEDOT: PSS Composite Electrode  

Ahmet DEMİR*1 

ABSTRACT 

Channel length-modulated Organic Field Effect Transistor (OFET) was fabricated on a prepatterned source-
drain Indium Tin Oxide (ITO) substrate by spin coating method using a Poly (3-hexylthiophene-2,5-diyl) 
(P3HT) semiconductor and Polystyrene (PS) insulator. Poly (3,4-ethylenedioxythiophene)-poly 
(styrenesulfonate) (PEDOT:PSS) was used as the gate electrode. Thus, the structure of the OFET device 
was obtained as ITO/P3HT/PS/PEDOT:PSS. ITO/PS/PEDOT:PSS structure was prepared using the same 
method for measuring the capacitance of the polymer insulator. Output and transfer current-voltage (I-V) 
characteristics of the electrical characterization of the obtained OFET devices were obtained in full darkness 
and in the air environment. Basic parameters of OFET devices; voltage threshold (VTh), field effect mobility 
(FET) and the current on/off ratio (Ion/off) are exracted from the capacitance-frequency (C-f) graph of the 
ITO/PS/PEDOT:PSS structure. Produced PS-OFETs have been found to exhibit good device performance, 
such as low VTh, acceptable mobility and Ion/off values. 

Keywords: Polymer gate electrode, Transparent OFETs, Insulators, PEDOT:PSS, Polystyrene, P3HT  

 

1. INTRODUCTION 

Organic field effect transistors (OFETs) have 
received great interest due to their potential to 
implement low-cost, flexible and wide-area thin-
film devices for the fabrication of next-generation 
universal electronic systems [1-4]. Recently, 
research efforts have been increased to develop 
transparent OFETs that are one of the driver 
components of the pixel multiplier for transparent 
active matrix displays. In this context, transparent 
organic field effect transistors (OFET) have 
received increasing attention as an important 
building block in transparent electronic systems, 
and their outstanding properties and the extent of 
application of modern electrons are expected to 
expand greatly [5-7]. Transparency, which is 

                                                 
* Ahmet DEMİR 
1Department of Physics, Faculty of Sciences, Düzce University, 81620, Düzce, Turkey, ahmetdemir@duzce.edu.tr 

needed for some of these applications and brings 
additional quality and value, is a feature that leads 
to new possibilities in device design [8]. In this 
way, numerous transparent conductive films such 
as indium tin oxide (ITO), carbon nanotube, 
graphene for transparent OFETs [9-11]. However, 
the OFETs produced in this way have low work 
function, high substrate temperature, low 
permeability and high plate resistance; resulting in 
increased contact resistance, irregular organic 
semiconductor film and reduced device 
permeability [12-15]. 

The first studies have shown that organic 
semiconductors are not the only component to 
produce high quality OFET. At the same time a 
suitable gate insulator is required as well. OFET 
gate insulators should meet the standard demands 
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of organic electrons in the context of low cost 
production of organic circuits. 

It has been shown that the OFET gate insulators 
must ideally conform to the flexible surfaces 
during the coating and be insoluble in the solvent 
used for organic semiconductors [16-22]. 
Polystyrene, which is a kind of gate insulator, has 
good dielectric properties [23]. Polystyrene (PS) is 
a versatile polymer in terms of chemical and 
structural properties and can be easily synthesized 
by various polymerization mechanisms with 
various orientations and chain lengths [24]. High 
reactive Polystyrene has become the most 
frequently used raw material polymer in 
packaging, insulation and filtration applications 
for the production of chemically diverse materials 
including high resistivity and low dielectric loss 
transparent, solid materials [25]. Thus, PSs as 
dielectric materials have interesting applications in 
areas such as electronics and composite materials 
[26, 27]. PS is a non-polar organic polymer and 
can be expected to form low energy interfaces with 
other non-polar materials.  

As an alternative to inorganic contacts, the 
PEDOT:PSS conductive polymer blend has 
previously been used in solid electrolyte 
capacitors, organic electronic devices (OECs), and 
touch screens [28]. PEDOT:PSS, in particular, is a 
superior material whose conductivity can be 
adjusted and very good in terms of transparency 
and film-forming properties [29]. At the same 
time, PEDOT:PSS is transparent, such as indium 
tin oxide (ITO), a transparent conductor that is 
often used in organic electronic devices, and has a 
higher mechanical flexibility [30]. 

In this study, it is aimed to fabricate an OFET 
device using Polystyrene organic dielectric 
material. The focus of this study is to minimize the 
interface conditions between the gate insulator and 
the gate electrode. In this context, first, an organic 
top gate bottom contact field-effect transistor 
(TGBC) was fabricated using a transparent 
electrode PEDOT:PSS with high conductivity as a 
gate electrode on the prepatterned OFET substrate 
and this transistor was electrically characterized. It 
has also been shown that an amorphous 
Polystyrene polymer that changes the transfer 
characteristic of OFET devices can be manipulated 
in the transistor performance. In the study, it has 
been verified that this OFET device with polymer 
gate electrode exhibits good current saturation 
regime and acceptable mobility. 

2. EXPERIMENTAL PROCEDURE 

2.1. The Preparation of PEDOT:PSS 
Composite Formulation 

PEDOT:PSS PH 1000 and PEDOT:PSS CPP 
105D Conductor formulations were procured from 
Heraus Clevios. Dimethyl Sulfoxide (DMSO) was 
added to the PH-1000 solution (1:19 by volume) 
and mixed in the hot plate overnight at 300 rpm at 
room temperature to provide conductivity 
enhancement. The resulting mixture CPP-PEDOT 
was added to control the surface wettability (1:1 
by volume) and the resulting mixture was 
prepared. As a result, a conductive PEDOT:PSS 
composite formulation was obtained. 

2.2. Fabrication of OFET Devices with 
Polystyrene Polymer Insulator 

In this experimental study, prepatterned ITO 
substrates for OFETs were used as source-drain 
contacts and PEDOT:PSS composite formulation 
has been used as gate contact to obtain Polystyrene 
polymer insulated OFET devices. Prior to the 
fabrication process, the prepatterned subtrates 
were dipped in acetone and ethanol, respectively, 
with 15 minutes sonic shaking. Then all the 
surfaces have been washed with 2-propanol and 
dried with a nitrogen gun. P3HT dissolved in 
chlorobenzene at 8 mg/mL in an unconjugated 
environment was purchased from Sigma-Aldrich 
Chemical Company and plated on prepatterned 
subtrate by spin casting at 3000 rotation per 
minutes during 60 second. Annealing was carried 
out by placing the substrate on a hot plate for 60 
seconds at 150˚C, then taking it from the plate and 
slowly cooling it at room temperature. As an 
insulator layer, 15 mg PS polymer was dissolved 
in 1 mL dichloromethane and coated on the active 
layer at 1500 rpm for 60 seconds. This film was 
also placed on a hot plate and heated at 150° C for 
60 seconds. All tempering operations were carried 
out to remove solvents from the films. Finally, the 
PEDOT:PSS composite formulation was coated 
on the insulating layer as a gate electrode, at 1000 
rpm for 30 seconds. With this last step, the 
production of PS-OFET devices has been 
completed. As a result, PS-OFET devices designed 
as in Fig. 1 have been manufactured.  

1494Sakarya University Journal of Science, 22 (6), 1493-1499, 2018.
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Figure 1. OFET's ITO/PS/PEDOT:PSS based schematic 
structure. 

 

 

 

2.3. The Electrical Characterization of TGBC 
PS-OFET devices 

The OFET devices made with PEDOT:PSS 
composite formulation were placed in a vacuum 
environment to move away DMSO from the 
mixture. After the vacuum process, the OFET 
devices are ready for measurement. Electrical 
output (I-V) measurements of the obtained PS-
OFET devices were examined using an OFET test 
card using a Keithley 2612B SMU device and 
measurements progressed with 5 V steps gate-
source voltage (VGS) between 0 to -60 V and the 
source-drain voltage (VDS) scan is performed to 
calculate the gate-source voltage (VGS) and at least 
100 data between 0 and -50 V. Besides that the C-
f measurement for the ITO/PS/PEDOT:PSS 
structure was performed with the Nova-control 
Alpha-A Impedance Analyzer Instrument. All 
characteristic measurement operations are carried 
out in the dark at room temperature 

3. RESULT AND DISCUSSION 

The output characteristics of the PS-OFET devices 
were measured at room temperature and the results 
are given in Figure 2.The results show that the PS 
gate insulator exhibits a remarkable output 
characteristic at -50 V value. The reason for this is 
that the PS polymer in the gate insulator can 
increase the flat-lying orientation density of the 
molecules responsible for enhancing hole mobility 
[31,32]. 

A higher channel length may cause lower channel 
conductivity due to trapped loads. For this reason, 
the maximum level of current between the source 

and the drain decreased as the channel length 
increased [33]. The performance parameters of the 
OFETs can be modulated by changing the channel 
length [33,34]. For compatibility between the gate 
insulator and the composite polymer gate 
electrode, the charge transfer in the 
PEDOT:PSS/PS interface was optimized [31,35]. 
The channel lengths between the contacts were 
changed between 50 μm to 100 μm. 
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Figure 2. Variation of output characteristics of PS-OFET 
device according to channel length. 

   

 

Figure 3. Graph of the effective capacitance of the PS gate 
insulator according to frequency 

The capacitance of the PS gate insulator was 
obtained from 10 Hz to 10 MHz to calculate the 
mobility of the devices. The effect of the frequency 
on the capacitance of the PS gate insulator is 
exhibited in Figure 3. As obviously seen, the 
capacity per unit area of the PS gate dielectric is 
measured to be 220 pF/cm2. Transistor can operate 
at high efficiency and shows good performance in 
terms of high Ion/off device [36-39]. Field effect 
mobility (μFET) of the OFET can be calculated 
using the following equation (1) [39-41].   

Maximum drain current (IDS) is obtained following 
formula: 

��� = ����� �
���

��
�� (��� − ���)

�                (1) 

Here, W, L, and Ci denote the channel width, the 
channel length, and the effective capacitance of the 
insulating layer, respectively. 

The semi-logarithmic plot of IDS and VGS at VDS = 
-50 V for PS gate insulated OFET devices with 
different channel lengths is shown in Figure 4. It is 
believed that the reduction in the on/off ratio is due 
to the channel length effect. As a result, it can be 
said that in the presence of morphological 
disorders, the dependence of the Ion/off ratio of PS 
insulated OFET devices on the channel length 
decreases. These disorders are caused by traps 
increased with channel width, impurity 
concentrations, and interface state density. 

 
Figure 4. The drain current change of the OFET devices 
with PS-EDOT gate dielectrics according to the channel 

length modulation (Semi-logarithmic IDS-VGS) 

For devices manufactured with PS gate insulation 
of various channel lengths, (IDS)1/2 graphs versus 
VGS at VDS = -50 V can be seen in Figure 5. The 
main parameters of PS-OFETs at different channel 
lengths were obtained using graphical data of the 
(IDS)1/2-VGS transfer characteristic in the saturation 
regime. For each channel, the threshold voltages 
(VTh) of the PS gate dielectrical OFETs can be 
obtained by the point at which the x-axis of the 
graph's best linear slope is cut (Figure 5). Mobility 
is calculated in the linear regime of the drawn 
transfer characteristics in the saturation regime of 
the output characteristics (Figure 5). 

Field effect mobility can be obtained from the 
formula below. 

� = �
���

��
�
� �⁄

     (2) 

Here, α is the best linear slope in Figure 5. 
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Figure 5. The variation on channel length of the (IDS)1/2-VGS 
transfer curves of PS-EDOT gate dielectric-based OFET 

devices. 

3.1. Figures and Tables 

The ratio of the Ion/off current, which is the ratio of 
the maximum IDS value to the minimum IDS value, 
is obtained from the transfer characteristics for 
each channel length. 

Table 1. Performance parameters of the fabricated OFETs. 

Channel 
Length (L) 

Threshold 
Voltage (VTh) 

Mobility 
(FET) 

Ion/off 

50  m 0.38 V 0.569 cm2/V.s 1.21x101 

75  m 0.8  V 0.487 cm2/V.s 0.63x101 

100m 1.19 V 0.381 cm2/V.s 0.36x101 

  

It has been determined that the parameters of “on 
state and off state of device current ratio (Ion/off) 
threshold voltages (VTh) and field effect mobility 
(FET) of PS-OFET exhibiting proportional 
dependence are dependent on the channel length, 
and in the on state (accumulation layer formed) it 
is obtained from IDS-VGS characteristic (VDS = −50 
V) and given in Table 1. As can be clearly seen 
from Table 1, as the channel length increases, the 
Ion/off values decreased as the number of 
electrical charges trapped between the source-
drain electrodes and the other impurities of the PS 
at the PS/PEDOT:PSS interface increased. 

The mobility and threshold voltage values due to 
the channel length of the PEDOT:PSS formulated 
gate electrode PS-OFET can be obtained from the 
equation. As channel length increases, it is clear 
that field effect mobility (FET) decreases from 
0.569 to 0.381 cm2/V.s. Similarly, the threshold 
voltage (VTh) increased from 0.38 to 1.19 V. The 
change in these two parameters revealed the 
presence of ionic impurities in the channel 

between the source and the drain and the charges 
that were caught in the traps [41]. If simple 
electrostatic laws are considered, it can be said that 
the carriers in the longer channel are more 
localized at the interface due to the larger attractive 
electrostatic force. In Figure 5, it can be seen that 
this thinking is correct when considering transfer 
curves that are exponentially consistent with field 
effect charges.   

CONCLUSION 

In this study, produced PS-OFET devices 
exhibited remarkably good characteristics due to 
the fact that the PS polymer of the gate insulator 
can increase the density of flat-lying molecules 
between the PEDOT:PSS composite electrode and 
the PS polymer gate insulator. The results obtained 
are very promising in terms of the Ion/off, FET and 
VTh values of PS-OFETs. The Ion/off values of PS-
OFETs vary from 1.21x101 to 0.36x101 depending 
on the channel length, while the FET values range 
from 0.569 to 0.381 cm2/V.s with decreasing 
channel length. These characteristic behaviors 
may be due to the molecular compatibility and 
dipole interaction of PS. For this reason, it can be 
said that PS-OFETs with high conductive polymer 
composite electrodes show a good interaction 
between the gate insulator and the gate electrode. 
In addition, these devices have shown promising 
performance improvement in some parameters, 
such as field-effective mobility, threshold voltage, 
current on/off ratio, and significant response to 
channel length variations. This study aims to 
clarify the properties of transparent polymer 
composite electrode OFETs and to demonstrate 
the potential use of functional Polystyrene 
polymer in OFET. From the results obtained so far, 
further studies on this new study are thought to 
provide additional opportunities. 
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Structural and Physical Properties of the PbS Films Obtained by Chemical Bath 
Deposition at Different Deposition Temperature 

Ayça Kıyak Yıldırım*1 Barış Altıokka2 

Abstract 

In the present study, structural and physical properties of the PbS thin films produced using chemical bath deposition 
method were investigated. Deposition temperature was varied between 25 °C and 50 °C throughout the deposition 
period. The pH value of electrolyte solution and the deposition time of the films were 10.5 and 25 min, respectively. 
Characterizations of the PbS thin films were performed using scanning electron microscopy (SEM) and X-ray 
diffraction (XRD) methods. XRD results showed that all PbS thin films had a cubic structure irrespective of 
deposition temperature. Morphological characterizations of the films indicated that not only the number but also the 
size of pinholes, formed on the film surfaces, were significantly affected by the deposition temperature. 
Consequently, the film obtained at 25 ̊C exhibited a surface morphology with less and smaller pinholes, compared to 
others deposited at higher deposition temperatures. 

Keywords: Chemical bath deposition, Thin film, Lead nitrate, Thiourea, Pinhole 

 

1. INTRODUCTION 

Recently, interest in nanoscale lead sulphide (PbS) 
has increased in solar photovoltaics due to their 
extraordinary exciting physical properties and 
potential applications [1]. PbS is an important dual 
IV-VI semiconductor material [2] with a direct 
narrow optical energy gap (0,41 eV at 300 K) and 
a relatively large excitation Bohr radius (18 nm). 
Thus, by controlling the crystallite size, it provides 
strong quantum and electron confinement that 
varying the band gap value. PbS thin films have 
become a comprehensive research topic due to 
their wide applications such as gas sensors, 
infrared radiation detectors, optoelectronics, solar 
cells, diode lasers, etc. [3]. There is dry and wet 
method to produce PbS. Vacuum evaporation; hot 
wall epitaxy and molecular beam epitaxy are 
among the most successful "dry" methods for PbS 
synthesis. Frequently used "wet" methods, spray 
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pyrolysis, electrochemical deposition and 
chemical bath deposition [4]. Among these 
methods, CBD is relatively less expensive, easy to 
use and can cover large surfaces. Some metal 
doppings to PbS films were investigated to varied 
in the electrical properties of the film materials. 
The dopping to the PbS thin film precipitate is 
intended to increase the electrical conductivity or 
resistivity [5]. 

The reactions for the formation of PbS are given 
by [6] as follows: 

 

��(���)� + 2���� → ��(��)� + 2�����(1) 
 
��(��)� + 2���� → ���[��(��)�] (2) 
 
[��(��)�]�� → ���� + 4��� (3) 
 
��(���)� + ��� → ����� + ��� + ��� (4) 
 
��� + ��� → ��� + ��� (5) 
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���� + ��� → ��� (6) 
  

2. MATERIALS AND METHODS 

 

PbS thin films were deposited on the chemically 
cleaned substrate. Glass substrates were cleaned 
using nitric acid and isopropyl alcohol. After this 
process, the glass substrates were washed with 
distilled water. To prepare the PbS thin films, 
aqueous solutions of 0.0090 M Pb(NO3)2 (lead 
nitrate) and 0.051 M CS(NH2)2 (thiourea) were 
mixed together by rotating at 600 rpm. The pH 
value of the prepared bath solution was adjusted to 
10.5 by adding dropwise of NH3. The volumes of 
bath solutions were choosen as to be 90 mL. The 
glass substrates are immersed vertically in the bath 
solution. The bath temperatures were varied 
between 25 °C and 50 °C. Deposition duration was 
choosen as to be 25 minutes. Deposition 
parameters are shown in Table 1. After the 
deposition, the glass is covered with PbS on both 
sides of the substrates. After the deposition, the 
substrates were washed with distilled water and 
dried in the air. However, the other side of surface 
was cleaned with 10% dilute hydrochloric acid. 

PANalytical Empyrean XRD (X-ray 
diffractometer) was used to analyze the structural 
properties of the produced PbS thin films. 
Thicknesses of PbS thin films were calculated by 
gravimetric method. Zeiss SUPRA 40VP SEM 
(scanning electron microscope) was used to 
analyze the surface morphology of the PbS thin 
films. 
 
Table 1.Deposition parameters 
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D1 0,0090 0,051 25 90 25 10,5 

D2 0,0090 0,051 25 90 30 10,5 

D3 0,0090 0,051 25 90 35 10,5 

D4 0,0090 0,051 25 90 40 10,5 

D5 0,0090 0,051 25 90 45 10,5 

D6 0,0090 0,051 25 90 50 10,5 

 
2.1.  The X-ray Analysis of the PbS films 

The properties of the films examined by XRD 
technique such as crystal structure, crystalite size, 
preferential orientation, strain and stress acting on 
the unit surface have been determined. 
 
XRD analyzes of PbS thin films produced in D1, 
D2, D3, D4, D5 and D6 are given in Figure 2.1. 
The peaks of 25.9 °; 30 °; 43 °; 50.9 °; 53.4 °; 62.5 
° and 68.9 ° belong to the (111), (002), (022), 
(113), (222) and (133) planes of PbS respectively. 
These peaks were examined and found to be in 
conformity with the ASTM number (98-060-
0243). In XRD analyzes, it was determined that all 
films were in cubic structure. In addition, the film 
obtained in D6 has a higher XRD peak intensity 
than the others. The calculated film thicknesses for 
the produced PbS thin films were measured using 
gravimetric analysis and tabulated. 
 
The TC (Texture coefficient) is used to determine 
the preferential orientation of the PbS thin films. It 
is not mentioned that if there are two or more TC 
bigger than 1 [7-10]. The value of the texture 
coefficient of the films obtained in this study is 
calculated using equation (7) for any (hkl) 
reflection plane and they are given in Table 2. 
 

�� =
�(���)/��(���)

�

�
∑ (

�(���)

��(���)
)�

                       (7) 

 
The crystalite sizes of the films obtained in this 
study were calculated by the Scherrer formula 
which is given in Eq. (8) and the crystallite sizes 
are also given in Table 3. 
 

� =
�,��

�(������)���(��)
  (8) 

 
Where D is the crytallite size, λ the wavelength of 
the x-ray used in the diffraction, the width at half 
maxima of the considered peak B, and θB the peak 
angle Bragg reflection angle [11]. 
The lattice constant for the cubic rock salt structure 
is calculated by using the Equation (9). 
 

� = ��(ℎ� + �� + ��) (9) 
 

where h, k and l are Miller indices, and d is the 
distance between planes [12]. 
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Figure 2.1XRD analysis of PbS thin films produced in D1, 
D2, D3, D4, D5 and D6 

 
Furthermore, average stress and micro strain for all 
planes were calculated using Equation (10) and 
Equation (11), respectively, and they are given in 
Table 3. 
 
� = ��/(2�)     (10) 
 
� = (�� − �)/��    (11) 
 
where, a0 the lattice parameter of the bulk sample 
a is the corrected value of the lattice parameter of 
a thin film samples, σ is the poisson ratio of bulk 
crystal and Y is Young's modulus. The value of Y 
for PbS is 70.2GPa and σ  value is taken as 0.28. 
Using Nelson-Riley graphs, the corrected values 
were calculated and it is given in Figure 2.2 

Table 2. XRD intensities of the obtained PbS thin films, 
calculated constructions coefficient values of the obtained 
PbS thin films and calculated film thicknesses of the 
obtained PbS thin films using gravimetric analysis 
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190282,
6 100 4,51 

(002
) 

43,062 
31844,1
1 17,36 0,78 

(022
) 

51,005 
26374,8
3 14,47 0,65 

(113
) 

53,430 5551,34 2,35 0,11 
(222

) 

62,515 
10681,2
7 4,86 0,22 

(004
) 

68,907 4035,55 1,64 0,07 
(133

) 

 
The calculated lattice parameters of the produced 
films are plotted versus F ()and given in Equation 
(12) 
 

�(�) = (�����/2) ∗ (
�

�����
+

�

�
) (12)                             

 

(�����/2) ∗ (
�

�����
+

�

�
) = 0         (13) 

Equation (13)which is the linear line cut off point, 
provides the presence of the corrected lattice 
constant and is given in Table 3 [13]. The 
dislocation density of the produced films can be 
derived from the crystalite size as given in 
Equation (14) and is given in Table 3 [3]. 
 

� =
�

(�)� (14) 

 
 
 

 

 

 
 
Figure 2.2 Nelson-Riley graphs of PbS thinfilms a) D1, b) 

D2 and c) D3 
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Figure 2.2 Nelson-Riley graphs of PbS thin films d) D4, e) 
D5 and f) D6 

 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3. The particle sizes, dislocation densities, confirmed 
weave parameters, micro tensile values and average stress 
values of the produced PbS thin films obtained from D1, 

D2 to D3, D4 and D5 
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D
1

 

25,908 
63,0

0 
5,94038 7,38 2,52 9,25 

30,062 
52,9

7 
5,94538 15,80 3,56 19,8 

43,053 
66,0

0 
5,94261 11,14 2,30 14,0 

50,997 
42,5

0 
5,93954 5,97 5,54 7,48 

53,430 
68,7

4 
5,94055 7,67 2,12 9,62 

62,511 
29,9

2 
5,94336 12,40 11,2 15,5 

68,901 
93,0

9 
5,94035 7,33 1,15 9,19 

       

D
2

 

25,977 
63,0

1 
5,9410 8,49 2,52 10,6 

30,058 
52,9

7 
5,9461 17,01 2,47 21,3 

43,048 
66,0

0 
5,9432 12,18 1,47 15,3 

50,991 
42,5

0 
5,9402 7,03 5,53 8,82 

53,427 
85,9

4 
5,9409 8,25 1,35 10,3 

62,505 
89,7

9 
5,9439 13,27 4,96 16,6 

68,895 
93,0

9 
5,9408 8,14 1,15 10,2 

       

D
3

 

25,969 
63,0

1 
5,9429 11,67 2,52 14,6 

30,061 
63,5

7 
5,9455 16,11 2,47 20,2 

43,043 
66,0

0 
5,9439 13,47 2,30 16,9 

50,961 
85,0

4 
5,9434 12,56 1,38 15,7 

53,412 
85,9

3 
5,9424 10,88 1,35 13,6 

62,515 
44,8

8 
5,943 11,79 4,97 14,8 

68,884 
93,0

8 
5,9417 9,606 1,15 12,0 

       

D
4

 

25,994 
52,5

0 
5,9374 2,36 3,63 2,96 

30,075 
63,5

8 
5,9429 11,56 2,47 14,5 

43,067 
66,0

1 
5,9408 8,04 2,30 10,1 

50,973 
85,0

4 
5,9422 10,44 1,38 13,1 

53,432 
85,9

4 
5,9403 7,32 1,35 9,18 

62,510 
44,8

8 
5,9434 12,53 4,97 15,7 
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68,900 
93,0

9 
5,9404 7,48 1,15 9,37 

       

D
5

 

25,989 
52,5

0 
5,938 4,19 3,63 5,26 

30,073 
63,5

8 
5,943 12,3 2,47 15,4 

43,068 
66,0

1 
5,941 7,85 2,30 9,84 

50,973 
85,0

4 
5,942 10,4 1,38 13,1 

53,441 
68,7

4 
5,939 5,75 2,12 7,20 

62,514 
35,9

1 
5,943 11,93 7,75 15,0 

68,913 
74,4

6 
5,939 5,86 1,80 7,35 

       

D
6

 

25,987 
63,0

1 
5,9389 4,90 2,52 6,14 

30,075 
63,5

8 
5,9428 11,6 2,47 14,5 

43,062 
66,0

1 
5,9413 9,09 2,30 11,4 

51,005 
42,5

0 
5,9387 4,57 5,54 5,73 

53,430 
85,9

4 
5,9405 7,67 1,35 9,62 

62,515 
35,9

1 
5,943 11,8 7,75 14,8 

68,907 
74,4

6 
5,9399 6,60 1,80 8,27 

 
2.2. SEM Analysis of the PbS Thin Films 
 
The surface morphologies of the obtained PbS thin 
films were examined by using JEOL SM-5600LV 
electron microscope. The SEM images of the PbS 
thin films with 100 and 30.000 magnificationsare 
shown in Figure 2.3. As clearly seen from Fig. 2.3, 
there are pinholes on the surfaces of the films 
regardless of deposition temperature. Furthermore, 
the deposition temperature significantly 
influenced the number and the size of pinholes 
observed on the film surfaces. As the deposition 
temperature increased, the pinholes in the SEM 
images were observed to be larger and larger. 
Furthermore, the number of pinholes also 
increased with increasing deposition temperature. 
 
As seen from Figure 2.3a, the granules were 
observed to be polymorphic form. 

 

Figure 2.3. 100 times and 30000 times magnified 
SEM images of PbS thin films obtained from a)D1 b) D2 

c)D3 
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Figure 2.3. 100 times and 30000 times magnified 
SEM images of PbS thin films obtained from d)D4  e) D5f) 

D6 

 
3. CONCLUSION 

 
In this study, PbS thin films were produced on 
glass substrates by chemical bath deposition 
technique. Pb(NO3)2 and CS(NH2)2 aqueous 
solutions were used to produce the films. The 
amount of CS(NH2)2 and the amount of Pb(NO3)2 
were kept constant. The structural properties of all 
the PbS films were determined by XRD analysis. 

According to XRD results, it is understood that all 
films formed in cubic PbS structure. It has been 
found that the PbS thin films have three texture 
coefficient values larger than 1 belonging to 
different planes. However, it is understood that the 
film produced in D6 has a preferential orientation 
of (002) plane. In addition to that, this film has 
higher peak intensities compared to other films. It 
is thought that the preferred orientation for other 
films is random. 
The dislocation densities, the microstrain, and 
mean stress values were also estimated from the 
XRD analyses. According to findings, it is found 
that the dislocation density of the film obtained in 
D1 is greater than that of the other films. The SEM 
analyses suggest that not only the number but also 
the size of pinholes formed on the film surfaces 
increase with increasing deposition temperature. 
This study showed that when bath temperature was 
kept at 25°C, the XRD peak intensity was 
measured high although film thickness of this film 
was measured low. Furthermore, there are no 
voids, cracs and pinhole on the surface of this film.  
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In this study, Bacillus subtilis akky1 strain was isolated from the soil of beech forest in Akkuş City, Ordu 
Province, Turkey. akky1 strain was identified by 16S rRNA analysis. The full-length 16S rRNA sequence  
 of akky1 strain showed the 100% similarity with Bacillus subtilis strain B7 (KC310823.1) . A 642 bp DNA 
fragment was obtained from genomic DNA using primers designed based on the gene sequence of Bacillus 
subtilis xylanase given in GenBank. The gene encoding xylanase was cloned into pET28b (+) plasmid 
vector, sequenced and expressed in Escherichia coli BL21 (DE3). The hexahistidine (6xHis) tagged fusion 
protein was purified using nickel affinity chromatography and the xylanase activity was measured. The 
molecular mass of the purified xylanase was approximately 26 kDa as estimated by SDS-PAGE. The 
xylanase had optimal activity at pH 6.0 and 60°C. The Km values of the recombinant enzyme towards 
beechwood was 3.33 mg/ml. 
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1. INTRODUCTION 
 
Hemicellulose is a heterogeneous polymer 
composed of pentose (such as xylose, 
arabinose) and hexose sugars (such as 
mannose, glucose, galactose) and sugar acids. 
Hemicelluloses collectively are classified 
into three groups as xylan, glucomannan, 
arabinogalactan (1). An essential component 
of the xylan is 5-carbon sugar, D-xylose, 
which can be converted into chemical fuel by 
microbial cells (3). Complete degradation of 
plant xylanes requires the collaboration of 
several hydrolytic enzymes because of the 
complex chemical structure and 
heterogeneity of the xylan. Therefore, it is not 
surprising that producing a multitude number 
of polymer disintegrate enzymes by the xylan 
digesting microbial cells. The xylanolytic 
enzyme system which is performed xylan 
hydrolysis usually consists of several 
hydrolytic enzymes: β-1,4-endoxylanase, β-
xylosidase, α-L-arabinofuranosidase, α-
glucuronidase, acetyl xylan esterase and 
phenolic acid esterase (ferulic acid and p-
coumaric acid). Among them, endo-1,4- β-
xylanase (1,4-β-D-xylan-xylan hydrolase 
E.C. 3.2.1.8) is the key enzyme. This enzyme 
breaks down the glycosidic bonds in xylan 
structure. Initially, the product of hydrolysis 
is β-D-xylopyranosyl oligomers and at the 
later stages small molecules such as mono-, 
di- and trisaccharides of β-D-xylopyranosyl 
(16). Endo-1,4- β-xylanase is produced by 
various microorganisms such as funguses (3; 
2), actinomycetes (6) and bacteria (4).  
 
Xylanases derived from microorganisms 
caught major attention due to their expended 
industrial applications including textile 
industry (5), production of xylo-
oligosaccharides (14), clarification of juices 
(3), waste-water treatment (17), 
bioconversion of lignocellulosic wastes into 
useful economical products (ethanol, sugar  

syrups, gaseous fuels etc.) (5), biobleaching 
of pulp (11, 18).  

In this study, xylanase-producing Bacillus 
subtilis strain akky1 was isolated from the 
soil of beech forest in Akkuş City, Ordu 
Province, Turkey. The identification of the 
strain akky1 was performed with PCR 
amplification of 16S rRNA. Xylanase gene 
was amplified from the genomic DNA of 
akky1 strain by polymerase chain reaction 
using two oligonucleotides. After Xyn-akky1 
gene had been sequenced, it was cloned into 
the pET28b vector and expressed in 
Escherichia coli. The recombinant xylanase 
was characterized by biochemical methods. 

 
2. MATERIALS AND METHODS 

2.1. Microorganism Isolation and 
Screening Xylanase Activity  
 
The soil of beech forest was collected from 
Akkuş City, Ordu Province, Turkey. The 
growth medium contained 0.25% yeast 
extract, 0.5% peptone, 0.1% glucose and 
adjusted to pH 4.8 using HCl.  Culter was 
incubated at 37°C and 250 rpm for 30 h. The 
diluted cultures were spread on agar plates 
containing 0.5% peptone, 0.25% yeast 
extract, 1.0% beechwood xylan and 2.0% 
agar (pH 4.8). Congo red method has been 
used to screen xylanase-producing strains (1) 
The strains identified as xylanase producers 
were inoculated into 5 ml of PCA medium pH 
5.5 and incubated overnight at 37°C at 250 
rpm agitation. The isolation of genomic DNA 
from overnight culture after incubation was 
carried out in accordance with the 
manufacturer's recommendation using the kit 
‘Fermantes. The isolated genomic DNA and 
two oligonucleotides were utilized in order to 
amplify the 16S rRNA (Table 1). Sequence 
analysis was performed by Refgen Company. 
So that choosen xylanase-producing strains 
was identified by 16S rRNA analysis. 
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Table 1. Two oligonucleotides were utilized in order 
to amplify the 16S rRNA 

Primer Sequence (5’→3’)  
Accession 

Number 

Unv-Bac-

27F 
agagtttgatcmtggctcag  

AB579660–

765 Unv-Bac-

1525R 
aaggaggtgwtccarcc  

 
2.2. Cloning and Expression of the 
xylanase Gene in Escherichia coli 
Two different oligonucleotides were used to 
amplify DNA fragment encoding the 

xylanase gene for Bacillus subtilis akky1 
(Table 2). 
 
 Genomic DNA used as template DNA for 
PCR, isolated from Bacillus subtilis akky1 
using Fermantes genomic DNA prufication 
kit. xylanase gene was cloned to construct the 
pET28b-xyn recombinant vector DNA using 
XhoI and BamHI restriction enzymes (Figure 
1). The positive clones for recombinant 
xylanase were identified using the Congo 
Red. 
 

Table 2. Two oligonucleotides were utilized 
in order to amplify the xylanase gene 

 

 
        a 

 
b 

Figure 1. a. Schematic diagram of the gene region where the Xyn DNA sequence transferred to pET-28b (+) vector. 
b. Circular the pET28b-xyn map of construct which used to produce Bacillus subtilis xyn-akky1 xylanase. 

 

 
2.3. Purification of Recombinant Xylanase  
 
The E. coli BL21 (DE3) was transformed 
with the pET28b-xyn construct and growth 
on Luria Bertani agar containing kanamycin 

(50 mg/ml). Briefly, the transformant was 
inoculated into 3 ml culture tube containing 
LB brorth and incubated overnight at 37 °C 
and 200 rpm. Then this culture was inoculated 
into 500 ml of LB containing kanamycin and 
grown at 37 °C with shaking at 200 rpm. The 

Primer Sequence (5’→3’) 

xyn1 ttttggatccgatgtttaagtttaaaaag 

xyn2 ttttctcgagttaccacactgttacgtt 
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culture was induced for 3 hours with a final 
concentration 1mM IPTG when the OD600 
reached 06-07.  
Next, the cells were harvested by using 
centrifugation (at +4°C, 8000 rpm 5 min), 
followed by re-suspended the pellet using 
RNAse (20 µg/ml) and DNAse (20 µg/ml) 
with 20 mM phosphate buffer (pH 8.0) and 
protease inhibitors (0.5 mM Phenyl methyl 
sulfonyl fluoride (PMSF) and 2 mM 
Benzamidine). Cells were first lysed using a 
sonicator (Sonics VCX 130), then high-speed 
(30,000 rpm) centrifugation was performed 
for 1 hour. Qiagen Ni-NTA affinity column 
was used to prufication of soluble 
recombinant protein carrying N-terminal 6x 
histidine. The column was washed first with 
50 mM phosphate buffer (pH 8.0) and then 50 
mM phosphate buffer (pH 8.0) containing 30 
mM imidazole. The protein was eluted from 
column with 300 mM imidazole in 50 mM 
phosphate buffer (pH 8.0). Purity of this 
isolated protein was checked by SDS-PAGE. 
Concentration of protein was determined by 
UV absorption at 280 nm (19).  
 
2.4. Plate Assay 
 
E. coli strain BL21 (DE3) containing the 
recombinant plasmid pET28b-xyn was 
inoculated on LB agar plate containing 1% 
beechwood xylan, 50 mg/ml kanamycin and 
100 mg/ml IPTG. Following overnight 
incubation at 37ºC, staining of the plates done 
using 1% Congo-red solution and destained 
by three washes using 1 M NaCl followed by 
0.1 N NaOH. The enzyme activity was 
examined by a clear zone formation around 
the colony (Wood et al., 1998). 
 
2.5. Biochemical Characterization 
 
3,5-dinitrosalicylic acid (DNS) method was 
used to determine the recombinant xylanase 
activity (10). The optimal pH for purified 6x 

His tagged enzyme was determined at 37ºC. 
Beechwood xylane was used as a substrate in 
wide pH which ranging from 4.0 to 10.0.  pH 
range of substrate was adjusted by Mcllvaine 
buffer for pH 4-7, Tris-HCl buffer for pH 8, 
and glycine-NaOH buffer for pH 9-10. To 
determine the optimal temperature for 
enzymatic activities the enzyme was 
incubated between 30ºC to 70ºC in precense 
of Mcllvaine buffer (pH 6.0). The thermo-
stability of the xylanase was tested by pre 
incubating the enzyme in Mcllvaine buffer 
(pH 6.0) at 50ºC, 55ºC, 60ºC without 
substrate. Km and Vmax values for purified 
enzyme were calculated in Mcllvaine buffer 
(pH 6.0 at 60ºC using 1-10 mg/ml beechwood 
xylan as a substrate). The data were plotted 
by Lineweaver-Burk method (13). 
 
2.7. Nucleotide sequence accession 
numbers 
 
Bacillus subtilis strain akky1 16S rRNA 
nucleotide sequences and xylanase gene were 
deposited in the GenBank (accession 
numbers KJ540929.1 and KJ540928.1). 
 
3. RESULTS AND DISCUSSION 
 
3.1. Microorganism Identification Using 
PCR  
 
Six strains isolated from soil samples 
collected from Ordu province, Turkey 
demonstrated xylanolytic activity. New 
strains were identified using 16S rRNA 
sequences. The xylanase activity was 
revealed by strain akky1 which produce 
highest zone clearance on agar plate 
containing xylan (Figure 2a,b).  
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Figure 2. a. Hydrolysis zones of the xylanase-producing microorganisms. b. The result of agarose gel (%1) 
electrophoresis shows PCR products for the 16S rRNA of the xylanase-producing microorganisms. 1. λ-EcoR I /Hind 
III DNA marker, 2-8 16S rRNA PCR product of xylanase-producing microorganisms.

 
The species that have a similarity of 16S 
rRNA sequences was analysed by BLAST 
server at the NCBI public database. A 
taxonomy report was established by using the 
Taxonomy Report tool within BLAST.  
 

 
According to taxonomy report, 16S rRNA 
sequence of Bacillus subtilis strain akky1 
(KJ540929) exhibited 100% nucleotide 
identity with Bacillus subtilis strain therefore 
new species were classified under the genus 
Bacillus subtilis (Figure 3).  

 
 

Figure 3. Taxonomy BLAST report of Bacillus subtilis strain akky1 16S ribosomal RNA gene, partial sequence 
(KJ540929) 
 

a b 
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Figure 4. The multiple alignment of amino acid sequence of the xylanase enzymes of different species of Bacillus with 
the amino acid sequence isolated from Bacillus and used for cloning and expression studies of xylanase enzyme, by 
using ClustalW2 program. The accession numbers are: B. subtilis strain akky1, KJ540928.1; Bacillus pumilus, 
AAZ17390.1; Bacillus subtilis subsp. subtilis str. 168, NP_389765.1; Bacillus subtilis BSn5, YP_004203820.1; 
Bacillus amyloliquefaciens, AAZ17388.1; Bacillus megaterium, ACT21830.1; Bacillus licheniformis, AAZ17387.1; 
Bacillus circulans,AAM08360.1 

 

3.2. Cloning of the Xylanase gene in 
Escherichia coli 

 
DNA fragment encoding-xylanase from 
Bacillus subtilis strain akky1 xylanase was 
amplified and this fragment was cloned to 
pET 28b (+) vector using XhoI and BamHI 
restriction enzymes. Final plasmid was 
named as a pET28b-xyn. The results obtained 
from colony PCR ( template: the E.coli DH5α 
strains harboring pET28b-xyn; primers: 
xyn1-xyn2) (Figure 5 a), restriction  
 

 
 
fragment analysis (Figure 5 b), confirm the 
success of cloning. Furthermore DNA 
sequencing was done to verify correct 
insertion of xylanase-encoding DNA 
fragment. E. coli DH5α cells transformed by 
constructed pET28b-xyn were selected with 
kanamycin selection. Consecutive plasmid 
preparation method was utilized for 
sequencing DNA samples and transformation 
of competent E. coli BL21 (DE3) cells. 
Figure 1b. demonstrates the circular plasmid 
map of the construct. 

.
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                           a                                                               b 

Figure 5. a. Agarose gel (1%) electrophoresis result showing PCR verification of recombinant plasmid pET28b-xyn 
after the cloning. Columns 1-5 and 7-11 indicates PCR products from the colonies and column 6 indicate, λ-EcoR I 
/Hind III DNA marker. b. 1% Agarose gel demonstrating digesting of recombinant plasmid pET28b-xyn with NcoI 
restriction enzyme after the cloning. 1, λ-EcoR I /Hind III DNA marker 2-9, DNA fragments obtained after the 
digestion. 
 

3.3. Qualitative Analysis of the Purified 
Protein 

The 6xHis tagged recombinant xylanase was 
purified from E. coli cell lysate by Ni-NTA 
chromatography as described above. Eluted 
samples were analysed on SDS-PAGE and 
the purified enzyme migrated on the gel as a 

single band with a molecular mass of around 
26.0 kDa (Figure 6 a). The calculated 
molecular mass of protein using the “ExPASy 
ProtParam Tool” was 26970.6 Da which is 
very close to the experimental molecular 
mass. 
 

 

 
Figure 6.a. Purification of xylanase enzyme was confirmed with SDS-PAGE (%12). Samples from induced E. coli BL21 
pLysE cell lysate carrying pET28b plasmid (1).  Samples from induced E. coli BL21 pLysE cell lysate carrying pET28b-
xyn plasmid (2). Collected supernatant after centrifugation of the lysate (3).  BioRad dual colour precision plus protein 
marker (4). The eluate collected from Ni-NTA agarose affinity column (imidazole concentrations are respectively 10, 
25, 300 mM) (5-7). b. The image of zone formation at the periphery of the recombinant colony by Congo-red plate 
containing beechwood xylan. A. Recombinant colony B. E. coli BL21 without plasmid
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3.4.Biochemical Characterization 

Activity of recombinant xylanase was 
observed for various pH values. The optimum 
condition for activity of recombinant 
xylanase predicted as follows:  

 
pH 6.0 (Figure 7a) and at 60°C (Figure 7b). 
35% of the enzyme activity was able to 
maintain stability for 200 minutes at 55°C 
(Figure 7c). Km value for xylanase was 3.33 
mg/ml when beechwood xylan was used as 
substrate(Figure 8). 

 

              

                    a                                              b                                           c 

Figure 7. Characterization of recombinant xylanase. a. Effect of pH. b. Effect of temperature. c.Thermostability of 
recombinant xylanase 
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Figure 8. Lineweaver-Burk curve for the purified 
xylanase enzyme 

Several xylanases from microorganisms, such as 
fungi, bacteria and yeast, were isolated, cloned and 
expressed in E. coli (9, 10, 21, 22) . In this study, 
xylanolytic Bacillus subtilis strain akky1 was 
isolated from the soil of beech forest in Akkuş 
City, Ordu Province, Turkey. Bacillus species are 
soil bacteria with gram-positive cell membrane. 
These species can utilize complex carbohydrates 
in their native environment by expressing and 
secreting a variety hydrolytic enzymes (9). 

In the current study, we first identified the 
xylanase gene sequence of xylanase from public 
database (NCBI/GenBank accession no 
NC000964) and further designed the primers to 
amplify of 642-bp DNA fragment by PCR using 
genomic DNA as a template. DNA sequence of 
xylanase gene from akky1 and the xylanase gene 
(accession no NC000964) showed 99.7% 
similarity with only two bases differences (in 
positions 484 and 498). These two bases cause 
mutation of serine at position 160, becomes 
threonine (S160T) (Figure 4). The observed 
phenomenon could be due to similarity in the some 
species caused by high conservation of xylanase 
gene sequence in the microorganism.  
 
Xyn-akky1 derivatives exhibit substantial thermal 
and pH stability which make possible for their use 
in industries. Xyn-akky1 retains its activity at pH 
6 to 8 range therefore it can be useful in the paper 
industry (8). 
 
Xyn-akky1 enzyme is more useful for pulp 
bleaching than non-enzymatic multistage process 
because of its cost effectiveness and eco-friendly 
characteristics. Additionally, the combination of 
our xylanase with other xylan-degrading enzymes 

may be applicable in processing food products, 
manufacturing vegetable and juice products and 
optimization of animal feedstock digestibility. 
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Optical properties of the electron and gamma-ray irradiated soda-lime glass samples 

Gulten Onay1, Ramazan Sahin*1 

ABSTRACT 

Optical transmission and absorption spectra of Soda-lime glass samples were studied after irradiation by 8 
MeV electron and γ-ray beams. We used modified clinical LINAC for production of electron beam whereas 
60Co was used as a γ-ray source. Optical properties of glass samples were analyzed for different doses and 
radiation types. Irradiation induced color centers in the glass samples were observed in both cases. 
Moreover, time-dependent optical properties were also acquired after irradiation source was turned off and 
we observed that these colour centers disappear slowly even at room temperature. Optical transmission 
spectra of 8 MeV electron and γ-ray beam irradiated samples show spectacular absorption band in the 
visible region. On the other hand, these absorption bands nearly recover themselves when the irradiated 
samples are baked for a short time above 100 ◦C.  

Keywords: irradiation, soda-lime glass, gamma, electron beam, LINAC and 60Co 

1. INTRODUCTION 

Interaction of high energy photons and accelerated 
charged particles with target materials has 
gathered an increasingly attention. �-ray, photo-
neutron (photo-n0) and high energy electron beams 
(e--beam) are widely used types of radiation. These 
ionizing beams can excite the electrons in target 
materials leaving the hole centers [1]. Transition 
of electrons between the states causes irradiation 
induced color centers in glassy materials [2]-[6]. 
Therefore, their contents define the interaction 
mechanism [7]-[14]. The response of glass 
samples to different radiation sources make them 
a better candidate for radiation protection [15]-
[17] and sensing [18] applications. Moreover, 
glasses are used as substrates for thin film 
deposition. Therefore, when these thin films are 
exposed to radiation, the glass substrates are also 
affected by the radiation [19]. The effects of 
different kind of radiations on glass materials 
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require more attention during and after irradiation 
with no dependence on field of use. Even though 
the majority of previous works focus the effects of 
radiation on the target glass samples, time-
dependent analysis about irradiation induced 
colour centers are missing. So, in this work, we 
systematically applied different types of radiations 
to widely used soda-lime glass samples and 
characterized them at certain time intervals even 
after the radiation source was turned off. 
Moreover, bleaching of the irradiated glass 
samples is applied to quicken the recovery process. 

2. EXPERIMENTS 

In our experiments, soda-lime glass samples were 
employed from Sisecam Co., Turkey. The size of 
the samples were 1x1 inch and of 1 mm thickness. 
Before irradiation process, all glass samples were 
cleaned with acetone, isopropanol and pure water 
respectively by using an ultrasonic cleaner. After 
cleaning, glass samples were handled with dust- 
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free gloves throughout the experiments. One 
sample was used for each measurement and 
radiation type. We used 60Co radioisotope as a 
natural source of �-rays in the first part of our 
experiments. As a comparison a modified clinical 
LINAC (cLINAC) for research activities from 
Elekta was used as a source of e-- beam. In 
cLINAC, a 50 keV potential difference was 
applied to an electron gun. Then, emitted electrons 
were accelerated by ~3 GHz radio- frequency and 
were collimated by magnets and electrostatic 
components. �-rays obtained from 60Co with 
average energy of 1.25 MeV and 8 MeV energy of 
e- -beam obtained from cLINAC were directly sent 
to the glass samples. The beam on the sample side 
is very stable and homogenous. The details about 
the cLINAC can be found at [20]. For each type of 
radiation, consequent �-ray and e--beams were 
almost uniform on the sample. The dose rates are 
kept constant at 200 Gy/min and 7.5 Gy/min for �-
ray and e—beams, respectively. 
 

For each radiation type, we applied the following 
procedures. The glass samples were positioned 
perpendicular to incoming direction of the 
radiation beam. All experiments were conducted 
on at room temperature and in ambient conditions. 
First, the glass samples were irradiated by 
radiation source. Then, we measure transmission 
spectra of irradiated samples in the spectral range 
of 300-1000 nm by using a fiber coupled 
spectrometer (CCS200- Thorlabs). 
 

Both total irradiation dose and its time-dependent 
behavior after the radiation source was turned off 
were observed through optical transmission 
measurement. From these results, we also 
calculated the change in absorption coefficient of 
the irradiated glass samples. In order to compare 
observed irradiation induced changes in optical 
properties, we used Abbe refractometer to measure 
refractive index of the glass samples before and 
after the irradiation at a certain irradiation dose. 
 

We also baked the irradiated glass samples 
between 100-150 ℃ to see whether there was a 
recovery of irradiation induced effects in optical 
properties of glass samples. Therefore, we 
measured transmission spectra of irradiated 
samples after they were baked at 100 ℃, 125 ℃, 
150 ℃ for an hour. Since we are interested in 
physical properties of irradiation induced effects 
on the chemical composition of target materials. 

3. RESULTS AND DISCUSSION 

We started irradiation experiments with 60Co �-ray 
source and the glass samples were irradiated for 30 
min. then, by using cLINAC 8 MeV energy of e—

beam was used to irradiate the other glass samples 
for 30 min. Regardless of radiation type, all 
irradiated samples became brown. In order to 
observe the effect of the total dose in optical 
properties of glass samples, we gradually 
increased the radiation exposure time with 30 min 
intervals up to 120 min for each radiation type and 
different glass samples. Fig. 1 shows measured 
transmission spectra from irradiated samples at 
different doses. As it can be seen from the Fig. 1 
that besides the overall decrease in transmission 
spectra in all wavelengths, there is a dramatic 
degradation in the visible region centered at a 
wavelength of 430 nm for both types of radiation. 
Moreover, these induced effects are very depend 
on the applied irradiation dose.  

 

 
Figure 1 Optical transmission spectra of (a) e- and (b) �- ray 

beams irradiated samples with respect to total dose 

 

We compared the obtained transmission spectra 
from irradiated samples to see the effect of the 
radiation type more clearly. 
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Fig. 2 shows measured transmission spectra of 
unirradiated and 2 hours irradiated glass samples 
with �-ray and e—beams.  

 

Figure 2 Optical transmission spectra of 2 hours irradiated 
glass samples with different radiation sources 

Results show that absorption band in the VIS is 
very sensitive to irradiation type and applied dose. 
The change of refrective index of irradiated 
samples was also measured in order to relate 
relative decrease in transmission spectra with 
reflective index. The variation of the refractive 
index of the samples was measured at 589.3 nm 
wavelength (average of sodium D lines) via widely 
used Abbe refractometer by using proper index 
matching liquid. The refractive index value of the 
glass samples was measured as 1.5132±0.0005 
prior to irradiation. The variation of the refractive 
index of the samples were measured as 0.0020 for 
2-hour e-beam irradiated samples. 

The absorption coefficient (�) of glass was defined 
as follows. T0 and T1 are transmission values 
before and after irradiation in which � is the 
thickness of the sample in Eq. 1. 

� =
1

�
�� �

��

��
�                                                         (1) 

We calculated the absorption spectra for all 
irradiated samples. � is found to increase in our 
spectral range due to the irradiation. In order to 
quantify the wavelength dependence, Fig. 3 shows 
calculated values of � at three different 
wavelengths and for different radiation types. Our 
results showed that the absorption was totally 
depend on the irradiation dose for both �-ray and 
e--beams irradiation. 

 

Figure 3 Calculated absorption values for (a) �-ray and (b) 
e- beams irradiation at three wavelengths. 

This dependence was very large around 430 nm. 
Since the irradiation induced refractive index 
change [21], [22] effects the reflectivity of the 
glass samples, one should take into acoount the 
reflectivity change while calculating the 
absorption coefficient. However, it was found in 
[5], this was only effective in the range of 220-275 
nm. Our results are in the spectral range of 300-
1000 nm. Therefore, we disregard its effect on 
calculation of �. We also measured % 0.2 change 
in the refractive index at 590 nm which is in 
agreement with [5]. 

We also analyzed the time dependence of induced 
effects on the glass samples. Throughout the 
experiments, irradiated samples were kept under 
daylight at room temperature. Transmission 
spectra of irradiated samples were 30 min, a day, 
4 days and 7 days after the radiation sources were 
turned off. Fig. 4 shows obtained results from 2-
hours irradiated samples. Since the irradiated 
samples were kept in ambient conditions, a very 
small increase in transmission spectra in VIS was 
acquired for both e- and �-ray beams irradiation 
cases even at room temperature. 
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Şekil 4 Time-dependent optical transmission measurements 
on 2 hours (a) e- and (b) �-ray beams irradiated glass 

samples 

However, this recovery nearly stops and 
transmission spectra preserves itself after 4 days. 
On the other hand, transmission spectra obtained 
from irradiated samples kept in dark at room 
temperature did not show prominent increase even 
after a week. In order to quicken the recovery 
process we baked the irradiated samples for an 
hour at 100 ℃, 125 ℃ and 150 ℃. Obtained 
results are presented in Fig. 5. 

 

Figure 5 Effects of bleaching on the optical transmission 
spectra of 2 hours (a) e- and (b) �-ray beams irradiated glass 

samples. 

After bleaching, the induced absorption dip around 
430 nm was disappeared although the overall 
increase in absorption was observed. Moreover, 
the temperatures in our experiments are well 
below the glass melting point, bleaching allows the 
rearrangement of electrons in the states. This 
behavior was also observed by [5] in transmission 
spectra of �-ray irradiated borosilicate glass 
samples. 

4. CONCLUSION 

Our results showed that regardless of types of 
irradiation same types of colour centers were 
produced in soda-lime glass samples. Strong 
absorption band around 430 nm was obtained with 
respect to total applied dose. Absorption 
coefficient of glass samples with respect to total 
dose and types of irradiation was calculated. These 
calculations clearly show that one should take into 
account the optical properties of glass samples 
exposed to irradiation. We have also conducted on 
time-dependent experiments immediately after the 
radiation source was turned off. We also found that 
irradiation induced effects change in time even at 
room temperature under daylight. The 
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transmission of irradiated glass samples 
approximate to that of unirradiated glass samples 
after a week. In order to quiken this recovery, we 
baked the irradiated samples at different 
temperatures for an hour. We found that this 
process is much efficient at higher temperatures. 
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1. INTRODUCTION 

The notion of fuzzy logic was firstly defined 

by L.A.Zadeh in 1965. Then, intuitionistic fuzzy 

sets (shortly ifs) were defined by K.Atanassov in 

1986. Intuitionistic fuzzy sets form a 

generalization of the notion of fuzzy set. In 

intuitionistic fuzzy set theory, sum of the 

membership function and the non-membership 

function is a value between 0 and 1. The 

intuitionistic fuzzy set theory is useful in various 

application areas, such as algebraic structures, 

robotics, control systems, agriculture areas, 

computer, irrigation, economy and various 

engineering fields. The knowledge and semantic 

representation of intuitionistic fuzzy set become 

more meaningful, resourceful and applicable 

since it include the membership degree, the non-

membership degree and the hesitation margin. 

The notion of Intuitionistic Fuzzy 

Operator (IFO) was defined firstly by 

K.Atanassov[3]. Several operators are defined in 

Intuitionistic Fuzzy Sets Theory.They are 

classified in three groups: modal, topological and 

level operators.K.Atanassov defined some first 

type modal operator (⊞,⊠) on intuitionistic 

fuzzy sets [3]. ⊞𝛼 and ⊠𝛼operators were defined 

by K.Dencheva in 2004[5]. ⊞𝛼𝛽 and 

⊠𝛼𝛽operators were defined by K.Atanassov in 

2006[6]. ⊞𝛼𝛽𝛾 and ⊠𝛼𝛽𝛾operators which are 

expansion of⊞𝛼𝛽 and ⊠𝛼𝛽operators respectively 

were defined K.Atanassov[7]. G.Cuvalcioglu was 

defined 𝐸𝛼𝛽  operator which is expansion of 

⊞𝛼and ⊠𝛼operators [8]. K.Atanassov produced 

that it created a diagram of first type modal 

operators in 2008. K.Atanassov defined  

⊡𝛼,𝛽,𝛾,𝛿,𝜀,𝜏operator in 2009 and he produced that 

this operator is most general form of operators in 

the diagram. 𝑍𝛼,𝛽
𝜔,𝜃

operator was defined by 

G.Cuvalcioglu in 2010 [9]. This operator is 

expansion of𝐸𝛼𝛽 , ⊞𝛼𝛽 and ⊠𝛼𝛽 operators. 

Thisoperator settled in the diagram and expanded 

on the diagram [9].  G.Cuvalcioglu defined 𝑍𝛼,𝛽
𝜔,𝜃

   

operator which is expansion of𝑍𝛼,𝛽
𝜔 ,⊞𝛼𝛽 and 

⊠𝛼𝛽operators in 2012 [10]. So, the diagram took 

its final state when this operator was defined. 

Some properties of first type modal operators 

were researched by many researchers[7][11][12]. 

Modal operators (□,◊) defined over the set of all 

IFS’s transform every IFS into a FS. They are 

similar to the operators  ‘necessity’ and 

‘possibility’ defined in some modal logics. The 

notion of modal operator (□,◊) introduced on 

intuitionistic fuzzy sets were defined by 

K.Atanassov in 1986 [2].  

The aim of this paper is to obtain new equalities 

by means of modal operators (□,◊) and some 

intuitionistic fuzzy operations. These equalities 

make it easy application areas of operators. 

Shorter equalities have obtained using features of 

some intuitionistic fuzzy operations with modal 

operators.  In this paper; for every IFS NM ,  in 

X, we get M  Mx,Mx  instead of 

M  x,Mx,Mx| x  X and

N  Nx,Nx  instead of  

N  x,Nx,Nx| x  X  for simplicity 

in proofs. Some basic definitions that we build on 

our work are given as follow. 

2. PRELIMINARIES 

Definition 1 [1] Let 𝑋 be a nonempty set, a fuzzy 

set  A drawn from X  is defined as

  , |)(,= XxxxA A   where 

 0,1][:)( XxA is the membership function of 

the  fuzzy set A .  

 

Definition 2 [2],[3] Let 𝑋 be a nonempty set ,  an 

intuitionistic fuzzy set A  in X  is an object 

having the form 

 , |)(),(,= XxxxxA AA    

where the function 

0,1][:)(),( Xxx AA   

 define respectively, the degree of membership 

and degree of nonmembership of the element 

 , Xx to the set A , which is a subset of X , and 

for every element , Xx  

1.)()(0  xx AA   

Furthermore, we have 

)()(1=)( xxx AAA    

 called the intuitionistic fuzzy set index or 

hesitation on margin of x  in A .  )(xA is degree 

of indeterminacy of  Xx to the IFS A and 

 0,1][)( xA i.e., 0,1][: XA  

for every Xx  . )( xA  expresses the lack of 

knowledge of whether x  belongs to IFS A  or 

not. 
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Definition 3 [2],[3] Let 𝑋 be a nonempty set for 

every IFS 𝑀, 𝑁  in 𝑋. For every two IFS’s M  and 

N  the following operations and relations are 

valid. 

M  x,Mx,Mx| x  X

Mc  x,Mx,Mx| x  X

 
M@N  x,

MxNx

2
,
MxNx

2
 | x  X

M  N  x,maxMx,Nx,minMx,Nx| x  X

M  N  x,minMx,Nx,maxMx,Nx| x  X

M  N  x,maxMx,Nx,minMx,Nx| x  X

M N  x,Mx  Nx  Mx.Nx,Mx.Nx| x  X

M N  x,Mx.Nx,Mx  Nx  Mx.Nx| x  X

M $ N  x, Mx.Nx , Mx.Nx | x  X

M # N  x,
2Mx.Nx
Mx  Nx

,
2Mx.Nx
Mx  Nx

| x  X

M  N  x,
Mx  Bx

2MxBx  1
,

Mx  Bx
2MxBx  1

| x  X

 

 

Definition 4 [2],[3] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋. □ and    modal operators 

are defined as; 

M  x,Mx| x  X  x,Mx, 1  Mx| x  X

M  x, 1  Mx| x  X  x, 1  Mx,Mx| x  X 1

Mc  x, 1  Mx,Mx| x  X

Mc  x,Mx, 1  Mx| x  X

 

Theorem 1 [2],[3] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋. The following equalities are 

ensured. 

(a) M  M

(b) M  M

(c) M  M

(d) M  M
 

Theorem 2 [2],[3] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋. The following equality 

could be provided by means of definition of @ 

operation. 

M @ N  M@N
 

 

Theorem 3 [2],[3] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋 ; 

M @ N  M@N
 

 
 

3. MAIN RESULTS 

In this section, new equalities were obtained and 

proved by means of some intuitionistic fuzzy 

operations ( , @ ,  ,  ,#,$, )  and modal 

operators (□,  ). 

Theorem 4 [4] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁  in 𝑋; 

MN @ MN  M @ N
 

Theorem 5 [4] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁  in 𝑋;

M N @ M N  M @ N
 

 

Theorem 6 [4] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋; 

M@N$M#N  M$N
 

 

Theorem 7 [4]  Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋; 

M @ N $ M # N  M $ N
 

 

Theorem 8 [4] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋;

M @ Nc  M @ Nc

 
 

Theorem 9 [4] Let 𝑋 be a nonempty set, for 

every IFS 𝑀, 𝑁 in 𝑋; 

M Nc @ Mc  N  Mc  Mc

 
 

 

Theorem 10 Let 𝑋 be a nonempty set, for every 

IFS  𝑀, 𝑁 in 𝑋. The following equality is holds 

for;
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M  N @ Mc  N  M  M

 

 

 

 

Proof. 

 

M  N  1  Mx  Nx  1  MxNx,Mx1  Nx

 1  Mx  Nx  Nx  MxNx,Mx  MxNx

 1  Mx  MxNx,Mx  MxNx| x  X

Mc  N  MxNx, 1  Nx  1  Mx  1  Mx1  Nx

 MxNx, 1  Nx  1  Mx  1  Mx  Nx  MxNx

 MxNx, 1  MxNx

 

 

M  N @ Mc  N  
1Mx2

M
x

N
x

2
,

1Mx2
M
x

N
x

2


M  N @ Mc  N  M  max
1Mx2

M
x

N
x

2
, 1  Mx,

min
1Mx2

M
x

N
x

2
,Mx|

 1  Mx,Mx

 M

M  N @ Mc  N  M  M

 

Theorem 11 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. We get the following equality; 

M Nc @  Mc N  Mc  Mc

Proof. 

M  N  1  Mx  Nx  1  MxNx,Mx1  Nx

 1  Mx  Nx  Nx  MxNx,Mx  MxNx

 1  Mx  MxNx,Mx  MxNx

M  Nc  Mx  MxNx, 1  Mx  MxNx

 

Mc  N  MxNx,

1  Nx  1  Mx  1  Mx1  Nx

 MxNx, 1  Nx  1  Mx  1  Mx  Nx  MxNx

 MxNx, 1  MxNx

 

M  Nc @  Mc  N  
Mx

2
, 1  Mx

2


M  Nc @ Mc  N  Mc  maxMx,
Mx

2
,min1  Mx, 1 

Mx
2



 Mx, 1  Mx

 Mc

M  Nc @ Mc  N  Mc  Mc

 

Theorem 12 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋;

M  Nc @ Mc  N  Mc  Mc

 
 

The above equality is obtained. 

 

Proof. 

M  N  Mx1  Nx, 1  Mx  Nx  1  MxNx

 Mx  MxNx, 1  Mx  Nx  Nx  MxNx

M  Nc  1  Mx  MxNx,Mx  MxNx

Mc  N  1  Mx  1  Nx  1  Mx1  Nx,MxNx

 1  Mx  1  Nx  1  Mx  Nx  MxNx,MxNx

 1  MxNx,MxNx

 

M  Nc @ Mc  N   2Mx

2
,Mx

M  Nc @ Mc  N  Mc  min 2Mx

2
, 1  Mx,maxMx,Mx

 1  Mx,Mx

 Mc

M  Nc @ Mc  N  Mc  Mc

 

Theorem 13 Let 𝑋 be a nonempty set, for every 

IFS 𝑀 in 𝑋. We get;

M  M @ M  M  M @ M

 

Proof. 

M  M  Mx  1  Mx  Mx1  Mx, 1  MxMx

 Mx  1  Mx  Mx  MxMx,Mx  MxMx

 1  Mx  MxMx,Mx  MxMx

 

M  M  Mx1  Mx, 1  Mx  Mx  Mx1  Mx

 Mx  MxMx, 1  Mx  Mx  Mx  MxMx

 Mx  MxMx, 1  Mx  MxMx

M  M @ M  M  
1  Mx  Mx

2
,

1  Mx  Mx
2



 M @ M

M  M @ M  M  M @ M

 

 

Theorem 14 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋.  We obtain the following equality; 

M  N @ M  N  M @ N
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Proof.  

The proof is similar to proof of the Theorem 13. 

M  N  Mx  1  Nx  Mx1  Nx, 1  MxNx

 Mx  1  Nx  Mx  MxNx,Nx  MxNx

 1  Nx  MxNx,Nx  MxNx

M  N  Mx1  Nx, 1  Mx  Nx  Nx1  Mx

 Mx  MxNx, 1  Mx  Nx  Nx  MxNx

 Mx  MxNx, 1  Mx  MxNx

 

M  N @ M  N  
1  Nx  Mx

2
,

1  Nx  Mx
2



 M @ N

M  N @ M  N  M @ N

 

Theorem 15 Let 𝑋 be a nonempty set, for every 

IFS 𝑀 in 𝑋; 

M  M @ M  M  M @ M
 

The above equality is holds for. 

Proof. 

M  M  maxMx, 1  Mx,min1  Mx,Mx

M  M  minMx, 1  Mx,max1  Mx,Mx

 

M  M @ M  M  
maxMx,1  Mx minMx,1  Mx

2
,

min1  Mx,Mx max1  Mx,Mx
2



 
Mx  1  Mx

2
,

1  Mx  Mx
2



 M @ M

M  M @ M  M  M @ M

 

Theorem 16 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋 ;

M  N @ M  N  M @ N
 

It is easily seen similar to Theorem 15. 

 

 

 

 

 

Proof. 

M  N  maxMx, 1  Nx,min1  Mx,Nx

M  N  minMx, 1  Nx,max1  Mx,Nx

 

M  N @ M  N  
maxMx,1  Nx minMx,1  Nx

2

,
min1  Mx,Nx max1  Mx,Nx

2


 
Mx  1  Nx

2
,

1  Mx  Nx
2



 M @ N

M  N @ M  N  M @ N

 

Theorem 17 Let 𝑋 be a nonempty set, for every 

IFS 𝑀 in 𝑋. We get the following equality;

M @ M $ M # M  M $ M
 

Proof. 

M @ M  
Mx  1  Mx

2
,

1  Mx  Mx
2



M # M  
2Mx1  Mx
Mx  1  Mx

,
21  MxMx
1  Mx  Mx



 

M @ M $ M # M  
Mx  1  Mx

2

2Mx1  Mx
Mx  1  Mx

,

1  Mx  Mx
2

21  MxMx
1  Mx  Mx



  Mx1  Mx , 1  MxMx 

 M $ M

M @ M $ M # M  M $ M

 

 

 

 

Theorem 18 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋; 

M @ N $ M # N  M $ N
 

It is easily seen similar to Theorem 17. 

Proof.  

M @ N  
Mx  1  Nx

2
,

1  Mx  Nx
2



M # N  
2Mx1  Nx
Mx  1  Nx

,
21  MxNx
1  Mx  Nx
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M @ N $ M # N  
Mx  1  Nx

2

2Mx1  Nx
Mx  1  Nx

,

1  Mx  Nx

2

21  MxNx
1  Mx  Nx



  Mx1  Nx , 1  MxNx 

 M $ N

M @ N $ M # N  M $ N

 

Theorem 19 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. The equality is obtained.

M  N  M  N  M  N
 

 

Proof. 

M  N  maxMx,Nx,min1  Mx, 1  Nx

M  N  minMx,Nx,max1  Mx, 1  Nx

 

M  N  M  N  
maxMx,Nx  minMx,Nx

2MxNx  1

,
min1  Mx, 1  Nx  max1  Mx, 1  Nx

21  Mx1  Nx  1


 
Mx  Nx

2MxNx  1
,

1  Mx  1  Nx
21  Mx1  Nx  1



 M  N

M  N  M  N  M  N

 

 

Theorem 20 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. We get the following equalities;

M  N  M  N  M  N

M  N @ M  N  M  N

M  N $ M  N  M  N

 
Conclusion 1  

This conclusion is easy to see from Theorem 20. 

M  N  M  N  M  N @ M  N

 M  N $ M  N

 M  N

 

 

 

Theorem 21 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. We obtain;

M  N  M  N  M  N
 

 

 

Proof. 

M  N  max1  Mx, 1  Nx,minMx,Nx

M  N  min1  Mx, 1  Nx,maxMx,Nx

 

M  N  M  N  
max1  Mx,1  Nx min1  Mx,1  Nx

21  Mx1  Nx  1
,

minMx,Nx
2MxNx  1



 
1Mx1

N
x

21
M
x1

N
x1

,
Mx

N
x

2
M
x

N
x1



 M  N

M  N  M  N  M  N

 

 

 

Theorem 22 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. The following equalities are hold 

for. 

M  N  M  N  M  N

M  N $ M  N  M  N

M  N @ M  N  M  N

 

Conclusion 2  

This conclusion is easy to see from Theorem 22. 

M  N  M  N  M  N $ M  N

 M  N @ M  N

 M  N

 
Theorem 23 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. We get; 

M $ N  M $ Nc@M $ N  M $ Nc  M $ N@M $ Nc

Proof. 

M $ N   1  Mx1  Nx , MxNx 

M $ Nc   MxNx , 1  Mx1  Nx 

 

M $ N  M $ Nc  max 1  Mx1  Nx , MxNx ,

min 1  Mx1  Nx , MxNx 

M $ N  M $ Nc  min 1  Mx1  Nx , MxNx ,

max 1  Mx1  Nx , MxNx 
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M $ N  M $ Nc@M $ N  M $ Nc

 
max 1Mx1Nx , MxNxmin 1Mx1Nx , MxNx 

2
,

max 1Mx1Nx , MxNxmin 1Mx1Nx , MxNx 

2


 
1Mx1Nx MxNx

2
,

1Mx1Nx MxNx

2


 

Theorem 24 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. The equality is obtained; 

M $ N  M $ Nc@M $ N  M $ Nc  M $ N@M $ Nc

 

Proof. The proof is similar to proof of the 

Theorem 23.  

Theorem 25 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. We get the following equality; 

 

M N # M N $ M N @ M N  M $ N

 

 

 

Proof. 

M N  maxMx,Nx,min1  Mx, 1  Nx

M N  minMx,Nx,max1  Mx, 1  Nx

 

 

M  N # M  N  
2maxMx,NxminMx,Nx

maxMx,Nx minMx,Nx
,

2max1  Mxmin1  Nx

max1  Mx min1  Nx


 
2MxNx

Mx  Nx
,

21  Mx1  Nx

1  Mx  1  Nx


M  N @ M  N  
maxMx,Nx minMx,Nx

2
,

max1  Mx min1  Nx
2



 
Mx  Nx

2
,
1  Mx  1  Nx

2


M N # M N $ M N @ M N   MxNx , 1  Mx1 Nx 

 M $ N

M N # M N $ M N @ M N  M $ N

Theorem 26 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. The following equality is holds 

for; 

 

M N # M N $ M N @ M N  M $ N

 

 

Proof. The proof is similar to proof of the 

Theorem 25.  

 

Theorem 27 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋.  

 

MNc  M $ N  MN  M $ N
c c  M $ N  M $ N

 

The above equality is obtained. 

Proof. 

M Nc  M $ N  Mx  Nx  MxNx, 1  Mx  Nx  MxNx 

M N  M $ N
c c

  MxNx , 1  MxNx

Theorem 28 Let 𝑋 be a nonempty set, for every 

IFS 𝑀, 𝑁 in 𝑋. We obtain the following equality; 

 

M Nc  M $ N  M N  M $ N
c c  M $ N  M $ N

 

Proof. The proof is similar to proof of the 

Theorem 27. 

 

4. CONCLUSION 

In this paper, properties of modal operators 

defined on intuitionistic fuzzy sets have been 

investigated. Then, some intuitionistic fuzzy 

operations have been researched with modal 

operators. New equalities have been obtained. 

These equalities make it easy application areas of 

operators. Shorter equalities have been obtained 

using features of some intuitionistic fuzzy 

operations with modal operators. These equalities 

are more useful because they are shorter and 

more practical. These equalities could be made 

use of in many application areas of operators and 

these offer more practical solutions as they 

provide simplicity. Robotic, economy, control 

systems, computer and algebraic structures are 

some of these application areas.  
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Some Characterizations Of Surfaces Generated by Two Curves In 3Heis  
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ABSTRACT 

In this paper, some characterizations of  surfaces which are constructed by using the group operation in 

3Heis  are given. Then, a new classification for minimal factorable surfaces in 3Heis  is obtained. 

 Keywords: Heisenberg group, Levi-Civita connection, mean curvature, Gaussian curvature. 

3Heis  de İki Eğri Tarafından Üretilen Yüzeylerin Bazı Karakterizasyonları 

ÖZ 

Bu makalede, 3- boyutlu Heisenberg grubunda, grup çarpımıyla elde edilen yüzeylerin bazı 

karakterizasyonları incelendi. Daha sonra, 3- boyutlu Heisenberg grubunda minimal factorable yüzeylerin 

yeni bir sınıflandırması elde edildi.. 
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1. INTRODUCTION 

Much of the modern global theory of complete 

minimal surfaces in three dimensional Euclidean 

space has been affected by the work of Osserman 

during the 1960's. Recently, many of the global 

questions arose in this classical subject. These 

questions deal with analytic and conformal 

properties, the geometry and asymptotic behavior, 

and the topology and classification of the images 

of certain injective minimal immersions M:  
3E  which are complete in the induced Riemannian 

metric, [1-6]. In [7], a Weierstrass representation 

formula for simply connected immersed minimal 

surfaces in Heisenberg group 𝐻2𝑛+1 is studied. 

 

A surface S  in the Euclidean 3-space is denoted 

by  

                     vuzvuyvuxvur ,,,,,=, .  

A classification and some fundamental formulas is 

given for factorable surfaces which are 

parametrized as  

 

           ,=or=or= zgyfxzgxfyygxfz  

in the Euclidean space and in the Minkowski 

space, where f  and g  are smooth functions on 

some interval of ,R  [8,9]. In [9], factorable 

surfaces in 3- dimensional Minkowski space is 

studied and some classification of such surfaces 

whose mean curvature and Gauss curvature satisfy 

certain conditions are given.  

A factorable surface in ,3Heis  which is given by a 

left invariant Riemannian metric, parametrized 

with group product for two curves. The purpose of 

this paper is to study and classify minimal surfaces 

and minimal factorable surfaces which are 

obtained with group operation in 3Heis . 

2. PRELIMINARIES 

 The Heisenberg group 3Heis  is defined as 
3R  

with the group operation 

      .
2

1
,,=,,,, 11111111 








 yxxyzzyyxxzyxzyx  (1) 

The left invariant Riemannian metric given by 

 

  .
2

1
==

2

222








 xdyydxdzdydxdsg  (2) 

The following vector fields form a left invariant 

orthonormal frame on 3Heis , which is given the 

left invariant Riemann metric :g  

.=,
2

=,
2

= 321
z

e
z

x

y
e

z

y

x
e






















 (3) 

These vector fields are dual to the coframe 

.
22

=,=,= 321 dy
x

dx
y

dzwdywdxw   (4) 

We obtain 

,

0

0

0

=2

12

13

23

























ee

ee

ee

e j
i

e  (5) 

also, we have the Heisenberg bracket relations. 

  0.=],[=],[,=, 3213321 eeeeeee  (6) 

Let M:  3Heis  be an orientable surface, 

isometrically immersed in 3Heis . Denote the Levi-

Civita connections of M  and 3Heis  by 
~

 and 

, respectively. Let X  and Y  denote vector fields 

tangent to M  and let N  be a normal vector field. 

Then the Gauss and Weingarten formulas are 

given, respectively, 

 

  ,,
~

= NYXhYY XX   (7) 

,= AXYX   

where h  and A  are the second fundamental form 

and the shape operator. It is well known that the 

second fundamental form h  and the shape 

operator A  are related by 

   .,=, YAXgYXh  (8) 

At each tangent plane ,MTP   vu  ,  is a basis, 

where ,u  v  are local coordinates on M . Denote 

by E , F , G  the coefficients of the first 

fundamental form on :M  

     .,=,,=,,= vvvuuu gGgFgE   (9) 

Let  vu  ,  form an arbitrary basis on the surface 

.M  We know that A  is a self-adjoint 

endomorphism with respect to the metric on M , 

that is,      ,,=, vAugvuAg  ,u  .MTv P  Also, 

   .= N,N, YgYg XX   (10) 

At each tangent plane MTP  it can be taken a basis 

 vu  ,  and  

  ,== 1211 vu
u

u hhNA     (11) 

  .== 2221 vu
v

v hhNA     

So, the mean curvature of the surface is 
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.

2
=

2

22211211

FEG

EhFhFhGh
H




 (12) 

It is known that, minimal surface is obtain with 

0.=H  So, M  is a minimal surface if and only if 

0.=22211211 EhFhFhGh   (13) 

The Gaussian curvature of the surface is  

 
.=

2

21122211

FEG

hhhh
K




 (14) 

 

3. MINIMAL SURFACES IN 3Heis  

In this section, a new type of surfaces which are 

defined by two curves in 3Heis  is obtained. Also, 

some characterizations of this surface is given. 

 

Theorem 3.1. Let         xxxx 321 ,,=   and  

        yyyy 321 ,,=   be differentiable 

nongeodesic curves in 3Heis  which is endowed 

with left invariant Riemannian metric g . Then, 

with the group operation in the equality (2.1), there 

is a      yxyx  =,  surface in  .,3 gHeis  

The mean curvature of the surface  yx,  is  

 

)()[{(
)(

1
= 211222

PGPQ
FEGn

H ''''''  


 

 

]()( 1112212

'''''''''' FQE    

)(
2

1
2222 QPPQ ''''    

)()[( 12111 PGPQ ''''''    
'''''''''' FQE 2122122 ()(    (15) 

)](
2

1
1111 PQQP ''''    

)))((()[( 1221211221

''''

y

'

x

''''' PPG  

)))((( 122121

''''

y

'

x

' QQE    

y

'

x

'

y

'

x

' PPQQF 2121(    

))]},(
2

1
21121221

''''''''    

where  

),2)2()2((
2

1
= 3112221

'''P    (16) 

 

),2(
2

1
= 31221

'''Q    (17) 

,E  F  and G  the are coefficients of the first 

fundamental form. 

 

Proof. From derivatives of the surface               

     yxyx  =,                                         (18) 

depend to x  and y , we have  

  )2((
2

1
=, 2212211   '''

x eeyx  

,)2)2( 33112 e''    (19) 

 

  .)2(
2

1
=, 3312212211 eeeyx '''''

y    (20) 

From equations (19) and (20), coefficients of the 

first fundamental form are 

  ,=,= 22

2

2

1 PgE ''

xx   (21) 

 

  ,=,= 2211 PQgF ''''

yx    (22) 

 

  ,=,= 22

2

2

1 QgG ''

yy    (23) 

On the other hand, if (5), (19) and (20) are thought 

together, Levi- Civita connections obtained as 

 

21211211 )()(= ePeP ''''''''

x
x

   (24) 

,)( 321 ePP y

'

x

'    

 

12212 ))(
2

1
(= ePQ '''''

y
x

   

21122 ))(
2

1
( eQP '''''    (25) 

,))(
2

1
( 3122121 eQQ ''''

y

'

x

'    

 

12211 ))(
2

1
(= eQP '''''

x
y

   

21121 ))(
2

1
( ePQ '''''    (26) 

,)))(
2

1
( 3211221 ePP ''''

y

'

x

'    

 

 

21221212 )()(= eQeQ ''''''''

y
y

   (27) 

.)( 321 eQQ y

'

x

'    

The unit normal vector field of the surface  yx,  

is 

 

31221211122 )()()((
1

eePQePQ
n

''''''''  =N

 (28) 
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where  

 

.)()()(= 2

1221

2

11

2

22

'''''''' PQPQn    

From (24) - (28) coefficients of the second 

fundamental form are  

            

))([(
1

= 2112211 PPQ
n

h ''''''    

                  

))(( 12111 PPQ ''''''    (29) 

                     

)],)(( 211221 y

'

x

''''' PP    

 

             

)(
2

1
)([(

1
= 22122212 PQPQ

n
h '''''''    

 

))(
2

1
)(( 112211 QPPQ '''''''    (30) 

 

))],(
2

1
)(( 1221211221

''''

y

'

x

''''' QQ    

 

 

))(
2

1
)([(

1
= 22112221 QPPQ

n
h '''''''    

 

))(
2

1
)(( 112111 PQPQ '''''''    (31) 

 

)))],(
2

1
)(( 2112211221

''''

y

'

x

''''' PP    

 

 

))([(
1

= 2122222 QPQ
n

h ''''''    

       ))(( 12211 QPQ ''''''    (32) 

      )].)(( 211221 y

'

x

''''' QQ    

 

Then, if (21)- (23), (29)- (32) are written in the 

equation (12), the mean curvature of the surface 

 yx,  is (15). 

 

Corollary 3.2. Let  yx,  be a surface in 

 .,3 gHeis  If  yx,  is a minimal surface, then  

)()[( 21122 PGPQ ''''''    

 
'''''''''' FQE 1112212 ()(    

)](
2

1
2222 QPPQ ''''  

)()[( 12111 PGPQ ''''''    

 
'''''''''' FQE 2122122 ()(                       (33) 

)](
2

1
1111 PQQP ''''  

)))((()[( 1221211221

''''

y

'

x

''''' PPG    

)))((( 122121

''''

y

'

x

' QQE    

y

'

x

'

y

'

x

' PPQQF 2121(    

0.=))](
2

1
21121221

''''''''    

4. FACTORABLE SURFACES IN 3Heis  

In this section we deduce new types of factorable 

surfaces in .3Heis  Moreover we obtain some 

characterizations of these surfaces. Then, some 

comperations are given with tables for new types 

of factorable surfaces. 

4.1 Surfaces of Type 1 

 Let   and   be curves in ,3Heis  which are given 

by     ,,0,= 1 cxux      .,0,= 2 cyvy   The 

factorable surface      yxyx  =,  of type 1 

is can be parmetrized as 

       cyvcxuyx  ,0,,0,=, 21  

        ,
2

1
,,= 2121 








yvxuyvxu  (34) 

where c  is a nonzero constant. 

 

Theorem 4.1. Let  yx,  be factorable surface of 

type 1 in 3Heis  which is endowed Riemannian 

metric.  yx,  is a minimal surface in .3Heis  

 

Proof. From (34), it can be easily obtain, 

  ,= 3211 evexu'

x   (35) 

 

  .= 22 eyv'

y  (36) 

An orthogonal vector at each point is 

 
 .

1

1
= 312

2

2

eev
yv




N  (37) 

The coefficients of the first fundamental form are 

    ,1=,= 2

2

2

1 vxugE '

xx   (38) 
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    0,=,=,= xyyx ggF   (39) 

 

  .=,= 2

2

'

yy vgG   (40) 

On the other hand, from (5),  

 

              ,= 321122

2

1111 eyvxuxueyvxuexuxu '''''''

x
x

 

(41) 

 

      ,
2

1
= 31212 eeyvxuyv ''

y
x

   (42) 

 

      ,
2

1
= 31212 eeyvxuyv ''

x
y

   (43) 

 

    .= 222 eyvyv '''

y
y
  (44) 

So, the coefficients of second fundamental form 

are  

0,=11h  (45) 

 

   

 
  ,1

12
= 2

2
2

2

21
12 yv

yv

yvxu
h

''




 (46) 

 

   

 
  ,1

12
= 2

2
2

2

21
21 yv

yv

yvxu
h

''




 (47) 

 

0.=22h  (48) 

Then, from equations (45)- (48) and  12 , we have 

the mean curvature of the surface   is 0.=H  So, 

the surface  yx,  is a minimal surface. 

 

Corollary 4.2. Let  yx,  be factorable surface of 

type 1  yx,  in 3Heis  which is endowed 

Riemannian metric. The Gaussian curvature of 

 yx,  is 0K  for all points in .3Heis  

 

Proof. From equations (45)- (48) , we have  

  

       𝐾 = −
(1−𝑣2

2(𝑦))2

4(1+𝑣2
2(𝑦))2

                                         (49) 

 

Example4.3.Let 

  







yxyxyx cossin

2

1
,cos,sin=,  is a factorable 

surface Type 1 in  .,3 gHeis  The mean curvature 

of  yx,  is, 0.=H  Then,  yx,  is a minimal 

surface in  .,3 gHeis  

  

  
 

Figure 1. Minimal factorable surface Type1 

 in  .,3 gHeis  

 

 

4.2 Surfaces of Type 2 

Let   and   be curves in ,3Heis  which are given 

by     ,,0,= 2 dxux      .,0,= 1 dyvy   The 

factorable surface      yxM  =,  of type 1 

is can be parmetrized as 

       dyvdxuyx  ,0,,0,=, 12

         ,
2

1
,,= 2121 








 xuyvxuyv     (50) 

where d  is a nonzero constant. 

 

Theorem 4.4. Let  yx,  is factorable surface of 

type 2 in the .3Heis   yx,  is a minimal surface 

if and only if  =1 yv constant. 

 

Proof. The mean curvature of the surface   is can 

be obtain as 

  
.

12
=

3/22

1

1

yv

v
H

'


 (51) 

So, if 

0,=1

'v  

the surface  yx,  is a minimal surface. 

 

Corollary 4.5 The Gaussian curvature of 

factorable surface of type 2  yx,  in 3Heis  is  

𝐾 =
(𝑣1

2(𝑦)+𝑢2
2(𝑥))(1−𝑣1

2(𝑦))

4(1+𝑣1
2(𝑦))2

. (52) 

 

 

Example4.6.Let ,Ra  

  







xaxayx cos

2

1
,cos,=,  is a factorable 
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surface Type 2 in  .,3 gHeis  The mean curvature 

of  yx,  is 0.=H  Then,  yx,  is a minimal 

surface in  .,3 gHeis  

 

  
 

Figure 2. Minimal factorable surface Type2 in 

 .,3 gHeis  
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Meyer-Neldel Rule in Ac Conductivity of Cu Doped ZnO Thin Films 

Nursel CAN*1, Birsel CAN ÖMÜR1, Ahmet ALTINDAL1 

ABSTRACT 

Ac charge transport mechanisms have been comparatively investigated in ZnO thin films having different Cu dopant. 
A comparative study of the applicability of quantum mechanical tunelling and correlated barrier hopping model to 
obtained ac electrical conductivity results has been performed. Comparing the temperature dependence of the 
frequency exponent shows that the correlated barrier hopping model best describes the experimental data on the ac 
conductivity in ZnO:Cu thin films. In order to gain an understanding of the applicability of Meyer-Neldel rule, the 
dependence of the thermal activation energy on Cu doping concentration in these films has also been studied. The 
obtained experimental results indicated that Meyer-Neldel rule can be succesfully applied ac conductivity data for 
highly Cu doped films but not others which has been explained on the basis of distribution variations in density of 
states. 

Keywords: Meyer-Neldel rule, ac charge transport mechanism, ZnO, thin film 

 

1. INTRODUCTION 

As an alternative to widely used indium tin oxide 
(ITO) film, zinc oxide (ZnO) films have attracted 
considerable interest as a transparent conducting 
electrode [1]. Because of its direct band gap of 
3.37 eV [2] and large exciton binding energy of 6 
meV [3], ZnO thin film has a great potential in 
various area including gas sensor [4], light 
emitting diodes and UV lasers [5] and surface 
acoustic wave devices [6]. Many recent 
investigations have indicated that the electrical 
properties of the ZnO films may be modified by 
doping with Al, In and Ga [7-10]. In spite of a large 
amount of work having been done on the effect of 
various impurities on the structural and 
morphological properties of ZnO films [11, 12], 

the spread of activation energy in metal-oxide 
semiconductor is not fully understood. In general, 
the observed low temperature behaviour of the 
conductivity is attributed to the hopping of charge 
carrier over the barrier. However, no previous 
work has been performed on the applicability of 
Meyer-Neldel (MN) rule to the temperature 
dependence of ac conduction in ZnO thin film. It 
is well known that Cu doping leads to creation of 
donor states below the conduction band and the 
electrical behaviour of ZnO films dominated by 
the Cu doped dopant concentration. Hence, a study 
of ac conductivity and the applicability of MN rule 
in Cu doped ZnO thin film would be interesting. In 
the present work, the ac conduction properties of 
spray pyrolysed ZnO film with different Cu dopant 
concentration has been investigated in the 
frequency range 100 – 13106 Hz. The obtained 
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conductivity data has been analyzed in the light of 
MN rule. 

2. EXPERIMENTAL 

Indium tin oxide (ITO) coated glasses were used 
as substrates to deposit Cu doped and pure zinc 
oxide films. Film deposition were carried out by 
spray pyrolysis technique from zinc acetate 
precursor. For the deposition of ZnO films, 0.5 g 
zinc acetate dihydrate was dissolved in appropriate 
amount of isopropyl alcohol containing 
monoethanolamine under stirring for 2 h at 60 ºC. 
Copper chloride (CuCl2) was used as dopant 
source. The concentration of the dopand was 
varied systematically between 0% and 6%. The 
resulting solution was sprayed onto the pre-heated 
ITO coated glass substrates at a constant 
temperature of 460 C. A K type thermocouple 
was used to monitor the temperature of the 
substrate. Compressed nitrogen was used as the 
carrier gas. The structure of the ZnO:Cu films was 
investigated by X-ray diffraction (XRD) pattern. 
The XRD analysis was performed on a Rigaku 
XRD diffractometer using CuK radiation 
(1.54059Å) as X-ray source. Impedance spectra of 
the samples were measured as function of 
temperature between 300 and 450 K and in the 
frequency range of 100 – 13106 Hz by using a HP 
4192 A impedance analyser. In order to avoid from 
ambient effect, impedance measurements were 
performed under 10−3 mbar. A schematic 
represantation of the impedance measurement 
system is shown in Figure 1. 

Figure 1. Schematic represantation of the experimental set-
up 

3. RESULTS AND DISCUSSION 

3.1. Structural analysis 

In order to investigate the crystal structure and the 
phase composition the XRD pattern of ZnO and 
ZnO:Cu samples was recorded by using CuK 
radiation as X-ray source. The recorded XRD 
patterns of pure zinc oxide and doped films with 
different copper concentrations is presented in 
Figure 2. The obtained XRD spectrum indicated 
the formation of hexagonal structure of ZnO. XRD 
analysis also showed that the (002) preferential 
orientation of all films is along crystal plane. The 
other peaks observed at 31.76º, 36.16º, 47.55º, and 
56.61º are associated with (100), (101), (110), and 
(102) planes. 

 

Figure 2. XRD patterns of spray pyrolysis deposited ZnO 
and Cu doped ZnO thin films 

3.2. Ac conductivity studies 

Figure 3 shows the room temperature ac 
conductivity variations with frequency for 
undoped and Cu doped ZnO films. Figure 3 shows 
that the room temperature conductivity of the ZnO 
films increase with the increase in Cu dopant 
concentration. The increase in conductivity with 
Cu dopant concentration can be attributed to the 
increase in carrier concentration in the doped ZnO 
films. A strong frequency dependence for all films 
investigated is clear. A rewiev of the present 
literature suggests that for a large variety of 
materials, the expression for the ac conductivity 
can be written as  
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m
ac ωA  σ       (1) 

where A is a constant, ω is the angular frequency 
of applied signals, m is an exponent. Although 
there is no unique interpretation for the observed 
frequency dependence of conductivity, it is known 
that this type of behaviour is characteristic of many 
metal-oxide semiconductors and molecular 
materials [13-16]. Quantum mechanical tunnelling 
(QMT) and correlated barrier hopping (CBH) 
models are widely used for evaluating the 
frequency dependence of the conductivity. In 
QMT model, a charge carrier motion between 
localized states near the Fermi level is assumed. 
According to the QMT model, the frequency 
dependence of the conductivity should obey Eq. 
(2). 

405-2
F

2
ac ))

ω

ν
( (ln ωβ)N(kTq

3

π
)ω(σ   (2) 

where q is the electronic charge, ω is the angular 
frequency, NF is the density of localized states at 
Fermi level,  is the inverse localization length of 
wave function and ν0 is the characteristic phonon 
frequency. According to QMT model the exponent 
m should be temperature independent with a 
constant value around 0.8. 

 
Figure 3. Variation of the conductivity with frequency for 
pure and Cu doped ZnO films 

 

On the other hand, CBH model assumes that the 
charge transport take places via polaron hopping 
process over the potential barrier separating 
hoping centers. In CBH model, the frequency 
dependent is given by, 

β
0

m
6

o

222

ac
τ

ω
)

Eε

q8
(

24

εNπ
  )ω( σ     (3) 

where E0 is the optical band gap and  is the 
dielectric constant of the material. CBH model 

predicts a temperature dependent exponent m 
which is given by, 

)ωτ( lnkTE

6kT
 - 1  m

00 
    (4) 

In order to decide which mechanism is more 
appropriate for the observed frequency 
dependency, the values of the exponent m were 
derived from the slope of the curves showed in 
Figure 3. The variation of the m with temperature 
for all films investigated is depicted in Figure 4. 
As can be seen from the Figure 4, the exponent m 
decreases with increasing temperature. In the light 
of this finding it can be concluded that the QMT 
model is not appropriate to model ac conduction in 
pure and Cu doped ZnO films. The decreasing 
trend in exponent with increase in temperature 
confirms that ac conductivity in investigated films 
obeys the CBH model. 

 

Figure 4. Temperature dependence of the exponent m for all 
films 

3.3. Meyer-Neldel rule 

In thermally activated processes, the dependence 
of electrical conductivity, (T), on the temperature 
is given by  

)
kT

E
(- exp σ  )T(σ A

0     (5) 

where 0 is pre-exponential factor, EA is the 
thermal activation energy. In 1937, Meyer and 
Neldel [17] have discovered that thermal 
activation energy varies and it can be correlated to 
pre-exponential factor 0 as, 

)
kT

E
( exp σ  σ

MN

A
000      (6) 

where 00 is a constant and TMN is the 
characteristic Meyer-Neldel temperature. This 
type of relation has been observed in many 
thermally activated processes [18, 19] and known 
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as Meyer-Neldel relation. A combination of Eq. 
(5) and (6) gives, 

)
kT

E
exp()

kT

E
( exp σ  (T) σ A

MN

A
00    (7) 

The applicability of the Meyer-Neldel rule to the 
measured ac conductivity data were checked by 
extracting the thermal activation energy. For this 
purpose, ac conductivity variations at various 
fixed frequencies were plotted in the Arrhenius 
form. As a represantative result, the Arrhenius 
plots for the 4% Cu doped ZnO film at indicated 
fixed frequencies is presented in Figure 5. The 
variation of the ac conductivity with inverse 
temperature reveals that the charge transport 
occurs through an activated process which has 
single activation energy in the operating 
temperature range. The obtained results suggests 
that Eq.(5) can be used to represent the 
temperature dependence of the ac conductivity for 
samples investigated. 

 

Figure 5. The temperature dependences of the measured ac 
conductivity at various frequencies for 4% Cu doped ZnO 
thin film 

 

With the aid of Eq. (5), the value of the activation 
energy and pre-exponential factor derived from the 
slope and intercept of the ln ac vs 1/T graphs. The 
variation of derived values of pre-exponential 
factor with thermal activation energy of the 
conductivity is shown in Figure 6. The linear 
relationship between the pre-exponential factor 
and ac thermal activation energy for the samples 
of 4%, 5% and 6% Cu doped ZnO films is clear. 
Deviation from linearity for other films is also 
clear. 

 
Figure 6. Variation of the pre-exponential factor with 
activation energy 

 

A detailed literature survey indicates that various 
models have been investigated to explain Meyer-
Neldel rule. A model which is developed by Fang 
[20], describes that the annealing time parameter 
obeys the Meyer-Neldel rule. Recently, Koga and 
Sestak [21] have discussed that a change of 
activation energy is thus compensated by the same 
change the logarithm of the pre-exponential factor 
due to the kinetic compensation effect. According 
to Roberts [22] and Cohen et al.[23] the origin of 
Meyer-Neldel rule in polycrystalline or 
amorphous semiconductors is due to long-range 
electrostatic random potential or exponential 
tailing of the majority band states. Another model 
which is proposed by Kemeny and Rosenberg [24] 
assumes that electrons and polarons tunnel through 
interatomic barriers from activation energy states. 
It should be mentioned here that the major 
drawback of the above mentioned models is that 
these models could not provide a universal 
explanation of MNR in any materials. These 
literature survey show definitely that a single 
general MNR equation for all material systems are 
not applicable to explain the observed MNR.  
It can be concluded that the ac charge transport in 
ZnO films take place through thermally excited 
electrons. The applicability of MNR to the 
experimental ac conductivity data for highly Cu 
doped samples can be atrributed to the exponential 
energy distribution of traps. The presence of any 
defects such as O vacancies and native defects 
with exponential energy distribution, which acts as 
trap centers for the charge carriers, may be 
responsible for the observed behaviour of ac 
conductivity in highly doped samples. It is also 
well known that, the distribution of the density of 
states may not be symmetrical with respect to the 
center of the band because of tailing of localized 
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states at the band edges and the presence of defect 
states in the gap. Therefore, the main contribution 
to the experimentally obtained pre-exponential 
factor comes from the shift of Fermi level and 
temperature dependent shift of conduction and 
valance band edges [25]. When the Fermi level lies 
in conduction band tail or close to the minimum of 
density of states, a linear variation of pre-
exponential factor with activation energy can be 
observed. On the other hand, if the Fermi level 
approaches the boundaries and the density of states 
spectrum is flat near the edge the linear relation 
between the pre-exponential factor and the thermal 
activation energy diminishes [26]. According to 
Kikuchi [27] another reason for the deviation from 
linearity in ln 0 vs. EA plots is the reduction in the 
minimum of density of state. In heavily doped 
samples, potential barrier formation does not 
occours because of the large number of defect 
states. In this case, the Fermi level lies in the gap 
where the density of states does not vary much and 
charge transport is governed by the band tail 
transport. In weakly doped films, low values of 
free electron concentrations is expected. Because 
of low value of doping concentration an 
improvement in film microstructure is also 
expected which leads to delocalization of the tail 
states causing the Fermi level shift towards the 
band edge. Lower density of available free carriers 
and low value of defect density may cause a large 
increase in dangling bond density. In this case, the 
Fermi level lies in the plateau region of the density 
of states and this cause the observed deviation 
from linearity in ln 0 vs. EA plots. 

4. CONCLUSION 

The ac conduction mechanism Cu doped ZnO thin 
films were studied in a temperature range of 300 
and 450 K and in the frequency range of 100 – 
13106 Hz. The measured ac conductivity data 
were discussed in terms of quantum mechanical 
tunelling and correlated barrier hoping models. 
Analysis of the temperature dependence of the 
frequency exponent showed that, the ac 
conductivity data in pure and Cu doped ZnO films 
agrees fairly well with the predictions of the 
correlated barrier hopping model. A linear relation 
between the pre-exponential factor and thermally 
activation energy reveals that the Meyer-Neldel 
rule can be applied to highly Cu doped ZnO. 
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Asymptotic Analysis of an Affine Transformation in the Supply of Missing Data 

Hülya Kodal Sevindir*1, Cüneyt Yazıcı2, Süleyman Çetinkaya1 
 
 

ABSTRACT 

Supply of missing data, also known as inpainting, is an important application of image processing. Wavelets 
are commonly used for inpainting algorithms.  Shearlet transform which is an affine transformation is the 
improvement of the wavelet transform. An asymptotic analysis may help to evaluate the performance of an 
algorithm. In this article we compare the asymptotical analysis for wavelet and shearlet transforms in the 
case of inpainting where the missing data is shaped like a rectangle. 
 
Keywords: Shearlet transform, wavelet transform, inpainting, asymptotic analysis 

1. INTRODUCTION 

Efficient representation of multidimensional data 
is an important issue which is an active research 
area [1-4]. Among these studies, Shearlet 
transform, introduced in 2006 by Guo et al., is a 
mathematical transform obtained as an extension 
of wavelets which is well-known as a good 
representation of one-dimensional data. [5,6] One 
of the most valuable properties of shearlets is that 
in order to control directional selectivity, it has the 
shearing parameter instead of the direction 
parameter in the curvelets. Due to this difference, 
shearlet transform can be represented by only one 
or a finite number of generator functions. That is 
why it presents optimal sparse representation for 
the multidimensional data. Besides, we can use 
shearlets for functions with finite support, and 
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1 Department of Mathematics, Faculty of Arts and Sciences, University of Kocaeli, Turkey 
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because of this transformation, we can obtain 
fast/superfast and effective algorithms. [10-14] 
 
Inpainting problem is an inverse problem which is 
mainly concerned with finding some missing data 
in a signal or image. Missing data issue is a 
common problem in real life, and inpainting has 
many application areas: removing scratches or 
unwanted overlaid texts and graphics from old 
photos, or in general any image, etc.  

Some of the recent publications are as following: 
In [15], Häuser and Ma uses a shearlet based 
algorithm to recover missing data from seismic 
data. In [16], King et al. studied data separation 
and reconstruction by using clustered sparsity. In 
[17], King, Kutyniok, and Zhuang examined 
inpainting problem via clustered sparsity and 
showed an asymptotic analysis for the issue 
presented in [15]. In [18], King et al. considered 
the inpainting problem with missing data having 
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different shapes except for horizontally positioned 
rectangle shape; but they did not show an 
asymptotic analysis. In this article we consider the 
inpainting problem which has missing data in a 
horizontally positioned rectangle shape and 
presents an asymptotic analysis for wavelet and 
shearlet transforms for this particular case. [19] 

In Section 2 we give brief information on the 
theory of wavelets and shearlets. In Section 3 we 
introduce basic definitions and theorems which 
will be used for asymptotic analysis along with 
reconstruction model. In Section 4 we do the 
asymptotic analysis of the shearlet transform used 
for the particular inpainting problem described in 
Section 3. 

2.  PRELIMINARIES 

2.1. Wavelet Transform 

For 2-D wavelets let � ∈ ��(ℝ�). Let the continuous 
affine systems of ��(ℝ�) be defined as ��,� =

����
�� � = |det �|

�

����(−�)�: (�, �) ∈ � × ℝ�. ���(ℝ) is 
the group of invertible matrices and let � be a 
subset of it. Here �� is the dilation operator on 

��(ℝ�) determined by ���(�)= |det �|�
�

� �(����), � ∈

���(ℝ). �� is the translation operator on ��(ℝ�), 
defined by ���(�) = �(� − �), � ∈ ℝ�. Any � ∈ ��(ℝ�) 
can be recovered from its coefficients �〈�, ��,�〉�

�,�
. 

Therefore, one needs to discover requirements on 
γ. We explain a group structure like (�, �). (� ′, �′) =

(�� ′, � + ��′) to determine this. This group is said 
to be affine group on ℝ�. It is denoted by �� [20]. 
     
Theorem 2.1. Let �� be a left Haar measure of �� 

and �� be a left invariant Haar measure on � ⊂

���(ℝ). Moreover, suppose that � ∈ ��(ℝ�) satisfies 
the admissibility condition 

∫ |��(���)|�|����|
�

��(�) = 1.  Then any function � ∈

��(ℝ�) can be recovered via the reproducing 

formula � = ∫ 〈�, ��,� 〉��,���(�, �)
��

 explained 

weakly.  
 
When the hypothesis of the above theorem are 
satisfied, � ∈ ��(ℝ�) is called a continuous wavelet. 
Thus, ��(ℝ�) ∋ � → ���(�, �) = 〈�, ��,� 〉 is defined 
to be the Continuous Wavelet Transform. 

2.2. Shearlet Transform 

Shearlets has arisen in late times by various 
powerful applications. [21-24] shows some of the 

associated work. For produce waveforms with 
anisotropic support is required the scaling 
operator. Suppose that dilation operator like in 
wavelets. We will use the dilation operators 
���

, � > 0, related to parabolic scaling matrices 

�� = �
� 0

0 √�
�.  The orientations of the waveforms 

can be changed by an orthogonal transformation. 
We select the shearing operator ���

, � ∈  ℝ, where 

the shearing matrix �� is given by �� = �
1 �
0 1

� for 

orthogonal transformation. The shearing matrix 
uses variable c associated with the slopes. Lastly, 
�� is used for the translation operator. Thus, 
continuous shearlet system ��(�) can be defined 
by combining these 3 operators for � ∈ ��(ℝ�): 
��(�) = ���,�,� = �����

���
�: � > 0, � ∈  ℝ, � ∈  ℝ� �. 

3.  BASIC DEFINITIONS AND THEOREMS 

In this section, we introduce some fundamental 
definitions and theorems which will be used later. 
Meyer wavelet function will be used for wavelet 
transformation. Auxilliary function � ∈ ��(ℝ) 
which satisfies �(∙) + �(1 −∙) = �ℝ(∙) to form Meyer 
wavelet function is defined as 
 

 �(�) = �
0 ,                  � ≤ 0
� ,         0 < � < 1
1,                   � ≥ 1

 .                                            (1) 

 
Indicator function �ℝ(∙) is defined as ��(�) =

�
1,       � ∈ �
0,      � ∈ �� . Meyer wavelet �(�) is defined as 

 

�(�) =

⎩
⎪
⎨

⎪
⎧

1

√2�
sin �

�

�
� �

�|�|

��
− 1�� ��� �⁄  , 2π 3⁄ < |�| < 4π 3⁄

�

√2�
cos �

�

�
� �

�|�|

��
− 1�� ��� �⁄  , 4π 3⁄ < |�| < 8π 3⁄

0,                                                         otherw�se

(2) 

 
Fourier transformation of 1-D Meyer wavelet 
function is then 
  

�(�) =

⎩
⎨

⎧ �����sin �
�

2
�(3|�| − 1)�  , 1 3⁄ ≤ � ≤ 2 3⁄

�����cos �
�

2
� �

3

2
|�| − 1�� , 2 3⁄ ≤ � ≤ 4 3⁄

0,                                              otherw�se

     (3) 

 
1-D Meyer scaling function is 
  

�(�) =

⎩
⎪
⎨

⎪
⎧

�

√2�
 ,                                        |�| < 2π 3⁄

�

√2�
cos �

�

2
� �

3|�|

2�
− 1�� ��� �⁄  , 2π 3⁄ < |�| < 4π 3⁄

0,                                             otherw�se.

(4) 

 
Fourier transformation of 1-D Meyer scaling 
function is  
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��(�)   = �

1,                             |�| ≤
1

3

cos �
�

2
�(3|�| − 1)� ,       

1

3
≤ |�| ≤

2

3
 

     0,                                  otherwise.

                (5) 

 
Fourier transformation for � ∈ ��(ℝ�) is ℱ� ≔ �� =

∫ �(�)�����〈∙,�〉��
ℝ� . Here, 〈∙,∙〉 stands for standard 

Euclidian inner product. Inverse Fourier 
transformation is defined as ℱ��� ≔ �� =

∫ �(�)�����〈∙,�〉��
ℝ� . When ��  stands for wavelet 

function to investigate horizontal mask case, 
function �� ∈ �� ∩ ��(ℝ�) is defined as ��(�) =

�(��)��(��). Orthonormal Meyer wavelet system is 
defined as {��}: � = (�, �, �), � ∈ {ℎ, �, �}, � ∈ ℤ, � ∈ ℤ� 
and function ���(�) is defined as ���(�) =

2����(� 2�⁄ )������� ��⁄ ,     � = (�, �, �). Parabolic 
scaling matrix ��

�  and shear matrix ��
� are defined 

as  ��
� = �

� 0
0 √�

� and ��
� = �

1 �
0 1

�. Shearlet function 

��� is defined as ���(��, ��) = �(��)� �
��

��
�. Function 

� ∈ ��(ℝ) satisfies �� ∈ ��(ℝ), ������ ⊆ [−1,1] and 
∑ ���(� + ��)�

��
���� = 1, � ∈ [−1,1]. Notation ��� is 

defined as ��� = 2�� �⁄ ����ℓ
��

��
� ∙ −��, � =

(�, �, �, ℓ). Here, � ∈ {ℎ, �}, � ∈ ℤ, � ∈ ℤ�, ℓ ∈ ℤ. In this 
case shearlet system can be defined as  {�(∙ −�): � ∈

ℤ�} ∪ ���: � ∈ {ℎ, �}, � ∈ ℤ, � ≥ 0, � ∈ ��, and ℓ ∈ ℤ, |ℓ| ≤

�2� �⁄ � �. Here, ⌈�⌉ stands for an integer larger than or 
equal to �. 

3.1. Reconstruction Model 

Modeling the reconstruction stage is highly 
important. To do so, let ℋ stand for Hilbert space, 
ℋ� stand for the lost part and ℋ� stand for the 
known part. Then we can write  ℋ = ℋ�⨁ℋ�. For 
a given signal �� ∈ ℋ,  the unknown part of �� will 
be in the subspace ℋ� and the known part of �� 
will be in the subspace ℋ�. �� and �� show 
corresponding orthogonal projection 
transformations for these subspaces. In this case 
recovery problem is formulated as recovering �� 
from the known ����. To do so, iterative 
thresholding will be used. During inpainting 
applications, recovered image sequences ����

�
 will 

be obtained by ����
�

= ���� ℳ�⁄ �ℒ��
�
. Thresholding 

determination stage is done as follows: For 
thresholding value �� at level �, we consider the set  
�� = ��: �〈��, ��〉� ≥ ��� and apply iterative 
thresholding. In this case, recovered image at level 
� is obtained as �� = Φ���

Φ∗�ℒ�. Vectors Φ = {��}�∈� 

in ℋ generates a Parseval frame for ℋ if for every 
� ∈ ℋ,   ∑ |〈�, ��〉|�

�∈� = ‖�‖�.  
 

Definition 3.1. [17] If Φ is a Parseval frame and Λ 
is an index set of coefficients, then the 
concentration is defined on ℋ� via � = �(Λ, ℋ�) =

sup
�∈ℋ�

‖���∗�‖�

‖�∗�‖�
.  

 
Definition 3.2. [17] Let Φ� = {���}�∈� and Φ� =

�����
�∈�

 be in ℋ. Let  Λ ⊆ �. Then the cluster 

coherence ��(Λ, Φ�; Φ�) of Φ� and Φ� with respect 
to Λ can be defined by ��(Λ, Φ�; Φ�) =

 ���
�∈�

∑ �〈���, ���〉��∈Λ . 

 

Lemma 3.1. [17] The relation between the 
concentration �(Λ, ℋ�) and cluster coherence �� 
can be obtained like that �(Λ, ℋ�) ≤
��(Λ, ��Φ ; ��Φ ) = ��(Λ, ��Φ ; Φ ). 
 

Lemma 3.2. [17] Let x∗ and � be computed by the 
horizontal mask algorithm when δ > 0. Consider 
that x� is relatively sparse in Φ with respect to �. 
Then ‖�∗ − ��‖� ≤ �[� + ‖���∗����‖�].   
 
Let �: ℝ → [0,1] be a smooth function having finite 
support in [−ρ,ρ]. Let � show the real image and 
�ℒ show the recovered image. We can use the 
following relation to see the effect of  �ℒ on the 
recovery model: 〈�ℒ, �〉 = ∫ �(��)�(0, ��)���

�

��
. 

Here, 2� corresponds to the height of the horizontal 
rectangle (See Figure 4.1). Fourier transformation 
of �ℒ is defined as 〈�ℒ� , �〉 = 〈�ℒ, ��〉 =

∫ �(��) ∫ �(��, ��)���ℝ
���ℝ

. Let ��� be the filter 

corresponding to 2-D Meyer wavelet function and 
shearlet function at level �. Fourier transformation 
of this filter is defined as �� = ∑ ��(2���)�∈{�,�,�} . The 
filter of �ℒ is denoted as �ℒ�. Thus, we obtain 

�ℒ� = �ℒ ⋆ ��� = ∫ �ℒ(∙ −�) ���(�)��
�� . This equation 

corresponds to cros-correlation. The lemma below 
lets us to evaluate norm of �ℒ�. 

 
Lemma 3.3. [17] For any � > 0,  ��ℒ��

�
≥ �2� �⁄  is 

obtained as � → ∞. 

4. ASYMPTOTIC ANALYSIS OF 
HORIZONTAL MASK APPLICATION 

To get precise error analysis, we first apply a mask 
function to an image so that some parts of the data 
is missing. 
Let the function ℳ�(��, ��) = �{|��|��} be horizontal 
mask function with height 2ℎ. The mask function 
ℳ� is shown in Figure 4.1.   
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Figure 4.1 The image of horizontal mask function ℳ� 

Lemma 4.1. Fourier transformation ℳ�
� of the 

horizontal mask function ℳ� can be written as 
ℳ�

� = 2ℎsinc(2ℎ��)�(��).   
 
Proof. The horizontal mask function ℳ� can be 
described by the Heaviside function as ℳ� =

��(��, ��) + (0, ℎ)� − ��(��, ��) − (0, ℎ)�. From this 
equality, Fourier transformation ℳ�

� of the 
horizontal mask function ℳ� can be written as 
explicitly 

ℳ�
� = �������� − ���������(2����)�� � ������������

�

��

 

                                = 2 sin(2�ℎ��) (2���)⁄ � ������������

�

��

= 2ℎsinc(2ℎ��) � ������������

�

��

        

                             = 2ℎsinc(2ℎ��)�(��).                         (6) 
 
We can represent the optimal �-clustered sparsity 
by �� for filtered coefficients. Thresholding 
schemes will analyzed by �� = ∑ �〈�ℒ�, Ψ�〉��∈��

�  

where the �� coefficients are obtained in the 
thresholding algorithm. The inpainting achieved 
on the filtered levels � will be denoted by ��. Here, 
we will denote the real filtered image by �ℒ�; that 
is, �ℒ ⋆ ���, where we will denote the original image 
by ℒ. Thus, the basic theorems will show that 
�����ℒ��

�

��ℒ��
�

→ 0, � → ∞. Here, the asymptotic behavior 

of the gap ℎ� is important for these results. 
 
Lemma 4.2. [17] For � → ∞ and ℎ� = �(2��), 
thresholding values ����

�
 exist such that for � ≥ ��,  

��: |��| ≤ �2�(����), |��| ≤ �2���� ⊆ ��  holds. 
 
Lemma 4.3. [17] For  � → ∞ we obtain �� =

 ∑ �〈�ℒ�, Ψ�〉� �∈��
� = � ���ℒ��

�
�. 

 
Lemma 4.4. For � → ∞ and ℎ� = �(2��) we obtain 

∑ �〈ℳ��
�ℒ�, Ψ�〉��∈��

= ��2� �⁄ �. 

 

Proof. First let us evaluate the term 
�〈ℳ��

�ℒ�, Ψ�〉�.  Let   �� be the inverse Fourier 

transformation of ��. From the cross-correlation 
theorem and the property ��(�) = ��(−�), we have 
〈ℳ�

� ⋆ ��ℒ�, Ψ��〉 = 〈ℳ��ℒ�, Ψ�〉. Thus we obtain 
〈ℳ��ℒ�, Ψ�〉 = 〈ℳ��� ⋆ �ℒ, Ψ�〉 = 〈ℳ��ℒ, �� ⋆ Ψ�〉 =

〈ℳ�
� ⋆ ��ℒ, ��Ψ��〉.  For filter functions we get 

��ℒ�(�) = ��ℒ(�)��(�) = ��ℒ(�) �(� 2�⁄ ). 

Function Ψ�� can be written as Ψ�� =

2����(� 2�⁄ )�����〈�,� ��⁄ 〉. 
We then obtain 
 
〈ℳ��

�ℒ�, Ψ�〉 = 〈ℳ�
��

⋆ ��ℒ�, Ψ��〉   

= 2ℎ� � sinc�2ℎ���� � ��(��)

ℝ�

�Ψ������(0, ��)

ℝ�

+ (��, ��)������  

= 2ℎ� � ���(��) � sinc�2ℎ�����(��, (�� + ��) 2�⁄ )

ℝℝ

×  ��(��, (�� + ��) 2�⁄ ) �����〈��,(�����) ��⁄ 〉������� 

� �����〈��,��〉���.                                                                         (7) 

 
From here, we get 
 
��(��) =

∫ ��(��)2ℎ� ∫ sinc�2ℎ�����(��, (�� + ��) 2�⁄ )
ℝℝ

×

 �����, (�� + ��) 2�⁄ ������〈��/��,(�����)〉������ =

∫ ��(��)����
(��)�����〈��/��,��〉���ℝ

                                  (8) 
 

and 

����
(��) = 2ℎ� � sinc�2ℎ��������, (�� + ��) 2�⁄ �

ℝ

  

× �����, (�� + ��) 2�⁄ ������〈��,(�����) ��⁄ 〉���.               (9) 

 
Finite support of function �� will be the set [1 2⁄ , 2]. 

From this, we obtain �〈ℳ��
�ℒ�, Ψ�〉� ≤

�������
�

〈|��|〉��� . By Plancherel theorem and � 

having finite support, we obtain  
 
�∫ ��(��)

�
����

(��)�����〈��/��,��〉���� = ��������
�

�
� �−�� 2�⁄ � =

��� ⋆ ���
��−�� 2�⁄ �� = �∫ ��−�� 2�⁄ − �����

(�) ��� ≈

� �∫ ���
(�)��

��� ��⁄ ��

��� ��⁄ ��
�              (10) 

 
By using basic properties of Fourier 
transformation and cross-correlation theorem, we 
can write ���

 as follows: 

���
(�) = ��2ℎ�sinc�2ℎ� ∙�������� ��⁄ ∙�

⋆ �������, ∙ 2�⁄ ���
�

(−�) 
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= �2ℎ�sinc(2ℎ� ∙)������� ��∙⁄ �
�

(−�)          

�(���)���, ∙ 2�⁄ ��
�

(−�) 

= �����,����−� − �� 2�⁄ � �(���)���, ∙ 2�⁄ ��
�

(−�)     (11) 

 

From here, when ℎ� < �, we obtain 
 

�∫ ���
(�)��

��� ��⁄ ��

��� ��⁄ ��
� =

� �∫ �(���)���, ∙ 2�⁄ ��
�

(�)��
�� ��⁄ ���

�� ��⁄ ���
� =

� �∫ �(���)�(��,∙)��
�

(�)��
�������

�������
�.                (12) 

 
Thus by considering |(���)(|(∙,∙)|)�(�)| ≤ �〈|�|〉���, 
we obtain  
 
����

�
≤ � 〈min���� − 2�ℎ��, ��� + 2�ℎ���〉���.          (13) 

 
Combining all these considerations, we obtain 

�〈ℳ��
�ℒ�, Ψ�〉� ≤ �〈|��|〉��� 〈min���� − 2�ℎ��, ��� +

2�ℎ���〉��� . By using Lemma 4.2, as a result we 
obtain 
 
∑ �〈ℳ��

�ℒ�, Ψ�〉��∈��
≤ � ∑ 〈|��|〉��� 〈min���� −�∈��

2�ℎ��, ��� + 2�ℎ���〉��� ≤ �             (14) 

 
Expected convergence for normalized error ℓ� of 
reconstructed filter �� can be obtained using 
iterative method via wavelet transformation by the 
following theorem. 
 
Theorem 4.1. Consider 2-D Meyer orthonormal 
system Φ with the filter �� for ℎ� = �(2��). Then  
�����ℒ��

�

��ℒ��
�

→ 0, � → ∞ holds. 

 
Proof. By letting �∗ = �� and �� = �ℒ� in the 
Lemma 3.2, we obtain 
 
��� − �ℒ��

�
= �Φ���Φ∗ ���ℒ� − Φ��Φ∗ ���ℒ��

�
=

�∑ �〈�ℒ�, Ψ�〉� �∈��
� − ∑ �〈ℳ��

�ℒ�, Ψ�〉��∈��
�

�
≤

�∑ �〈�ℒ�, Ψ�〉� �∈��
� �

�
+ �∑ �〈ℳ��

�ℒ�, Ψ�〉��∈��
�

�
<

� ���ℒ��
�

��������
Lemma 4.3

+ �2� �⁄���
Lemma 4.4

          (15) 

 
From Lemma 3.3, we obtain 
  
�����ℒ��

�

��ℒ��
�

<
����ℒ��

�
�

��ℒ��
�

+ ��2�� �⁄ → 0, � → ∞              (16) 

 
Similar to the wavelet transformation case above, 
expected convergence for normalized error ℓ� of 

reconstructed filter �� can be obtained by the 
following steps: We consider the set �� ≔ �� =

(�; �, ℓ, �): �〈�ℒ�, ��〉� ≥ ��� of coefficients of 
thresholding values for �� > 0. 
 
Lemma 4.5. [17] For all � ≥ �� and for some values 
��,  �� and �� < 1 4⁄ , thresholding coefficients ����

�
 

exist as follows: �(�; �, ℓ, �): |��| ≤ �2�(����), |��| ≤

�2���, ℓ = 0; � = �� ⊆ ��. For ℎ� = �(2�� �⁄ )  when � →

∞.  
 
Lemma 4.6. [17]  When � → ∞, we obtain  
∑ �〈�ℒ�, ��〉��∈��

� = ��2� �⁄ � 

 
Lemma 4.7. When � → ∞ for ℎ� = ��2�� �⁄ �, we 

obtain ∑ �〈ℳ��
�ℒ�, ��〉��∈��

� = ��2� �⁄ �, � → ∞. 

 

Proof. First, evaluation of �〈ℳ��
�ℒ�, ��,ℓ,�

� 〉� is 

needed. Similar to the proof of Lemma 4.4, by 
using definitions of ℳ��

, �ℒ�, ��,ℓ,�
� , and cross-

correlation theorem, we obtain  
 
〈ℳ��

�ℒ�, ��,ℓ,�
� 〉

= 2� �⁄ � �� ��(��)2ℎ� � sinc�2ℎ���� � ���,
��

2�
�

× ����, �� 2�⁄ �� �ℓ + 2�� �⁄ �� + ��

��

� 

× �������(�����)������� 

× �����〈��,����〉���                                                          (17) 
 
The function �� is defined as 
   

��(��) = ∫ ��(��)2ℎ� ∫ sinc�2ℎ���� � ���,
��

2�� ����, �� 2�⁄ �  

� �ℓ + 2�� �⁄ �����

��
� × �����〈��,�����〉������                 (18) 

 
This function has finite support on the set [1 2⁄ , 2].  

From here, we obtain �〈ℳ��
�ℒ�, ��,ℓ,�

� 〉� ≤

���
2� �⁄ ����

�
〈|��|〉���. The function ����

 is defined as 

 
����

(��) = 2ℎ� ∫ sinc�2ℎ���� ����, ��/

2������, �� 2�⁄ � � �ℓ + 2�� �⁄ �����

��
� × �����〈��,�����〉���               

   (19) 
 
Let us investigate the norm ����

�
: 

 
 ����

�
= �∫ ��(��)����

(��)�����〈��,��〉����                 (20) 

 
By using Plancherel theorem and � having finite 
support, we obtain  
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�∫ ��(��)����
(��)�����〈��,��〉���� = ��������

�
�

(−��)� ≈

� �∫ ���
(�)��

�����

�����
�                                                       (21) 

 
From here, we obtain 
 

���
(�) = ��2ℎ� sinc�2ℎ� ∙� �������� ⋆

�����, ∙ 2�⁄ �����, ∙ 2�⁄ �� �ℓ + 2�� �⁄ (∙ ��⁄ )���

�

(−�) =

�2ℎ� sinc�2ℎ� ∙� ��������
�

(−�) ×

�����, ∙ 2�⁄ �����, ∙ 2�⁄ �� �+2�� �⁄ (∙ ��⁄ )��
�

(−�) =

�����,���(−� − ��) × �����, ∙ 2�⁄ �����, ∙ 2�⁄ �� �ℓ +

2�� �⁄ (∙ ��⁄ )��
�

(−�)               (22) 

 
Thus when ℎ� < �, we obtain 
  

�∫ ���
(�)��

�����

�����
�  =

�∫ �����, ∙ 2�⁄ �����, ∙ 2� �⁄⁄ �� �ℓ +
�����

�����

2�� �⁄ (∙ ��⁄ )��
�

(−�)��� =

�∫ �����, ∙ 2� �⁄⁄ �����, ∙ 2� �⁄⁄ � × ��ℓ +
�� �⁄ �������

�� �⁄ �������

(∙ ��⁄ )��
�

(−�)���                     (23) 

 
and when (�, ℓ) ∈ ��, we obtain 
 

�∫ ���
(�)��

�����

�����
� =

�∫ �����, ∙ 2� �⁄⁄ �����, ∙ 2� �⁄⁄ � × ��ℓ +
����� �⁄ ��

����� �⁄ ��

(∙ ��⁄ )��
�

(−�)���                   (24) 

 
From here considering the evaluation 
 

������, ∙ 2� �⁄⁄ ����
1
, ∙ 2� 2⁄⁄ ���ℓ + (∙ ��⁄ )��

�
(−�)� ≤

�〈|�|〉���                                                                         (25) 
 
from previous calculations, we obtain 
 
����

�
≤ � 〈m�n���� − 2� �⁄ ℎ��, ��� + 2� �⁄ ℎ���〉���       (26) 

 
By combining all these evaluations, we obtain 
 
�〈ℳ��

�ℒ�, ��,ℓ,�
� 〉� ≤ c2� �⁄

〈|��|〉��� 〈m�n ���� − 2� �⁄
ℎ�� , ��� +

2� �⁄
ℎ���〉���                                                                              (27) 

 
Thus finally when �� < 1 4⁄  from Lemma 4.5, we 
obtain 
 

1

�
� �〈ℳ��

�ℒ�, ��〉�

�∈��

 

≤ 2� �⁄
∑ 〈|��|〉��� 〈m�n ���� − 2� �⁄

ℎ�� , ��� +�∈��

2� �⁄
ℎ���〉��� ≤ 2�(� �⁄ ���)

                                               (28)  

 
As in the wavelet transformation case above, 
expected convergence for normalized error ℓ� of 
reconstructed filter �� can be obtained using 
iterative method via shearlet transformation by the 
following theorem.  
 
Teorem 4.2. Consider filter �� for ℎ� = �(2�� �⁄ )  
with 2-D shearlet system Φ. Then  
 
�����ℒ��

�

��ℒ��
�

→ 0, � → ∞ holds. 

 
Proof. Similarly by letting �∗ = �� and �� = �ℒ� in 
the Lemma 3.2, we obtain  
 
��� − �ℒ��

�
  = �Φ���Φ∗ ���ℒ� − Φ��Φ∗ ���ℒ��

�
=

�∑ �〈�ℒ�, ��〉��∈��
� − ∑ �〈ℳ��

�ℒ�, ��〉��∈��
� �

�
≤

�∑ �〈�ℒ�, ��〉��∈��
� �

�
+ �∑ �〈ℳ��

�ℒ�, ��〉��∈��
� �

�
<

��2� �⁄ ������
����� �.�

+ ��2� �⁄ ������
����� �.�

                    (29) 

 
From Lemma 3.3, we obtain 
 
�����ℒ��

�

��ℒ��
�

<
��2� �⁄

�

��ℒ��
�

+
��2� �⁄

�

��ℒ��
�

→ 0,    � → ∞                      (30) 

 
Thus, we prove that the image can be reconstructed 
well asymptotically, when the height of the 
horizontal mask decays faster than 2�� �⁄ .  

5. CONCLUSION 

In this paper, we show the asymptotic analysis of 
wavelet and shearlet transforms used for the 
inpainting where the missing data have a 
horizontal rectangle shape. As a conclusion, we 
found out that the shearlet transformation is more 
effective for the problem discussed than the 
wavelet transform. If the height of the horizontal 
mask decays faster than 2�� �⁄ , we proved that the 
image can be reconstructed asymptotically.  

REFERENCES 

[1]       R. H., Bamberger and M. J. T., Smith,  “A 
Filter Bank for the Directional 
Decomposition of Images: Theory and 

1549Sakarya University Journal of Science, 22 (6), 1544-1551, 2018.



"Hülya Kodal Sevindir, Cüneyt Yazıcı, Süleyman Çetinkaya
Asymptotic analysis of shearlet transfom for inpainting…"

 

Design”, IEEE Trans. Signal Process., 40, 
882–893, 1992. 

[2]  J. P., Antoine, P., Carrette, R., Murenzi and 
B., Piette,  “Image Analysis with Two-
dimensional Continuous Wavelet 
Transform”, Signal Process., 31, 241–272, 
1993. 

[3]   E. J., Cand`es and D. L., Donoho, “New 
Tight Frames of Curvelets and Optimal 
Representations of Objects with Piecewise 
C2 Singularities”, Comm. Pure Appl. 
Math., 57, 219–266, 2002. 

[4]   M. N., Do and M., Vetterli, “The 
Contourlet Transform: an Efficient 
Directional Multiresolution Image 
Representation”, IEEE Trans. Image 
Process., 14, 2091–2106, 2005. 

[5]   K., Guo, G., Kutyniok and D., Labate, 
“Sparse Multidimensional Representations 
Using Anisotropic Dilation and Shear 
Operators, Editors: G. Chen and M. J., Lai 
” Wavelets and Splines: Athens 2005, 
Nashboro Press, Nashville, 189–201, 
2006. 

[6]   D., Labate, W. Q., Lim, G., Kutyniok, and 
G., Weiss, “Sparse Multidimensional 
Representation Using Shearlets”, in 
Wavelets XI, Edited by M. Papadakis, A. F. 
Laine, and M. A. Unser, SPIE Proc., 5914, 
254–262, 2005.  

[7]   K., Guo, D., Labate, W. Q., Lim, G., Weiss 
and E., Wilson, “Wavelets with Composite 
Dilations”, Electron. Res. Announc. Amer. 
Math. Soc., 10, 78–87, 2004. 

[8]       K., Guo, D., Labate, W. Q., Lim, G., Weiss 
and E., Wilson, “The Theory of Wavelets 
with Composite Dilations, Editors: C. 
Heil”, Harmonic Analysis and 
Applications, Birkhauser, Boston, 231–
250, 2006. 

[9]     K., Guo, W.Q., Lim, D., Labate,  G., Weiss 
and E., Wilson, “Wavelets with Composite 
Dilations and Their MRA Properties”, 
Appl. Comput. Harmon. Anal., 20, 220–
236, 2006. 

[10] G., Kutyniok and D.,Ch., Labate, 
“Introduction to Shearlets”, Shearlets: 

Multiscale Analysis for Multivariate Data, 
Birkhäuser, Boston, 1–38, 2012. 

[11]  www.shearlab.org 

[12]  G. R., Easley,  D., Labate and F., Colonna, 
“Shearlet-Based Total Variation for 
Denoising”, IEEE Trans. Image 
Processing,18(2), 260–268, 2009. 

[13]  Q., Guo, S., Yu, X., Chen, C., Liu and W., 
Wei, “Shearlet-based Image Denoising 
Using Bivariate Shrinkage with Intra-band 
and Opposite Orientation Dependencies”, 
IEEE Conference Publications, 1, 863–
866, 2009. 

[14]  G. R., Easley and D., Labate, “Image 
Processing Using Shearlets”, Editors: G., 
Kutyniok and D., Labate  Shearlets: 
Multiscale Analysis for Multivariate Data, 
Birkhäuser, Boston, 283–325, 2012. 

[15]  S., Häuser and J., Ma,  “Seismic Data 
Reconstruction via Shearlet-Regularized 
Directional Inpainting”, 
http://www.mathematik.uni-
kl.de/uploads/tx_sibibtex/seismic.pdf 

[16]  E. J., King, G., Kutyniok and X., Zhuang, 
“Analysis of Data Separation and 
Recovery Problems Using Clustered 
Sparsity”, SPIE Proceedings: Wavelets 
and Sparsity XIV, 8138, 1-11, 2011. 

[17]  E. J., King, G., Kutyniok and Zhuang X., 
“Analysis of Inpainting via Clustered 
Sparsity and Microlocal Analysis”, J. 
Math. Imaging Vis., 48, 205–234, 2014. 

[18]  E. J., King, G., Kutyniok and W.Q, Lim, 
“Image Inpainting: Theoretical Analysis 
and Comparison of Algorithms”, SPIE 
Proceedings, 8858, 1-11, 2013. 

[19] C., Yazıcı, “Shearlet Teorisi ve 
Medikal Verilere Uygulaması”, Kocaeli 
University, Unpublished Ph.D. Thesis for 
Mathematics Degree, 2015.  

[20] I., Daubechies, “Ten lectures on 
Wavelets”, Society for Industrial and 
Applied Mathematics (SIAM), 
Philadelphia, 1992. 

1550Sakarya University Journal of Science, 22 (6), 1544-1551, 2018.



"Hülya Kodal Sevindir, Cüneyt Yazıcı, Süleyman Çetinkaya
Asymptotic analysis of shearlet transfom for inpainting…"

 

[21]   W. Q., Lim,  “The Discrete Shearlet 
Transform: A New Directional Transform 
and Compactly Supported Shearlet 
Frames”, Image Proc. IEEE Transactions 
on, 19(5), 1166–1180, 2010. 

[22]  K.,Guo and  D., Labate, “Optimally Sparse 
Multidimensional Representation Using 
Shearlets”, SIAM J. Math. Anal.,39, 298–
318, 2007. 

[23]  G., Kutyniok and  W. Q., Lim,  “Image 
Separation Using Wavelets and Shearlets”, 
Curves and Surfaces, 6920, 416-430, 2012. 

[24]  G., Kutyniok and D., Ch., Labate, 
“Introduction to Shearlets”, Shearlets: 
Multiscale Analysis for Multivariate Data, 
Birkhäuser, Boston, 1–38, 2012. 

 

 

1551Sakarya University Journal of Science, 22 (6), 1544-1551, 2018.



 

SAKARYA UNIVERSITY  
JOURNAL OF SCIENCE 

 

e-ISSN: 2147-835X 
http://www.saujs.sakarya.edu.tr 

Received 
30-09-2017 
Accepted 

08-02-2018 

Doi 
10.16984/saufenbilder.340849 

 

 

© 2017 Sakarya Üniversitesi Fen Bilimleri Enstitüsü 
http://www.saujs.sakarya.edu.tr 

The effect of rotation energies of H2
+ molecule  

on the Ne + H2
+  NeH+ + H reaction  

 
 

Ezman KARABULUT1 
 
 

ABSTRACT 
 
The noble gas atoms such as He, Ne and Ar have significantly electronic ionization values around liquid 
nitrogen temperature (at low temperature values). Because of this feature, the noble gases which are used 
for some gas detectors, and which is related certain chemical process occurring in the low temperature 
regions of atmosphere are encouraged to be researched. The chemical reactions subjected to these noble 
gas atoms have been believed to exhibit important behaviors at the same temperature values. The 
investigation of their quantum effects in particular energy range and the dependence on temperature of 
chemical reactions consisting of atom-diatom molecular systems include the subject of reaction dynamics. 
The title reaction has showed stable structure feature in the interaction region which is the nearest inter-
atomic distance. For this reason, it causes to be examined of dynamic effects by depending on quantum 
states of initial hydrogen ion. The contributions of angular behaviors of hydrogen ion related to total angular 
momentum and the effects of these behaviors to reaction formations are examined via three dimensional 
quantum mechanical methods.  
 
Key Words: Noble gas, Zero-point energy, Reaction probabilities, Angular momentum. 

 

 

1. INTRODUCTION 

In order to theoretically verify the scattering 
calculations in atom-two atom collisions, a 
realistic potential energy surface of the relevant 
system must be obtained. The presence of a deep 
potential well in the transition zone of the colinear 
collision state of the subject reaction makes it 
difficult to theoretically examine this reaction [1]. 
But, because of this transition feature of the 
reaction, the change in the internal energy of the 
hydrogen ion molecule in the reaction was 
explained to be more effective than the transition 
energy [2]. For Ar and Kr, which are the other 
noble gas atoms, it is very difficult to do dynamic 

                                                 
1 Bitlis Eren University, Vocational School of Health Services-ezman.fizik@gmail.com 

studies on them since they have non-adiabatic 
energy surfaces [3]. Coriolis Coupling (CC) and 
Centrifigual Sudden (CS) calculations were 
performed in the first dynamic study on the most 
realistic potential of Ne + H2

+ reaction. This study 
was carried out for certain initial vibrational 
quantum states at the energy range of 0.5-1.5 eV. 
CC and CS results gave very different results for 
high total angular momentum values. It was also 
emphasized that the vibrational quantum state of 
the hydrogen ion molecule exhibits exothermic 
character of the reaction at vibrational states that 
are higher than v = 1[4]. Then the analytical 
potential energy surface for the same reaction was 
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established and the vibrational states of the initial 
hydrogen ion in certain energies were discussed. 
However, since this potential energy surface is 
very similar to the previous energy surface, no 
dynamic calculations have been made on this 
potential [5]. By similar to previous work, CC 
calculations have been made in the range of 0-2.0 
eV collision energy over certain vibrational states 
of hydrogen molecule ion and the resonance states 
in the obtained cross-sections were discussed. It 
was also compared with experimental and 
theoretical results in the literature. A real 
calculation was made for certain total angular 
momentum values and then the intermediate 
values were calculated by the appropriate 
interpolation method [6]. At the subsequent study, 
the differential cross sections were also examined 
again in certain collision energies, which were 
dependent on the initial vibrational states. It was 
also discussed the dependence of resonance 
structures on vibrational states [7]. Another study 
on the initial vibrational states has also made 
comparisons over the relevant cross sections of the 
previous potential energy surface in certain 
energies. In addition, the internal energy 
distributions of the product molecule were also 
evaluated using these energy and potentials, and 
both potentials exhibited similar behaviors at both 
high and low energies [8]. The final work on this 
reaction was the use of deuterium, the isotope of 
the hydrogen atom, to investigate isotope effects. 
This work CC and CS calculations were, total 
cross sections of Ne + H2

+ and Ne + D2
+ reactions 

were investigated by depending on initial 
vibrational states [9]. 

In the light of these works done, due to the 
transitional nature of the potential energy surface, 
it is emphasized that the initial molecular 
vibrational and rotational energy states 
significantly affect the result of the reaction. But, 
it was not calculated since the rotation energy 
distributions involve certain computational 
difficulties. The relevant reaction will be 
considered in the appropriate vibrational and 
energy range, and detailed investigations of the 
effects of different initial rotational energy states 
on reaction formation will clarify the uncertainties 
in the literature. At the same time, the effects that 
occur on the product conditions will be 
emphasized.  

The remainder of work contains the theoretical 
information needed for the relevant calculations. 
Finally, the results obtained are interpreted.  

 
2. THEORY 

As the formation of free radicals occurs in a very 
short period of time, usually during femto-second 
(10-15 s), it is very difficult to experimentally 
measure the information required for the reaction. 
For this reason, it is very important that the 
theoretical studies in which solutions containing 
time in reaction dynamics are obtained. The time 
dependent Schrödinger equation is used to 
understand such movements. 

�ℏ
�

��
�(�, �, �, �) = �̂�(�, �, �, �)                       (1)                           

If the Hamiltonian operator is time independent, 
the solution of this equation is written as 

�(�, �, �, � + �) = ����̂� ℏ⁄ �(�, �, �, �)    (2) 
This equation gives the relation between the 
function at time t and the function at time t + τ [10] 

����� ℏ⁄ � = {1 − (��̂ � ℏ⁄ ) −
�

�!
(��̂ � ℏ⁄ )� −

�

�!
(��̂ � ℏ⁄ )� +

�

�!
(��̂ � ℏ⁄ )�...}�            (3) 

In the quantum mechanical study of reaction 
dynamics, the time dependent Schrödinger 
equation has to be solved for very large 
propagation times using very small time steps. The 
excess of the spread term required for convergence 
of this series leads to an increase in the processor 
time required at each time step. If the high-order 
terms in the expansion are neglected, this creates 
the error at each time step and increases the error 
amount by increasing the propagation time. Many 
methods have been developed to solve the time 
dependent Schrödinger equation until now [11-
13]. By means of these developed techniques, 
many important problems of quantum mechanics 
such as inelastic scattering, reactive scattering and 
photo-dissociation can be investigated depending 
on the time [14]. The Reel-Wave Packet method, 
developed by Gray and Balint-Kurti, which has 
been widely used in recent years in solving the 
time dependent Schrödinger wave equation, 
allows only the use of the real part of the wave 
function [15]. The use of only the real part of the 
wave function reduces the size of the matrices 
encountered in numeric applications, besides it 
also severely reduces the propagation time. The 
above-mentioned equation 2 can be written in 
trigonometric form as 

�(�, �, � + �) = {���[
�̂�

ℏ
] − ����[

�̂�

ℏ
]}�(�, �, �)                         

(4) 
Similarly, the wave function at t is also written in 
terms of the wave function at t -τ. 
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�(�, �, � − �) = {���[
�̂�

ℏ
] + ����[

�̂�

ℏ
]}�(�, �, �)                               

(5) 

 If these two equations are collected to each other, 
in the form of   
�(�, �, � + �) = −�(�, �, � − �) +

2���[
�̂�

ℏ
]�(�, �, �)                                             (6) 

 is obtained. Since this recurrence relation does not 
contain a complex expression, the wave function 
�(�, �, � + �) is a real function. However, because 
the equation contains trigonometric expression, it 
is difficult to use and the Hamiltonian operator to 
overcome this difficulty is written in form of 

�(��
ˆ ) =

�ℏ

�
�����(��

ˆ )                          (7) 

Thus, if the solution function is rearranged, 

�(�, �, � + �) = −�(�, �, � − �) + 2��
ˆ �(�, �, �)                             

(8)                                         
is obtained. In quantum space, the imaginer part of 
the wave function has no direct effect on the 
measurable values of the operators corresponding 
to the dynamic variables. For this reason, the 
virtual part of the wave function can be subtracted 
from the above equations.  The real and imaginary 
parts of the wave function, respectively, are 
� = �(�)         and        � = ��(�)                 (9) 
 The spread of wave function in real terms is  

�(�, �, � + �) = −�(�, �, � − �) + 2��
ˆ �(�, �, �)                          

(10) 
When considered the destructive potential used to 
prevent reflection of the wave function from the 
coordinate interval ends, the spreading scheme is 

���� = �̂(−�̂���� + 2��
ˆ ��)                (11) 

Where n=1,2,..,N (iteration step). �̂ is the 
destructive potential. To start the recurrence 
relation, the first two values must be known and 
these values are  
�� = �[�(�, �, �)]              and  

 �� = �̂(��
ˆ �� − �1 − ��

�ˆ ��)                 (12) 

Here ��
ˆ  can be scaled in form of ��

ˆ = ���̂ + ��. 
Where �� = 2 ��⁄  and �� = −1 − ������ 
Looking at Eq. 11, there is only one time effect of 
the Hamiltonian operator on the wave function. 
This provides a great advantage in terms of time to 
reach the desired quantum mechanical quantities 
[16, 17]. In this method is analyzed the 
components of the wave function that reach the 
asymptotic region of the product channel by 
passing through the strong interaction region of the 
potential energy surface. These components give 
information on reactive scattering. Since the wave 
components pass to the product channel, all scatter 

information about the product quantum states can 
be calculated. In this method, an analysis line is 
selected in the asymptotic region of the product 
channel and at each time step the wave packet is 
analyzed on this analysis line and the time 
dependent coefficients are calculated.  

�����,��,���
�

(�) = ∫ ���(�, �)�����,��,���
�

(� =

�∞, �, �, �)����                          (13)                            
Fourier transformation of these coefficients gives 
the energy dependent amplitudes: 

�����,��,���
�

(�) =
�

��
� ���� ℏ⁄ �����,��,���

�
(�)��

∞

�

                                  

(14)                                             
The energy-dependent amplitudes give the 
elements of the scattering matrix:  

�������→���
�

(�) =

�ℏ���

(����
�)� �⁄ (

����

����������
)� �⁄ ������∞

������,��,���
�

(�)

�(���)
                     

(15) 
Where �� and ��, respectively, are the 

corresponding wave vector components in the 
reactant and product channels. ����� and ����� 
are the reduced masses in reactant and product 
channels. ��is the energy scaling parameter in 
Chebychev polynomials. �(−��)is the 
components of the initial wave packet with −��ℏ 
momentum. The absolute square of scattering 
matrix depending on the final and initial quantum 
states of the reactants and products and the total 
energy gives the reaction probabilities. 

�������→���
�

(�) = ��������→���
�

(�)�
�
                (16) 

The sum of the reaction possibilities over all 
product rotation and vibrational states gives the 
total reaction probability. Total reaction 
probability at any energy value [18] is 

�������

��
(�) = � � �������→���

�
(E)

�
�

         (17) 

 
3.RESULTS AND DISCUSSION 

 
We obtained the state to state dynamic calculations 
for the ground state (12A’) of the title reaction 
which was calculated using highly correlated 
complete active space self-consistent field and 
multi-reference configuration interaction wave 
function with a basis set of aug-cc-pV5Z. The 
subject reaction has a very deep energy floppy in 
the reaction transition zone and a very high (0.54 
eV) endothermic energy. Because of these 
features, very large time spread in the Chebyshev 
iteration relationship and very high grid steps in 
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the movement of the reacting atoms are needed. 
Performing real calculations on such reactions is 
difficult due to both obtaining the relevant 
potential energy surface and excessive processor 
effort in the dynamic calculations. For this reason, 
especially in the high values of j, this difficulty is 
further increased. In this study, dynamic 
simulation was performed once the total angular 
momentum value was zero.  
                            

 
Figure1. The change of the vibrational quantum 

states of product molecule by depending on the rotational 
quantum states of the initial molecule. 

 
Figure 1 shows the distributions of vibrational 
quantum states of the product molecule in certain 
rotational quantum states (j=0-5) of the reactant 
molecule. Because of the energy floppy at the 
transition state region in this reaction that occurs 
in a collinear manner (1800), reaching grid of wave 
packets requires a lot of propagation time. Due to 
these delays, fold reflections occur at the end of the 
grid and a resonant structure is observed 
throughout the relevant energy range. In the 
examined energy range, the product molecule 
contains only 3 vibrational quantum states. The 
changes in the vibrations of the product molecule 
shift to higher energies with increasing quantum 
numbers of vibrations, as expected.  But, the 
highest contribution of dispersion is seen to be 
taken from the v '= 0 vibrational quantum state. It 
is also seen that the reaction occurrences in this 
quantum state are fast in the threshold region. In 
this reaction, the changes on the rotation energies 
of the initial molecule are very prominent at the 
threshold. These distributions in the graph are the 

sum of all possible rotational charges of the 
product molecule.    

               

 
Figure2. The rotation and vibration distributions of product 

molecule by depending on the rotation quantum states of 
the initial molecule. 

 
Figure 2 shows the relation of the average of all 
rotational quantum states of the product molecule 
to the states of vibration quantum states, in terms 
of the rotation quantum states of the initial 
molecule. In the case of v '= 0 vibration quantum, 
it demonstrates that the contribution of the product 
rotation quantum state is much. However, a 
regular distribution of product rotation quantum 
states was not observed. It is seen that the highest 
contribution occurs again in the case of v '= 0.  

1555Sakarya University Journal of Science, 22 (6), 1552-1558, 2018.



"Ezman Karabulut
The effect of the rotation energies of h2+ molecule on the ne + h2+ --> neh+ + h reaction…"

 

 

                         

 
Figure3. The total reaction probabilities depending on the 

initial rotation quantum states. 

 
Figure 3 shows the kinetic energy dependence of 
the total reaction probabilities collected over all 
product vibration and rotational energy quantum 
states. Because of the minimal energy pathway 
structure that promotes long distance interactions, 
vibration and rotation states have a more 
significant effect on the reaction, rather than the 
transition energy. Figure 3 showing that the 
rotational energies are effective and the previous 
works mentioned in the introduction part showing 
that the vibrational energies are effective are the 
best indicators of quantum effects of this reaction. 
As can be seen in Figure 3, the reaction 
probabilities depended on the rotation quantum 
state shows a significant irregularity in the 
examined energy range. This means that the 
transition energies are less effective than the 
rotational energies. The most important criterion 
for this situation is the barrier on minimum energy 
path of the system. 

                

 
Figure4. The distribution of product vibrational quantum 
states by depending on the initial rotation quantum states. 

 
Figure 4 shows the total reaction probability 
summed over all possible quantum states 
(vibration and rotation) of the product molecule 
for certain initial rotational energy quantum states. 
The product vibrational quantum state has a value 
up to the quantum state v '= 2 in the examined 
energy range. The increase of the vibrational 
quantum state of the product molecule has created 
an undesirable situation to form a new bond in the 
complex formation (i.e. to form the product 
molecule). The same case is also valid for the 
product rotation quantum states in Fig. 2. The 
increase in rotation and vibration energy of the 
product molecule supports to increase the related 
barrier. For this reason, to evaluate higher 
vibrational and rotational quantum states of the 
product molecule is possibly by thinking the 
system at higher transition energy range. Because 
the threshold energy value that is needed for the 
corresponding formation shifts towards the higher 
energy region.   
 

CONCLUTIONS 
 

Due to the endothermic nature of the reaction, the 
increase in the internal energy of the hydrogen ion 
shifts the necessary activation energy towards the 
lower energies, as expected. At the same time, any 
increase in the internal energy changes of the 
product molecule shifts the threshold energy 
generating the title reaction to higher energies. It 
was observed that the distributions of the 
vibrational quantum states were very distinct and 
regular and the rotational energy quantum states 
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were not in a certain regime when they were based 
on the same transition energy. It has been found 
that this state does not change depending on the 
quantum states of the product molecule. In this 
reaction, it is understood that the initial rotational 
quantum states do not reflect a distinctive feature 
in the energy range investigated. 
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Conjugate Tangent Vectors, Asymptotic Directions, Euler Theorem and Dupin 
Indicatrix For k-Kinematic Surfaces 

Yasemin Yıldırım*1, Erhan Ata2 

ABSTRACT 

In this study, we define the k-kinematic surface gM  which is obtained from a surface M  on Euclidean 3-

space 3E  by applying rigid motion described by quaternions to points of M . Then we investigate and 
calculate for this surface some important concepts such as shape operator, asymptotic vectors, conjugate 
tangent vectors, Euler theorem and Dupin indicatrix which help to understand a surface differential 
geometrically well.  
 

Keywords: Asymptotic direction, conjugate tangent vectors, Dupin indicatrix, Euler theorem. 

 

1. INTRODUCTION 

Surfaces have had application areas in many areas 
such as mathematics, kinematics, dynamics and 
engineering for many years and they have been in 
center of interest increasingly. Mathematicians 
have written many articles and books by 
investigating surfaces as Euclidean and non-
Euclidean. For these studies, one can read [1-15] . 
Eisenhart defined parallel surfaces and their some 
properties in his book [3]. In [16], Ünlütürk and 
Özüsağlam investigated the parallel surfaces in 
Minkowski 3-space. In [17], Tarakçı and 
Hacısalihoğlu defined surfaces at a constant 
distance from edge of regression on a surface and 
gave some properties of such surfaces and then in  
[18-20] Sağlam and Kalkan investigated the other 
properties of this surface. Again Sağlam and 
Kalkan transported the surfaces at a constant 
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2 Dumlupınar Üniversitesi, erhan.ata@dpu.edu.tr 

distance from edge of regression on a surface to 
Minkowski 3-space and obtained their properties 
which they have in Euclidean space. 
Quaternions have many application areas in both 
theoretical and applied mathematics. The 
quaternions described firstly by Hamilton applied 
mechanics in 3-dimensional space [21]. The 

quaternions as a set correspond to 4  4-
dimensional vector space on real numbers. The 
unit quaternions which are known as vensors 
provide a convenient mathematical description in 
rotations and directions in 3-dimension. They are 
simpler forming and numerically more stable and 
efficient than Euler angles and rotation matrices. 
The set of dual quaternions, invented by Clifford 
to describe space geometry in mathematics and 
mechanics, is a Clifford algebra which can be used 
for representation of rigid motions [22-24]. 
Motion of a point, line and objects has a great 
attraction in kinematics [25]. E. Study and 
Kotelnikov applied dual numbers and dual vectors 
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to studies which they did in kinematics ([26], 
[27]). Homogeneous transformation is a point 
transformation. However, the line transformations 
in which transformed element is a line instead a 
point can be defined in 3-dimensional Cartesian 
space. Pottmann and Wallner studied on line 
transformations [28]. A screw is a 6-dimensional 
vector which is obtained from vectors such as 
power, torque, linear velocity and angular velocity 
emerged in rigid motion. When two lines are given 
it is easy to obtain one from another by screw 
motion [29]. Rigid motions include rotations, 
translations, reflections and combinations of these. 
Sometimes reflections are excluded in definition 
of rigid motion. The shape and dimension of any 
object remains same after the rigid motion. In 
kinematics, a suitable rigid motion represented by 
SE(3) is used for representing linear and angular 
changes. According to Charles theorem, every 
rigid motion can be expressed as a screw motion. 
A surface formed kinematically is a surface 
defined by a moving object envelope. This object 
can be a point, a line, a plane or any arbitrary 
figure. There are many applications of surfaces 
produced in many areas kinematically [30-35]. 
Selig and Husty took the dual quaternion which 
described a rigid motion and gave its effects on a 
point and a line in their study [36]. In [31-34] a 
computer-aided geometric design (CAGD) and 
surface design were combined. In these studies, 
they focused on the surfaces obtained by using 
point movements (substitution). The techniques 
for generating surfaces kinematically are more 
suitable in CAD/CAM, because these depend 
directly on the kinematic constraints of the bench 
and design requirements. 

In this study, we define the kinematic surface by 
applying rigid motion expressed by dual 
quaternions as in [36] to points of a surface M  in 

3-dimensional Euclidean space 
3E and obtain a k-

kinematic surface gM  by taking the rotation axis 
specially as the unit vector k . The k-kinematic 

surface gM  is a more general case of surfaces at a 
constant distance from edge of regression from a 
point on a surface and the parallel surfaces on 
which many studies have been done by 
mathematicians and differential geometers until 
now. In special cases one can obtain surfaces at a 
constant distance from edge of regression from a 
point on a surface and the parallel surfaces from 
the k-kinematic surfaces. Then, we calculate shape 
operator, asymptotic vectors, conjugate tangent 
vectors, Euler theorem and Dupin indicatrix, 

which are well-known concepts in differential 

geometry, of the k-kinematic surface gM  and 
investigate the changes in these concepts under the 
rigid motion. 

 

2. PRELIMINARIES 

Let M  be a surface of 3E  with the metric tensor 

,  . Let D  be the Riemannian connection on 3E  

and N  be a unit normal C  vector field on M . 
Then, for every p M  and ( )pX T M  we have 

, = 1p pN N   and , = 0pN X  . Let 

: ( ) ( )p pS T M T M  be the shape operator defined 

by ( ) = XS X D N . The Gaussian curvature ( )K p  

and mean curvature ( )H p  of M  at p  are the 

determinant and the trace of S  at p M , 

respectively. The eigenvalues of S  are called the 
principal curvatures of M . If tangent of a curve is 
a principal vector at each of its points then this 
curve is a curvature line in M .  

Definition 1. Let M  and rM  be two surfaces in 

Euclidean space. Let N


 be the unit normal vector 
field of M  and r  be a constant. If there is a 
function  

 : rf M M  

 ( ) = pp f p p rN 


 

 between the surfaces M  and rM  then rM  is 
called parallel surface of M  and the function f  is 

called the parallelization function between the 

surfaces M  and rM   [37].  
Definition 2. Let M  be an Euclidean surface in 

3E  and S  be the shape operator of M . For 
( )p pX T M  if  

( ), = 0p pS X X   

 then pX  is called an asymptotic direction of M  

at p M  [38].  

Definition 3. Let M  be an Euclidean surface in 
3E  and S  be the shape operator of M . For 

, ( )p p pX Y T M  if  

( ), = 0p pS X Y   

 then pX  and pY  are called conjugate tangent 

vectors of M  at p M  [38].   

Definition 4. Let M  be an Euclidean surface in 
3E  and S  be the shape operator of M . For an 

umbilic point p M  the function  
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: ( )n pk T M R  

2

1
( ) = ( ),n p p p

p

k X S X X
X

   

 is called the normal curvature function of M  at 
p  [37].   

Definition 5. Let M  be an Euclidean surface in 
3E  and S  be the shape operator of M . Then the 

Dupin indicatrix of p M  is  

= { | ( ), = 1,p p p pX S X X  D  

 ( )}p pX T M  [37].  

Definition 6. Let M  and fM  be two surfaces in 
3E  and pN  be a unit normal vector of M  at a 

point p M . Let ( )pT M  be the tangent space at 

p M  and { , }p pX Y  be an orthonormal basis of 

( )pT M . Let 1 2 3=p p p pZ d X d Y d N   be a unit 

vector where 1 2 3, ,d d d   are constant numbers 

such that 2 2 2
1 2 3 = 1d d d  . If a function with the 

condition  

: , ( ) =f
pf M M f p p rZ  , r  constant, 

fM  is called as the surface at a constant distance 
from edge of regression on M  [17].   

2.1. Quaternions 

Let us firstly begin with Hamilton’s quaternions 
and their connection with rotations. A rotation of 
angle ¸  about a unit vector = ( , , )T

x y zv v v v  is 

represented by the quaternion,  

= ( ).
2 2

i j kx y zr cos sin v v v
 
    

The conjugation  
=p rpr  

gives the action of such a quaternion on a point 
= i j kp x y z   in space, where  

= ( ).
2 2

i j kx y zr cos sin v v v
 
    

The quaternions representing rotations satisfy 
=1rr  and also r  and r  represent the same 

rotation. The set of unit quaternions, those 
satisfying =1rr , comprise the group Spin(3), 
which is the double cover of the group of rotations 

(3)SO . 

Let   be the dual unit which satisfies the relation 
2 = 0  and commutes with the quaternion units 

,i j  and k . For ordinary quaternions 0q  and 1q ,  

0 1=h q q  

indicates a general dual quaternion. A rigid 
transformation is represented by a dual quaternion  

1
= ,

2
g r tr  

where r  is a quaternion representing a rotation as 
above and = i j kx y zt t t t   is a pure quaternion 

representing the translational part of the 
transformation [36]. 
Points in space are represented by dual quaternions 
of the form,  

ˆ =1 ,p p  

where p  is a pure quaternion as above. The action 

of a rigid transformation on a point is given by,  
1 1

ˆ ˆ' = ( ) ( )
2 2

p r tr p r rt    

             
1 1

= ( )(1 )( )
2 2

r tr p r rt      

                      = 1 ( ).rpr t   

Note that, as with the pure rotations, g  and g

represent the same rigid transformation [36].  

3. KINEMATIC SURFACES AND k-
KINEMATIC SURFACES 

Firstly, let us give the definition of the kinematic 
surface:  

Definition 7. Let M  and gM  be two surfaces in 
3E  and p M . Let 

= cos sin ( )
2 2

x y zr v i v j v k
 
    be a rotation by 

an angle of   radian about the unit vector 

= ( , , )x y zv v v v


 and t


 be the translational vector. If 

there is a function defined as  

 : gf M M  

        ( ) =p f p rpr t   

then the surface gM  is called a kinematic surface 
of the surface M .  
Let the rotation axis be the unit vector k  and the 
translational vector be any unit vector pZ  at a 

point p M . Then, we can obtain a new 

kinematic surface, let us call this surface as " k -
kinematic surface".  

Definition 8. Let M  and gM  be two surfaces in 

3E  and p M . Let = cos sin
2 2

r k
 
  be a 

rotation by an angle of   radian about the unit 

vector k  and pZ


 be the translational vector. If 

there is a function defined as  
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( ) = cos sinf p p k p  


 

         (1 cos ) , pk p k Z     
  

 

then gM  is called a k-kinematic surface of the 
surface M .  
As an example, let us consider the half cylinder  

= { ( , ) | ( , ) = (cos ,sin , ),M u v u v u u v 
0 / 2,0 2}.u v     

Let the rotation angle be / 2  and translational 

vector be 
3 3 3

= , ,
3 3 3

Z
 
 
 


. Rotating every 

point of M  by / 2  angle over the k


 and 

translating 6  unit along Z


 gives the k-kinematic 
surface  

={ ( , ) | ( , ) =( sin 2 3,cos 2 3, 2 3)gM u v u v u u v           

        0 / 2,0 2}.u v     

Image of a point = (0,1,2)P M  will be 

= ( 1 2 3,2 3,2 2 3) gp M     (Figure 1). 

 
    Figure 1. k-kinematic surface of an half cylinder 

 
One can easily see that for p pX T M    

 * = cos sinp p pf X X k X  


 

             (1 cos ) , ,p pk X k Z     
  

 

so the tangent vectors on M  can be transferred to 

the surface gM  by the transformation *f . 

Let ( , )U  be a parametrization of the surface M

. Then, one can write that  
3:U E M    

        ( , ) = ( , ).u v p u v  

It follows that { , }u v p   is a basis of ( )pT M . Let 

pN  be a unit normal vector at p M  and 

1 2 3, ,d d d   be constant real numbers. Then we 

can write that 1 2 3= | |p u p v p pZ d d d N  


. Since  

   = { ( ) | ( ) = cos singM f p f p p k p  


 

        (1 cos ) , },pk p k Z     
  

 

a parametric representation of the surface gM  is  

    ( , ) = cos ( , ) sin ( , )u v u v k u v    


 

                (1 cos ) , ( , ) pk u v k Z      
  

 

and  

= ( , ) | ( , ) = cos ( , ) sin ( , )gM u v u v u v k u v     


   

 1 2 3(1 cos ) , ( , ) ( , ) ,u vk u v k d d d N u v          
 

 

1 2 3 , , ,   are constantsd d d   

or  

= ( , ) | ( , ) = cos ( , ) sin ( , )gM u v u v u v k u v     


   

      1 2 3(1 cos ) , ( , ) ( , ),u vk u v k N u v           
 

 

     1 2 3 , ,   are constants .    

where 1 1= d  , 2 2= d   and 3 3= d  . Let us 

take u  and v  as the principal directions of the 

surface M . Let 1k  and 2k  be the associated 

principal curvatures, respectively. Then, we get 

3 1= (cos ) sin ,u u vk k N          

     1 1( sin , ) (1 cos ) ,v uk k N k k             

 and  

3 2= sin , (cos )v u vk N k           

     2 2( sin , ) (1 cos ) , .u vk k N k k             

Therefore, the unit normal vector field of the 

surface gM  can be calculated as  

=g u vN
A

 
 

 where = u vA   .  

Theorem 1. Let the pair ( , )gM M  be given in 3E

. Let { , }u v   be orthonormal and principle vector 

fields on M  and 1k , 2k  be principle curvatures of 

M . Then the matrix of the shape operator gS  of 
gM  is  

1 2

2
3 4

1
=gS

A

 

 

 
 
 

 

 where  
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1 = , , , , ,g g
uv u v uu v vN N              

2 = , , , , ,g g
uu u v uv u uN N              

3 = , , , , ,g g
vv u v uv v vN N              

4 = , , , , .g g
uv u v uu u uN N                

4. ASYMPTOTIC DIRECTIONS AND 
CONJUGATE TANGENT VECTORS 

FOR k-KINEMATIC SURFACES 

Theorem 2. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal and 

principle vector fields on M  and 1k , 2k  be 

principle curvatures of M . Let ( )p pX T M . 

Then * ( )( ) ( )g
p f pf X T M  is an asymptotic 

direction of gM  if and only if  

           * 2 * * 2
1 1 2 1 2 3 2 = 0x x x x     (1) 

 where  

1 2= , , = , ,p u p vx X x X      
*
1 1 2= , , ,u u u v            
*
2 1 2 3 4= , , , , ,u v v v u u u v                      
*
3 3 4= , , .u v v v            

Proof. Let ( )p pX T M . Then, we can write that 

1 2=p u vX x x  , where 1 = ,p ux X    and 

2 = ,p vx X   . Besides, one can write that  

    * 1 * 2 *( ) = ( ) ( )p u vf X x f x f   

                1 2= .u vx x   (2) 

On the other hand, calculating *( ( ))g
pS f X  gives  

* 1 * 2 *( ( )) = ( ( )) ( ( ))g g g
p u vS f X x S f x S f   

       1 1 3 2 2 1 4 2= ( ) ( )u vx x x x         (3) 

Calculating inner product of (2) and (3) gives the 
result.  

Theorem 3. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal basis such 

that u  and v  are principle vector fields on M  

and 1k , 2k  be principle curvatures of M . Let 1  

and 2  be the angles between the unit vector pX  

and u  and v , respectively. Then 

* ( )( ) ( )g
p f pf X T M  is an asymptotic direction of 

gM  if and only if  

  * * *2 2
1 1 2 1 2 3 2cos cos = 0.cos cos         (4) 

Proof. Let 1  be the angle between pX  and u  and 

2  be the angle between pX  and v . Then we have  

1 1cos = , = .p uX x    (5) 

Similarly, we can obtain  

2 2cos = , = .p vX x    (6) 

Substituting (5) and (6) into (1) completes the 
proof.  

Theorem 4. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal basis such 

that u  and v  are principle vector fields on M . 

Then for , ( )p p pX Y T M , * ( )( ) ( )g
p f pf X T M  

and * ( )( ) ( )g
p f pf Y T M  are conjugate tangent 

vectors if and only if  

  * * * *
1 1 1 2 1 2 3 2 1 4 2 2 = 0,x y x y x y x y       (7) 

where  

1 2= , , = , ,p u p vx X x X      

1 2= , , = , ,p u p vy Y y Y      
*
1 1 2= , , ,u u u v            
*
2 1 2= , , ,u v v v            
*
3 3 4= , , ,u u u v            
*
4 3 4= , , .u v v v            

Proof. Let , ( )p p pX Y T M . Then, since { , }u v   is 

an orthonormal basis on ( )pT M  we have 

1 2=p u vX x x   and 1 2=p u vY y y  , where 

1 = , ,p ux X    2 = , ,p vx X    1 = ,p uy Y    and 

2 = ,p vy Y   . It follows that  

* 1 * 2 *( ) = ( ) ( )p u vf X x f x f   

            1 2= u vx x   

and  

* 1 * 2 *( ) = ( ) ( )p u vf Y y f y f   

           1 2= .u vy y   (8) 

On the other hand, one can obtain that  

* 1 * 2 *( ( )) = ( ( )) ( ( ))g g g
p u vS f X x S f x S f   

       1 1 3 2 2 1 4 2= ( ) ( )u vx x x x         (9) 

 Inner product of (8) and (9) gives  
* *

* * 1 1 1 2 1 2( ( )), ( ) =g
p pS f X f Y x y x y     

                                 * *
3 2 1 4 2 2 ,x y x y    

where  

1 2= , , = , ,p u p vx X x X      

1 2= , , = , ,p u p vy Y y Y      
*
1 1 2= , , ,u u u v            
*
2 1 2= , , ,u v v v            

1563Sakarya University Journal of Science, 22 (6), 1559-1566, 2018.



"Yasemin Kemer, Erhan Ata
Conjugate tangent vectors, asymptotic directions, euler theorem and dupin indicatrix for k-kinematic surfaces…"

*
3 3 4= , , ,u u u v            
*
4 3 4= , , .u v v v            

This completes the proof.  

Theorem 5. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal basis such 

that u  and v  are principle vector fields on M  

and 1k , 2k  be principle curvatures of M . Let 1 , 

2  be the angles between the unit vector pX  and 

u , v , respectively and 1 , 2  be the angles 

between the unit vector pY  and u , v , 

respectively. Then *( )pf X  and *( )pf Y  are 

conjugate tangent vectors if and only if  
* *
1 1 1 2 1 2cos cos cos cos         

* *
3 2 1 4 2 2cos cos cos cos = 0      

Proof. Let 1  be the angle between pX  and u  and 

2  be the angle between pX  and v . Then we have  

1 1cos = , = .p uX x    (10) 

 and  

2 2cos = , = .p vX x    (11) 

Similarly, let 1  be the angle between pY  and u  

and 2  be the angle between pY  and v . Then we 

get  

1 1cos = , = .p uY y    (12) 

 and  

2 2cos = , = .p vY y    (13) 

Substituting (10), (11), (12) and (13) into (7) 
completes the proof.   

5.  EULER THEOREM AND DUPIN 
INDICATRIX FOR k-KINEMATIC 

SURFACES 

Theorem 6. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal basis such 

that u  and v  are principle vector fields on M  

and 1k , 2k  be principle curvatures of M . Let 

( )p pX T M  and *( ( ))g
n pk f X  be the normal 

curvature of gM  in the direction *( )pf X . Then  

* 2 * * 2
* 1 1 2 1 2 3 2

* 2 * * 2
1 1 2 1 2 3 2

( ( )) = ,
2

g
n p

x x x x
k f X

x x x x

  

  

 

 
 (14) 

where  
  1 2= , , = , ,p u p vx X x X      

  *
1 1 2= , , ,u u u v            

  *
2 1 2 3 4= , , , , ,u v v v u u u v                        

  *
3 3 4= , , ,u v v v            

  * * *
1 2 3= , , = , , = , .u u u v v v               

Proof. Let ( )p pX T M . Then, we have 

1 2=p u vX x x   ,where 1 = ,p ux X   , 

2 = ,p vx X   . It follows that  

* 1 * 2 *( ) = ( ) ( )p u vf X x f x f   

            1 2= u vx x   

and  

* 1 * 2 *( ( )) = ( ( )) ( ( ))g g g
p u vS f X x S f x S f   

       1 1 3 2 2 1 4 2= ( ) ( ) .u vx x x x         

By an easy calculation we get  
2 2 2

* 1 1 2 2( ) = , 2 , ,p u u u v v vf X x x x x                 

               * 2 * * 2
1 1 2 1 2 3 2= 2x x x x     

and  
2

* * 1 2 1( ( )), ( ) =( , , )g
p p u u u vS f X f X x             

      2
3 4 2( , , )u v v v x            

      1 2( , ,u v v v            

                  3 4 1 2, , )u u u v x x            

      * 2 * * 2
1 1 2 1 2 3 2= .x x x x     

 Therefore we obtain  
* 2 * * 2

* 1 1 2 1 2 3 2
* 2 * * 2
1 1 2 1 2 3 2

( ( )) = .
2

g
n p

x x x x
k f X

x x x x

  

  

 

 
 

Theorem 7. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal basis such 

that u  and v  are principle vector fields on M  

and 1k , 2k  be principle curvatures of M . Let 

( )p pX T M  and *( ( ))g
n pk f X  be the normal 

curvature of gM  in the direction *( )pf X . If we 

denote the angle between the unit vector pX  and 

u  by 1  and the angle between the unit vector pX  

and v  by 2  then  
* * *2 2

* 1 1 2 1 2 3 2
* * *2 2
1 1 2 1 2 3 2

cos coscos cos( ( )) = ,
2 cos coscos cos

g
n pk f X

      

      

 

 
 

Proof. Substituting (5) and (6) into (14) gives the 
result.   

Theorem 8. Let gM  be a k-kinematic surface of a 
surface M  and { , }u v   be orthonormal basis such 

that u  and v  are principle vector fields on M  

and 1k , 2k  be principle curvatures of M . Then  

   *
( ) ( )= { ( ) ( ) |g g

f p p f pf X T MD  

           * 2 * * 2
1 1 2 1 2 3 2 = 1},c x c x x c x    (15) 
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 where  
*

1 2( ) = ,p u vf X x x   
*
1 1 2= , , ,u u u vc              
*
2 1 2 3 4= , , , , ,u v v v u u u vc                      
*
3 3 4= , , .u v v vc            

 Proof. Let *
( )( ) ( )g

p f pf X T M . Then, since  
* * *

( ) = { ( ) | ( ( )), ( ) = 1},g g
f p p p pf X S f X f X  D

proof is clear.  

Corollary 1. Let gM  be a k-kinematic surface of 

a surface M . Then the Dupin indicatrix of gM  at 

( ) gf p M  is   

1.  an ellipse if 2
2 1 34 < 0c c c , 

2.  a hyperbola if 2
2 1 34 > 0c c c , 

3.  a parabola if 2
2 1 34 = 0c c c . 
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Comparison of Leaf Beetle (Coleoptera: Chrysomelidae) Diversity of Turkey and 
Neighboring Countries with Respect to Species Numbers and Endemicity 

Ali Nafiz Ekiz*1 

ABSTRACT 

According to number of leaf beetle species and subspecies, Turkey is the most diverse country by far among 
its neighbors with 916 reported taxa. The species numbers of neighboring countries are as follows: Bulgaria 
603, Ukraine 582, Greece 507, Romania 495, Iran 479, Russia (only the southern European part included) 
441, Azerbaijan 373, Armenia 294, Georgia 273, Syria 254, Cyprus (whole island) 136, Iraq 120 and 
Moldova 103. As to number of endemic taxa, Iran and Turkey keep ahead with 103 and 88 endemics 
respectively. The closest country is Greece with 32 endemics and Moldova contains no endemic taxa. 
However, when we calculate the rate of endemism, Iran is unmatched with an endemism ratio of 21.50%, 
followed by Iraq and Turkey having 10.00% and 9.61% endemism ratios respectively. 

Keywords: Chrysomelidae, biodiversity, Turkey, number of species, endemism. 

1. INTRODUCTION 

A criterion, maybe the best one, for understanding 
and evaluating the biodiversity of a particular 
region, is to know the species numbers dwelling 
there. From this point of view, this study mainly 
aims to compare the leaf beetle diversity of Turkey 
and neighboring countries with respect to species 
numbers and the rate of endemicity. The secondary 
aim of the study is to determine a possible 
correlation between the species numbers and the 
surface area of selected countries. 

The leaf beetles (Chrysomelidae) constitute a 
diverse family with about 37,000 (possibly up to 
50,000) described species arranged in 19 
subfamilies and more than 2000 genera all over the 
world. Larvae and adults of Chrysomelidae live 

                                                 
* Corresponding Author 
1 Uşak University, Faculty of Science and Arts, Department of Biology, Uşak, Turkey – nafiz.ekiz@usak.edu.tr 

and feed on leaves, flowers, stems or roots. Many 
members of the family are phytophagous and 
economically important pests or biological control 
agents of certain weeds [1,2,3]. 

Thanks to its location, Turkey has a quite rich 
biodiversity, so rich to be compared with 
continents. According to IUCN data [4], Europe 
has 12.500 plant species while 11.000 present only 
in Anatolia, and one third of these species are 
endemics. 1.500 vertebrate species (over 100 
endemics) and more than 20.000 invertebrate 
species (about 4.000 endemics) are present in 
Turkey. Turkey is located in the middle of three 
biodiversity hotspots. These are Mediterranean 
basin, Caucasus and Irano-Anatolian hotspots. 
These hotspots make the area very important for 
biological biodiversity and conservation. 
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Turkey has many neighbors either by land or sea. 
The main purpose of this paper is to compare the 
leaf beetle diversity of these countries. Totally 14 
countries are involved and compared: Turkey, 
Greece, Bulgaria, Romania, Moldova, Ukraine, 
Russia (South European part), Georgia, Armenia, 
Azerbaijan, Iran, Iraq, Syria and Cyprus Island. 

2. MATERIAL AND METHODS 

The neighboring countries of Turkey are selected 
according to contiguity either by land or sea. 
Totally 14 countries are included. Total number of 
leaf beetles (species and subspecies) reported from 
each country is determined by reviewing the 
relevant literature [5,6,7,8,9,10,11,12,13], as well 
as the number of endemics. The endemicity rates 

of all countries are calculated and compared. The 
number of total taxa and endemics are than 
evaluated considering the total surface area (data 
taken from the website of FAO) of each country. 
Statistical analysis is performed via Excel 2010 
software. 

3. RESULTS AND DISCUSSION 

Within these 14 countries, Turkey is the most 
diverse country with 916 leaf beetle taxa 
(including species and subspecies, and also 
including seed beetles, a subfamily of leaf beetles) 
[5,6,7,8,9,10,11]. The leaf beetle and seed beetle 
numbers of the neighbors are as in the Table 1 
[5,12,13]. 

Table 1. The number of leaf beetle taxa of Turkey and neighboring countries 

 

When we come to numbers of endemic leaf beetles 
(Table 1), Turkey still has a considerable number 
of endemics but here Iran has a spectacular number 
of endemic taxa [5,6,12]. Other prominent country 
is Greece [5]. Moldova has no endemics [5]. An 
interesting result is that, although it is an island, 
Cyprus has only two endemics [5]. This maybe 
shows a strong contact with the motherland 
Anatolia. When we look at the species numbers 
and endemic taxa numbers together, Iran and 

Turkey stand out at first, but some important data 
about the endemism ratios must also be caught 
within the Table. When we look at the endemism 
ratios, Iran and Turkey are still prominent, but Iraq 
also has a high number of endemism ratio. Iraq has 
only 120 species and 10% of them are endemics. 
The actual number of taxa and endemism ratios of 
countries are given together in Figure 1. The three 
peaks that draw attention at first sight are Iran 
(21.50%), Iraq (10%) and Turkey (9.61%). 

Countries N. of leaf beetle taxa Number of endemics Endemism ratio (%) 

Turkey 916 88 9.61 
Bulgaria 603 10 1.66 
Ukraine 582 6 1.03 
Greece 507 32 6.31 
Romania 495 17 3.43 
Iran 479 103 21.50 
Russia (S. Europe) 441 11 2.49 
Azerbaijan 373 5 1.34 
Armenia 294 12 4.08 
Georgia 273 9 3.30 
Syria 254 9 3.54 
Cyprus Island 136 2 1.47 
Iraq 120 12 10.00 
Moldova 103 0 0 
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Figure 1. Number of taxa and endemism ratios (only the Southern European part of Russia is included)

One may expect more diverse habitat types in 
larger areas and thus more species numbers. The 
surface areas of the countries included in this study 
are taken from the web site of FAO [14]. The 
surface area of Russia is omitted from the analysis 
because only the Southern European part is 
involved in this study. Normally, there should be a 
correlation between the surface area and the 
number of species a country has. However, when 
we correlate these two variables, we see a weak 

insignificant correlation (r=0.41, p>0.05) (Figure 
2, left). The results belonging to Iran greatly 
deviates from the regression line. Iran is a very 
large country with diverse climatic factors and 
habitats but the reported leaf beetle diversity is not 
rich as expected. This is most likely a result of low 
number of field studies on leaf beetles. As to my 
knowledge, recently the faunistic works on leaf 
beetles are increasing and I believe that the 
numbers will increase also. 

 

Figure 2. Correlation between the surface area and the number of taxa. (left, Iran is included; right, Iran is excluded)

When we exclude Iran from the data set (Figure 2, 
right), the correlation between the surface area and 
number of species increases and there is a modest 
positive correlation between these two variables 
(r=0.65, p<0.05). 
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Synthesis of Nano Poly(2-thiophenecarboxaldehyde) and Characterization of 
Structure 

Sezen SİVRİKAYA*1, Aslıhan DALMAZ2, Sefa DURMUŞ3 

 

ABSTRACT 

This article describes a chemical oxidative polymerization for the preparation of nano polymeric thiophene 
by using FeCl3 as oxidant. 2-thiophenecarboxaldehyde (2-THCA) compound was used as a monomer at 
this polymerization process. The structure of synthesized nano polymeric thiophene was confirmed by 
scanning electron microscopy (SEM), fourier transform infrared spectroscopy (FTIR), thermogravimetric 
analysis (TGA), raman spectroscopy, and elemental analysis of C, H, O and S. SEM images showed that 
the poly(2-thiophenecarboxaldehyde) (PTHCA) was synthesized in nanoscale and had a homogeneous and 
smooth structure. The size of the synthesized nano particles was not more than 35 nm. Thermal analysis of 
nano polymeric thiophene showed that the polymer is thermally stable up to 450-460 oC. When elemental 
analysis results of PTHCA were examined, it was seen that the obtained data after the synthesis of nano 
polymeric thiophene and the theoretically determined data were agree with each other. 

Keywords: 2-thiophenecarboxaldehyde, nano polymer, characterization   

1. INTRODUCTION 

Over the last few decades, extensive researches 
have been focused on the development of new 
functional organic materials for optics, electronics 
and other industrial applications. The most used 
organic materials for these applications were 
conductive polymers (ICPs) [1] such as 
polyaniline, polypyrrole (PPy) [2-4] and 
polythiophene (PTH) [5]. Among these polymers, 
polythiophene (PTH) has considerable attention 
due to the some characteristic properties such as 
high electrical [6] conductivity, environmental and 
thermal stability [7], oxidation and/or reduction 
levels, electrical and optical properties, high 

                                                 
* Corresponding Author 
1 Department of Polymer Engineering, Faculty of Technology, Duzce University, TR-81620, Duzce, Turkey 
sezensivrikaya@duzce.edu.tr 
2 Department of Compozite Material Technologies, Graduate School Natural and Applied Sciences, Duzce University,  
TR-81620, Düzce, Turkey 
3 Department of Chemistry, Faculty of Art and Science, Duzce University, TR-81620, Duzce, Turkey 

energy density, easy and low cost synthesis or 
potential application in various fields such as 
electromagnetic interference (EMI), polymer 
rechargeable batteries, DNA detection, organic 
light emitting diodes (OLEDs), photovoltaic cells 
[8], electrical memory performance, separation 
membranes, sensors [9], biomedical fields and so 
on [10-20]. 

 

Two techniques for polymerization of thiophene 
have been reported in the literature. The first one 
is electrochemical polymerization and the second 
one is chemical oxidative polymerization [21]. In 
electrochemical polymerization some potential is 
applied through a solution of monomer. The 
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chemical oxidants or cross-coupling catalysts are 
used in chemical polymerization process. The 
chemical method for the synthesis of 
polythiophenes offers two advantages when 
compared to electrochemical method, larger 
monomer selection and ability to synthesize 
polythiophenes nanoparticles using appropriate 
catalysts [22-25]. 

 

In the present work, we synthesized PTHCA by 
chemical polymerization method. In the 
polymerization process, FeCl3 was used as an 
oxidant and 2-THCA was used as a monomer for 
the polymerization of thiophene. The synthesized 
nano polymeric thiophene was characterized by 
different techniques such as scanning electron 
microscope (SEM), fourier transform infrared 
spectroscopy (FTIR), thermogravimetric analysis 
(TGA), raman spectroscopy, and elemental 
analysis of C, H, O and S. 

 

2. EXPERIMENTAL: MATERIAL AND 
METHODS 

2.1. Material and Methods 

2-thiophenecarboxaldehyde, anhydrous ferric(III) 
chloride, chloroform and methanol were all 
purchased from Merck KGaA, Darmstadt, 
Germany. 

Fourier transform infrared (FTIR) spectra of the 
polythiophene were recorded by Perkin Elmer 
Spectrum FTIR in the range of 4000–400 cm-1 with 
ATR technique. Thermal properties of the PTHCA 
were investigated using thermogravimetric 
analyzer Schimadzu DTG-60H instruments. The 
thermogravimetric experiments were conducted 
under nitrogen atmosphere in a temperature range 
of 25–1200 °C with a heating rate of 10 °C/min. 
The morphology of polythiophene was analyzed 
by using FEI Quanta FEG 250 scanning electron 
microscopy (SEM). Raman spectroscopic studies 
were carried out by a Renishaw Invia Raman 
Microscope. The polythiophene composition was 
determined by elemental analysis using Thermo 
Scientific Flash 2000 elemental analyzer. 

2.2. Synthesis of poly 2-thiophene 
carboxaldehyde 

4.7 mL of 0.05 mol of 2-THCA was mixed with 
350 mL of chloroform in a two-necked round-
bottom flask containing a magnetic stir bar. 0.15 
mol of anhydrous FeCl3 was dissolved in 150 mL 
chloroform.  Anhydrous FeCl3 solution was put in 
a dropping funnel and it was added drop by drop 
to the stirred thiophene solution. The 
polymerization was continued at room 
temperature for 24 hours. Dark brown precipitate 
was filtered and washed first with CHCl3 and then 
washed with methanol several times to remove the 
oxidant. The consisted PTHCA powder was dried 
at 50 oC for 24 h. The reaction for the synthesis of 
PTHCA was presented in Figure 1. Reaction 
mechanism was occurred (i); head-to-tail-head-to-
tail (ii) head-to-head-head-to-tail (iii) head-to-tail-
tail-to-tail and (iv) head-to-head-tail-to-tail as 
shown in the literature [24, 26]. Since the 
polymerization yield is about 20%, the soluble 
fraction is too weak to determine the average 
molecular weight and NMR analysis [24, 26-27].  

 

 

Figure 1. Synthesis of PTHCA 

3. RESULTS 

3.1. FTIR Spectroscopy Analysis 

The chemical structures of PTHCA and 2-THCA 
were elucidated by FTIR spectroscopy and the 
spectra were demonstrated in Figure 2. The FTIR 
spectrum of THCA (Figure 2a) showed that a 
broad –OH stretching absorption band was 
between 3500 and 3100 cm-1 and the aliphatic C–
H stretching band was between 2990 and 2850 cm-

1. As the –OH stretching band and the aliphatic C–
H stretching band were aligned, they appeared as 
a broad band from 3089 to 2837 cm-1 in the 
spectrum. When the FTIR spectrum of PTHCA 
(Figure 2b) was examined, the major peaks 
observed at 1629 cm-1 and 1423 cm-1 assigned for 
C=C asymmetric and symmetric stretching 
vibration of thiophene ring.  The other peaks at 
1313 cm-1, 1055 cm-1 and 1029 cm-1 were due to 
deformation of C-H bending and CH in-plane of 
vibrations. The peak at 891 cm-1 and at 661 cm-1 
was assigned for C-S bending vibration and C-S-
C ring deformation stretching of PTHCA, 
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respectively. These peaks proved that the 
polymerization process was successfully carried 
out and the PTHCA was synthesized.  

 

Figure 2. FTIR spectra of (a) 2-THCA and (b) PTHCA 
 

3.2. Raman Spectroscopy Analysis 

The Raman spectrum peak exhibited a peak at 
1641 cm-1 showed dispersion with increasing 
polymer chain length [28]. The most significant 
peaks at 1584 cm-1 and 1462 cm-1 accredited with 
the C=C ring stretching of the PTHCA. The peak 
at about 1354 cm-1 was C–C ring stretching. The 
peaks at 1147 cm-1 and 1027 cm-1 assigned to the 
ring symmetric bending vibration and the in-plane 
C-H bending mode, respectively. The peak at 779 
cm-1 was attributed to the ring deformation C–S–
C. Raman spectrum of PTHCA was described in 
Figure 3. 
 

 
Figure 3. Raman spectrum of PTHCA 

 

3.3. Scanning Electron Microscopy Analysis 

The scanning electron microscope (SEM) in 
Figure 4 exhibited the surface morphology of 
PTHCA. These SEM images clearly indicated that 
the formed particles were uniform and 
homogeneous. Their dimensions were no more 
than 35 nm. This means that the synthesized 
PTHCA was nano-sized. Smooth surface of 

polythiophene indicates that the synthesized 
PTHCA has a better conductivity than other rough 
polythiophene compounds [20].  
 

3.4. Thermogravimetric analysis 

As shown in Figure 5, TGA study of the PTHCA 
indicates that there were two weight loss areas and  
the initial decomposition occurred at about 50–150 
°C due to the loss of solvent and water. The second 
weight loss started at 512 °C was due to thermal 
decomposition of polythiophene. The TGA curve 
showed that the first and second weight loss areas 
of the polythiophene were 12 and 78 wt %, 
respectively. The DTA curve showed as small 
exothermic peak at about 100 °C related with the 
loss of solvent and water from polythiophene and 
an exothermic peak at 600 °C conformed to 
thermal degradation of polythiophene. Thermal 
analysis of nano polymeric thiophene showed that 
the polymer is thermally stable up to 450-460 °C. 

 

Figure 4. SEM images of PTHCA 

 

 

Figure 5. TGA and DTA spectra of PTHCA 

 

3.5. Elemental analysis 

Elemental analysis was performed to determine 
the elemental composition of the synthesized 
PTHCA. Theoretical and experimental results of 
PTHCA were presented at Table 1. The results 
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presented in Table 1 proved that the experimental 
data were compatible with theoretical ones for the 
synthesized polythiophene. 
 

Table 1. Elemental analysis of polythiophene 

PTHCA Theoretical Experimental 

% C 57.11 54.48 

% H 4.79 4.31 

% S 25.41 27.02 

% O 12.68 10.67 

 

4. CONCLUSION 

The nano polythiophene particles were 
successfully synthesized by chemical oxidative 
polymerization method. The structure of nano 
polythiophene was characterized by FTIR, TGA, 
Raman Spectroscopy and Elemental Analysis 
techniques. The surface morphology of nano 
poly(2-thiophenecarboxaldehyde) was also 
examined with SEM. The sizes of the synthesized 
nano particles were not more than 35 nm. The 
TGA studies showed that the PTHCA was 
thermally stable up to 512 oC. 
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 Numerical Solutions of the Gardner Equation via Trigonometric Quintic B-spline 
Collocation Method 

Ozlem Ersoy Hepson*1 

ABSTRACT 

The main purpose of this paper is to get the numerical solutions of the Gardner equation which are widely 
used in various disciplines. For this purpose, the time integration of the system is achieved by the classical 
Crank-Nicolson method owing to its large stability region. Space discretization is done by using the 
trigonometric quintic B-spline functions. Thus the Gardner equation turns into a penta diagonal matrix 
equation and the Thomas algorithm is applied owing to lower cost of computation when compared Gauss 
or Gauss-Jordan elimination methods. 

Keywords: Gardner Equation, trigonometric quintic B-spline, collocation, wave generation, interaction of 
two solitary waves. 

 

 

1. INTRODUCTION 

The Gardner equation is a model for the 
description of weakly nonlinear dispersive waves 
in situations 

�� + ���� + ��
��� + �����             (1.1) 

where α, β and γ are constant parameters and  ���� 
is a dissipative term. Nonlinear ion-acoustic waves 
in plasmas have been studied for a long time. The 
Gardner equation governing these waves in 
plasmas with the negative ion concentration close 
to critical is used [1]. The equation can also 
describe internal waves with large amplitudes and 
weakly nonlinear dispersive waves [2]. An 

                                                 
1 ozersoy@ogu.edu.tr 

analytical study deals with unsteady wave patterns 
occurring in the dispersive resolution of the 
upstream and downstream hydraulic jumps in the 
transcritical flows governed by the Gardner 
equation[3]. In [4], construction of conservative 
finite difference schemes is applied to the Gardner 
equation. The Restrictive Taylor Approximation is 
described to obtain numerical solution of Gardner 
equation in [5]. Extended tanh method was used to 
construct solitary and soliton solutions of Gardner 
equations by Bekir [6]. Projective Riccati 
equations used to generate some hyperbolic type 
solitary wave [7]. In [8], a new exact traveling 
wave solutions get by (G’/G,1/G) expansion 
approach. The mapping method is employed to 
carry out the integration of the equation [9]. Lie 
group and tan-cot methods are also effective 
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methods to obtain the solutions of the Gardner 
equation [10]. A recent study also has dealt with 
the Gardner equation by solving it numerically 
using finite element method based on polynomial 
quintic B-splines[11].  

Recently trigonometric B-splines have 
been adapted to construct numerical techniques for 
getting solutions of differential equations such as 
diffusion problems, Fisher equation and Burger 
equations in [12,13,14]. Quintic trigonometric B-
spline functions are newly defined basis function 
that are different from polynomial [15,16], 
exponential [17,18] ones but in the family of 
trigonometric B-splines. Also trigonometric 
quintic B-spline collocation method was applied to 
solve coupled Burgers’ equation system in  [19]. 

In this paper, the numerical solutions of 
Gardner equation by the trigonometric quintic B-
spline finite element method are searched. Fully-
integration of Gardner equation is obtained by 
using Crank-Nicolson method and trigonometric 
quintic B-spline collocation method for the time 
and space discretization respectively. The 
efficiency of the proposed method together with 
the trigonometric quintic B-splines is observed on 
solutions of Gardner equation. 

The initial condition 

�(�, 0) = �(�)                      (1.2) 

and the zero Neumann boundary conditions  

���(�, �) = 0, ���(�, �) = 0, 

����(�, �) = 0, ����(�, �) = 0          (1.3) 

at both end of the artificial [a,b]. 

2. TRIGONOMETRIC QUINTIC B-SPLINE 
COLLOCATION METHOD 

Consider a uniform partition of the problem 
domain [x0=a,xN=b],   with the grids xm, 
m=0,1,…,N and h=(b-a)/N . The definition of the 
trigonometric quintic B-splines requires the 
support of ghost grids located out of the problem 
domain. Trigonometric quintic B-splines Tm(x), 
m=-2,…,N+2   are defined at the nodes xm  by [20] 

 

where 

ρ(xm+2)= sin((x- xm)/2), 

θ=sin(h/2)sin(h)sin(3h/2)sin(2h)sin(5h/2), 

m=0(1)N. 

 Let U(x,t) be approximate solution to 
u(x,t)  defined as  

U(x,t)= ∑ m (�) mT (�)���
����  

Where δm are time dependent parameters that are 
determined from the collocation points xm, 
m=0,1,…,N and the manipulations on initial and 
boundary data. Trigonometric quintic B-splines 
and its first four derivatives are continuous on 
element  [xm-2,xm+4].  The functional and derivative 
values of U(x,t) at a grid xm is described in terms 
of time dependent parameters δ as 

,)( 312213211   mmmmmm aaaaaxU   

,)( 3122211  
mmmmm bbbbxU   

,)( 312213211  
mmmmmm cccccxU   

,)( 3122211  
mmmmm ddddxU    

312213211)( 
  mmmmmm eeeeexU   

(2.1) 

The coefficients of the time dependent parameters 
in (2.1) take the forms 

a1= sin⁵(h/2)/θ  

a₂=2sin⁵(h/2)cos(h/2) (16cos²(h/2)-3)/θ 
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a₃=2(1+48cos⁴(h/2)-16cos²(h/2))sin⁵(h/2)/θ 

b₁=(-5/2)sin⁴(h/2)cos(h/2)/θ, 

b₂=-5sin⁴(h/2)cos²(h/2)(8cos²(h/2)-3)/θ, 

c₁=(5/4)sin³(h/2)(5cos²(h/2)-1)/θ, 

c₂=(5/2)sin³(h/2)cos(h/2) 

(-15cos²(h/2)+3+16cos⁴(h/2))/θ, 

c₃=(-5/2)sin³(h/2)(16cos⁶(h/2)-5cos²(h/2)+1)/θ, 

d₁=(-5/8)sin²(h/2)cos(h/2)(25cos²(h/2)-13)/θ, 

d₂=(-5/4)sin²(h/2)cos²(h/2)(8cos⁴(h/2)-
35cos²(h/2)+15)/θ, 

e₁=(5/16)(125cos⁴(h/2)-
114cos²(h/2)+13)sin(h/2)/θ, 

e₂=(-5/8)sin(h/2)cos(h/2)(176cos⁶(h/2)-
137cos⁴(h/2)-6cos²(h/2)+15)/θ, 

e₃=(5/8)(92cos⁶(h/2)-117cos⁴(h/2)+62cos²(h/2)-
13)(-1+4cos²(h/2))sin(h/2)/θ 

where θ=sin(h/2)sin(h)sin(3h/2)sin(2h)sin(5h/2). 

The Crank-Nicolson and the classical 
forward finite difference discretization converts 
the equation (1) to 

2

)()( 11 n
x

n
x

nn UUUU

t

UU 




 


 

+ 0
22

)()( 1212





  n

xxx
n
xxx

n
x

n
x UUUUUU

   (2.2) 

where Uⁿ⁺¹=U(x,(n+1)Δt)  represent the solution at 
the (n+1)th time level. Here tn+1=tn+Δt, Δt is the 
time step, superscripts denote n th time level,  
tn+nΔt. 

The nonlinear term (UUx)ⁿ⁺¹ and  (U2Ux)ⁿ⁺¹  
in Eq. (2.2) is linearized by using the following 
form [21] 

(UUx)ⁿ⁺¹=Uⁿ⁺¹Uxⁿ+UⁿUxⁿ⁺¹-UⁿUxⁿ, 

(U²Ux)ⁿ⁺¹=2Uⁿ⁺¹UⁿUxⁿ+(Uⁿ)²Uxⁿ⁺¹-2(Uⁿ)²Uxⁿ 

So Eq (2.2) is discretized in time as 

 

1 11

2

n n n nn n
x xU U U UU U

t


  
 


  

2

)()(2 2121 n
x

nn
x

nn
x

nn UUUUUUU  

 + 

0
2

1


 n

xxx
n
xxx UU

                   (2.3) 

Substitute Eqs. (2.1) into (2.3) and 
collocate the resulting the equation at the knots xm, 
m=0,1,…,N yields a linear algebraic system of 
equations:      
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(2.4) 

where  

 312213211   mmmmm aaaaa   

 = 3122211   mmmm bbbb   

The equation (2.4) can be represented the 
following matrix system; 

1n Ax Bx       (2.5) 

where 
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B  

and 

ψ₁ =(2/Δt+αλ+2βκλ)a₁+(ακ+βκ)b₁+γd₁,  

ψ2 =(2/Δt+αλ+2βκλ)a₂+(ακ+βκ²)b₂+γd₂ 

ψ3 = (2/Δt+αλ+2βκλ)a₃,  

ψ4 = (2/Δt+αλ+2βκλ)a₂-(ακ+βκ²)b₂-γd₂ 

ψ5 = (2/Δt+αλ+2βκλ)a₁-(ακ+βκ²)b₁-γd₁, 

ψ6 = (2/Δt+βκ²λ)a₁-γd₁ 

ψ7 = (2/Δt+βκ²λ)a₂-γd₂,  

ψ8 = (2/Δt+βκ²λ)a₃ 

ψ9 = (2/Δt+βκ²λ)a₂+γd₂,  

ψ10 = (2/Δt+βκ²λ)a₂+γd₁     

The boundary conditions Uxx(a,t)=0, 
Uxx(b,t)=0,    Uxxx(a,t)=0    and    Uxxx(b,t)=0 

are used to eliminate parameters  
1
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n
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n
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the system (2.5) so that we have a solvable 
(2N+2)x(2N+2)  5-banded matrix system. This 
system is solved with Matlab program using 
Thomas algorithm. 

Time evolution of parameters 
1n

m and
1n

m   

is computed once the initial parameters  
0
m  and 

0
m   

are obtained via initial and boundary conditions as 
below: 
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3. NUMERICAL EXAMPLES 

In this section, we solve some analytical and 
non-analytical initial boundary value problems to 
validate the proposed method and present the 

results. The accuracy of suggested method 
problem is shown by calculating the error norm 

L∞=|u-U|∞=max|
n
mu -

n
mU | 

where  mu   and  mU  represent exact and numerical 

solutions at the n.th time level, respectively. 

3.1. Kink type Wave Propagation 

Use Kink type wave solution of the Gardner 
equation is [17]  

1 1 30 1
( , ) tanh( ( )

10 10 60 30
u x t x t      (3.1) 

kink type wave travels to the right with the velocity 
1/30 , Fig 1. The initial condition required to start 
the iteration of the time integration is determined 
by assuming t=0 in the analytical solution (3.1). 
We choose homogeneous Neumann conditions. 
We compute the numerical solutions using the 
selected values α=1, β=-5 and µ=1 with different 
values of time step size Δt.  In our first 
computation, we take Δt=0.1 and Δt=0.01   while 
the number of partition N changes.  The 
corresponding results are presented in Table 1. In 
our computation, we compute the maximum 
absolute errors at time level t=12 in the finite 
interval [-80,80].  The error distribution is plotted 
in Fig 2. The error is concentrated about the points 
where the wave height changes rapidly.  

 

Table 1. Comparison of the max. Error norms at 
t=12 

N Δt=0.1 Δt=0.01 

200 1.2361x10-3 1.3288x10-3 

400 7.2063 x10-5 8.3593 x10-5 

600 1.3221 x10-5 1.6551 x10-5 

800 3.9570 x10-6 5.1655 x10-6 
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Fig. 1. Motion of the kink type wave at t=12, 
N=200 

 

Fig. 2. The maximum error distributions at t=12, 
N=200 

 

3.2. Generation of new wave 

Generation of wave is studied for the 
Gardner's equation in the study [4]. In this section, 
same simulation is carried out for the perturbed 
Gardner's equation. Thus to the perturbed Gardner 
equation of the form 

  xxxxxt uuuuuu 2
   (3.2) 

for >0 can be useful to study the wave generation 

from an initial positive pulse. The decomposition 
of the balance among the nonlinear terms and the 
third order derivative is expected not to keep the 
shape or velocity as propagating. Thus, the initial 
condition is generated from the initial condition of 
the first problem sensitively as  

2 5
( , )

53
4 14 cosh

3 3

u x t
x


 

  
 

   (3.3) 

by perturbation the initial condition. We choose 
the parameters α=10, β=-3 and µ=1 in the Gardner 
equation (3.2). We run the proposed algorithms 
with the discretization parameters N=400 and 
Δt=0.01  in the artificial problem interval  [-40,60]   
up to the time t=15. Simulation of the wave 
generation is shown in Figs 3-6. Initial wave is 
split into three new solitary waves and further one 
has started to become solitary wave when time 
reach at t=15, seen in Fig. 6. 

 

Fig. 3. Wave generation for initial data 

 

 

Fig. 4. Wave generation for t=5 
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Fig. 5. Wave generation for t=10 

 

 

Fig. 6. Wave generation for t=15 

3.3. Interaction of two solitary waves 

The interaction of two positive bell shape 
solitaries are also studied in the paper [22] using 
the cosh hyperbolic type initial condition. The 
following exponential initial condition 
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is also derived from the analytical solution given 
in [22]. This initial condition gives two well 
separated positive bell shaped solitaries of heights 
1.49963 and 0.49999 positioned at x=-2.5 and 
x=7.2 respectively, at the beginning, Fig. 7. Both 

solitaries propagate in the opposite directions 
along the horizontal axis as time goes. 
Continuation of simulation is depicted Fig. 8-11. 
We assume that α=6, β=6 and µ=1 in the Gardner 
equation (1.1). The designed routines are run up to 
the terminating time t=5 with the discretization 
parameters N=600 and Δt=0.01 in the finite 
problem interval [-10,20]. 

 

Fig. 7. Interaction of two positive bell shape 
solitaries for t=0 

 

Fig. 8. Interaction of two positive bell shape 
solitaries for t=2 
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Fig. 9. Interaction of two positive bell shape 
solitaries for t=2.5 

 

Fig. 10. Interaction of two positive bell shape 
solitaries for t=4 

Fig. 11. Interaction of two positive bell shape 
solitaries for t=5 

 

CONCLUSION 

The collocation method based on 
trigonometric quintic B-spline functions is derived 
for the numerical solutions of some analytical and 
non-analytical problems for the Gardner equation. 
The errors between the numerical and the 
analytical solutions in case the existence of the 
analytical solutions for the first problem are 
measured. The perturbation of a single positive 
bell shaped solitary wave is derived to study wave 
generation for the Gardner equation successfully 
in the second problem. As a last test problem, 
interaction of two solitary waves are studied. The 
present method simulated the interaction 
successfully. As a conclusion, trigonometric 
quintic B-spline collocation method gives 
numerical solutions of the Gardner equation with 
high accuracy. 
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Investigation of Inhibition Effects of Honey, Pollen, Propolis and Royal Jelly Extracts 
on Thioredoxin Reductase Enzyme Activity 

Gamze AKBULUT1, Ebru AKKEMİK*1,2 

ABSTRACT 

The thioredoxin reductase enzyme is an enzyme that prevents the mechanism of apoptosis from working 
and thus triggers the formation of cancer. Therefore, the inhibition of the thioredoxin reductase enzyme is 
thought to prevent or inhibit cancer. In this study, the effects of extracts of plateau honey, pine honey, 
chestnut honey, mad or wild honey, pollen, propolis and royal jelly on thioredoxin reductase enzyme 
activity were investigated. Enzyme activities were measured at constant substrate and different inhibitor 
concentrations to calculate IC50 values. Total antioxidant activity were investigated in order to compare the 
extracts used in the inhibition study. The strongest inhibitory effect was seen in the pollen methanol extract 
(IC50 = 2.44μg /mL) 

Keywords: cancer, bee products, thioredoxin reductase 

1. INTRODUCTION 

In today’s world, it is commonly recognized that 
cancer is one of the biggest global public health 
issues that we face. The high cost of drugs used in 
cancer treatment and the significant side effects of 
these drugs have been the driving force behind the 
search for new drugs, the results of which have led 
to many candidate drugs being synthesized. In 
order to evaluate the synthesized substances as 
medicines, these substances must undergo many 
long, demanding tests. Data from 2012 show that 
there were 14.1 million cancer cases worldwide. 
This number is expected to rise to 19.3 million by 
2025 [1].  

                                                 
* Corresponding Author 
1 Faculty of Engineering and Architecture, Food Engineering, Siirt University,56100, Siirt/ Turkey 
2Science and Technology Research and Application Center, Siirt University 56100, Siirt, Turkey 

Thioredoxin redutase (TrxR; EC 1.6.4.5), which is 
a member of the Flavo Enzyme class and has a 
homodimeric structure, catalyzes the reduction of 
thioredoxin. Thioredoxin is known to be present in 
all organisms [2]. The TrxR/Trx system also plays 
a functional role in the construction of 
deoxyribonucleotides, where Trx protein acts as an 
electron provider [3], [4]. TrxR plays an important 
role in DNA synthesis, redox signaling, 
antioxidant defense, selenium metabolism and 
regulation of apoptosis [2]. Owing to these stated 
functions, thioredoxin reductase has become the 
focus of researchers. AIDS, cancer and 
autoimmune disease-related studies have shown 
that TrxR may be associated with many human 
diseases [4]. TrxR is the target enzyme in cancer 
research, particularly because of its relationship 
with apoptosis [3], [5], [6].  
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Honey, pollen, propolis and royal jelly, all of 
which are recognized as major bee (Apis 
mellifera) products, have many phenolic 
compounds [7]. Throughout human history, bee 
products, in addition to serving as a source of food, 
have been used for therapeutic purposes, including 
the treatment of burns, gastrointestinal disorders, 
asthma, infected wounds, and skin ulcers [7-9]. 
The therapeutic effects of bee products continue to 
be investigated to this day. As a source of food, bee 
products have been reported to contain about 150–
200 ppm compounds, such as polyphenols 
(phenolic acids, flavonoids, and their derivatives), 
terpenes, steroids, and amino acids [7], [8], [10], 
[11]. The content of these products depends on 
many factors, like plant type, climate and 
environmental conditions [11]. 

The main reason for the different colors, tastes and 
compositions of the honeys is that they are 
obtained from different botanical [11]. Four 
distinct types of honey (three floral type and one 
secretion type) were used in our study: plateau 
honey, a multiflora honey, which has a sharp taste 
and is very nutritious  [12]; chestnut honey, which 
is made from the nectar or pollen of a chestnut 
flower and has a dark brown color and a bitter taste 
[13]; “mad” or "wild" honey, which it is known as 
locally, is obtained from Rhododendron ponticum, 
an endemic species that grows only in the Black 
Sea region (this honey contains grayanotoxins, 
which are polyhydroxylated cyclic diterpenes 
possessing structures, and it has been reported that 
excessive consumption of mad honey causes 
hypotension, bradycardia, and vertigo [14]; and 
pine honey, which is produced from the secretion 
of a bug known as the "Basra bug", or "Marchalina 
hellenica", instead of flower nectar [15]. 

Propolis is a resinous substance with a dark brown 
color and is produced to protect hives from 
bacterial/fungal infections from bees. In addition, 
propolis is used for cleaning and sealing the hives. 
Propolis has antibacterial, antiviral, antioxidant, 
anticancer, and anti-inflammatory activities  [16], 
[17]. Pollen is the reproductive cells of plants. 
Bees consume pollen as part of their diet and use 
it to feed the larvae  [15]. Royal jelly is a natural 
product produced by the main worker bees for the 
purpose of feeding the bee embryos. Royal jelly is 
a very rich product that includes protein, 
carbohydrates, various fatty acids (short chain) 
and mineral substances [18]. 

Bee products are known to have anticancer 
properties. However, the mechanism governing its 

anticancer activities remains unclear. Taking into 
account the complex nature of cancer, in this 
study, we aimed to determine which of the bee 
products studied has better effectiveness on 
thioredoxin reductase enzyme activity and the 
impact of the products on cancer mechanisms. 

2. MATERIALS AND METHODS 

2.1. Chemicals and instruments 

Analytical grade solvents (methanol, ethanol, and 
dimethyl sulfoxide (DMSO)), 5,5'-dithio-bis(2-
nitrobenzoic acid) (DTNB), nicotinamide adenine 
dinucleotide zhosphate (NADPH), and other 
reagents were obtained from Sigma-Aldrich 
(Milan, Italy). Thioredoxin reductase recombinant 
from rat liver was also obtained from Sigma-
Aldrich (Milan, Italy). Honeys, pollen, royal jelly 
and propolis were procured commercially on the 
Turkish market. In this study, Evolution 201 UV-
Visible Spectrophotometer (Thermo Scientific) 
was used in kinetic study. 

2.2. Samples and preparation of extracts 

A modification of the procedure described by 
Şahin et al. was used to perform extractions [19]. 
Approximately 5 g of the samples were placed in 
100 mL of solvent (methanol, ethanol, DMSO and 
water) medium. Each sample was then stirred at 
room temperature for 24 hours using a shaker. The 
suspension was centrifuged at 10,000g for 15 min. 
The resulting supernatant (methanol and ethanol) 
was concentrated in a rotary evaporator under 
reduced pressure. The other supernatant (DMSO 
and water) was concentrated in a lyophilizator (-
52oC and 0,132 bar). The obtained residue was 
dissolved in a very small amount of the same 
solvent and held at 4°C until used. 

2.1. Thioredoxin reductase catalytic activity and 
inhibition  

The DTNB method was used to measure the 
activity of the thioredoxin reductase enzyme. This 
method catalyzes the reduction of disulfide bonds 
in DTNB by the NADPH-dependent thioredoxin 
reductase enzyme [20]. In a 1.0 ml reaction mix, 
the final concentrations were 20 mM potassium 
phosphate, 2 mM ethylene diamine tetra acetic 
acid, 0.02 mM b-nicotinamide adenine 
dinucleotide phosphate, reduced form, 0.02% 
(w/v) bovine serum albumin, 0.1% ethanol, 0.5 
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mM 5,5'-dithio-bis(2- nitrobenzoic acid) DTNB, 
and 0.15 unit thioredoxin reductase. 
Concentrations were immediately mixed by 
inversion, and the increase was recorded in a 
Spectrophotometer A412nm for approximately 3 
minutes. One unit is based on the determination of 
TNB oxidation per minute. Enzyme activities were 
measured at constant substrate and different 
inhibitor concentrations to find IC50 value. In 
preliminary experiments, DMSO, ethanol, and 
methanol were found to have no significant 
inhibition effect on ThxR. The tube not containing 
inhibitor was used as control and its activity was 
considered as 100%. Each experiment was 
repeated 3 times. Activity-% [Inhibitor] plots were 
drawn for inhibitors.  

2.4. Determination of total phenolic content 

The content of total polyphenols was estimated 
according to the Folin-Ciocalteu method using 
gallic acid as a reference standard [21]. Using a 
standard graph, total phenolic content was 
expressed as mg of gallic acid equivalents per g of 
extract. 

3. RESULT 

Solvents with different polarities (methanol, 
ethanol, DMSO and water) were used to determine 
the differences created by the solvent 
environment. In methanol, the solubility of plateau 
honey, chestnut honey, pine honey, mad honey, 
pollen, propolis and royal jelly were determined to 
be 0.2909, 0.3071, 0.4188, 0.3036, 0.1797, 0.3643 
and 0.1084 g/ml, respectively (Table 1); in 
ethanol, the solubility of plateau honey, chestnut 
honey, pine honey, mad honey, pollen, propolis 
and royal jelly were found to be 0.0263, 0.0313, 
0.1289, 0.0240, 0.0445, 0.4104 and 0.0065 g/ml, 
respectively (Table 1); and in DMSO, the 
solubility of plateau honey, chestnut honey, pine 
honey, pollen, and royal jelly were calculated as 
0.4582, 0.4708, 0.4580, 0.2064, and 0.0881 g/ml, 
respectively (Table 1). DMSO (mad honey and 
propolis) was not studied because it could not be 
evaporated in the last stage of extraction. Finally, 
in water, the solubility of plateau honey, chestnut 
honey, pine honey, mad honey, pollen, propolis 
and royal jelly were found to be 0.3668, 0.3782, 
0.3395, 0.3400, 0.2025, 0,0152 and 0.0109 g/ml, 
respectively (Table 1). 
 
 

Table 1. Inhibitory effects of bee products 
extracts against TrxR and the solubility  

 

Samples Solvent 

Concentr
ation of 

extracted 
sample 
(g/mL) 

ThxR 

IC50 
(mg/mL) 

R2 

Mad 
Honey 

Ethanol 0,1289 5,350 0.8917 
Methanol 0,4188 4,260 0.9560 
DMSO - - - 
Water 0,3395 Not inh Not inh 

Plateau 
Honey 

Ethanol 0,0263 0,862 0.9140 
Methanol 0,2909 2,500 0.9752 
DMSO 0,4582 4,030 0.9766 
Water 0,3668 0,191 0.9729 

Pine 
Honey 

Ethanol 0,0240 Not inh Not inh 
Methanol 0,3036 Not inh Not inh 
DMSO 0,4580 36,58 0.9010 
Water 0,3400 Not inh Not inh 

Chestnut 
Honey 

Ethanol 0,0313 2,768 0.9249 
Methanol 0,3071 151,1 0.8862 
DMSO 0,4708 4,200 0.9731 
Water 0,3782 25,24 0.9448 

Pollen 

Ethanol 0,0445 0,056 0.8260 
Methanol 0,1797 0,024 0.9726 
DMSO 0,2064 2,14 0.9608 
Water 0,2025 * * 

Propolis 

Ethanol 0,4104 0,400 0.9832 
Methanol 0,3643 0,068 0.8534 
DMSO - - - 
Water 0,0152 * * 

Royal 
Jelly 

Ethanol 0,0065 0,060 0.9134 
Methanol 0,1084 3,204 0.9496 
DMSO 0,0881 10,69 0.9382 
Water 0,0109 * * 

-The solvent could not be evaporated 
*Could not be determined 
 
Enzyme activities were measured at constant 
substrate and different inhibitor concentrations to 
find IC50 value. The tube not containing inhibitor 
was used as control and its activity was considered 
as 100%. Activity-% [inhibitor] plots were drawn 
for inhibitors. According to the resulting plots, the 
IC50 values for each plateau honey extract (water, 
ethanol, methanol and DMSO) were 0.191, 0.862, 
2.500 and 4.030 mg/mL for TrxR, respectively 
(Table 1, Figure 1); the IC50 values of each 
chestnut honey extract (water, ethanol, methanol 
and DMSO) were 25.24, 2.768, 151.1 and 4.200 
mg/mL for TrxR, respectively (Table 1, Figure 1); 
the IC50 values of each mad honey extract (ethanol 
and methanol) were 5.350 and 4.260 mg/mL for 
TrxR, respectively (Table 1, Figure 1); the IC50 
values of each pine honey extract (DMSO) were 
36.58 mg/mL for TrxR (Table 1, Figure 1). 
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Figure 1. Inhibitory effects of honey extracts 
against TrxR 

 
According to the resulting plots, the IC50 values of 
each pollen extract (ethanol, methanol and 
DMSO) were 0.056, 0.024 and 2.14 mg/mL for 
TrxR, respectively (Table 1, Figure 2); the IC50 

values of each propolis extract (ethanol and 
methanol) were 0.400 and 0.068 mg/mL for TrxR, 
respectively (Table 1, Figure 2); and finally, the 
IC50 values of each royal jelly extract (ethanol, 
methanol and DMSO) were 0.060, 3.204 and 
10.69 mg/mL for TrxR, respectively (Table 1, 
Figure 2).  
 

 
 
 

Figure 2. Inhibitory effects of bee products 
extracts against TrxR 

 
In the investigation of different solvent extractions 
(methanol, ethanol, water, and DMSO) of plateau 
honey, chestnut honey, pine honey, pollen, royal 
jelly, and in the measurement of their total 
phenolic contents (Table 2), it was observed that 
for the honey samples, the total polyphenol content 
was between 28,067 and 116,91 mg GAE/g, 
whereas for the pollen (ethanol and DMSO) and 
royal jelly (ethanol, methanol and DMSO) the 
amounts were respectively between 471,567–
1.151,0 GAE/g and between 0.060–10.69 GAE/g 
(Table 2). With the method that we applied, the 
total phenolic contents of pollen methanol and 
water extracts and all extracts of propolis were not 
able to be determined due to the occurrence of 
settling in the tube. 

Table 2. Phenolic content of bee products  
 

Samples Solvent 
Total 

polyphenol mg 
GAE/g sample 

Mad Honey 

Ethanol 31,733 
Methanol 54,733 
DMSO - 
Water 48,900 

Plateau Honey 

Ethanol 28,067 
Methanol 68,733 
DMSO 84,400 
Water 53,233 

Pine Honey 

Ethanol 31,067 
Methanol 81,233 
DMSO 80,733 
Water 86,733 

Chestnut 
Honey 

Ethanol 30,733 
Methanol 85,900 
DMSO 116,91 
Water 87,233 

Pollen 

Ethanol 471,567 
Methanol * 
DMSO 1.151,0 
Water * 

Propolis 

Ethanol * 
Methanol * 
DMSO - 
Water * 

Royal Jelly 

Ethanol 48,233 
Methanol 81,567 
DMSO 113,40 
Water * 

-The solvent could not be evaporated/ 
*Could not be determined 

4. DISCUSSION 

Studies have shown that the human TrxR system 
is associated with cancer cell proliferation and 
anti-apoptosis processes [2], [22]. The thioredoxin 
system regulates the redox state of Trx 
(thioredoxin) and the transfer of apoptosis signals. 
For example, reduced Trx binds apoptosis 
signaling kinase-1 (ASK1) and stops apoptosis. 
Oxide Trx, however, cannot do that [22], [23]. 
TrxR is a unique enzyme present in all living cells, 
yet in tumor cells, the TrxR level is 10 times 
greater than that seen in normal cells, indicating 
that the active thioredoxin system is effective in 
proliferating tumor cells. Therefore, this protein 
has been proposed as a target for cancer treatment. 
In a study conducted for this purpose, it was 
reported that the interaction of TrxR1 with 
electrophiles results in two important biological 
consequences, namely p53 conformational 
degradation and apoptosis induction [22], [24], 
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[25]. There are many cancer drugs that inhibit 
TrxR [3], and many new drug candidates are 
regularly being synthesized. In order to evaluate 
the synthesized substances as medicines, these 
substances must undergo many long, demanding 
tests. As a result, many researchers have turned to 
natural products. For this reason, we preferred to 
focus on bee products in our work.  

Many studies have reported that propolis, pollen, 
royal jelly and honey contain a variety of phenolic 
acids and flavonoids, which have a wide range of 
biological effects, including antioxidant, 
antibacterial, anti-inflammatory, and anticancer 
activities [16], [18], [26], [27], [28] . As mentioned 
earlier, bee products have been shown to elicit 
anti-cancer activity, yet precisely how this is done 
is unclear. Our study has aimed to identify which 
of the bee products has the best inhibitory activity 
on ThxR and to offer insight into how bee products 
prevent cancer. When we look at Table 1, it can be 
seen that plateau honey with an IC50 value of 
0.191-4.030 mg/mL showed the best inhibition 
properties among all the honeys. In other words, 
multiflora honey has a better inhibitory effect on 
TrxR enzyme activity than uniflora honey. 
Looking again at Table 1, the floral honey can be 
seen to cause better inhibition than the secretion 
honey. 

When examining the inhibition effects of pollen, 
propolis and royal jelly on thioredoxin reductase 
enzyme activities, pollen methanol extract was 
found to have the strongest inhibitory effect (Table 
1). Overall, it was found that out of all the bee 
products, pollen, when included in the honey, had 
the strongest inhibitory effect. In terms of the total 
phenolic content (Table 1), pollen had the highest. 
We suspect that the inhibitory effect on the 
enzyme is high due to the phenolic content of its 
structure. With these conclusions we have 
determined that pollen, out of all the bee products, 
may be more effective on cancer and would be 
beneficial for cancer patients to use under the 
guidance of a doctor. 
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Structural, Conformational and Spectroscopic Properties of C16H16BrNO3 Schiff-
Base Molecule: A Theoretical Investigation 

Meryem Evecen*1 

ABSTRACT 

Molecular geometry, vibrational frequencies and electronic properties (total energy, dipole moment, 
electronegativity, chemical hardness and softness) of the Schiff-bases compound C16H16BrNO3 were 
investigated using DFT(B3LYP) method. Besides, the conformational analysis was made with respect to 
selected degrees of torsional freedom τ(C3C2C1N1) torsional. Molecular electrostatic potential, frontier 
molecular orbital energies and non linear optic analysis of molecule have been performed by using Gaussian 
09W program. The non linear optic analysis indicates that this molecule can be evaluated as an attractive 
object for nonlinear optical material studies. 

Keywords: Benzylidene, electronic properties, HOMO-LUMO, vibrational frequencies 

1. INTRODUCTION 

The Schiff-bases chemistry is very important due 
to their usage in anion sensors [1], 
thermochromism [2], photochromism [3], 
antifungal, antibacterial properties [4], 
antimicrobial activity [5], anticancer and 
antiinflammatory activities [6,7]  and also in 
modern technologies. They may also both serve as 
reagents for stereo selective organic synthesis 
[8,9] and widely used as ligands in the formation 
of transition metal complexes[10]. In addition, 
they are used as non-linear optics compounds [11]. 
Therefore, a careful study of Schiff bases 
characteristics is important in their application 
successfully. Because of the structural 
characteristics of Schiff base products which 
contain electron donor and acceptor groups 

                                                 
* Corresponding Author 
1 Amasya University, Faculty of Arts and Sciences, Department of Physics, Amasya, e-mail: meryem.evecen@amasya.edu.tr 

connected through a conjugated chain, they will be 
the potential nonlinear optical (NLO) or electro-
optical materials [12]. 

The important class of Schiff bases is benzylidene 
anilines. Generally, benzylidene anilines have 
been widely used in medicinal, biological 
chemistry and coordination and therefore their 
molecular and crystal structure have been of 
considerable interest by experimental and 
theoretical studies. 

In [13], the IR spectra and X-ray crystallography 
of 4˗bromo˗N˗(2,3,4˗trimethoxybenzylidene) 
aniline (C16H16BrNO3) was studied. In spite of 
widely usage of benzylidene anilines, the analysis 
of literature showed that no any computational 
study on BMBA molecule has been published yet. 
The objective of this study is to analyze the 
structural paramaters, vibrational properties,  
frontier molecular orbital energies, conformational 
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properties, natural atomic charges and NLO 
properties of the title molecule, 4˗bromo˗N-
(2,3,4˗trimethoxybenzylidene)aniline (BMBA), 
by density functional theory (DFT) technique in 
the B3LYP/6-311++G(d,p) level of theory and 
then compare our results with the available 
experimental work published before. 

2. COMPUTATIONAL METHOD 

For all the calculations on the BMBA, Gaussian 09 
package was used [14] on the personal computer. 
Moreover, the X-ray coordinates in literature were 
utilised in order to obtain the initial guess of 
BMBA for modelling [13]. The structure 
optimization was done by density functional 
theory with the 6-311++G(d,p) basis set. The 
visual GaussView 5.0 [15] program was used in 
order to obtain the structural properties, electronic 
and vibrational spectra. The vibrational frequency 
signals were found real that confirm the optimized 
geometry and scaling factor of 0.96 was used for 
obtained frequencies [16]. 

3. RESULTS AND DISCUSSION 

3.1. Geometry Optimization 

The initial molecular geometry was directly taken 
from the X-ray diffraction experimental result 
without any constraints [13]. The crystal structure 
[13] and the theoretical geometric structure of 
BMBA molecule are shown in Fig. 1(a) and (b)-

(e). BMBA’s space group is 1P  and crystal 
structure is triclinic. These crystal structure 
parameters of the molecule are a = 7.9103(3) Å, b 
= 9.9902(4) Å, c = 10.7821(3) Å, α= 93.068(8)°, β 
= 108.568 (3)°, γ= 109.679(3)° and V = 748.10(5) 
Å3 [13]. 

 

Figure 1. (a) The molecular structure of the 
BMBA molecule with atom-labeling scheme. 
Displacement ellipsoids are drawn at the 50% 

probability level [13]; (b) The theoretical 
geometric structure of BMBA; (c), (d) and (e) 

The theoretical geometric structure with F, Cl and 
H substituent, respectively 

 

 

Figure 2. Comparison between calculated and 
experimental structural parameters of BMBA. 
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Optimized gometrical parameters (bond lengths, 
angles and dihedral angles) of the BMBA have 
been obtained using the B3LYP/6-
311++G(d,p) method. The results can visible in 
Table 1 and are compared with the experimental 
BMBA data [13]. The N1-C1 and N1-C11 bond 
lengths are found 1.281 and 1.403 Å, respectively. 
As found in similar experimental values, it 
conform to the value for a double and single bonds 
[13,17]. The two methoxy groups attached at C3 
and C4 are twisted away from the benzene ring of 
C2-C7. These dihedral angles are corresponding 
C2C3O1C8, and C3C4O2C9 of 113.3° (103.6 
(2)°), -105.21° (-88.7 (2)°) for theoretical 
(experimental) values, respectively. The last 
methoxy group attached at C5 is almost coplanar 
with the C2-C7 ring, as shown by the torsion angle 
C6C5O3C10 of -2.3° (-7.2 (3)°) for theoretical 
(experimental) value. When the experimental X-
ray single crystal structure and optimized 
theoretical structure parameters of the BMBA are 
compared (see Fig. 2), conformational 
discrepancies are observed between them. To 
understand these discrepancies, torsion angles are 
compared; τ1(C3C2C1N1) [-159.3 (17)° ] and 
τ2(C12C11N1C1) [-140.4 (18)°] for X-ray single 
crystal. These dihedral angles have been 
calculated at -178.2° and -143.7° for B3LYP, 
respectively. As a similiar compounds containing 
different substituent from Group VIIA, were 
presented the crystal structure of 
C16H16XNO3(X=Cl and F) [17,18].  

F, Cl, Br and H atoms have the same number of 
electrons in the last shell. As expected, these 
elements have certain properties in common.  In 
here, DFT calculations for the compounds 
containing the F, Cl and H in place of the Br atoms 
were done by the same method in order to analyze 
the substituent effects on the τ1 and τ2 torsion 
angles (Fig. 1). Firstly, from obtained optimised 
geomety we compared all structures energetically: 
EBr < ECl <EF < EH. We see that bond length and 
angles agree with literature [13, 17-21]. Then, the 
τ1 and τ2 dihedral angles are calculated as -178.0° 
and -144.0° for Cl, -177.7° and -144.7° for F and -
177.9° and -142.9 for H. These values are agree 
with similiar molecules [19-21]. While the 
calculated values of the Br, Cl and H substituent 
torsion angles show no noticable differences when 
compared to each other, the calculated F 
substituent torsion angle has a few difference from 
Br. As seen Table 1, we can say the molecular 
geometry of the investigated compound has been a 
little effected by the changes of substituent. 

Table 1. Selected parameters for molecular structure of 
BMBA and subsituent 

Parameters Exp.[13] BMBA aCMBA/bFMBA/cMBA 

Bond lengths 
(Å) 

   

Br1-C14 1.908 1.919 1.761/1.359/1.084 
O1-C3 1.380 1.371 1.371/1.371/1.372 
O1-C8 1.438 1.438 1.438/1.437/1.437 
O2-C4 1.377 1.371 1.371/1.371/1.372 
O2-C9 1.440 1.435 1.435/1.435/1.435 
O3-C5 1.365 1.358 1.358/1.359/1.359 
O3-C10 1.434 1.425 1.425/1.424/1.424 
N1-C1 1.286 1.281 1.281/1.281/1.280 
N1-C11 1.415 1.403 1.403/1.405/1.405 
C1-C2 1.463 1.463 1.463/1.463/1.464 
C2-C3 1.408 1.412 1.412/1.411/1.411 
C2-C7 1.395 1.400 1.400/1.400/1.400 
C3-C4 1.391 1.399 1.399/1.399/1.399 
C4-C5 1.399 1.409 1.409/1.408/1.408 
C5-C6 1.403 1.401 1.401/1.401/1.400 
C6-C7 1.382 1.386 1.386/1.387/1.387 
C12-C11 1.390 1.403 1.403/1.404/1.403 
C16-C11 1.395 1.404 1.405/1.405/1.405 
C13-C12 1.391 1.390 1.389/1.390/1.390 
C14-C13 1.383 1.393 1.393/1.387/1.396 
C15-C14 1.387 1.391 1.391/1.385/1.394 
C16-C15 1.388 1.392 1.392/1.393/1.393 
Bond angles 
(º) 

   

C8O1C3 113.46 116.23 116.21/116.17/116.12 
C9O2C4 112.97 115.31 115.30/115.29/115.25 
C10O3C5 117.80 118.73 118.73/118.70/118.67 
C11N1C1 118.43 119.86 119.91/119.93/119.86 
C2C1N1 121.70 122.36 122.32/122.28/122.25 
C3C2C1 119.84 120.21 120.23/120.27/120.32 
C7C2C1 122.20 121.46 121.45/121.44/121.41 
C7C2C3 117.96 118.33 118.32/118.29/118.27 
C2C3O1 119.60 119.09 119.11/119.13/119.18 
C4C3O1 119.38 120.12 120.09/120.05/119.99 
C4C3C2 121.01 120.72 120.73/120.75/120.76 
C3C4O2 120.43 119.49 119.49/119.49/119.50 
C5C4O2 119.83 120.76 120.75/120.75/120.74 
C5C4C3 119.66 119.69 119.70/119.71/119.71 
C4C5O3 115.31 115.65 115.65/115.66/115.67 
C6C5O3 124.62 124.60 124.61/124.62/124.62 
C6C5C4 120.06 119.75 119.74/119.72/119.71 
C7C6C5 119.23 119.90 119.91/119.91/119.91 
C6C7C2 122.09 121.59 121.60/121.61/121.62 
C12C11 N1 117.91 118.00 117.95/117.80/117.93 
C16C11N1 122.80 123.43 123.49/123.51/123.23 
C16C11C12 119.21 118.50 118.49/118.63/118.79 
C13C12C11 120.60 121.03 121.03/121.01/120.54 
C14C13C12 118.90 119.27 119.30/118.65/120.38 
C13C14Br1 119.31 119.53 119.53/118.93/120.30 
C15C14Br1 118.89 119.51 119.54/118.94/120.26 
C15C14C13 121.80 120.95 120.92/122.12/119.44 
C16C15C14 118.52 119.38 119.41/118.77/120.48 
C15C16C11 120.90 120.83 120.81/120.78/120.34 
Dihedral 
angles (º) 

   

C2C3O1C8 103.6 113.3 113.1/112.9/112.6 
C3C4O2C9 −88.7 -105.2 -105.1/-105.0/-104.7 
C6C5O3C10 −7.2 -2.3 178.2/178.3/178.2 
C2C1N1C11 −176.5 -176.8 -176.8/-176.9/-176.9 
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C12C11N1C1 −140.4 -143.7 -144.0/-144.7/-142.9 
C3C2C1N1 −159.3 -178.2 -178.0/-177.7/-177.9 
aCMBA: 4-Chloro-N-(2,3,4-trimethoxybenzylidene)aniline 
bFMBA: 4-Fluoro-N-(2,3,4-trimethoxybenzylidene)aniline 
cMBA: N-(2,3,4-trimethoxybenzylidene)aniline 

 

3.2. Conformational analysis 

For defining the favored position of low energy 
structures computations were performed using 
B3LYP/6-311++G(d.p) as a function of the 
selected degrees of torsional freedom 
τ(C3C2C1N1), which was varied from −180˚ to 
+180˚ in steps of 20˚. The respective values of the 
selected degrees of torsional freedom, 
τ(C3C2C1N1), is −159.3˚ in X-ray single crystal 
structure [13], but it is -178.2˚ in DFT optimized 
geometry. In Fig. 3, we have shown the molecular 
energy profiles (Hartree) with respect to rotations 
about the selected torsion angle (degree). It is seen 
from Fig. 3 that the low energy domains is located 
at -178.2˚, optimized geometry. Also, it has two 
saddle point at -80˚ and 80˚. Besides second 
favorable conformer is calculated at -40˚ torsional 
value as metastable structure. 

 

Figure 3. Potential energy surface scan using 
B3LYP/6-311++G(d.p) method for 

τ(C3C2C1N1) dihedral angle of the title 
compound 

3.3. Vibrational spectra 

The BMBA molecule consists of 37 atoms, which 
undergo 105 normal modes of vibrations. The 
harmonic frequencies along with intensities were 
computed with the help of Gauss View program 
and were illustrated in Table 2. C-H aromatic and 
aliphatic experimental frequencies appeared 
between 2911 and 2998 cm−1 [13]. The 
characteristic region of vibrational stretchings are 
appeared between 3000 and 3100 cm−1 in general. 

In this study, C−H (aromatic) frequencies are 
estimated at 3051-3083 cm-1. The -CH=N- 
(aliphatic) in-plane bending vibration is observed 
at 2942 cm-1. This vibration is aggrement with 
experimental over the range. The bending 
vibrations of C-H in plane/out of plane are located 
at 1000–1300 /800–950cm-1, respectively [22-25]. 
In here the C-H in plane (out of plane)  bending 
vibrations are found in the range 1075-1463 cm-1 
(788-982 cm-1). Three methoxyl groups connected 
with the phenyl group, the C-O stretching 
vibrations associated with the ring are calculated 
at 1199 and 1260 cm-1 and below this value in the 
mixed modes. This mode was found at 1209 cm-1 
in FT-IR spectrum by Joshi et al. [26]. The C-O in-
plane bending is calculated at 752 cm-1 in the 
highly mixed modes. 

In [13], C=C aromatic frequency is given at 1413-
1594 cm-1. The vibrations of C=C and C-C 
stretchings are found in the region of 1390-1620 
cm−1 [27] and 1280-1625 cm−1 [28]. In this study, 
C=C and C-C stretching vibrations are very 
prominent at 1242-1564 cm−1 and 1019-1463 cm−1 
region.  The vibration modes containing the ring 
CCC were also observed at 674-1037 cm-1 region 
in the FT-IR spectra. The task identification of 
C=N, C˗N vibrations are very difficult because of 
the possibility mixing of several bands in these 
regions. In the literature, the C˗N vibrational 
strechings are found in between 1266 and 1382 
cm-1 [29], 1120 and 1150 cm-1 [30], and 1200 and 
1300 cm-1 [31]. In this work, these modes are 
labelled at 846 and 1186 cm-1 for BMBA. 
Schiff˗bases proton transfer can be identified by 
using the characteristic region of 1700˗1500 cm−1. 
C=N (azomethine) stretching vibration was 
appeared at 1606 and 1534 cm-1. Hence it has been 
observed at 1615 cm−1 for experimental value [13]. 
In this study, the in˗plane and out˗of-plane 
bending vibrations of carbon˗nitrogen group are 
assigned which are also supported by the literature 
[32]. The C˗Br vibrations are often found over the 
480˗1290 cm−1 range since its vibration is easily 
affected by the adjacent atoms or groups [33,34]. 
In here, the medium bands at 1037 cm−1 is assigned 
to C˗Br stretching vibration coupled with ring 
deformation. Additionally, for the compounds 
containing the Cl, F and H in place of the Br atoms 
frequencies were calculated and added in Table 2. 
C˗Cl vibrations are in the region 480-1129 cm-1 for 
simple chlorine compounds [35,36]. The C˗Cl 
stretching vibrations was observed at 1056 and 
1096 cm-1 in FT˗IR spectrum [37]. In this study, it 
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was observed at 1054 cm-1. Normally, the C˗F 
stretching vibrations appear in the region 
1000˗1300 cm−1 for several fluoro-benzenes as 
very strong in the IR spectra [38]. As this region,  
the corresponding C–F stretching vibration is 

observed at 1171 and 1193 cm−1. The other 
vibrational frequencies can be seen in Table 2. 
These BMBA and substituent (Cl/F/H) vibrations 
are also in agreement with eachother. 

Table 2. Vibrational wavenumbers of BMBA and 
substituents, in cm–1, and assignments 

Theoretical 
Assignments a 

BMBA CMBA/FMBA/MBA 

3083 3083/3082/3082 ν(C-H)s R1 
3071 3070/3071/3064 ν(C-H)s R2 
3067 3067/3067/3066 ν(C-H)as R1 
3058 3058/3060/3058 ν(C-H)as R2 
3051 3051/3054/3052 ν(C-H)as R2 
3013 3013/3013/3012 ν(C-H3)as M3 
3011 3011/3010/3009 ν(C-H3)as M1 
3005 3004/3004/3004 ν(C-H3)as M2 
2976 2976/2975/2974 ν(C-H3)as M1 
2967 2967/2967/2966 ν(C-H3)as M2 
2952 2952/2951/2951 ν(C-H3)as M3 
2942 2941/2940/2941 ν(-CH=N-)s 
2900 2900/2899/2899 ν(C-H3)s M2 
2898 2897/2897/2897 ν(C-H3)s M1 
2892 2892/2892/2891 ν(C-H3)s M3 
1606 1607/1608/1609 ν(C=N)s 
1564 1566/1573/1570 v(C=C)s+β(CCC)R 
1547 1550/1556/1554 v(C=C)s+v(C=N)s 
1463 1464/1469/1464 γ(C-H)R+ν(C-O)+s ν(C-C) 
1449 1450/1461/1455 γ(C-H)R1+α (C-H3)M 
1444 1444/1450/1450 α(C-H3)M1 
1444 1444/1444/1444 α(C-H3)M2,M3 
1432 1433/1433/1433 α(C-H3)M3 
1430 1430/1430/1430 α(C-H3)M2 
1424 1424/1424/1424 α(C-H3)M1  
1411 1410/1410/1409 v(C=C)s+ω(C-H3)M 
1384 1384/1385/1384 ω(C-H3)M+γ(C-H) 
1334 1334/1334/1334 γ(C-H)+ ν(C-C)s 
1273 1273/1274/1273 ν(C=C)s+γ(C-H) 
1260 1260/1260/1260 ν(C=C)R1+γ(C-H)+ν(C-O) 
1252 1253/1258/1259 ν(C=C)R2+γ(C-H)+ν(C-O) 
1242 1241/1240/1239 ν(C=C)R1+γ(C-H)+ν(C-C) 
1199 1198/1199/1198 ω(C-H3)M+ν(C-O)s 
1186 1186/1193/1185 ν(C-N)s+ν(C-F) 
1174 1174/1171/1173 α(C-H)R1+ν(C-N)+ν(C-F) 
1152 1152/1152/1152 ω(C-H3)M1,M2 
1144 1142/1141/1143 α(C-H)R2 
1141 1141/1122/1140 α(C-H)R1 
1121 1121/1121/1121 δ(C-H3)M 
1075 1075/1075/1075 ν(C-O)s+α(C-H)R1 
1037 1054/   -    /   - ν(CCBr(Cl))as+β(CCC) 
1019 1019/1019/1019 ν(CH3-O)sM+ν(C-C)s 
992 992/992/993 ν(CH3-O)sM+β(CCC) 
982 984/985/979 δ(C-H)+β(CCC) 
937 936/932/940 δ(C-H)R2 
931 931/930/931 δ(C-H)R1 

927 927/927/926 δ(C-H)R2+ν(CH3-O-C)sM 
847 848/853/841 ν(C-N)s+β(CCC) 
809 811/820/810 ω(C-H)R2 
788 788/788/788 ω(C-H)R1 
752 754/726/757 β(CCC)+β(COC) 
690 700/697/678 τ(CCC)R2 
675 680/667/671 β(CCC)R 
646 647/647/647 τ(CCC)R1 
619 621/624/607 β(CCC)R2 
577 582/584/585 τ(CCC)R1+β(CCC)R2 
a ν, stretching; α , scissoring; ω, wagging; γ, rocking; δ, 
twisting; β, bending(in plane); τ, torsion(out of plane); s, 
symmetric; as, asymmetric. Abbreviations: M1, methy(C13); 
M2, methy(C14); M3, methy(C15); M, M1M2M3; R1, C2-C7; 
R2, C11-C16 ring; R, R1 and R2. 

3.4. Frontier molecular orbitals 

According to the frontier orbital theory the 
reactivity of reactants is largely dependent on the 
energies of the frontier molecular orbitals (FMO) 
[39]. The investigation on the FMO energy levels 
of BMBA give us that the corresponding 
electronic transfers happened between the HOMO
−1 and LUMO+1. The predicted frontier 
molecular orbital for BMBA is depicted in Fig. 4. 
Both the HOMO and the LUMO are mostly the π-
antibonding type orbitals. The value of the energy 
separation between the HOMO and LUMO is 
4.079 eV. From the Fig. 4, electrons in the HOMO-
1, HOMO and LUMO are localized all over the 
molecule, whereas electrons in the LUMO+1 are 
mainly found on the C11-C16 benzene ring. It is 
clearly visible that the charge density in the 
isolated molecule is shifting from one portion of 
the molecule to the other. In case of LUMO the 
charge is mainly accumulated from the phenyl 
ring. In LUMO the charge is acquired by the same 
parts significantly. 

1595Sakarya University Journal of Science, 22 (6), 1591-1600, 2018.



"Meryem Evecen
Structural, conformational and spectroscopic properties of c16h16brno3 schiff-base molecule: a theoretical investigation…"

 

 

 

Figure 4. Molecular orbital surfaces and energy 
levels given in parantheses for the HOMO-1, 

HOMO, LUMO and LUMO+1 of BMBA 

We have also calculated global hardness and 
global softness to investigate chemical reactivity 
and stability of BMBA. Also, considering the 
chemical hardness, large HOMO-LUMO gap 
(ΔEH-L) means a hard molecule and small ΔEH-L 
means a soft molecule. The global hardness is η = 
(ELUMO − EHOMO )/2 and softness is S = 1/2η [12], 
in which ELUMO and EHOMO are defined as LUMO 
and HOMO energies, respectively. η, S, ELUMO, 
EHOMO and ΔEH-L for BMBA are calculated as 
2.040 eV, 0.245 eV-1, −1.883 eV, −5.963 eV and 
4.079 eV, respectively. 

3.5. Molecular electrostatic potential 

Molecular electrostatic potential (MEP) regions 
having partially negative charge and defined as 
red-electron rich were connected to electrophilic 
reactivity. Moreover, MEP regions having 
partially positive charge and defined as the blue-
electron deficient were connected to nucleophilic 
reactivity and it can be seen in Fig. 5. The total 
electron density extreme limits are -0.035 to 
+0.035 a.u. 

The MEP clearly indicates regions having the 
negative potential were observed around the O1, 

O2, O3, N and Br atoms. These negative values of 
V(r) are -0.028, -0.035, -0.033 and -0.023 a.u. for 
O1, O2-O3, N and Br atoms, respectively. From 
these values, we can say that oxygen atoms of the 
BMBA molecule would be preferred sites for an 
electrophilic attack. Moreover, in MEP, positive 
regions are located on the C˗H bonds between 
value of +0.028 with +0.015 a.u. Thus, these 
regions are indicated as favored sites for 
nucleophilic interaction where chemical bonding 
and molecule interact with one another can take 
place [22]. The MEP mapping is also very useful 
in understanding hydrogen bonding interactions 
[40]. 

 

Figure 5. The total electron density mapped with 
electrostatic potential surface of BMBA 

3.6. Nonlinear optics 

NLO materials are utilised in applications 
including telecommunications, signal processing, 
optical interconnections, etc. The nonlinear optical 
property is associated with molecular nonlinear 
polarization [41]. 

The non-linear polarization (p) for a molecule, can 
be calculated as follows  

...0  kjijkjij EEEp    (3.6.1) 

where 
0 , ij  and 

ijk  are the permanent dipole 

moment, the linear polarizability and the first 
hyperpolarizability tensor components, 
respectively. Using the x, y, z components, ,   
and   can be calculated as: 

222

zyx      (3.6.2) 

3

zzyyxx 



    (3.6.3) 

     222

zyyzxxzzzyxxyzzyyyxzzxyyxxx   (3.6.4) 
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The electronic dipole moment µi (i=x,y,z), 
polarizability αij and the first hyperpolarizability 
βijk of BMBA obtained by DFT-B3LYP method 
and the 6-311++G(d,p) basis set are reported in 
Table 3.  is calculated as 5.26 D. In here, the 
highest value for  is found μx as 5.23 D for the 
molecule. The polarizability α, is calculated  39.73 
Å3. The calculated value of β  is 6.4710-30 
cm5/esu, which is grater than that of urea (β of urea 
is 0.7710-30 cm5/esu obtained by B3LYP/6-
311++G(d,p)). The first order hyperpolarizability 
of BMBA is nearly 8.40 times of urea. We 
conclude that BMBA is an attractive object for 
future studies of NLO material. 

Table 3. The calculated , α and β components 

Paramet. 
Compounds 

BMBA CMBA FMBA MBA c 

x 5.23 5.14 4.76 2.90 
y -0.53 -0.60 -0.64 -0.32 
z -0.11 -0.09 -0.08 -0.10 

 (Debye) 5.26 5.18 4.80 2.92 
xx 438.59 417.94 374.08 370.74 
xy -11.11 -11.48 -8.22 -9.70 
yy 218.27 213.67 207.54 207.92 
xz -6.75 -5.75 -5.57 -4.61 
yz -10.48 -11.02 -11.28 -11.34 
zz 148.30 143.23 136.82 138.95 

 (Å3) 39.73 38.23 35.45 35.41 
xxx -721.71 -628.32 -509.76 -1251.24 
xxy 309.07 292.60 297.83 377.32 
xyy 16.39 26.28 8.37 -30.62 
yyy -162.52 -174.48 -172.69 -159.47 
xxz 97.46 69.33 70.02 20.18 
xyz -17.30 -3.41 15.53 -21.67 
yyz 7.76 1.60 4.74 14.20 
xzz -27.24 -6.45 -2.37 -47.38 
yzz -31.11 -40.75 -35.90 -30.87 
zzz 3.03 -4.04 5.79 0.78 
 

(cm5/esu) 
6.4710-30 5.3310-30  4.4710-30  11.6010-30  

For the investigation of the substituent effects on 
the NLO properties, μ, α and β were calculated for 
the molecules having the Cl, F and H instead of Br 
atom of BMBA (Table 3). From Table 3, one can 
easily assume that the calculated values of μ were 
a little affected by the substituents. These values of 
μ and α for the BMBA compound are bigger than 
those of substituent. Besides, the calculated values 
of β have minor differences from each other except 
for H substituent compound. 

4. CONCLUSIONS 

The equilibrium geometries, vibrational 
frequencies and vibrational assignments of the 

BMBA molecule were determined and analyzed. 
These vibrational assignments along with the 
electronic transitions are important to understand 
the molecular. Optimized geometric structure and 
vibrational assignments show a good agreement 
with results obtained from experiments. 

The mapping electron density give information 
about the shape, size and charge density 
distribution. Molecular electrostatic potential of 
BMBA indicates that the positive potential sites 
are around the hydrogen atoms while the negative 
potential sites are on oxygen atoms and phenyl 
rings. HOMO-LUMO made very clearly the 
involvement of charge transfer between the donor 
and acceptor groups. The NLO is identified as a 
featured attribute of BMBA which was inspected 
and authenticated via computed polarizability and 
hyperpolarizability. The calculated 
hyperpolarizability of BMBA is much higher than 
the standard NLO material urea. 
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A collocation method for solving boundary value problems of fractional order 

Sertan Alkan*1, Aydin Secer2 

ABSTRACT 

In this work, the Sinc-Collocation Method (SCM) is used to find the approximate solutions of the second-
order fractional boundary value problems based on the conformable fractional derivative. For this purpose, 
a theorem is proved to represent the terms having fractional derivatives in terms of sinc basis functions. To 
show the effectiveness and accuracy of the method, some special problems are handled and the determined 
solutions are compared with the approximate solutions arising from using the other numerical methods as 
well as the exact solutions of the problems. 

Keywords: Differential Equations with Fractional Order, Sinc-Collocation Method, Boundary Value 
Problems, Conformable Fractional Derivative. 

1. INTRODUCTION 

Fractional calculus is a subject of calculus that 
involves noninteger order differential and integral 
operators. 

The backround of fractional calculus dates back to 
the end of the 17th century. In 1695, half-order 
derivative was mentioned in a letter from 
L'Hopital to Leibniz [1]. Since then, fractional 
calculus developed mainly as a pure theoretical 
field for mathematicians. However, in the last few 
decades fractional calculus has fastinated the 
interest of many researchers in several areas [2-9]. 
Many mathematicians contributed to the 
development of fractional calculus, therefore 
many definitions for the fractional derivative are 
available. The most popular definitions are 
Riemann-Liouville and Caputo definition of 
fractional derivatives. Riemann-Liouville and 
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1 Iskenderun Technical University, Department of Computer Engineering, Iskenderun, Hatay - sertan.alkan@iste.edu.tr 
2 Yildiz Technical University, Department of Mathematical Engineering, Esenler, Istanbul - asecer@yildiz.edu.tr 

Caputo definitions of � order ��� derivative of 
function f is given as,  

��   
� (�)(�) =

�

�(���)
 

��

���  
 ∫

�(�)

(���)�����   

�

�
 ��  

and 

�∗,�
�  (�)(�) =

�

�(���)
 ∫

�� (�)

(���)�����

�

�
 ��  

 
respectively, where � � [ � − 1, �), � = 1,2, … 
 
In the last years, Khalil et al.[10] identified a new 
definition of fractional derivative called the 
conformable fractional derivative. In [11], 
Abdeljawad developed the definition of 
conformable fractional derivative and set basic 
concepts of this new fractional calculus. For a 
detailed overview of the conformable fractional 
derivative and applications, we refer the reader to 
[12-15] and references there in. 
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In particular, in this paper SCM is illustrated to 
determine the approximate solutions of fractional 
order boundary value problems in the following 
form  
 

�

��(�)���(�) + ��(�)�� + ��(�)��(�) +

��(�)��(�) + ��(�)�(�) = �(�)

�(�) = 0, �(�) = 0

    (1)         

 
Here �(�) and �(�) are the conformable fractional 
derivative for 1 < � ≤ 2 and 0 < � ≤ 1. 
Approximate solutions of the equation (1) based 
on Riemann-Liouville and Caputo derivatives has 
been studied in several articles with various 
numerical methods. For example, Variational 
Iteration Method [16], Adomian Decomposition 
Method [17], Homotopy Perturbation Method 
[18], Homotopy Analysis Method [19], Haar 
Wavelet Method [20] etc. In this paper, we 
investigate the sinc-collocation method (SCM) to 
obtain the approximate solution of the equation (1) 
based on the conformable fractional derivative. 
 
In this paper, SCM is firstly applied to determine 
the solution of the FBVPs based on conformable 
fractional derivative. The solution function is 
expanded to a finite series regarding to the 
composite translated sinc functions and some 
unknown coeficients. These unknown coeficients 
are determined by this method. To show the 
sufficiency and reliability of the SCM, the method 
is applied some special FBVPs. Obtained 
numerical results are compared with the exact ones 
in addition to ones of other numerical methods. As 
a result of the comparison one can say that SCM is 
a strong and hopeful method for finding the 
approximate solutions of FBVPs. 
 
The paper organized as follows. In section 2, we 
have illustrated some fundamental definitions and 
properties of fractional calculus and SCM. In 
section 3, we use SCM to determine an 
approximate solution of a general fractional 
differential equation and obtained results are stated 
as a new theorems. In section 4, by using tables 
and graphs some special problems are given to 
show the abilities of present method. Lastly, in 
section 5, The paper is ended with a conclusion. 

2. PRELIMINARIES  

In this section, some fundamental definitions and 
properties with regard to fractional calculus and 

sinc basis functions are introduced. For more 
information, see [21-26]. 

Definition 1. Let � ∈ (�, � + 1] and � be an � − 
differentiable function at �, where � > 0 Then the 
conformable fractional derivative of � of order � 
is defined as 
 

��(�)(�) = lim
�→�

�([�]��)�����([�]��)���([�]��)(�)

�
      (2) 

where [�] is the smallest integer greater than or 
equal to �. 

Remark 1. As a consequence of Definition1, one 
can easily show that 

��(�)(�) = �([�]��) �[�](�) 

where � ∈ (�, � + 1] and � is (� + 1) 
differentiable at � > 0. 

 
Theorem 2. Let � ∈ (�, � + 1] and �; � be � − 
differentiable at a � > 0. Then 
 

1. ��(�� + ��) = ��� (�) +  ���(g), for all 
�, � ∈ �. 

2. ��(��) = �����, for all � ∈ �. 
3. ��( �) = 0, for all constant functions 

�(�) = �. 
4. ��(��) = ���(�) + ���(�). 

5. �� �
�

�
� =

���(�)����(�)

�� . 

 
Definition 2. The Sinc funtion is defined as 
 

sinc(�) = �
��� ��

��
, � ≠ 0

1    , � = 0
   ,  � ∈ ℝ 

 
Definition 3. The translated sinc function with 
space knots are given by: 

�(�, ℎ) = sinc �
� − �ℎ

ℎ
�

=

⎩
⎪
⎨

⎪
⎧sin ��

� − �ℎ
ℎ

�

�
� − �ℎ

ℎ

, � ≠ �ℎ

1, � = �ℎ.

 

where ℎ > 0 and � = 0, ±1, ±2, … 

For constructing the approximation on (�, �), the 
conformal map is identified with 
 

�(�) = ln �
� − �

� − �
� 

 
Here, the basis function on (�, �) are determined 
from  
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��(�) =  �(�, ℎ)(�) � �(�) =  sinc �
�(�) − �ℎ

ℎ
� 

 
The inverse map of � =  �(�) is 
 

� = ���(�)  =  
� + ���

1 +  ��
 

 
the sinc grid points �� ∈  (�, �) will be denoted by 
�� because they are real. For the evenly spaced 
knots {�ℎ}����

� , the image corresponding to these 
knots is defined by 
 

�� =  ���(�ℎ)  =  
� + ����

1 + ����
  , � = 0, ±1, ±2, … 

 

3. THE SINC-COLLOCATION METHOD  

Let us consider an approximate solution for ��(�) 
in Eq.(1) of the form 
 

��(�) = � ����(�)

�

����

, � = � + � + 1           (3) 

 
Here, ��(�) is the composite function of  �(�, ℎ) 
and �(�). The unknown coefficients �� in Eq.(3) 
are obtained with SCM using the following 
theorems.  
 
Theorem 3. The first two derivatives of  ��(�) are 
given with 
 

�

��
��(�) = � ���(�)

�

��

�

����

��(�)                   (4) 

and 
��

���
��(�)

= � �� ����(�)
�

��
��(�)

�

����

+ ���(�)�
�

 
��

���
��(�)�                                     (5) 

 
Theorem 4. The conformable fractional 
derivatives of order � and � of  ��(�) for             
1 < α ≤ 2 and  0 < � ≤ 1 are given by 
 

��
(�)

(�) = � ������

�

����

��(�)
�

��
��(�)          (6) 

 

��
(�)

(�) = � ������

�

����

����(�)
�

��
��(�)

+ ���(�)�
� ��

���
��(�)�           (7) 

 

respectively. 
 
Proof. The conformable fractional derivative of 
order � of ��(�) in (3) is written as  
 

��
(�)

(�) = � ����
(�)

�

����

(�). 

Here, according to Remark 1, we can write 

��
(�)

(�) = ������
� (�). 

 
Now, if we use Eq.(4), we obtain 
 

��
(�)

(�) = � ������

�

����

��(�)
�

��
��(�) 

 
Similarly, we may write the conformable 
fractional derivative of order � of ��(�) in(3) as  
 

��
(�)

=  � ����
(�)

(�).

�

����

 

 
By using Remark 1, we have 
 

��
(�)

(�) =  ������
��(�). 

 
Then by Eq.(5), we get the desired result 
 

��
(�)

(�) =  � ������

�

�� ��

����(�)
�

��
 ��(�)

+ ���(�)�
� ��

���
��(�)� 

 
After relocating each term of Eq.(1) with the 
approximation illustrated in Eq.(3)-(7) and 
producting the ending equation by {(1/�′)�} , we 
determine the system 
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� ��� �� ��(�) 
��

���
��

�

���

��

�

�� ��

=  ��(�) �
1

�′(�)
�

�

� 

 
where 

��(�) =  ��(�) �
1

��(�)
�

�

 

 

��(�) =  ����(�) + ��(�)���� � �
1

�′(�)

− (��(�)

+  ��(�)����) �
1

��(�)
�

�

�� 

 
��(�) =  ��(�) +  ��(�)���� 

 
We know from [25] that 
 

���
(�)

=  ���
(�)

, ���
(�)

= − ���
(�)

,      ���
(�)

=  ���
(�)

 

 
After taking � =  ��  , we find the next theorem. 

 
Theorem 5. If the considered approximate 
solution of BVP (1) is Eq.(3), then the discrete 
sinc-collocation system for the determination of 
the unknown coefficients {��}�� ��

�  
 

∑ ��� �∑
������(��)

��
�
���  ���

(�)
�� =�

�� ��

 ��(��) �
�

������
�

�

� ;  � = −�, … , �                    (8) 

 
Let us define some notations to rewrite the 
equation system we have obtained in the matrix 
form.  
Let �(�) be a diagonal matrix whose diagonal 
elements are �(���), �(�����), … , �(��)  and all 
the other elements are zero and �(�) be the matrices 
formed by 

�(�) = ����
(�)

�, � = 0, 1, 2 

 
where �, �(�), �(�) and �(�)  are � � � order 
matrices. For calculating the unknown coefficients 
�� in (8), we can write this system using the 
previous notations in the matrix form  

�� =  �                          (9) 

Here, 

� =  �
1

ℎ�
 �(��)�(�)

�

���

 

 

� = � �
�

�′
� 1 

 
� = (���, �����, … , ��)� 

 
Now we have a linear system of with � equations 
given by (9). The unknown coefficients �� can be 
determined by solving the system. 

4. COMPUTATIONAL EXAMPLES 

In this section, we consider three different 
problems being approximately solved in [20] 
based on Riemann-Liouville and Caputo fractional 
differential operator. The exact solutions of those 
three problems are known and will be investigated 
by using the present method with Mathematica10 
software. In each example, we consider ℎ =

 �/√�, � = �. 
 
Example 1. [20] Let us consider the fractionally 
damped mechanical oscillator equation in the form 
of 
 

�(�)(�) + ��(�)(�) + ��(�) = �(�),   1 < � 
≤ 2;    0 <  � ≤ 1  

 
with subject to y(0) = 0, �(1) = 0. Here, we take 

� =
�

�
 , � =

�

�
, � = 1, � =  −

�

√�
  and  

�(�) =  −
��

√�
+  3��/� + 

��

√�
 − 2��/� − 6��/� – 

2��/�. 
 
�(�) = ��(� − 1) is the exact solution of the 
problem.  The numerical results determined by 
SCM for this problem are illustrated in Table 1. 
Also, the comparison of the exact and approximate 
solutions for various values of � are given 
graphically in Figure 1. 
 
Table 1: Absolute errors for various values of � 
for Example 1  
 

x N=4 N=8  N=16 N=32 N=64 

0.1 
2.996
× 10�� 

6.306
× 10�� 

1.656
× 10�� 

2.624
× 10�� 

3.376
× 10��� 

0.2 
3.129
× 10�� 

4.556
× 10�� 

2.219
× 10�� 

3.620
× 10�� 

4.409
× 10��� 
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0.3 
5.175
× 10�� 

6.260
× 10�� 

8.078
× 10�� 

3.999
× 10�� 

2.295
× 10��� 

0.4 
5.196
× 10�� 

8.101
× 10�� 

4.094
× 10�� 

3.222
× 10�� 

4.657
× 10��� 

0.5 
1.571
× 10�� 

4.189
× 10�� 

1.689
× 10�� 

1.502
× 10�� 

1.442
× 10��� 

0.6 
5.082
× 10�� 

8.232
× 10�� 

4.039
× 10�� 

3.091
× 10�� 

5.855
× 10��� 

0.7 
6.423×

10�� 
5.832
× 10�� 

8.029
× 10�� 

3.721
× 10�� 

2.390
× 10��� 

0.8 
3.144×

10�� 
3.412
× 10�� 

1.944
× 10�� 

3.309
× 10�� 

4.018
× 10��� 

0.9 
1.188×

10�� 
6.109
× 10�� 

1.349
× 10�� 

2.124
× 10�� 

2.862
× 10��� 

  

 

(a) N = 4 
 

 

(b)  N = 16 
 

 

 
(c)  N = 64 

Figure 1: Graphs of the exact and the approximate 
solutions for Example 1 
 
Example 2. [20] Let us assume the fractional 
differential equation  
 

�(�)(�) = �(�)(�) − ���� − 1, 1 < � ≤ 2;  0
< � ≤ 1 

 
with subject to �(0) = 0, �(1) = 0. 
�(�) = �(1 − ����) is the exact solution of the 
problem for � = 2 and � = 1. In Table 2, the 
numerical results determined by SCM are 
compared with the results determined by using 
Haar wavelet (HWM) and Homotopy perturbation 
methods (HPM). In addition to presented results in 
Table 2, the graphs of approximate solutions for 
various values of �  when � = 1 and � = 64 are 
given in Figure 2. We can easily see that when � 
approaches to 2, the approximation solutions of 
fractional order differential equation approach to 
the solutions of integer order differential equatio 
via the graphs in Figure 2. 
 
Table 2: Numerical comparisons for Example 2 
when � =  64, � = 2 and � = 1 

x 
Fourth order 
HPM [27] 

HWM 
(� =  10)[20] 

SCMM Exact 

0.1 0.05934820 0.05934300 0.05934303 0.05934303 

0.2 0.11014318 0.11013418 0.11013420 0.11013421 

0.3 0.15103441 0.15102438 0.15102440 0.15102441 

0.4 0.18048329 0.18047531 0.18047534 0.18047535 

0.5 0.19673826 0.19673463 0.19673467 0.19673467 

0.6 0.19780653 0.19780792 0.19780797 0.19780797 

0.7 0.18142196 0.18142718 0.18142724 0.18142725 

0.8 0.14500893 0.14501532 0.14501539 0.14501540 

0.9 0.08564186 0.08564623 0.08564632 0.08564632 

0.2 0.4 0.6 0.8 1.0 

0.1

0.1

0.0

SC 

Exact 

0.2 0.4 0.6 0.8 1.0 

0.1

0.1

0.0

SC 

Exact 

0.2 0.4 0.6 0.8 1.0 

0.1
 

0.1
 

0.0
 

SC 

Exact 
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Figure 2: Graphs of the approximate solutions for 
various values of � for Example 2. 
 
Example 3.[20] Finally, consider the Bagley-
Torvik equation the following 
 
����(�) + ��(�)(�) + ��(�) = �(�), 1 < � ≤ 2 
with subject to �(0) = 0, �(1) = 0 

 

where � =
�

�
, � = 1, � =

�

��
, � =

��

��
 and 

�(�) =
�

��
(360� + 144��.� − 612�� −

288��.� + 13�� − 13��).  

 

The exact solution of this problem is �(�) =
��(1 − �). The numerical solutions which are 
obtained by using SCM for this problem are 
presented in Table 3. In addition to presented 
results in Table 3, the graphs of the exact and 
approximate solutions for various values of � are 
given in Figure 3. 
 
Table 3: Absolute errors for various values of � 
for Example 3 

x N=4 N=8  N=16 N=32 N=64 

0.1 
6.735
× 10�� 

2.391
× 10�� 

4.792
× 10�� 

8.709
× 10�� 

3.369
× 10��� 

0.2 
8.435
× 10�� 

8.087
× 10�� 

1.427
× 10�� 

8.789
× 10�� 

1.422
× 10��� 

0.3 
1.406
× 10�� 

3.240
× 10�� 

1.995
× 10�� 

1.728
× 10�� 

1.305
× 10��� 

0.4 
1.161
× 10�� 

2.492
× 10�� 

2.353
× 10�� 

2.404
× 10�� 

6.230
× 10��� 

0.5 
6.392
× 10�� 

5.979
× 10�� 

2.072
× 10�� 

1.768
× 10�� 

1.856
× 10��� 

0.6 
1.148
× 10�� 

1.397
× 10�� 

5.836
× 10�� 

3.949
× 10�� 

1.661
× 10��� 

0.7 
1.228×

10�� 
9.068
× 10�� 

1.759
× 10�� 

6.010
× 10�� 

5.980
× 10��� 

0.8 
5.562
× 10�� 

6.948
× 10�� 

2.740
× 10�� 

7.810
× 10�� 

9.854
× 10��� 

0.9 
3.363
× 10�� 

2.501
× 10�� 

3.491
× 10�� 

3.870
× 10�� 

9.605
× 10��� 

 
 

(a) N = 4 

(b)  N = 16 

(c)  N = 64 

Figure 3: Graphs of exact and approximate 
solutions for Example 3 

5. CONCLUSION 

This study focused on the application of SCM to 
and the approximate solutions of a class of 
fractional order two-point boundary value 
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problems. The suggested method is applied to 
some particular examples to show the applicability 
and accuracy of the method for FBVPs. Numerical 
results obtained from the method are compared 
with the exact solutions and differences are 
presented in tables and graphical forms. Regarding 
the results displayed in tables and graphical forms, 
it can be concluded that SCM is a very effective 
and convenient method for obtaining the 
approximate solution of FBVPs. 
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Effects of different parameter estimators to error rate in discriminant analysis 

Hayrinisa DEMİRCİ BİÇER*1 , Cenker BİÇER2 

ABSTRACT 

Discriminant analysis is defined as a statistical technique that classifies a unit whose properties are 
measured, into one of the known finite numbers of populations. In this classifying process, an error occurs 
when the unit is classified to different population from its own population. This error is called the error rate 
or the probability of incorrect classification. It is desirable to minimize this error. This study focuses on 
determining the parameter estimation method that provides the minimum error rate, when the parameters 
of Weibull populations are not known. Maximum likelihood (ML), moments (MOM) and least squares 
(LS) methods are chosen from among parameter estimation methods. By a conducted simulation study, it 
is investigated that the error rate how is affected by the ML, LS and MOM estimates. 

Keywords: optimal classification, Weibull distribution, error rate, discriminant analysis  

1. INTRODUCTION 

Discriminant analysis is a statistical method that 
classifies a unit to the one of the known and finite 
number of groups (populations) based on the 
measurements of unit. In this study, the number of 
groups is chosen as two for ease of operations. 

Let 1  and 2  be two different populations each 

having a distribution from the same parametric 

class and  1 2= , , ,
'

pX X X X  be a p-dimensional 

random vector. Also, let we denote the probability 
density function of the population j  ( = 1,2)j  by 

 ; ,jjf x where j  is the parameter vector of 

jth  density. 

Suppose that the measurements of the random 
vector X  are in the p -dimensional sample space 

pR . In the problem of classification, this sample 

                                                 
* Corresponding Author 
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space is divided into two regions such as 1B  and 

2B , in which 1 2 = pB B R  and 1 2 =B B  . 

Hence, If the observation vector 0X  is in the 

region jB , the unit 0x  of 0X  is assigned to jB . 

In classifying process, an error occurs when the 
unit is classified to different population from its 
own population.That is, the observation actually 
belongs to j  but it can be classified to i . For 

the determined regions 1B  and 2B , the conditional 

probability of misclassifying of unit 0x  from j  

to i  is given by 

     0 0classify to | = , =ji j jR iji

P x x f x dx p      (1) 

and the probability of misclassification of the 
observation 0x  into i  is given by  

 0 classify to with error =i j ij
P x q p              (2) 
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Hence, the probability of total misclassification 
(TMC) for two groups is obtained as follows: 

 

 

 


 
2

0 0
=1

=1,2

= classify to  when i jj
i

i j j

P TMC q P x x (3) 

[1],[2]. 

Under the assumption that the equal cost of 
misclassification for each group, the classification 
problem can be defined as the determination of 
regions 1B  and 2B  with a minimum TMC. In the 

literature, this classification rule is known as the 
optimal classification rule (OCR). When the 
parameter vectors 1  and 2  are known, the OCR 

is given by 

 
 









 

0 1
0 1

0 2

0 2

;
classify to , if = >

;:

classify to , otherwise

f x
x U k

f x

x

 (4) 

 where 2

1

=
q

k
q

. 

In many real-life problems, the values of 
parameter vectors 1  and 2  are unknown. 

However, they can be estimated by using samples 
from 1  and 2  with sizes of 1n  and 2 ,n  

respectively. Let 1̂  and 2̂  be estimates of the 

parameter vectors 1  and 2 ,  respectively. In this 

situation, the OCR based on the sample is given by  

 
 









 

0 1
0 1

0 2

0 2

ˆ;
classify to , if = >

ˆ ˆ;:

classify to , otherwise

f x
x W k

f x

x

        (5) 

[3],[4]. 

2. ERROR RATES IN DISCRIMINANT 
ANALYSIS 

In the literature, there are introduced several types 
of error rates associated with discriminant rules, 
such as optimal error rate, conditional actual error 
rate and expected actual error rate [2], [3], [5], 

[6],[7]. Let we assume that  i  ,  = 1,2i  is the 

probability of misclassification from i  and that 

the parameter vectors 1  and 2  are known. 

When the classification rule given by (4) is used, 

the rate of misclassification  i   is defined as 

follows: 

   1 1= P U k X                                      (6) 

and 

   2 2= > .P U k X                                    (7) 

These two probabilities of misclassification are 
known as the optimal error rate. Since the 1  and 

2  are randomly tagged, it is enough to calculate 

one of  1   and  2  to obtain the optimal 

error rate. Hence, for a unit 0X  which is known to 

come from 1 ,  the probability of 

misclassification to 2  is given by 

   = .P U k                                                   (8) 

The conditional actual error rate is defined (like in 
the optimal error rate) as follows, based on the 
classification rule given by (5), and it depends on 
parameter estimates 

   ˆ = .P W k                                                 (9) 

In the literature,  ˆ   is also known as the 

conditional error rate. By taking the expectation of 
(9), we can immediately write 

     ˆ = .E E P W k                                   (10) 

Equation (10) is known as expected actual error 
rate or unconditional error rate [2], [3], [5], [7], [8], 
[9]. 

When the parameters of populations are unknown, 
theses error rates can be found by using the 
distribution of the sample discriminant function 
generated by the parameter estimates obtained 
from the samples. However, it is not always easy 
to obtain the distribution of the sample 
discriminant function. For this reason, there are 
many estimators for the error rates when the 
distribution of the sample discriminant function is 
unknown or cannot be obtained analytically. 

In this study, the resubstitution estimator 
introduced by [10] is considered for the estimate 
of the error rate. From now on, resubstitution 

estimator will be indicated by ˆ R . The ˆ R  is 
calculated as follow. Assume that samples of sizes 

1n  and 2n  from groups 1  and 2 , respectively, 

are taken.These 1 2n n  observations are 

reclassified by using the classification rule given 
by (5). Also, let 

1n  and 
2n  indicate the numbers 
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of the misclassified observations from 1  to 2  

and 2  to 1 , respectively. Under these 

assumptions, ˆ R  is defined as follows 

1 2

1 2

ˆ = .
n nR

n n

 





                                                 (11) 

[8], [9],[10] 

3. DISCRIMINANT ANALYSIS FOR 
WEIBULL POPULATIONS 

In this section, some basic information about the 
Weibull distribution and the optimal classification 
rule for the Weibull distributed populations 
proposed by [8] and [9] are discussed. 

The Weibull distribution (WE) is an important 
distribution family for analyzing the 
nonsymmetric and the positive valued data. The 
WE has got two parameters, a scale parameter 
  0 and a shape parameter  >0 . The 

probability density function (pdf) of WE with the 
parameters   and   is  

   1; , = , > 0
x

WEf x x e x
                       (12) 

and the corresponding cumulative distribution 
function (cdf) is 

   ; , = 1 , > 0
x

WEF x e x
  

 .                        (13) 

Also, the hazard function of WE is given by 

  1; , =WEh x x                                           (14) 

The hazard function (or the failure rate) of this 
distribution is increasing when the parameter   is 

greater than 1, constant when   equal to 1 (the 

exponential case), and decreasing when   is less 

than 1. A detailed discussion on it has been 
provided by [11]. In the rest of this study, for 
brevity, the WE with parameters   and   will be 

indicated as  ,WE   . Suppose that 1 2, ,..., nX X X  

be a random sample from  , .WE    Several 

parameter estimators such as maximum likelihood, 
method of moment and least squares for the 

parameters of  ,WE    are given below. 

The ML estimators of the parameters   and  , 

say ˆ
ML  and ˆ

ML , respectively, are given by 






ˆ

=1

ˆ =
ML

ML n

i
i

n

x

                                                         (15) 

and 








 
 
 
 
 
 






1
ˆ

=1

ˆ =1

=1

ln
1ˆ = ln

ML

ML

n

i i n
i

ML in
i

i
i

x x

x
n

x

.                  (16) 

The MOM estimators of the parameters   and ,
ˆ
MOM  and ˆ

MOM , respectively, are given by  



 

   
        
   

1
ˆ

1 1
1 = 0

ˆ ˆ

MOM

MOM MOM

X                            (17) 

and 



 

   
        
   



2
ˆ2 1 2

1 = 0
ˆ ˆ

MOM
i

MOM MOM

x

n
                   (18) 

Both ML and MOM estimators cannot be obtained 
analitycally but estimates of the parameters can be 
numerically computed from nonlinear systems 
(15)-(16) and (17)-(18), respectively. 

Finally, to obtain the LS estimators of parameters 

  and  , say ˆ
LS  and ˆ

LS , respectively, first, the 

random sample 1 2, ,..., nX X X  is sorted ascending 

order. On the other hand, By using the 

transformation 1/=   , the following equation 

can be easly written from (13). 

    1
ln = ln ln ln 1 .i ix F x


                (19) 

Hence, the following simple linear regression 
equation can be written by taking  

= ln ,i iY x  0 = ln  , 1

1
=


 and 

    = ln ln 1i iX F x   

0 1= .i iY X                                                     (20) 

Considering the linear regression model given by 

(20), 0̂  and 1̂  can be easily estimated by using 

 
=1 =1 =1

1
22

=1

ˆ =

n n n

i i i i
i i i

n

i i
i

n x y x y

n x x







  

 
                                 (21) 
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and 

0 1
=1

ˆ ˆ= .
n

i
i

i

x
y

n
                                                (22) 

Therefore, LS estimates of the parameters are 

obtained as 
1

1ˆ =
ˆLS


, 
ˆ
0ˆ = e





 and ˆ =LS  
ˆ

ˆ LS
  

Where  iF x  is unknown but it can be estimated 

with formula 
1

i

n
 or 

0.3

0.4

i

n




, see [12]. 

Now, we consider the classification problem for 
the Weibull distributed populations.  

Suppose that 11 12 1 1
, , , nX X X  and 

21 22 2 2
, , , nX X X  are two independent random 

samples from 1  and 2 ,  respectively, in which 

1  and 2  follow  ,i iWE    = 1,2.i  Then, 

under the assumptions equal classification cost and 
equal prior probability, the OCR is given by 

 

 
 

   

 

 
  
   


 





ˆ ˆ
1 2ˆ ˆ

1 20 0ˆ ˆ
2 21 2

0 1 0

1 1

0 2

ˆ ˆ
 classify into ,if >

: ˆ ˆ

 classify into ,otherwise

x x

WE

x x e
R s

x

(23) 

where 1̂ , 2̂ , 1̂  and 2̂  are estimates of the 

parameters 1 , 2 , 1  and 2 , respectively. See 

[8] and [9] for further information on this OCR and 
its derivation. 

In literature, unknown values of the parameters are 
generally estimated by using the maximum 
likelihood method, because of the fact that they are 
easy to obtain and to calculate. In this study, the 
classification problem for WE populations is 
considered in case of using the ML, the LS and the 
MOM estimators instead of unknown values of the 
parameters and it is investigated that the error rate 
how is affected by these estimates. 

When the parameter values are unknown, the OCR 

is given by two cases  1 2= =    and 

 1 2= =   . 

Case 1: The OCR  WER s  for the case of 

1 2= =    is 

 
 


 

0 01 1 2 1

0 02 1 2 1

 classify into ,if < and <
:

 classify into ,if < and
WE

x x x x c
R s

x x x x c
 (24) 

or  
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R s

x x x x c
. (25) 

Where 



 

 

 
 

  

ˆ1/

2 1
1

2 1

ˆ ˆlog log
=

ˆ ˆ
c  and 

 1 2
ˆ ˆ ˆ= / 2   .  

Case 2: The OCR  WER s  for the case of 

1 2= =    is 

 
 


 

0 01 1 2 2

0 02 1 2 2

 classify into ,if < and <
:

 classify into ,if < and
WE

x x x x c
R s

x x x x c
 (26) 

or  

 
   


 

0 01 1 2 2

0 02 1 2 2

 classify into ,if and
:

 classify into ,if and <
WE

x x x x c
R s

x x x x c
. (27) 

Where   2 2 1
ˆ ˆ= log logc  and  1 2

ˆ ˆ ˆ= / 2   , 

see [9]. 

4. SIMULATION STUDY 

In this section, some simulation studies are 
performed to comparatively present the error rate 
performance of OCR discussed in the previous 
section using the estimates of unknown parameters 
obtained by ML, LS and MOM. Two cases 

1 2= =    and 1 2= =    given in the previous 

section are considered in the simulation studies. In 
the case 1, the parameter   was choosen as

0.5,1,3.6.  When the estimates ML, LS and MOM 

used instead of unknown parameters, the error 
rates calculated for 1 2= = 20,40,60n n  and 100  

and for 1 = 0.5,2  and 4  and at different values of 

2.  Simulated results based on 1000 Monte-Carlo 

simulations are tabulated in Table 1-3.
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Table 1. Error rates for Case 1, = 0.5   

1  2  Method n=20 n=40 n=60 n=100 1  2  Method n=20 n=40 n=60 n=100 

0.5 1 ML 0.36320 0.36946 0.37047 0.37245  2 4 ML 0.36305 0.36915 0.37511 0.37198 

  LS 0.36500 0.37175 0.37198 0.37349    LS 0.36483 0.37084 0.37566 0.37279 

  MOM 0.42080 0.42529 0.42381 0.42377    MOM 0.38313 0.38455 0.38493 0.38011 

 2 ML 0.26035 0.25818 0.26142 0.26311   6 ML 0.30103 0.30259 0.30658 0.30715 

  LS 0.25998 0.25760 0.26128 0.26331    LS 0.30040 0.30321 0.30655 0.30694 

  MOM 0.35333 0.35549 0.36044 0.34680    MOM 0.34558 0.35696 0.36025 0.37241 

 4 ML 0.17035 0.17334 0.17376 0.17391   8 ML 0.25938 0.26268 0.26378 0.26411 

  LS 0.16895 0.17298 0.17358 0.17358    LS 0.25870 0.26218 0.26365 0.26390 

  MOM 0.29765 0.30720 0.30095 0.29920    MOM 0.29653 0.30425 0.31174 0.31169 

 8 ML 0.10683 0.10730 0.10981 0.11085   10 ML 0.22853 0.23454 0.23093 0.23106 

  LS 0.10720 0.10743 0.11033 0.11068    LS 0.22760 0.23404 0.23062 0.23112 

  MOM 0.28473 0.31843 0.30274 0.31232    MOM 0.24280 0.24449 0.23662 0.23260 

 10 ML 0.08933 0.09465 0.09358 0.09384   20 ML 0.14803 0.14704 0.15143 0.15050 

  LS 0.09070 0.09499 0.09374 0.09416    LS 0.14840 0.14709 0.15113 0.15064 

  MOM 0.25093 0.25784 0.24228 0.25135    MOM 0.14918 0.14814 0.15166 0.15087 

 12 ML 0.08023 0.08169 0.08122 0.08157  4 6 ML 0.40125 0.41518 0.41754 0.42201 

  LS 0.08185 0.08229 0.08141 0.08196    LS 0.40590 0.41979 0.42076 0.42386 

  MOM 0.22253 0.23663 0.22443 0.22755    MOM 0.43178 0.44839 0.45113 0.45667 

 14 ML 0.06912 0.07256 0.07204 0.07157   8 ML 0.36078 0.37015 0.37089 0.37484 

  LS 0.07100 0.07310 0.07262 0.07192    LS 0.36493 0.37300 0.37190 0.37501 

  MOM 0.21878 0.23491 0.23272 0.22964    MOM 0.39268 0.40130 0.39933 0.40386 

 16 ML 0.06555 0.06529 0.06703 0.06699   10 ML 0.32708 0.32991 0.33304 0.33668 

  LS 0.06740 0.06630 0.06759 0.06734    LS 0.32765 0.33044 0.33357 0.33736 

  MOM 0.21845 0.23196 0.23379 0.23567    MOM 0.34678 0.34266 0.34213 0.34368 

 20 ML 0.05430 0.05429 0.05360 0.05571   20 ML 0.22553 0.23076 0.23112 0.23212 

  LS 0.05695 0.05537 0.05463 0.05649    LS 0.22423 0.23061 0.23058 0.23190 

  MOM 0.22515 0.20900 0.22004 0.20418    MOM 0.23830 0.23734 0.23740 0.23713 

 
Table 2. Error rates for Case 1, = 1   

  1    2    Method   n=20   n=40   n=60   n=100     1    2    Method   n=20   n=40   n=60   n=100 

0.5 1  ML   0.36005   0.36778   0.37417   0.37389    2 4  ML   0.36368   0.37061   0.37329   0.37384 
   LS   0.36325   0.37108   0.37557   0.37490       LS   0.36680   0.37130   0.37368   0.37469 
   MOM   0.36613   0.37186   0.37622   0.37557       MOM   0.36828   0.37506   0.37483   0.37542 
 2  ML   0.25610   0.26056   0.26231   0.26279     6  ML   0.30013   0.30330   0.30597   0.30515 
   LS   0.25685   0.26075   0.26241   0.26312       LS   0.30070   0.30419   0.30571   0.30495 
   MOM   0.25753   0.26185   0.26298   0.26310       MOM   0.30268   0.30519   0.30699   0.30547 
 4  ML   0.17598   0.17390   0.17540   0.17350     8  ML   0.25700   0.26073   0.26174   0.26410 
   LS   0.17515   0.17388   0.17525   0.17347       LS   0.25693   0.26010   0.26160   0.26412 
   MOM   0.17598   0.17388   0.17568   0.17355       MOM   0.25853   0.26105   0.26197   0.26398 
 8  ML   0.10955   0.11035   0.10886   0.10974     10  ML   0.22820   0.23034   0.23266   0.23206 
   LS   0.10963   0.11104   0.10903   0.11018       LS   0.22855   0.22971   0.23232   0.23179 
   MOM   0.10913   0.11040   0.10866   0.10982       MOM   0.22933   0.23034   0.23255   0.23208 
 10  ML   0.09225   0.09505   0.09379   0.09405     20  ML   0.14900   0.15179   0.15013   0.15078 
   LS   0.09368   0.09560   0.09435   0.09426       LS   0.14890   0.15188   0.15006   0.15069 
   MOM   0.09230   0.09500   0.09392   0.09417       MOM   0.19008   0.18458   0.17601   0.16585 
 12  ML   0.07840   0.08123   0.08131   0.08250    4 6  ML   0.40180   0.41466   0.42130   0.42241 
   LS   0.07988   0.08171   0.08165   0.08322       LS   0.40753   0.41805   0.42492   0.42463 
   MOM   0.07915   0.08140   0.08134   0.08259       MOM   0.40610   0.41989   0.42572   0.42562 
 14  ML   0.06635   0.07264   0.07183   0.07349     8  ML   0.36188   0.36844   0.37336   0.37319 
   LS   0.06962   0.07414   0.07253   0.07380       LS   0.36455   0.36984   0.37485   0.37383 
   MOM   0.07190   0.07345   0.07233   0.07361       MOM   0.36488   0.37097   0.37531   0.37504 
 16  ML   0.06130   0.06594   0.06590   0.06602     10  ML   0.33110   0.33101   0.33573   0.33575 
   LS   0.06300   0.06736   0.06656   0.06631       LS   0.33180   0.33134   0.33597   0.33574 
   MOM   0.07020   0.07055   0.06697   0.06699       MOM   0.33450   0.33240   0.33782   0.33639 
 20  ML   0.05155   0.05381   0.05645   0.05589     20  ML   0.22815   0.22843   0.23363   0.23316 
   LS   0.05395   0.05536   0.05726   0.05631       LS   0.22740   0.22830   0.23366   0.23301 
   MOM   0.09735   0.09934   0.09378   0.07454       MOM   0.25820   0.25749   0.25083   0.24563 
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Table 3. Errror rates for Case 1, = 3.6  

1    2    Method   n=20   n=40   n=60   n=100     1    2    Method   n=20   n=40   n=60   n=100 

0.5 1  ML   0.36265   0.36725   0.36924   0.37327    2 4  ML   0.36025   0.37093   0.36977   0.37434 
   LS   0.36460   0.36830   0.37106   0.37396       LS   0.36670   0.37279   0.37086   0.37489 
   MOM   0.36285   0.36664   0.36947   0.37263       MOM   0.36055   0.37011   0.36914   0.37421 
 2  ML   0.25948   0.26269   0.26338   0.26244     6  ML   0.29755   0.30448   0.30619   0.30640 
   LS   0.25773   0.26219   0.26316   0.26248       LS   0.29670   0.30470   0.30676   0.30638 
   MOM   0.25898   0.26249   0.26320   0.26245       MOM   0.29723   0.30449   0.30599   0.30624 
 4  ML   0.17435   0.17114   0.17331   0.17464     8  ML   0.25760   0.26056   0.26177   0.26046 
   LS   0.17390   0.17093   0.17316   0.17470       LS   0.25745   0.26099   0.26138   0.26066 
   MOM   0.17428   0.17090   0.17334   0.17467       MOM   0.25715   0.26061   0.26148   0.26045 
 8  ML   0.10598   0.10831   0.10924   0.10965     10  ML   0.23245   0.23229   0.22940   0.23156 
   LS   0.10658   0.10886   0.10928   0.10963       LS   0.23120   0.23168   0.22878   0.23183 
   MOM   0.10573   0.10845   0.10922   0.10963       MOM   0.23170   0.23220   0.22934   0.23162 
 10  ML   0.09033   0.09209   0.09384   0.09349     20  ML   0.14783   0.14993   0.15041   0.15033 
   LS   0.09118   0.09376   0.09422   0.09381       LS   0.14780   0.14964   0.15027   0.15027 
   MOM   0.09060   0.09234   0.09392   0.09355       MOM   0.14813   0.14973   0.15030   0.15031 
 12  ML   0.07740   0.08074   0.08270   0.08210    4 6  ML   0.40007   0.41291   0.41840   0.42318 
   LS   0.07918   0.08119   0.08308   0.08218       LS   0.40540   0.41670   0.42074   0.42525 
   MOM   0.07798   0.08080   0.08284   0.08218       MOM   0.39850   0.41239   0.41765   0.42278 
 14  ML   0.06850   0.07198   0.07258   0.07365     8  ML   0.35970   0.36914   0.37276   0.37305 
   LS   0.07000   0.07185   0.07334   0.07416       LS   0.36328   0.37018   0.37411   0.37421 
   MOM   0.06897   0.07153   0.07265   0.07363       MOM   0.35933   0.36881   0.37265   0.37313 
 16  ML   0.06472   0.06595   0.06492   0.06576     10  ML   0.32913   0.33314   0.33415   0.33644 
   LS   0.06637   0.06676   0.06569   0.06643       LS   0.33013   0.33355   0.33423   0.33664 
   MOM   0.06477   0.06608   0.06501   0.06595       MOM   0.32923   0.33256   0.33428   0.33661 
 20  ML   0.05217   0.05373   0.05541   0.05561     20  ML   0.22788   0.22754   0.23349   0.23208 
   LS   0.05460   0.05484   0.05619   0.05633       LS   0.22755   0.22726   0.23326   0.23180 
   MOM   0.05292   0.05409   0.05539   0.05575       MOM   0.22773   0.22750   0.23345   0.23204 

In the case of 2, as similar to case of 1,    1 2  

was choosen as 0.5,  1  and 3.6 . The error rates 

calculated for 1 2= = 20,40,60n n  and 100 and for 

1 = 0.5,2  and 4  and at different values of 2 . 

Simulated results based on 1000 Monte-Carlo 
simulation are compatible with Table 4-6. 

 

Table 4: Error rates for Case 2, = 0.5     

1    2    Method   n=20   n=40   n=60   n=100     1    2    Method   n=20   n=40   n=60   n=100 

.5 1  ML   0.31513   0.31666   0.32199   0.32292    2 4  ML   0.31083   0.32019   0.31993   0.32190 
   LS   0.31675   0.31841   0.32364   0.32337       LS   0.31463   0.32234   0.32118   0.32311 
   MOM   0.39233   0.39506   0.39439   0.38608       MOM   0.31093   0.32013   0.31922   0.32190 
 2  ML   0.18550   0.19228   0.19281   0.19339     6  ML   0.23550   0.23848   0.23616   0.24133 
   LS   0.18890   0.19359   0.19407   0.19438       LS   0.23828   0.24019   0.23733   0.24267 
   MOM   0.29990   0.30461   0.30807   0.31167       MOM   0.23555   0.23873   0.23630   0.24176 
 4  ML   0.10715   0.10979   0.11151   0.11100     8  ML   0.18575   0.19384   0.19351   0.19391 
   LS   0.10813   0.11171   0.11222   0.11188       LS   0.18883   0.19531   0.19485   0.19443 
   MOM   0.23680   0.25583   0.25870   0.26139       MOM   0.18708   0.19444   0.19407   0.19414 
 8  ML   0.05987   0.06340   0.06282   0.06326     10  ML   0.15595   0.15919   0.16153   0.16345 
   LS   0.06070   0.06451   0.06333   0.06369       LS   0.15920   0.16125   0.16229   0.16413 
   MOM   0.21680   0.23880   0.23730   0.22728       MOM   0.15785   0.16028   0.16175   0.16364 
 10  ML   0.04842   0.05128   0.05292   0.05245     20  ML   0.08695   0.09173   0.09400   0.09369 
   LS   0.04940   0.05174   0.05353   0.05295       LS   0.08905   0.09328   0.09457   0.09441 
   MOM   0.20930   0.21186   0.22623   0.21329       MOM   0.08890   0.09285   0.09445   0.09411 
 12  ML   0.04387   0.04274   0.04548   0.04560    4 6  ML   0.37785   0.38453   0.38832   0.38838 
   LS   0.04405   0.04293   0.04565   0.04599       LS   0.38130   0.38810   0.38996   0.38929 
   MOM   0.20003   0.21520   0.22078   0.21472       MOM   0.37825   0.38534   0.38817   0.38851 
 14  ML   0.03997   0.04007   0.03954   0.03964     8  ML   0.31313   0.32059   0.32139   0.32177 
   LS   0.03980   0.04021   0.03986   0.04000       LS   0.31518   0.32129   0.32289   0.32197 
   MOM   0.21265   0.20933   0.21515   0.22244       MOM   0.31268   0.32045   0.32204   0.32210 
 16  ML   0.03160   0.03418   0.03475   0.03532     10  ML   0.26450   0.26965   0.27476   0.27513 
   LS   0.03172   0.03469   0.03498   0.03555       LS   0.26703   0.27171   0.27563   0.27616 
   MOM   0.19830   0.21331   0.20146   0.21852       MOM   0.26528   0.27066   0.27480   0.27551 
 20  ML   0.02762   0.02761   0.02878   0.02896     20  ML   0.15583   0.16078   0.16113   0.16313 
   LS   0.02755   0.02776   0.02866   0.02901       LS   0.15880   0.16226   0.16247   0.16364 
   MOM   0.19865   0.21020   0.19699   0.20729       MOM   0.15778   0.16199   0.16215   0.16336 
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Table 5: Error rates for Case 2, =1   

1    2    Method   n=20   n=40   n=60   n=100     1    2    Method   n=20   n=40   n=60   n=100 

0.5 1  ML   0.33605   0.33758   0.33938   0.34378    2 4  ML   0.33005   0.34254   0.34242   0.34378 
   LS   0.33670   0.33785   0.34132   0.34485       LS   0.33413   0.34441   0.34311   0.34439 
   MOM   0.34603   0.34434   0.34256   0.34618       MOM   0.32970   0.34265   0.34224   0.34387 
 2  ML   0.21085   0.21756   0.21621   0.21768     6  ML   0.25795   0.26440   0.26342   0.26367 
   LS   0.21423   0.21965   0.21770   0.21867       LS   0.26308   0.26628   0.26486   0.26422 
   MOM   0.22018   0.22448   0.22228   0.22176       MOM   0.25970   0.26508   0.26356   0.26354 
 4  ML   0.12478   0.12813   0.12917   0.12865     8  ML   0.20830   0.21391   0.21772   0.21792 
   LS   0.12815   0.13086   0.13028   0.12934       LS   0.21210   0.21608   0.21943   0.21869 
   MOM   0.13365   0.13524   0.13334   0.13231       MOM   0.21050   0.21485   0.21791   0.21794 
 8  ML   0.06920   0.07358   0.07423   0.07466     10  ML   0.17713   0.18346   0.18536   0.18555 
   LS   0.07060   0.07473   0.07513   0.07520       LS   0.18158   0.18645   0.18686   0.18670 
   MOM   0.07818   0.08306   0.08066   0.07829       MOM   0.18045   0.18485   0.18620   0.18615 
 10  ML   0.06072   0.06109   0.06316   0.06193     20  ML   0.10388   0.10846   0.10940   0.11031 
   LS   0.06260   0.06173   0.06377   0.06239       LS   0.10610   0.10990   0.11097   0.11132 
   MOM   0.07295   0.06740   0.06926   0.06672       MOM   0.10563   0.10950   0.11049   0.11084 
 12  ML   0.05105   0.05184   0.05362   0.05342    4 6  ML   0.38528   0.39671   0.40001   0.40371 
   LS   0.05222   0.05307   0.05447   0.05378       LS   0.39148   0.39999   0.40104   0.40494 
   MOM   0.06105   0.06115   0.06015   0.05690       MOM   0.38645   0.39766   0.40016   0.40366 
 14  ML   0.04582   0.04671   0.04800   0.04750     8  ML   0.33335   0.34303   0.34218   0.34409 
   LS   0.04607   0.04728   0.04817   0.04799       LS   0.33610   0.34573   0.34337   0.34387 
   MOM   0.05945   0.05508   0.05232   0.05389       MOM   0.33463   0.34311   0.34219   0.34403 
 16  ML   0.03905   0.04020   0.04131   0.04211     10  ML   0.29163   0.29715   0.29779   0.29746 
   LS   0.03917   0.04074   0.04152   0.04250       LS   0.29583   0.29913   0.29910   0.29868 
   MOM   0.05130   0.04994   0.04881   0.04691       MOM   0.29420   0.29790   0.29881   0.29800 
 20  ML   0.03315   0.03381   0.03487   0.03485     20  ML   0.17750   0.18320   0.18428   0.18764 
   LS   0.03320   0.03451   0.03526   0.03509       LS   0.18133   0.18593   0.18573   0.18846 
   MOM   0.04737   0.04594   0.04369   0.04018       MOM   0.18045   0.18540   0.18494   0.18818 

 
Table 6: Error rates for Case 2, = 3.6  

1    2    Method   n=20   n=40   n=60   n=100    1   2    Method   n=20   n=40   n=60   n=100 

0.5 1  ML   0.28888   0.29654   0.29532   0.29628    2 4  ML   0.28943   0.29419   0.29736   0.29617 
   LS   0.29298   0.30040   0.29825   0.29773       LS   0.29448   0.29774   0.30001   0.29773 
   MOM   0.29770   0.30234   0.29828   0.30007       MOM   0.29115   0.29469   0.29739   0.29653 
 2  ML   0.14678   0.15398   0.15441   0.15445     6  ML   0.20075   0.20168   0.20514   0.20497 
   LS   0.15083   0.15666   0.15619   0.15553       LS   0.20538   0.20439   0.20690   0.20635 
   MOM   0.15388   0.15676   0.15880   0.15661       MOM   0.20213   0.20271   0.20558   0.20541 
 4  ML   0.06970   0.07290   0.07157   0.07333     8  ML   0.15020   0.15273   0.15353   0.15521 
   LS   0.07060   0.07409   0.07232   0.07370       LS   0.15403   0.15541   0.15494   0.15612 
   MOM   0.08065   0.07700   0.07259   0.07403       MOM   0.15180   0.15320   0.15428   0.15534 
 8  ML   0.03302   0.03344   0.03411   0.03394     10  ML   0.11775   0.12011   0.12128   0.12082 
   LS   0.03320   0.03354   0.03446   0.03428       LS   0.12093   0.12244   0.12265   0.12159 
   MOM   0.03832   0.03730   0.03558   0.03559       MOM   0.11935   0.12163   0.12192   0.12121 
 10  ML   0.02590   0.02520   0.02585   0.02687     20  ML   0.05387   0.05690   0.05731   0.05698 
   LS   0.02550   0.02536   0.02598   0.02696       LS   0.05440   0.05735   0.05798   0.05757 
   MOM   0.03382   0.02917   0.02871   0.02676       MOM   0.05402   0.05726   0.05785   0.05735 
 12  ML   0.02075   0.02165   0.02196   0.02253    4 6  ML   0.36143   0.37055   0.37341   0.37540 
   LS   0.02090   0.02140   0.02213   0.02269       LS   0.36865   0.37433   0.37653   0.37764 
   MOM   0.03152   0.02416   0.02437   0.02409       MOM   0.36328   0.37141   0.37488   0.37548 
 14  ML   0.01700   0.01824   0.01928   0.01996     8  ML   0.28970   0.29195   0.29794   0.29815 
   LS   0.01715   0.01837   0.01950   0.02000       LS   0.29498   0.29558   0.30023   0.29991 
   MOM   0.02615   0.02145   0.02233   0.01992       MOM   0.29280   0.29378   0.29913   0.29892 
 16  ML   0.01520   0.01655   0.01652   0.01643     10  ML   0.24300   0.24120   0.24231   0.24542 
   LS   0.01543   0.01679   0.01653   0.01640       LS   0.24760   0.24421   0.24452   0.24658 
   MOM   0.02425   0.01892   0.01952   0.01632       MOM   0.24565   0.24286   0.24346   0.24627 
 20  ML   0.01225   0.01285   0.01309   0.01341     20  ML   0.11785   0.11869   0.12319   0.12211 
   LS   0.01233   0.01284   0.01298   0.01335       LS   0.12038   0.12074   0.12485   0.12281 
   MOM   0.01915   0.01581   0.01538   0.01478       MOM   0.11965   0.12014   0.12455   0.12266 

According to simulation results given by Tables 1-
6, for both cases, we can say that the classification 
performance of the method increases when the 
unknown parameter values draw away from each 
other. Namely, the error rate decreases. In another 
saying, if one of the populations is overlapping the 
other, the error rate increases, otherwise, the error 
rate decreases. This is an expected case because 
the shapes of the pdf's of the overlapping 

distributions are almost the same. This situation 
can be seen in Figures 1-2. 
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Figure 1. Overlapping distributions  

 
Figure 2. Non-overlapping distributions  

However, even if the population parameters are 
close to each other, it can be said that the OCR 
works quite well. Furthermore, it can be seen from 
Tables 1-6 that the ML estimators provide the best 
classification performance in all cases. Besides, it 
is concluded from Table 1-6 that the LS estimators 
provide nearly same classification performance 
with the ML estimators. Since the LS estimators 
can be easily calculated for the Weibull 
parameters,  their use instead of the unknown 
parameter values in the classification process may 
provide an advantage for researchers. 

5. CONCLUSION 

In this study, the problem of discriminant analysis 
for Weibull distributed populations is investigated 
considering the optimal classifier proposed by [8] 
and [9]. Also, when the values of the population 
parameters are unknown, a series of simulation 
studies are carried out with the aim to determine 
the parameter estimator which makes the error rate 
to be minimum. In accordance with this purpose, 
we employe the three estimators frequently used in 
the literature such as ML, LS, and MOM. In the 
numerical study, two basic cases are considered, 
such as 1 2= =    and 1 2= =   . Each case is 

evaluated at different values of the parameters and 
at different sample sizes. The results of the 
numerical studies show that the OCR works well 
in all cases, even in the overlapping distributions.  

The findings show that the minimum error rate for 
the OCR is obtained when the ML estimates are 
used instead of the unknown parameter values. 
Therefore, based on the simulation study results, 
to obtain the minimum error rate in the 
discriminant analysis between Weibull distributed 
populations, It can be said that the use of ML 
estimates is appropriate instead of the unknown 
values of the distribution parameters. 
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Length-weight relationship and condition of Arnoglossus kessleri Schmidt, 1915 in 

Iskenderun Bay (Eastern Mediterranean, Turkey) 
 

Sibel Alagöz Ergüden*1, Ayhan Altun2, Deniz Ergüden3 

ABSTRACT 

Length weight relationship (LWR) studies have an important role in estimating population biomass, 
determining growth rate and stock status of fishes. In this study a total of 133 scaldback, Arnoglossus 
kessleri Schmidt, 1915 were caught in Iskenderun Bay between September 2014 and May 2015 using a 
commercial bottom trawler. As a result, the estimates for b parameter of the LWR ranged between and 2.97, 
2.68 and 2.74 for males, females and both sexes, respectively. Fulton’s condition (KF) factor values also 
revealed significant variations (p<0.01) for female (1.089) and male (1.100) specimens of A. kessleri. The 
11.9 cm long male individual found in this study was the longest individual recorded for the Mediterranean 
Sea. No information currently exists on the length weight relationship of A. kessleri in the Mediterranean 
coast of Turkey. Therefore, this paper is an important contribution to the science and fisheries management 
applications for this species. 

Keywords: Arnoglossus kessleri, Length-weight parameters, condition factor, Iskenderun Bay. 

 

 

1. INTRODUCTION 

The scaldback, Arnoglossus kessleri schmidt, 
1915, is endemic to the mediterranean and black 
sea and distributed throughout the east 
mediterranean sea including aegean sea, the sea of 
Marmara and the Black Sea [1, 2], including the 
crimean peninsula and the sea of azov [3, 4].  

Arnoglossus kessleri is a benthic species that can 
be found at depths ranging from 10 to 200 m on 
the upper part of the continental shelf. The species 
mainly feeds on small fishes and invertebrates [3]. 
Although A. kessleri is not commercially targeted 
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species, it is a bycatch product in fisheries and is 
usually discarded. Due to the lack of studies 
relating the species the conservation status of it has 
been declared as Data Deficient (DD) globally [5] 
and in the Mediterranean [6], and there have been 
no specific conservation measure in action up to 
date.  

Length-weight relationship is an important aspect 
in fish and fisheries biology and very useful tool 
for the assessment of fish population dynamics and 
the management of fisheries [7]. Therefore; the 
relationship is often used to convert growth in 
length equations for prediction of weight-at-age 
and use in stock assessment models [8], to estimate 
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biomass from the length-frequency distribution [9, 
10] and to calculate the condition of the fish [11].  

A number of studies on the length weight 
relationships of various populations of A. kessleri 
in Turkish Seas were reported previously [12-17]. 
Nevertheless, the sex ratio and the condition of the 
fish have not been included in previous studies.  

No information currently exists on the length 
weight relationship of A. kessleri in the region 
covering eastern Mediterranean coast of Turkey. 
This study focused on the length and weight 
parameters of A. kessleri population from 
Iskenderun Bay in order to compare the population 
characteristics of this species with previous 
reports. Additionally, the condition and the sex 
ratio of the population have also been determined 
in order to contribute as much as possible for the 
growing data file of the species. Therefore, this 
paper is an important contribution to the science 
and fisheries management applications relating to 
A. kessleri. 

2. MATERIALS AND METHODS 

A total of 133 specimens of A. kessleri were 
collected via a commercial trawler at depths 
ranging from 30 m to 65 m in Iskenderun Bay 
(Figure 1) between September 2014 and May 
2015. Length, weight and sex-ratio distributions 
were constructed separately. Total length (TL, cm) 
of specimens were measured to the nearest 0.1 cm. 
Total weight (W, g) was measured with a digital 
balance to an accuracy of 0.01 g. Sex was 
determined by macroscopic analysis of the gonads. 
 

 
Figure 1. Sampling area of Arnoglossus kessleri 

 

The growth relationship, isometric or allometric, 
between total length and total weight was 
calculated as W = a x TLb using a plotted power 
function, where a is the power function coefficient 
(the regression intercept) and b is the exponent (the 
regression slope) [18]. The relationships were 
estimated by linear regression analyses based on 
natural logarithms: ln (W) = ln (a) + b ln (TL). The 
parameters a and b were calculated using least-
squares regression as the coefficient of 
determination (r2). An estimate of b equal to 3 is 
an indication of an isometric growth whereas a 
greater or lesser value is an indication of either 
positive or negative allometric growth, 
respectively.  

Prior to the analyses, ln-ln plots of length and 
weight values were performed for visual 
inspection of outliers in accordance with Froese 
[19]. To verify if the results were significantly 
different from 3 the b values for each of male, 
female and total of the specimens were tested 
using a t-test at the 0.001 significance level. 

 
Fulton’s condition factor (KF) [20] was calculated 
using the equation: KF = (W/L3) x100. Where: W 
= Total body weight (g), L = Total length (cm). 
The scaling factor of 100 was used to bring the KF 
close to unit. 

3. RESULTS 

Investigation of 133 specimens revealed that A. 
kessleri population inhabiting the waters of 
Iskenderun Bay was composed of 51.12% (n=68) 
female and 48.8% (n=65) male. Female to male 
sex ratio of the population was found as 1:0.95. 
Total length values of overall, female and male 
specimens ranged from 7.0-11.9 cm, 7.7-11.8 cm 
and 7.7-11.9 cm, respectively. Weight values for 
overall, female and male specimens were in the 
order of 5.32-19.4 g, 3.65-19.7 g and 3.65-19.7 g.  

The growth was negative allometric for 
Iskenderun Bay population of A. kessleri and the b 
values ranged from 2.687 to 2.791 for all three 
groups: female, male and both sexes (Table 1). All 
regression values were found to be highly 
significant (P<0.001) and the values of coefficient 
of determination (r2) were greater than 0.95 for all 
groups. There was no significant difference 
between length of males and females. Males were 
slightly larger than females. Length-weight 
relationships for females, males and both sexes 
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were calculated as W=0.00224TL2.687, (R2= 0.953) 
(Figure 2), W= 0.00177TL2.791 (R2= 0.960) (Figure 
3) and W=0.00196TL2.745 (R2= 0.957) (Figure 4).  

Fulton’s condition (K) factor values also showed 
significant variations (P<0.01). Females were the 
best performers with a K factor of 1.089 and the 
values for males and both sexes were observed as 
1.100 and 1.095, respectively. A geographic 
comparison concerning the length-weight 
relationship for the species was also made using 
the results reviewed from previous studies (Table 
2). 

 
Table 1. Descriptive statistics and estimated parameters of 
length-weight relationships for Arnoglossus kessleri from 

Iskenderun Bay (Eastern Mediterranean,Turkey). 

 

 

Figure 2. Length–weight relationships of Arnoglossus 
kessleri females from Iskenderun Bay, Eastern 

Mediterranean coast of Turkey 
 

 

Figure 3. Length–weight relationships of Arnoglossus 
kessleri males from Iskenderun Bay, Eastern Mediterranean 

coast of Turkey 

 

 

 

 

Figure 4. Length–weight relationships of Arnoglossus 
kessleri all specimens from Iskenderun Bay, Eastern 

Mediterranean coast of Turkey 
 

Table 2. Comparison of length-weight parameters for A. 

kessleri inhabiting the seas of Turkey. 
 

Sex n TL (cm)       

W  (g)  

  Parameters of the relationship 

  Lmin-

Lmax 

Wmin-

Wmax 

a 95% 

C.I.of a 

b 95% 

C.Iof b 

r2 

Female 68 7.7-

11.8 

5.32-

19.4 

0.022 0.0159-

0.0313 

2.68 2.540-

2.834 

0.953 

Male 65 7.0-

11.9 

3.65-

19.7 

0.017 0.0097-

0.0245 

2.79 2.648-

2.935 

0.960 

Both  133 7.0-

11.9 

3.65-

19.7 

0.019 0.0155-

0.0246 

2.74 2.645-

2.846 

0.957 
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4. DISCUSSION 

The present data is the first set of data on 
maximum length and weight for A. kessleri in 
Mediterranean coast, Turkey. This study reveals 
that the length of males and females of A. kessleri 
did not differ significantly. However, the 
maximum length of males was slightly larger (11.9 
cm) than that of the females (11.8 cm).  

This study also reports the longest maximum total 
length of A. kessleri for entire Mediterranean Sea. 
Bauchot [21] reported that maximum total length 
of A. kessleri for males/unsexed as 10.0 cm in 
Mediterranean. However, Altın et al [17] found 
that maximum total length of A. kessleri from 
Gökçeada Island (northern Aegean Sea, Turkey) 
was 11.2 cm. The present study showed that the 
maximum total length of the species can extend to 
11.9 cm for males and 11.8 for females. This study 
claims that the maximum total length of the 
species exceeds the values recorded in the 
FishBase so far. 

The parameter b of length–weight relationships of 
A. kessleri from Iskenderun Bay was significantly 
different from 3 (P <0.05). The values of b for all 
groups were within the expected ranges of 2.5-3.5 
[19]. 

Different growth patterns were reported for A. 
kessleri populations. Bayhan et al [12], İlkyaz et al 
[14] and Türker Çakır et al [22] reported negative 
allometry for A. kessleri from the Aegean coast 
(Izmir Bay and Edremit Bay), Turkey. Almost 
isometric growth has also been reported from 
eastern Black Sea [15]. On the contrary, Keskin 
and Gaygusuz [16], Altın et al [17] and Ozen et al 
[23] have reported that populations from the Sea 
of Marmara and Aegean Sea revealed positive 
allometric growths.  Similar to results of Türker 
Çakır et al [13], Bayhan et al. [12] and İlkyaz et al. 
[14] a negative allometric growth was also 
observed in Iskenderun Bay. The value for all 
individuals was found as b=2.745. 

The differences in the b-values may be attributed 
to seasonal changes in the water temperature and 
the maturity stage [24]. Besides different sampling 
area, age, sex and other factors, for example 
habitat, degree of stomach fullness, preservation 
techniques, etc., were not considered in this study. 

In conclusion, the present study reports a new 
maximum total length for the native species, A. 
kessleri inhabiting Mediterranean Sea and 
provides some essential information on A. kessleri 
from Iskenderun Bay. The data on length and 
weight parameters are expected to be helpful in 
fisheries management in eastern Mediterranean, 
Turkey since the species has been declared as a 
data deficient species in the IUCN red list. 
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The First Indoor Radon Gas Measurement at Historical Places in Cappadocia, 
Nigde, Turkey 

 
Vakkas Bozkurt*1 and Sefa Ertürk1 

ABSTRACT 

The aim of this study is to determine the concentration of Radon and its annual effective dose at the Nigde 
Museum and in a number of historical places namely the Sungur Bey, the Alaeddin, the Disari mosque and 
the Ak Medrese Culture House in Cappadocia, Nigde, Turkey. Nuclear track detector CR-39 were used to 
ascertain how much Radon concentration affects the people who are working in or visiting such places. 
Nuclear track detectors CR-39 were used for measurement for 132 days at the Nigde Museum, and for 63 
days in the historical places. The exposed nuclear track detectors were then sent to the Sarayköy Nuclear 
Research and Training Center (SANAEM) to determine of Radon-222. The average Radon concentration 
results obtained for the Nigde Museum, the Sungur Bey, the Alaeddin, the Disari mosques and the Ak 
Medrese Culture House were 13.0±2.94 Bq/m3, 31.67±3.86 Bq/m3, 52.0±5.72 Bq/m3, 42.67±19.34 Bq/m3 
and 31.0±4.55 Bq/m3 respectively. The average effective dose of Radon was calculated for the Nigde 
Museum, the Sungur Bey, the Alaeddin, the Disari mosques and the Ak Medrese Culture House in Nigde 
and was found to be approximately 0.137 mSv/y, 0.062 mSv/y, 0.103 mSv/y, 0.084 mSv/y and 0.327 mSv/y 
respectively. 

Keywords: Radon, environmental radioactivity, track detectors, diffusion chamber, CR-39 

 

1. INTRODUCTION 

The natural decay of radioactive substances in a 
series of heavy nuclei is known to result in the 
radioactive isotopes of lead. There are four natural 
radioactive series to be found in nature (Th-232, 
Np-237, U-238 and U-235). 

The three that naturally occur in a radioactive 
decay chain existing in nature can be summarized 
as: 
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Rn-222, as part of the U-238 group, is the longest-
lived isotope of Radon, with a half-life of 
approximately (3.825 days). Rn-222 can, 
therefore, represent a significant concentration in 
the atmosphere, a feature which invests an 
important role to Rn-222 for measuring radiation 
concentrations in nature. It must be stressed that 
Radon is one of the most dangerous radioactive 
elements in the environment in terms of radiation 
exposure: for instance, should Radon be inhaled 
into our lungs as we breathe in, it increases the risk 
of damage to the lung tissue; and is nowadays 
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considered to be the second cause of lung cancer 
after cigarette smoking [1, 2, 3]. For this reason, 
Radon measurements play a critical role in 
monitoring human health and safety both in the 
home and workplace. Consequently, Radon is 
currently being widely measured throughout the 
world in natural environments as it can be a 
contributor to harmful health diseases [4]. 

Under normal temperature and atmospheric 
pressure, Radon is a colourless, invisible, tasteless 
and odourless gas that mixes with air in nature. Its 
atomic number is 86, its atomic weight is 222 
g/mol and it has a neutron number of 136 in the 
nucleus. Radon gas results from the decay of the 
natural radioactive elements Uranium and 
Thorium. Uranium and Thorium-forming rock, 
present in the earth's crust, are found widely in 
soil, thus rendering it radioactive. Furthermore, 
Radon concentrations in soil are subject to many 
physical parameters such as soil structure, type of 
mineral, etc.  

Radon gas measurements can be obtained by using 
active and passive measurement methods. The 
measurement of Radon using active-measurement 
techniques is performed in real time. In this 
technique, the concentration of Radon gas may be 
identified from an air sample to be determined by 
radiation counter; however, this not thought of as 
being preferable because Radon is greatly affected 
by external factors (humidity, pressure, air 
temperature, and so on). Consequently, the passive 
method is preferred for determining the average 
value of Radon concentration. By taking long-term 
measurements (daily, monthly, seasonal or 
annual), we can quantify the mean values of Radon 
concentrations over lengthy periods of time. 

Radon is measured all over the world and limit for 
the Radon concentration for different countries are 
reported: USA-150 Bq/m3, Germany-250 Bq/m3, 
Australia-200 Bq/m3, China-200 Bq/m3, 
Denmark-400 Bq/m3, France-400 Bq/m3, India-
150 Bq/m3, UK-200 Bq/m3, Ireland-200 Bq/m3, 
Sweden-200 Bq/m3, Canada-800 Bq/m3, 
Luxemburg-250 Bq/m3, Norway-200 Bq/m3, 
Russia-200 Bq/m3, Turkey-400 Bq/m3, EU-400 
Bq/m3, ICRP-400 Bq/m3 and WHO-100 Bq/m3 

[5]. 

Indoor Radon concentrations were also measured 
in different cities from Turkey. For example 
Radon concentration was measured in Sakarya as 
40±5 Bq/m3 [6], in Adana as 37 Bq/m3 [7], in 
Ardahan as 53-736 Bq/m3, in Artvin as 21-321 
Bq/m3 [8], in İzmir as 210 Bq/m3 [9], in Kilis, 

Osmaniye, Antakya as 5-171, 6-209, 4-135 Bq/m3 
respectively [10], and in Sivas as 56 Bq/m3 [5]. 
The aritmetic mean of the indoor Radon 
concentrations are reported as 81 Bq/m3 for 
Turkey of 81 provinces in Turkey [11] and the 
worldwide indoor Radon concentration was 
measured as 46 Bq/m3 [12]. 

The present study aimed to determine indoor 
Radon concentrations using CR-39 (a 
polycarbonate structure 500 micron thick) in 
diffusion chamber nuclear track detectors for 
selected areas where people are working or 
visiting, such as the Nigde Museum and certain 
selected historical places in Nigde, the Sungur Bey 
mosque (the mosque was constructed in 1335), the 
Alaeddin mosque (completed in 1223), the Disari 
(Celebi Husamettin) mosque (despite having no 
precise indication in the building, but it is 
supposed to have been built in the XVI century), 
and the Ak Medrese Culture House (finished in 
1409). Nigde is a large town in the southern part 
of the Central Anatolian region of Turkey and is 
also part of Cappadocia, resulting in its attracting 
tourists to its historical sites. As well as these 
historical places, the Nigde Museum was chosen 
particularly in order to measure Radon 
concentrations from historical items within the 
museum and also to supervise the annual effective 
dose from these places. 

2. MATERIALS AND METHODS 

CR-39 plastic nuclear track detectors are widely 
used for Radon measurement in a natural 
environment and are favoured because of their 
availability, low-price, sensitivity and practical 
usage since they do not need any signal processing 
or power source during the measurement of 
radiation concentrations [13]. They prove to be 
one of the most useful nuclear track detectors for 
measuring indoor and outdoor Radon 
concentrations in any research areas. They also 
have high detection efficiency in identifying alpha 
particles emitted by Radon and its daughters. 

CR-39 detectors were placed in the Nigde 
Museum for 132 days and at the Sungur Bey 
mosque, the Alaeddin mosque, the Disari (Celebi 
Husamettin) mosque and at the Ak Medrese 
Culture House) for 63 days, during which time the 
alpha particles produced from Rn-222 would leave 
tracks on the detectors. These tracks or images 
used in the analysis of traces of alpha on detectors 
under the Linux operating system employee 
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carries out a programme called the Radosys 
processing set [14]. The detectors counting traces 
of unwanted marks on the purified by a chemical 
etching process and within this process any real 
trace of alpha becomes observable. The counting 
process of alpha tracks was done through a film 
scanner and an image-processing program. All 
images were monitored and counted by the 
Radosys programme. The analysis of the tracks 
and the estimation of track density are 
automatically effected with the Radosys 
equipment. All Radon concentration 
measurements for CR-39 detectors which were 
bought from TAEK (Turkish Atomic Energy 
Agency) collected and sent to SANAEM at TAEK 
for analysis.  

In this study, a total of 15 pieces of CR-39 
detectors were placed at different places in Nigde: 
in the Nigde Museum (3) for 132 days, and in other 
selected historical places in Nigde, for 63 days: in 
the Sungur Bey mosque (3), in the Alaeddin 
mosque (3), in the Disari (Celebi Husamettin) 
mosque (3), and in the Ak Medrese Culture House 
(3 pieces of CR-39). Photographs of one-piece of 
the CR-39 detector placed in the Sungur Bey 
Mosque (a), the Alaeddin mosque (b), the Disari 
(Celebi Husamettin) mosque (c) and in the Ak 
Medrese Culture House (d) are shown in Figure 1. 

 

Figure 1. Photograph of located one-piece of a CR-39 
detector cup in the Sungur Bey mosque (a), the Alaeddin 

mosque (b), the Disari (Celebi Husamettin) mosque (c) and 
in the Ak Medrese Culture House (d) here in Nigde. 

3. RESULTS 

In this study, we present the results of indoor 
Radon concentration in spring-summer season 
employing CR-39 detectors at the Nigde Museum 
as well as in the Sungur Bey, Alaeddin and Disari 
(Celebi Husamettin) mosques and in the Ak 
Medrese Culture House in Nigde; these can be 
seen in Table 1 shows the Radon concentration and 

annual effective dose for each of these areas. 
Figure 2 shows average radon concentration of 
each location with standart deviation. The average 
Radon concentration measured in the Nigde 
Museum and at the Sungur Bey, the Alaeddin, the 
Disari (Celebi Husamettin) mosques and at the Ak 
Medrese Culture House in Nigde, were found to be 
13.0±2.94 Bq/m3, 31.67±3.86 Bq/m3, 52.0±5.72 
Bq/m3, 42.67±19.34 Bq/m3 and 31.0±4.55 Bq/m3 

respectively. 

The aritmetic mean of indoor Radon 
concentrations values in these places ranged from 
13.0±2.94 Bq/m3 to 52.0±5.72 Bq/m3, which is 
lower than the aritmetic mean of indoor Radon 
concentrations for Turkey (81 Bq/m3) [11] and 
obatined to be arround for the world value as (46 
Bq/m3) [12]. 

The annual average effective dose for indoor 
Radon is calculated using parameters introduced in 
the report by UNSCEAR [15]. From the measured 
Radon concentration, the annual effective dose of 
Radon was calculated with E=CRn×F×t×d, 
equation. 

E: Effective dose 
CRn: The indoor Radon concentration (Bqm-3) 
F: The equilibrium factor between Radon and its 
decay product equal to 0.4 
t: The average indoor occupancy time for a person 
(y-1) 
d: The dose conversion factor for Radon exposure 
is 9 nSv (Bqhm-3)-1 

The Sungur Bey, the Alaeddin and the Disari 
(Celebi Husamettin) mosques are used daily by 
people at prayer times with an average occupancy-
time for prayer being defined as 1.5 hours per day; 
this totals 548 hours per year. For the Ak Medrese 
Culture House and the Nigde Museum, daily 
activities have been found to total 8 hours, 
meaning that working or visiting time per year 
comes to 2920 hours. The average effective dose 
of Radon was calculated at the Nigde Museum, the 
Sungur Bey, the Alaeddin, the Disari (Celebi 
Husamettin) mosques and the Ak Medrese Culture 
House together with historical places in Nigde and 
found to be approximately 0.137 mSv/y, 0.062 
mSv/y, 0.103 mSv/y, 0.084 mSv/y and 0.327 
mSv/y respectively. 
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Table 1. The measured indoor Radon concentration and 
effective dose collected from the Nigde Museum and other 

historical places in Nigde. 

Number of 
detectors 
and areas 

Date of 
buildings 

Height 
from 
floor 

Radon 
concentration 

(Bq/m3) 

Annual 
effective 

dose 
(mSv/y) 

1. Nigde 
Museum 

1997 
1.25 

meter 
10 0.105 

2. Nigde 
Museum 

 
1.20 

meter 
12 0.126 

3. Nigde 
Museum 

 
1.15 

meter 
17 0.179 

1. Sungur 
Bey 
mosque 

1335 
2.80 

meter 
30 0.059 

2. Sungur 
Bey 
mosque 

 
3.70 

meter 
28 0.055 

3. Sungur 
Bey 
mosque 

 
4.0 

meter 
37 0.073 

1. Alaeddin 
mosque 

1223 
1.80 

meter 
49 0.097 

2. Alaeddin 
mosque 

 
1.50 

meter 
47 0.093 

3. Alaeddin 
mosque 

 
1.70 

meter 
60 0.118 

1. Disari 
mosque 

XVI 
century 

1.30 
meter 

70 0.138 

2. Disari 
mosque 

 10 cm 30 0.059 

3. Disari 
mosque 

 
2.0 

meter 
28 0.055 

1. Ak 
Medrese 
Culture 
House 

1409 
2.0 

meter 
30 0.315 

2. Ak 
Medrese 
Culture 
House 

 
2.0 

meter 
37 0.389 

3. Ak 
Medrese 
Culture 
House 

 
3.10 

meter 
26 0.273 

 

 
Figure 2. Average Radon concentration of each location. 

4. CONCLUSION 

The measurement of average Radon 
concentrations and its annual effective dose using 
CR-39 detectors at the Nigde Museum, the Sungur 
Bey mosque, the Alaeddin mosque, the Disari 
(Celebi Husamettin) mosque and at the Ak 
Medrese Culture House in Nigde, were shown to 
be lower than the limits recommended not only by 
the ICRP for indoor Radon concentrations, which 
is about 300 Bq/m3 (the annual mean 
concentration) and limit values for annual 
effective dose is about 10 mSv/y [16] but also by 
TAEK. For Turkey, the upper value for Radon 
concentration within dwellings is known to be 400 
Bq/m3 and annual effective dose of 5 mSv [17]. 

In natural surroundings, there are many parameters 
involving the effect Radon levels for indoor 
dwellings such as temperature climate, heat 
conversion and ventilation equipment, etc. 

The present measured Radon concentration and 
the annual effective dose both showed that no 
action needs to be taken at these places and 
measurements indicated that values are reasonably 
lower than the levels recommended by both ICRP 
and TAEK. 
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A Lyapunov Functıon For Logıstıc Equatıon On Tıme Scales 

Veysel Fuat Hatipoğlu*1 

ABSTRACT 

In this study we focus on the stability of dynamic logistic equation which is used in single species 
population dynamics. Here we have introduced a quadratic Lyapunov function for generalized dynamic 
logistic equation on time scales. By using proposed Lyapunov function, asymptotic stability conditions for 
the equilibrium solution of dynamic logistic equation have been investigated. 

Keywords: Dynamic logistic equation, Lyapunov Function, Stability, Time Scales  

 

1. INTRODUCTION 

Logistic equation (or Verhulst equation) is often 
used to provide a model for single species 
population model. In the last century logistic 
equation has been applied to various branches of 
science such as ecology, medicine, physics and 
chemistry. For continuous case logistic equation is 
the differential equation  

��(�)

��
= ��(�) �1 −

�(�)

�
� , � ≥ 0, � > 0,      (1) 

where � > 0 is the intrinsic growth rate, �(�) is the 
population size at time t and � > 0 is the carrying 
capacity of the environment. For discrete case 
logistic equation is described by the difference 
equation  

���� = ��� �1 −
��

�
� , � > 0,        (2) 

where � > 0 is the carrying capacity of the 
environment. 

                                                 
* Corresponding Author 
1 Muğla Sıtkı Koçman University, veyselfuat.hatipoglu@mu.edu.tr 

Unification and extension of continuous and 
discrete times is possible with time scales calculus. 
Therefore implementing equations (1) and (2) in a 
single equation is possible. In this manner logistic 
equation is considered on time scales by many 
authors [1] – [5]. Qualitative behavior of both 
continuous and discrete versions of logistic 
equation has been studied by several authors [6], 
[7]. However to the best of our knowledge, few 
articles are published on the asymptotic behavior 
of dynamic logistic equation on time scales. In [3] 
authors give the sufficient conditions for 
exponential asymptotic stability of a critical point 
of an almost linear dynamic equation and apply the 
findings to dynamic logistic equation. Their results 
show that the zero solution of dynamic logistic 
equation is unstable on any time scales and the 
solution of other equilibrium point � = 1 is 
exponentially stable depending on graininess 
function �. 
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2. PRELIMINARIES  

A time scale � is an arbitrary nonempty closed 
subset of ℝ. For � ∈ �, forward jump operator 
�: � → � is defined by  

�(�) ≔ inf{� ∈ �: � > �} 

The graininess function �: � → [0, ∞) is defined 
by 

�(�) = �(�) − �. 

The function �: � → ℝ is said to be regressive 
provided 1 + �(�)�(�) ≠ 0 for all � ∈ �. The set 
of all regressive rd-continuous functions�: � → ℝ 
is denoted by ℛ. We refer to [1], [2] for detailed 
literature with the calculus of time scales. [2] gives 
the generalized logistic equation that is used in 
population dynamics as  

�� =
�����

�

�
�

��
��

�
�

        (3) 

with 
��

�
∈ ℛ, where � ≠ 0 is the carrying capacity 

of the population and � ∈ ℛ is the growth rate. The 
solution of (3) is 

�(�) =
�

�
�

��
����⊝�(�,��)��

        (4) 

satisfying �(��) = �� where the function ⊝ � 

defined by (⊝ �)(�) ≔
�(�)

���(�)�(�)
 for all � ∈ �. 

Note that � = 0 and � = � are the equilibrium 
solutions of (3). If we consider time scales as � =
ℝ and � = ℤ we see that (3) is identical with (1) 
and (2) respectively. 
 
Definition of Lyapunov functions on time scales is 
as follows, 
 

Definition 1. [8] A function �(�): ℝ� → ℝ, is 
called a time scale Lyapunov function for system 
(3) if 

1. �(�) ≥ 0 with equality if and only if � = 0, and 

2. ����(�)� ≤ 0. 

In the next section we state the Lyapunov stability 
theorem on time scales and show the asymptotic 
stability of dynamic logistic equation on time 
scales. 

3. STABILITY RESULTS 

Following theorem gives the asymptotic stability 
conditions by using Lyapunov functions on time 
scales. 

Theorem 2. [4] Given system (3) with 
equilibrium � = 0, if there exists an associated 
Lyapunov function �(�), then � = 0 is Lyapunov 
stable. Furthermore, if  ����(�)� < 0, then � = 0  
is asymptotically stable. 

Stability of the equilibria �� = 0 and �� = � of 
equation (3) have been studied by Gard and 
Hoffacker [3] with � = 1. Authors showed that 
the equilibrium y = 0 of equation (3) is unstable on 
any time scale. In this section to show the 
Lyapunov stability of the equilibrium � = � of 
logistic equation (3), we construct a Lyapunov 
function candidate in the form 

���, �(�)� = (� − �)�   (5) 

where � is the carrying capacity of the population. 

Letting � = 1 −
�

�
 we transform equation (3) to  

�� =
���(���)

����(���)
        (6) 

where � is the growth rate with �(1 − �) ∈ ℛ. 
Also Lyapunov function (5) transforms to  

���, �(�)� = (��)� .  (7) 

We observe the stability of the zero solution �� =
0  of (6) (the �� = � solution of logistic equation 
(3)). It is obvious that ���, �(�)� = (��)� ≥ 0. To 

verify ���, �(�)� is a Lyapunov function for (6) we 

need to show ����, �(�)� ≤ 0 for all � ∈ �. 

Taking the Δ − derivative of (7), 

����, �(�)� = ��(� + ��)��. 

Then we have, 

����, �(�)� = ���2� + �(�)���. (8) 

Here we consider (8) in cases as � < 0, 0 < � <
1, and � = 0. 

Case 1. If � < 0 (� > �) then we have 

�(�)�(�)�1 − �(�)� < 0  (9) 

and we have, 

1 + �(�)�(�)�1 − �(�)� > 0.  (10) 

Using the relations (9) and (10) in the equation (6), 
one can see that �� > 0 with � < 0 for all � ∈
[��, ∞)�. Therefore we can conclude that 
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����, �(�)� = ���2� + �(�)��� < 0. 

for any time scales satisfying |�| >
�(�)

�
. 

Case 2. If 0 < � < 1 (0 < � < �) we see that 

�(�)�(�)�1 − �(�)� > 0  (11) 

and 

1 + �(�)�(�)�1 − �(�)� > 0.  (10) 

Writing (11) and (12) into (6) we obtain that �� <
0  for all � ∈ [��, ∞)�. Therefore since �(�) ≥ 0 
we have 

����, �(�)� = ���2� + �(�)��� < 0. 

Hence (7) is a Lyapunov function for the equation 
(6) for the case 0 < � < 1. 

Case 3. When � = 0 (� = �), both �(0,0) = 0 
and ��(0,0) = 0. 

From the results of all cases equation (7) is a 
Lyapunov function for the dynamic logistic 
equation (6). Therefore by Theorem 1, � = 0 (� =
�) solution of (6) is asymptotically Lyapunov 

stable for any time scale satisfying |�| >
�(�)

�
. 

Asymptotically Lyapunov stability of the zero 
solution of dynamic logistic equation (6) indicates 
the asymptotically stability of the equilibrium 
solution � = � of equation (3). 

4. CONCLUSION 

Population dynamics has been an important topic 
in ecology. Modeling and investigating the 
behavior of ecological phenomena have always 
been attractive for mathematicians. So this study is 
built on analying the Lyapunov stability of 
dynamic logistic equation on time scales. A 
Lyapunov function for dynamic logistic equation 
has been constructed. The study states that the 
equilibrium point � = � namely carrying capacity 
of the population is asymptotically Lyapunov 

stable on time scales satisfying, |�| >
�(�)

�
 . For 

future studies researchers might focus on the 
qualitative behavior of impulsive model of 
dynamic logistic equation. 
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Evaluation of Two Stage Modified Ridge Estimator and Its Performance 

Selma Toker*1, Nimet Özbay2 

ABSTRACT 

Biased estimation methods are more desirable than two stage least squares estimation for simultaneous 
equations model suffering from the problem of multicollinearity. This problem can also be handled by using 
some prior information. Taking account of this knowledge, we recommend two stage modified ridge 
estimator in this article. The new estimator can also be evaluated as an alternative to the previously proposed 
two stage ridge estimator. A widespread performance criterion, mean square error, is  taken into 
consideration to compare the two stage modified ridge, two stage ridge and two stage least squares 
estimators. A real life data analysis is investigated to support the theoretical results in practice. In addition, 
the intervals of the biasing parameter which provide the superiority of the two stage modified ridge 
estimator are determined   with the help of figures. The researchers who deal with simultaneous systems 
with multicollinearity can opt for the two stage modified ridge estimator. 

Keywords: modified ridge estimator, multicollinearity, simultaneous equations model, two stage least 
squares 

1. INTRODUCTION 

The matrix form of the simultaneous equations 
model is as follows 

�� + �� = �,                       (1) 

where ��×� and ��×� are matrices of 
observations, ��×� and ��×� are the matrices of 
structural coefficients and ��×� is the  matrix of 
structural disturbances. The elements of  � are 
nonstochastic and fixed with ����(�) = � ≤ � 
and the structural disturbances have zero mean and 
they are homoscedastic. 

The model (1) can be written as 

� = �� + �,        (2) 

                                                 
* Corresponding Author 
1 Çukurova University, Department of Statistics, stoker@cu.edu.tr 
2 Çukurova University, Department of Statistics, nturker@cu.edu.tr 

which is the reduced form.  The reduced form 
coefficients are 

� = −����                          (3) 

 and 

� = ����.        (4) 

With the help of zero restrictions criterion the the 
equation below is the first equation of the system 

�� =  ���� + ���� + ��.         (5) 

There are �� + 1 included and                      ��
∗ =

� − �� − 1 excluded jointly dependent variables 
and �� included and ��

∗ = � − �� excluded  
predetermined variables.  � = [�� �� ��

∗] and 
� = [�� ��

∗] are variables with the size of 
� × ��, � × ��

∗,  � × �� and � × ��
∗ 

corresponding to ��, ��
∗, �� and ��

∗. �.� =
[1 −�� 0 ]

� and �.� = [−�� 0 ]
� are variables 
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with the size of  �� × 1 and �� × 1 corresponding 
to �� and �� and �� is the first column of �.   

The partition of the reduced form equation (2) can 
be arranged as follows 

[�� �� ��
∗] = [�� ��

∗] �
π�� Π�� Π��

∗

π�� Π�� Π��
∗ �          

                       +[�� �� ��
∗],                          (6) 

where 

�� = ��� + ��                  (7) 

and 

�� =  �Π� + ��.                  (8) 

In two preceding equations, �� = [��� ���]� and 
Π� = [Π�� Π��]� are variables with the size of 
�� × 1, ��

∗ × 1, �� × ��, ��
∗ × ��, � × 1 and 

� × �� corresponding to ���, ���, Π��, Π��, �� 
and ��. 

Considering only the first column of �, � and U in 
the reduced form coefficients (3) and (4), 
identifiability relationship between the structural 
parameters and the reduced form parameters for 
the first equation are obtained respectively as 
follows: 

��� = Π���� + ��,                    (9) 

��� = Π����                  (10) 

and 

 �� = ���� + ��.                           (11) 

Reconsidering the first equation of the system (5), 

�� = ���� + ��                (12) 

is obtained where 

 �� = [ �� ��]�×��
,                                       (13) 

�� = [ �� �� ]��×�
�                                          (14) 

and �� = �� + ��. 

Thus, the structural equation (12) can be rewritten 
in the form of the following equation 

��  =  [ �Π� �� ] �
��

��
� + ��                          (15) 

by replacing the equations (8) and (11) so as to 
reach the final form of the equation (15):  

��  =  �̅���  +  ��,                (16) 

where �̅�  =  �(��)  =  [ �Π� �� ], �(��) = 0 
and �(����

� )  =  ���. 

Two stage least squares (TSLS) estimation is 
commonly used for estimating the structural 

parameters of the equation (16) depending on its 
ease of computation.  

Explanatory endogenous variables are replaced by 
their instrumental variables which are ordinary 
least squares (OLS) estimates that are obtained by 
using the exogenous variables to apply the first 
stage of TSLS estimation. Then, for the second 
stage, OLS estimation is used again to obtain the 
regression coefficients. 

TSLS estimator is defined as follows 

��
�� = (�̅�

� �̅�)���̅�
� ��.                (17) 

Since �̅� is unknown,  

Π�� = (�′�)���′��                            (18) 

is used at the first stage to generate  

�̅�� = [ �Π�� ��].                (19) 

By doing so, the operational form of the TSLS 
estimator  

���
�� = ��̅��

� �̅���
��

�̅��
� ��                                      (20) 

is yielded. 

In the presence of multicollinearity, TSLS does not 
give sensitive estimates anymore. So, alternative 
estimation methods to TSLS are required to deal 
with multicollinearity. In this context, the most 
popular estimator is ridge estimator (RE) of Hoerl 
and Kennard [1] which is recommended for 
estimating parameters in simultaneous equations 
model by Vinod and Ullah [2]. Two stage ridge 
regression yields estimates having smaller 
variance than the TSLS estimation. 

When researchers confront with the problem of 
multicollinearity, biased estimation methods seem 
to be more attractive than the TSLS estimation. 
Such an alternative method is two stage RE which 
is given by Vinod and Ullah [2]. Ordinary and 
operational forms of the two stage RE are  

��
�� = (�̅�

� �̅� + ��)���̅�
� ��                (21) 

and 

���
�� = ��̅��

� �̅�� + ���
��

�̅��
� ��,                (22) 

where � > 0.  

Sometimes additional prior information can be 
come across in simultaneous equations model and 
this can help to overcome the problem of 
multicollinearity, as well. By this consideration we 
define a new two stage estimator for the structural 
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coefficients based on the idea of modified ridge 
estimation of Swindel [3] subsequently.  

In a summary, the organization of this article is as 
follows: Section 2 includes the new estimator for 
the simultaneous equations model; performance 
discussion of this new estimator is given in Section 
3; Section 4 deals with the numerical example; 
Section 5 is for concluding remarks. 

2. THE SUGGESTION OF NEW 
ESTIMATOR 

There is a considerable interest in the existence of 
prior information. In this point of view, Swindel 
[3] offered a modified ridge estimator (MRE), 
which consists of a RE family, based on this 
information in linear regression model. By getting 
inspired from this idea, we propose two stage 
MRE based on prior information as 

��(�, ��
�) = (�̅�

� �̅� + ��)��(�̅�
� �� + ���

�),      (23) 

where � > 0 and ��
� is an arbitrary point in the 

parameter space which acts like the role of the 
origin.  

Instead of this current form, to consider the prior 
information as a random variable seems more 
applicable as suggested by Swindel. Within this 
contex, we replace ��

� with ��
�� in equation (23) 

and two stage MRE is derived to be: 

��
��� = (�̅�

� �̅� + ��)��(�̅�
� �� + ���

��),          (24) 

where � > 0 and ��
�� is as in the equation (21). To 

simplify the expression (24),                             
 �̅�(�) = (�̅�

� �̅� + ��)���̅�
� �̅� is used so that 

��
��� = �̅�(�)��

�� + �� − �̅�(�)���
��             (25) 

is obtained.  

Let  �̅��(�) = ��̅��
� �̅�� + ���

��

�̅��
� �̅��, thus, 

���
��� = �̅��(�)���

�� + �� − �̅��(�)� ���
��           (26) 

is used in practice. 

Notice that a convex combination of TSLS 
estimator and two stage RE reveals by suggesting 
the new estimator in the equation (25). This 
convex combination unifies the advantages of 
included estimators.  

��
��� reduces to ��

�� as � → 0 and ��
�� as � → ∞. 

As � increases, ��
��� follows a way through the 

parameter space from ��
�� to ��

��. Therefore, we 
expect that the deficiencies that are arised from 

multicollinearity with the use of TSLS estimator 
will be eliminated. 

3. MSE PERFORMANCE OF THE NEW 
ESTIMATOR 

The measure of the matrix mean square error 
(���) for any particular estimator ��̅ of ��, is 

 ������̅� = ����̅� + �������̅��������̅�
�
,    (27) 

where the first part is the variance function and the 
second part is the squared bias function. 

The model (16) can be written in a canonical form 
as follows 

�� =  ��� + ��,                                      (28) 

where � = �̅��,  �� = ����  and P is an orthogonal 
matrix such that ��� = ���̅�

� �̅�� = Λ� =
��������, … , ����

� where ��� are the eigenvalues 

of �̅�
� �̅�. 

By using this canonical form, the TSLS estimator, 
the two stage RE and the two stage MRE can be 
written as 

��
�� = Λ�

������ = ����,                (29) 

��
�� = (Λ� + ��)������  

        = ������  

        = ����,                               (30) 

and 

��
��� = (Λ� + ��)��(���� + ���

��)  

          = ��Λ���
�� + �����

��  

          = (�� + ���
�)����  

          = ����,                                                  (31) 

where �� = (Λ� + ��)��, �� = Λ�
����,         �� =

���� and �� = (�� + ���
�)��. 

The ���� of the foregoing estimators are 

���(��
��) = σ�Λ�

��,                                      (32) 

���(��
��) = σ�(� − ���)��  

                   +��������
� ��

� ,                            (33) 

and 

���(��
���) = σ���(� − ���)(� + ���)�  

                      +����
�����

� ��
�.                          (34) 

We refer the following lemmas that are to be used 
in theoretical comparisons. 
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Lemma 1. (Trenkler, [4]).  Let ��̅ and ��̅ be two 
homogeneous linear estimators of �� such that 

� = ����̅� − ����̅� > 0.                                 

If �������̅�
�
����������̅� < �� then ������̅� −

 ������̅� > 0. 

Lemma 2. (Pliskin, [5]). A prior mean ��
� is said 

to be good if ���(��
��) − ���(��(�, ��

�)) 
positive semidefinite for all positive values of � 
when both ��

�� and ��(�, ��
�) are computed using 

the same value of �. 

Firstly, we choose the superior one from two stage 
MRE and the TSLS estimator. 

 

 

Theorem 1. Let � be fixed. 

If ��
� ��

�(����
� − ����

� )����
��� <

��

�� then 

���(��
��) −  ���(��

���) > 0, 

where �� = (Λ� + ��)��, �� = Λ�
���� and �� =

(�� + ���
�)��. 

Proof:  

�(��
��) − �(��

���) = σ�Λ�
��  

                            −����(� − ���)(� + ���)�  

                          = ������(�� + Λ�
�� + k��

� )�� 

                          = ��(����
� − ����

� ). 

Since �� + Λ�
�� + k��

� > 0, �(��
��) −

�(��
���) > 0. From the Lemma 1 the proof is 

completed. 

Secondly, we discuss the superiority of the two 
stage MRE to the two stage RE. 

Theorem 2. Let � be fixed. 

If ��
� ��

�(����
� − ����

� )����
��� <

��

�� then 

���(��
��) −  ���(��

���) > 0, 

where �� = (Λ� + ��)��, �� = ���� and �� =
(�� + ���

�)��. 

Proof: 

�(��
��) − �(��

���) = σ�(� − ���)��  

                            −����(� − ���)(� + ���)� 

                               = ����Λ���(2��� + ����
� ) 

                               = ��(����
� − ����

� ). 

2��� + ����
� > 0 thus �(��

��) − �(��
���) > 0. 

From the Lemma 1 the proof is completed. 

Through Theorem 1 and Theorem 2, we derive 
sufficient conditions for the superiority of the two 
stage MRE to the two stage RE and the TSLS 
estimator, as well. From the intuition behind 
Lemma 2 leads us to conclude that the prior mean 
��

�� is a good information. 

The current topic is to take account of the choice 
of the biasing parameter. Since the biasing 
parameter acts a prominent role in the performance 
of the mentioned estimators, the selection of this 
parameter is crucial. In this paper, we mainly 
determine the intervals of the biasing parameter 
with ridge trace so as to give the best results in the 
sense of mean square error for our new estimator. 
In addition, to estimate the biasing parameter we 
use some of the existing methods which are 
defined by Hoerl and Kennard [1], Hoerl et al. [6], 
Lawless and Wang [7] and Kibria [8]. These are 
defined to be as follows: 

���� =
���

∑ ����
���

���

,     (Hoerl and Kennard, [1])  (35) 

����� =
�����

∑ ����
���

���

,   (Hoerl et al., [6])              (36) 

���� =
�����

∑ �������
���

���

, (Lawless and Wang, [7])  (37) 

���� =
�

��
∑

���

����
�

��
��� ,  (Kibria, [8])   (38) 

���� =
���

�∏ ����
���

���
�

�
��

,  (Kibria, [8])              (39) 

��� = ������ �
���

����
� �

���

��

, (Kibria, [8])              (40) 

where ���� and ��� are the TSLS estimates of ��� 
and ��. 

4. APPLICATION 

We consider a constructed model given in 
Griffiths et. al [9] to illustrate the theoretical 
results. This aggregate econometric model of the 
U.S. economy is as follows 

Equation 1:  �� = ����� + ��� + ������� + ���, 

Equation 2:  �� = ����� + ��� + ����� + ���,  

Identity:       �� = �� + �� + ��, 

where 

�� is private consumption expenditure in year �, 

�� is private investment expenditure in year �, 

�� is gross national expenditure in year �, 
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�� is government expenditure in year �, 

�� is a weighted average of interest rates in year �. 

While ��, �� and �� are used as endogenous 
variables, �� and �� are used as exogenous ones in 
this model. 

The suggested data from Griffiths et al. [9] (p. 611) 
is used while doing the numerical example.  

Since it is more convenient for application 
estimated scalar mean square error  (���) values 
are utilized. These estimated ��� values for the 
foregoing estimators and estimates of the biasing 
parameter in canonical form are computed and 
shown in the Table 1.  

 

 

Table 1. Estimated ��� values for the estimators 

 �� ��������
��� ��������

��� ��������
����

E
q

u
at

io
n

 1
 

���� = 0.0030  254.84 252.25 254.83 

�� = 1.5  254.84 20.95 60.99 

�� = 3  254.84 7.34 23.90 

�� = 5  254.84 3.22 10.71 

���� = 151.87  254.84 0.24 0.32 

�� = 360  254.84 0.25 0.25 

����� = 455.62  254.84 0.27 0.24 

��� = 583.28  254.84 0.30 0.23 

�� = 800  254.84 0.34 0.24 

���� = 1281.60  254.84 0.42 0.29 

�� = 3000  254.84 0.56 0.44 

���� = 6052.86  254.84 0.64 0.56 

E
q

u
at

io
n

 2
 

���� =0.0039 24.67 24.58 24.67 

���� =0.7219 24.67 18.38 21.89 

�� = 1  24.67 18.80 20.62 

�� = 1.5  24.67 20.84 19.05 

�� = 2  24.67 23.51 18.42 

����� =2.16 24.67 24.44 18.38 

�� = 3  24.67 28.97 19.14 

�� = 4  24.67 33.74 21.25 

�� = 5  24.67 37.71 23.86 

���� =42.60 24.67 65.40 59.51 

��� =186.61 24.67 70.40 68.84 

���� =252.76 24.67 70.81 69.65 

Figures 1-2 named as ridge trace are drawn to 
determine the intervals for the biasing parameter 

and demonstrate the estimated ��� performance 
of the estimators.  

 

Figure 1. Estimated ��� values for Equation 1 

 

Figure 1 is drawn in two parts corresponding to 
Equation 1. The first part below illustrates 
estimated ��� behaviors of the TSLS estimator, 
two stage RE and the two stage MRE for the 
smaller values of the biasing parameter. In the 
meantime, the second part above is the plot for a 
wide range of � values. The two stage MRE 
outperforms the TSLS estimator and the two stage 
RE for the � values approximately greater than 360 
whereas two stage RE is the best estimator for the 
smaller values of the biasing parameter. Based on 
the results obtained by means of ridge trace in 
Figure 1, for some chosen � values the estimated 
��� values are indicated in the Table 1. Besides, 
by using some existing methods in the previous 
section, estimated  � values are computed for the 
Equation 1 and demonstrated in the Table 1. For 

example, for ���� = 0.0030 and ���� = 151.87 
the two stage RE gives smaller estimated ��� 
values than the TSLS estimator and the two stage 
MRE since these � values are rather small. On the 

other hand, the two stage MRE with ����� =

455.62,  ��� = 583.28, ���� = 1281.60 and                    

���� = 6052.86 values is superior to the others. 
Thus, this result becomes compatible with the 
findings from the ridge trace.  
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Figure 2. Estimated ��� values for Equation 2 

Similar to the Figure 1, Figure 2 is drawn in two 
parts to show estimated ��� performances of the 
foregoing estimators, corresponding to Equation 2. 
The first part below is plotted for the smaller 
values of the biasing parameter while the second 
part above is the plotted for an extended range of 
� values. Till the magnitude of the � is nearly 1.5, 
the two stage RE is the best in comparison to the 
TSLS estimator and the two stage MRE. In the 
case that � lies between 1.5 and 5, the two stage 
MRE reaches its minimum in the sense of ���. 
When � is approximately greater than 5, the line 
for the two stage MRE is still below the line for 
two stage RE but it is above the line for the TSLS 
estimator. By this way, the Figure 2 plays a role in 
choosing some of the  � values shown in the Table 
1 for the Equation 2. In addition some computed � 
values for the existing estimation methods are also 

included in the Table 1. While ���� =0.0039 and  

���� =0.7219, the two stage RE is preferable and 
this agrees with the ridge trace result obtained 

from Figure 2. Since ����� =2.16, the two stage 
MRE has the smallest estimated ��� values at this 

point of estimate. As for ���� =42.60, 

��� =186.61 and ���� =252.76, these estimation 
methods are useless for our new estimator since 
those are greater than 5. 

5. CONCLUDING REMARKS 

This article recommends the two stage MRE 
which is assigned to reduce the effect of 
multicollinearity in the simultaneous systems. This 
estimator is such a convex combined estimator that 
is resulted in unifying the advantages of the TSLS 
estimator and two stage RE. Taking two stage RE 
as prior information, the two stage MRE becomes 

desirable with regard to dispelling 
multicollinearty. Within this framework, the new 
estimator is preferable to the two stage RE and the 
TSLS estimator. 

We succeed in demonstrating the superiority of the 
two stage MRE over the two stage RE and the 
TSLS estimator with the help of theorems. The 
problem of choosing the biasing parameter of the 
two stage MRE is settled by the technique of ridge 
trace as well as some specific estimation methods.  

The conclusion that two stage MRE outperforms 
the two stage RE and the TSLS estimator is drawn 
from data analysis based on the data set Griffiths 
[9]. Furthermore, graphical representation is 
accomplished to observe the estimated ��� 
performances. By means of the graphs, it is 
observed that for greater values of the biasing 
parameter the two stage MRE is better than the two 
stage RE and the reverse is valid for smaller values 
of the biasing parameter.Likewise to the 
theoretical results, the numerical results are in 
favor of the two stage MRE.  
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The theoretical investigation of global reactivity descriptors, NLO behaviours and 
bioactivity scores of some norbornadiene derivatives 

Serpil Eryılmaz*1 
 

ABSTRACT 

In this study, global reactivity descriptors such as ionization potential, electron affinity, electronegativity, 
chemical hardness, softness and electrophilicity index of norbornadiene derivatives which include some 
halogen atoms and atom groups, have been investigated with DFT/BPV86/B3LYP/B3PW91 methods with 
6-31G(d,p) basis set. To determine the non-linear optical behaviours of the structures; the total dipole 
moment, mean polarizability and first-order hyperpolarizability values have been examined at the same 
theoretical level. It has been found that thiol-bonded groups in comparison with others have a much better 
NLO material property. In addition, the potentials being drug-active compounds of the structures have been 
examined with Lipinski’s rule of 5 and bioactivity scores. Thiol and hydroxyl-bonded groups have a good 
drug-likeness and bioactivity score relative to the others. 

Keywords: Global reactivity descriptors, NLO, DFT, Lipinski’s rule of 5, bioactivity score 
 

1. INTRODUCTION 

Quantum mechanically based approaches provide 
very effective results in the process of 
understanding the physical and chemical 
properties of molecular structures. Day by day 
developing software technology, along with the 
mathematical background foresee of these 
approaches provides positive contribution at the 
effects of the theoretical analyses. Density 
Functional Theory (DFT) is one of the quantum 
mechanical approaches that are quite successful in 
elucidating the electronic structures of substances 
and giving results which are consistent with 
experimental data at the same time [1-4].  

Global reactivity descriptors such as ionization 
potential, electron affinity, electronegativity, 
chemical softness-hardness, chemical potential, 

                                                 
* Corresponding Author 
1Department of Physics, Faculty of Arts and Sciences, Amasya University, 05100, Amasya, Turkey, srpleryilmaz@gmail.com 

 

electrophilic index, are used to explain the 
reactivity and stability properties of over the entire 
molecular structure. In determining these 
identifiers in DFT-based calculations, the frontier 
molecular orbital energy values are considered as 
a starting point and some of them are obtained 
from derivative of the energy respect to electron 
density for the molecular structures [5-7]. 

The design of molecules exhibiting a non-linear 
optical behaviour is a current research topic in 
modern communication technology, optical data 
storage, transmission of optical signals, signal 
processing and in many optoelectronic 
applications areas [8-11]. The delocalization of π 
electrons that increased by conjugation, and the 
high polarization, are effective factors in 
displaying the non-linear optical character of 
molecular structures [12]. 
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Norbornadiene which is used in the synthesis of 
complex polycyclic hydrocarbons is a significant 
organic compound. The structural properties of the 
compounds which is synthesized by 1,3-dipolar 
mono-domino cycloaddition reactions and having 
norbornadiene skeleton, isoxazole moiety, the 
aromatic groups were examined with 
spectroscopic and theoretical methods by our 
working group [13,14]. 

In the present paper, global reactivity descriptors 
and non-linear optical properties at the theoretical 
level have been examined of new derivatives 
obtained by connecting some atoms (-F, -Cl, -Br) 
and atom groups (-OH, -SH,- tert-Butyl) in para-
position to the aromatic groups of the two 
compounds. Theoretical analyses were carried out 
with DFT method at 6-31G(d,p) basis set and three 
different functionals, such as BPV86, B3LYP, 
B3PW91 to examine the effects of functional 
selections on reactivity parameters and NLO 
behaviour of molecular structures. 

Furthermore, the potential drug-active compound 
properties and some bioactivity scores have been 
examined as theoretical for the obtained 
derivatives. 

2. COMPUTATIONAL DETAILS 

The derivatives of compounds 1 and 2 having the 
norbornadiene skeleton have been obtained with 
halogens like fluorine, chlorine, bromine and also 
atomic groups such as hydroxyl, thiol, tert-butyl, 
and molecular structures are shown in Figure 1.

 

Figure 1. The chemical structures of the compound 1 and 2 

The geometric optimization of the obtained 
structures were realized with DFT using the 
BPV86, Burke and Perdew’s 1986 functional with 

correlation replaced by Vosko et al [15], B3LYP, 
Becke’s Three-Parameter Hybrid Functional using 
the Lee, Yang and Parr correlation [16], and 
B3PW91, Becke's Three- Parameter Hybrid 
Method Functional with Perdew/Wang 91 [16-
c,17] functionals with 6-31G(d,p) basis set in 
ground state. In this process, the theoretical 
analyses were carried out with Gaussian 09, 
Revision C.01 [18] electronic structure and 
GaussView 5.0.9 [19] graphical interface 
programmes. All theoretical analyses were 
performed on optimized structures. The optimized 
molecular geometries of compounds 1 and 2 are 
shown in Figure 2 and 3. In these figures a ... f are 
defined as (a)p-F, (b)p-Cl, (c)p-Br, (d)p-OH, (e)p-
SH, (f)p-tert-Butyl. 

 

Figure 2. The optimized geometry of the compound 1 

 

Figure 3. The optimized geometry of the compound 2 

The ionization potential (I) and electron affinity 
(A) according to Koopmans’ Theory can be stated 
as [20], 
 
I=-EHOMO  and    A=-ELUMO    (1) 
 
The electronegativity (χ), global chemical 
hardness (η) and electronic chemical potential (μ) 
are defined as [7,21]; 
 

� = �
��

��
�

�(�)
= −�      (2) 

� =
�

�
�

��

��
�

�(�⃗)
=

�

�
�

���

����
�(�⃗)

   (3) 

 
in here, E; is the energy, N; is the number of 
electrons, �(�⃗); is the external potential of the 
molecular system under consideration.  
Also, these concepts are expressed using I and A 
values as follows, respectively [22-25]; 
 
χ =(I+A)/2,   η=(I-A)/2,  and  μ=-( I+A)/2 (4) 
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Global chemical softness (Ѕ) and electrophilicity 
index (ω) values are defined as follows [26-27]; 
 
 Ѕ=1/2η and   ω=μ2/2η    (5) 
 
To have knowledge about NLO behaviours of the 
obtained structures were analysed total electric 
dipole moment, ����, mean polarizability,<α>, 
total first-order hyperpolarizability, ����, values 
with the x,y,z components and can be computable 
with the following equations [28-30]; 
 

���� = ���
� + ��

� + ��
��

�/�
   (6) 

          

< α >=
�������������

�
         (7) 

 
���� = �(���� + ���� + ���� )

� + (���� + ���� +

����)� + (���� + ���� + ���� )
��

�/�
      (8)   

  
In order to determine the biological activity 
properties of the compounds, it has been 
investigated whether Lipinski's 5 rules [31,32] are 
provided for all the structures obtained. Also, a 
number of bioactivity scores such as GPCR ligand, 
ion channel modulator, nuclear receptor ligand, 
kinase inhibitor, protease inhibitor and enzyme 
inhibitor were examined at the theoretical level 
using Molinspiration Cheminformatics software 
[33-35]. 

3. RESULTS AND DISCUSSION 

3.1. Global Reactivity Descriptors 

The global reactivity descriptors such as ionization 
potential (I), electron affinity (A), 
electronegativity (χ), chemical hardness (η), 
chemical softness (S), chemical potential (μ) and 
electrophilicity index (ω) values were examined 
with DFT/BPV86/B3LYP/B3PW91/6-31G(d,p) 
level in gas phase to have information about the 
chemical stability of the compounds having 
norbornadiene skeleton. Reactivity parameters 
defined by the equations (1), (4), (5) and obtained 
results are given in Table 1.  

When the ionization potential (I) values, which is 
the minimum energy required to remove an 
electron from the molecule in the gas phase [36] 
were examined; compounds 1d and 2d have a 
lower I value than the others with respect to used 
methods. As can be seen in Table 1, compounds 1c 

and 2b, 2c have a higher (A) value than others, 
according to electron affinity values which are the 
amount of energy that is increased when an 
electron has added the molecule [37]. According 
to these results, it can be said that hydroxyl-bonded 
groups with lower I values have better electron 
donating and the bromine and chlorine-bonded 
groups having a high A values have better electron 
accepting characteristics. 

As regards the electronegativity values (χ) chlorine 
and bromine-bounded groups (1b,c and 2b,c) can 
be said to have the character which attracts bond 
electrons more than the others. When the global 
chemical hardness-softness (η,S) values 
considered as a measure of the inhibition of 
intramolecular charge transfer were examined, it 
was observed that the structures 1e and 2e have 
lower chemical hardness, higher chemical softness 
value for both compounds. It can be considered 
that thiol-bonded groups with soft molecular 
structure are more reactive, they can give the easier 
electron to acceptor group and thus more likely to 
transfer of charge. The chemical potential (μ) and 
electrophilic index (ω) indicate the tendency of 
structures to accept electrons. High chemical 
potential and electrophilicity index values are 
associated with a good electrophilic character [38]. 
For this reason, the chlorine and bromine-bonded 
structures have a better electrophilic character than 
the others. 

Table 1. Global reactivity descriptors of the structures 

Struc. 
EH 

(eV) 

EL 

(eV) 

I 

(eV) 

A 

(eV) 

χ 

(eV) 

η 

(eV) 

S 

(eV-1) 

μ 

(eV) 

ω 

(eV) 

BPV86 

1a -5.09 -1.94 5.09 1.94 3.51 1.57 0.31 -3.51 3.93 

1b -5.21 -2.15 5.21 2.15 3.68 1.53 0.32 -3.68 4.43 

1c -5.21 -2.17 5.21 2.17 3.69 1.51 0.32 -3.69 4.48 

1d -4.78 -1.68 4.78 1.68 3.23 1.54 0.32 -3.23 3.38 

1e -4.91 -1.96 4.91 1.96 3.44 1.47 0.33 -3.44 4.01 

1f -4.96 -1.83 4.96 1.83 3.39 1.56 0.31 -3.39 3.68 

2a -5.14 -2.32 5.14 2.32 3.73 1.40 0.35 -3.73 4.95 

2b -5.34 -2.46 5.34 2.46 3.90 1.44 0.34 -3.90 5.29 

2c -5.33 -2.46 5.33 2.46 3.90 1.43 0.34 -3.93 5.31 

2d -4.82 -1.92 4.82 1.92 3.37 1.45 0.34 -3.37 3.92 

2e -5.00 -2.22 5.00 2.22 3.61 1.38 0.35 -3.61 4.70 

2f -5.01 -2.07 5.01 2.07 3.54 1.47 0.34 -3.54 4.27 

B3LYP 

1a -5.91 -1.12 5.91 1.12 3.51 2.39 0.20 -3.51 2.58 
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1b -6.02 -1.34 6.02 1.34 3.68 2.33 0.21 -3.68 2.90 

1c -6.00 -1.35 6.00 1.35 3.67 2.32 0.21 -3.67 2.91 

1d -5.57 -0.85 5.57 0.85 3.21 2.35 0.21 -3.21 2.19 

1e -5.66 -1.16 5.66 1.16 3.41 2.25 0.22 -3.41 2.59 

1f -5.75 -1.00 5.75 1.00 3.37 2.37 0.21 -3.37 2.39 

2a -6.04 -1.40 6.04 1.40 3.72 2.32 0.21 -3.72 2.98 

2b -6.16 -1.63 6.16 1.63 3.90 2.26 0.22 -3.90 3.36 

2c -6.14 -1.64 6.14 1.64 3.89 2.25 0.22 -3.89 3.36 

2d -5.62 -1.08 5.62 1.08 3.35 2.27 0.22 -3.35 2.47 

2e -5.76 -1.40 5.76 1.40 3.58 2.18 0.22 -3.58 2.95 

2f -5.81 -1.21 5.81 1.21 3.51 2.29 0.21 -3.51 2.68 

B3PW91 

1a -5.96 -1.16 5.96 1.16 3.56 2.40 0.20 -3.56 2.64 

1b -6.07 -1.40 6.07 1.40 3.73 2.33 0.21 -3.73 2.99 

1c -6.06 -1.42 6.06 1.42 3.74 2.31 0.21 -3.74 3.02 

1d -5.62 -0.90 5.62 0.90 3.26 2.35 0.21 -3.26 2.26 

1e -5.73 -1.22 5.73 1.22 3.47 2.25 0.22 -3.47 2.68 

1f -5.80 -1.05 5.80 1.05 3.43 2.37 0.21 -3.43 2.47 

2a -6.02 -1.5 6.02 1.56 3.79 2.23 0.22 -3.79 3.22 

2b -6.21 -1.71 6.21 1.71 3.96 2.25 0.22 -3.96 3.48 

2c -6.19 -1.72 6.19 1.72 3.95 2.23 0.22 -3.95 3.50 

2d -5.68 -1.15 5.68 1.15 3.41 2.26 0.22 -3.41 2.57 

2e -5.83 -1.48 5.83 1.48 3.65 2.17 0.23 -3.65 3.08 

2f -5.87 -1.29 5.87 1.29 3.58 2.28 0.21 -3.58 2.80 

The variation of ionization potential (I), electron 
affinity (A), global chemical softness (S) and 
electrophilicity index (ω) values at different level 
for the structures are shown in Figure 1-8. 

 

Figure 1. The variation of ionization potential for the 
compound 1 

 

Figure 2. The variation of ionization potential for the 
compound 2 

 

Figure 3. The variation of electron affinity for the 
compound 1 

 

 

Figure 4. The variation of electron affinity for the 
compound 2 
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Figure 5. The variation of global chemical softness for the 
compound 1 

 

 

Figure 6. The variation of global chemical softness for the 
compound 2 

 

 

Figure 7. The variation of electrophilicity index for the 
compound 1 

 

Figure 8. The variation of electrophilicity index for the 
compound 2 

 

3.2. Non-Linear Optical (NLO) Behaviour 

On behalf of determining the NLO behaviours of 
the derivatives of compounds 1 and 2, total electric 
dipole moment (����), mean polarizability (<α>), 
total first-order hyperpolarizability ( ����) values 
were examined using the equations described with 
(6), (7), (8) at DFT/BPV86 B3LYP/B3PW91/6-
31G(d, p) level. 

The same parameters were examined for the urea 
molecule, which is considered as a threshold value 
in such analyses, to determine the possibility of 
being NLO materials of the obtained derivatives 
for the compounds 1 and 2. The calculated 
<α>,  ����, values for urea are, 4.0725x10-24 esu, 
579.46 x10-33 esu for the BPV86 functional, 
3.8734x10-24 esu, 378.73 x10-33 esu for the B3LYP 
functional, 3.8455x10-24 esu, 383.51x10-33esu for 
the B3PW91 functional. When a comparison is 
made to ����values, it can be said that especially 
the thiol-bonded groups have a higher possibility 
of being NLO material. Namely, ���� value is of 
the compound 1e, 14.46 times, compound 2e, 5.31 
times for the BPV86, the compound 1e, 18.03 
times, compound 2e, 6.39 times for the B3LYP, 
the compound 1e, 17.33 times, compound 2e, 6.61 
times for the B3PW91 greater from the value of 
urea. The obtained results are tabulated in Table 2. 
In table, mean polarizability’s unit was converted 
into esu (electrostatic unit), (1 a.u=0.1482×10-24 
esu) and first-order hyperpolarizability’s unit was 
converted into esu, (1 a.u=8.6393×10-33 esu) [39].  
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Table 2. The total dipole moment, mean polarizability and 
first-order hyperpolarizability values of the structures 

Structures 
μtot 

(Debye) 

<α> 

(x10-24 esu) 

βtot 

(x10-33 esu) 

BPV86 

1a 3.1169 22.9014 1478.86 

1b 3.1072 25.2135 721.93 

1c 3.4026 26.5592 1101.86 

1d 4.4131 23.9046 2670.14 

1e 3.8795 26.9375 8381.64 

1f 3.1638 30.7047 4164.08 

2a 1.9502 37.1056 818.53 

2b 2.1069 42.0626 1345.84 

2c 2.0818 44.8897 1672.22 

2d 0.2941 39.3484 1212.25 

2e 0.9840 45.8642 3081.69 

2f 1.5567 53.2837 207.24 

B3LYP 

1a 3.2125 21.6641 884.37 

1b 3.4698 23.8012 1006.99 

1c 3.8182 25.0684 1285.78 

1d 4.1198 22.5645 3063.83 

1e 3.9902 25.3133 6831.49 

1f 3.3436 29.0320 2231.58 

2a 2.0290 34.7829 832.35 

2b 2.1642 39.3022 1204.31 

2c 2.1325 41.9448 1333.12 

2d 0.3520 36.7529 1167.50 

2e 1.0404 42.5736 2422.27 

2f 1.7902 49.9637 492.51 

B3PW91 

1a 3.2285 21.5051 878.85 

1b 3.4801 23.7604 920.42 

1c 3.4461 25.0298 1126.37 

1d 4.5461 22.5209 2897.96 

1e 4.1770 25.2955 6647.83 

1f 3.3052 29.0074 2517.00 

2a 2.0353 34.6991 924.64 

2b 2.1741 39.2195 1193.24 

2c 2.1506 41.8605 1350.64 

2d 0.3112 36.6649 1477.00 

2e 1.0138 42.5424 2538.06 

2f 1.5845 49.9040 284.77 

3.3. Lipinski’s Rule of 5 and Bioactivity Scores 

Lipinski's rule of 5, which is considered as a 
starting point in the design optimization process of 
small molecules having the potential to be drug-
active compound, was studied for all structures. 
And, these rules are as follows [31,32]; 

 Molecular mass less than 500 Dalton, 

 Less than 5 hydrogen bond donors, 

 Less than 10 hydrogen bond acceptors, 

 High lipophilicity (expressed as LogP) less 
than 5, 

 Molar refractivity should be between 40-
130. 

The results obtained for all structures are given in 
Table 3. 

Table 3. The analysis "Lipinski’s rule of 5"  for the 
structures 

Structures MW HBD HBA LogP MR 

1a 229 0 2 2.75 62.03 

1b 225 0 2 2.92 66.81 

1c 291 0 2 2.22 63.41 

1d 227 1 3 2.31 63.74 

1e 243 0 2 2.90 69.33 

1f 267 0 2 3.90 80.77 

2a 366 0 4 3.75 94.19 

2b 358 0 4 4.09 103.75 
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2c 490 0 4 2.70 96.96 

2d 362 2 6 2.88 97.61 

2e 394 0 4 4.05 108.78 

2f 442 0 4 6.06 131.68 

MW: Molecular mass, HBD: Hydrogen bond donors, 
HBA: Hydrogen bond acceptors, LogP: Lipophilicity 
coefficient, MR :Molar refractivity. 

According to these results; except for the fact that 
the tert-butyl derivative of the compound 2 (2f) 
has a slightly higher of the lipophilicity coefficient 
and the molar refractivity values, all the other 
structures are within the foreseen limits. 

The activity scores of the GPCR ligand, ion 
channel modulator, nuclear receptor legend, 
kinase inhibitor, protease inhibitor, enzyme 
inhibitor were examined for all the structures. 

 

The bioactivity scores of derivatives of the 
compound 1 and 2 were computed through 
Molinspiration software [33-35] accessed online 
and results are shown in Table 4. 

Table 4. Bioactivity scores of the compound 1 and 2 

 
GPCR ICM KI NRL PI EI 

1a -0.34 -0.70 
-

1.40 
-0.41 

-
0.81 

-
0.41 

1b -0.36 -0.69 
-

1.47 
-0.47 

-
0.83 

-
0.44 

1c -0.50 -0.79 
-

1.51 
-0.61 

-
0.94 

-
0.49 

1d -0.11 -0.49 
-

1.08 
-0.08 

-
0.50 

-
0.26 

1e -0.37 -0.21 
-

1.41 
-0.44 

-
0.84 

-
0.04 

1f -0.42 -0.89 
-

1.63 
-0.64 

-
0.67 

-
0.33 

2a -0.02 -0.39 
-

0.40 
-0.07 

-
0.13 

-
0.17 

2b -0.03 -0.39 
-

0.45 
-0.11 

-
0.15 

-
0.19 

2c -0.12 -0.45 
-

0.47 
-0.20 

-
0.21 

-
0.23 

2d 0.01 -0.27 
-

0.35 
0.01 

-
0.09 

-
0.12 

2e 0.01 -0.34 
-

0.39 
0.04 

-
0.10 

-
0.11 

2f -0.07 -0.51 
-

0.54 
-0.22 

-
0.04 

-
0.12 

Acivicin -0.03 -0.03 
-

1.17 
-0.77 

-
0.30 

-
0.04 

GPCR:GPCR ligand, ICM:ion channel modulator, KI 
:kinase inhibitör, NRL: nuclear receptor legend, PI: 
protease inhibitor, EI:enzyme inhibitör. 

For organic molecules, if these bioactivity scores 
are >0, they are active, (-5.0-0.0) are moderately 
active, and <-5.0 are interpreted as inactive [40]. 

When the values of these parameters especially 
which are effective in cholesterol, heart, vascular 
diseases and cancer-derived diseases, were 
examined, it can be said that the derivatives of the 
compound 1 and 2 are moderately active. These 
parameters were also examined for the Acivicin 
molecule, which is used as an antitumor antibiotic 
and contains the isoxazole group, just like the 
compound 1 and 2 examined. According to the 
results obtained for bioinformatics purposes, 
hydroxyl- and thiol-bonded for compound 1, 
hydroxyl-bonded groups for compound 2, appear 
to be more likely drug-precursor compounds. 

4. CONCLUSION 

In this paper, the global reactivity properties of 
fluorine, chlorine, bromine, hydroxyl, thiol, tert-
butyl-bonded derivatives of compounds having the 
norbornadiene skeleton were examined by the 
DFT/BPV86/B3LYP/B3PW91 methods with 6-
31G(d,p) basis set. Chemical reactivity parameters 
such as ionization potential (I), electron affinity 
(A), electronegativity (χ), chemical hardness (η), 
chemical softness (S), chemical potential (μ) and 
electrophilicity index (ω) values were examined 
for all the structures. This analysis shows that the 
structures 1d and 2d have lower value of I, 
structures 1c and 2b, 2c have higher value of A, 
more electronegativity of structures 1b, c and 2b, 
c structures, 1e, 2e have more soft molecule 
structure, structure 1b, c and 2b, c  have more 
electrophilic character than the others. As can be 
seen in Figure 1-8, the B3LYP and B3PW91 
functionals have given more similar results with 
respect to BPV86 functional. The parameters 
required to determine the non-linear optical 
behaviours of the structures were calculated at the 
theoretical level indicated. It has been observed 
that compounds 1e and 2e, i.e., thiol-bonded 
groups, have the potential to be a higher NLO 
material than others for every three functionals. In 
addition, the potentials of all the structures to be a 
drug-active compound was evaluated with the 
Lipinski's rule of 5 and some bioactivity scores. It 
can be said that the compounds have drug-likeness 
properties that they provide the five rules of 
Lipinski and exhibit moderate bioactive 
properties. As it is well known, molecular 
structures exhibiting high NLO behaviour, have 
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electron motions between donor-acceptor groups 
through the π-conjugated system. Aromatic-thiol-
bonded structures with electron donor character 
having high first-order hyperpolarizability value 
and the smaller HOMO-LUMO gap (ΔE=4.50 eV 
for 1e, ΔE=4.36 eV for 2e) than others, with 
possible intramolecular charge transfer effect also 
given remarkable results in bioactivity scores 
values. 
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Continuous Dependence For Benjamin-Bona-Mahony-Burger Equation 

Zeynep Sümeyye Çelik*1, Şevket Gür2 

ABSTRACT 

In this work, it is proved that the solutions of Benjamin-Bona-Mahony-Burger equation depends 
continuously on the coefficients. 

Keywords: BBMB equation, continuous dependence. 

1. INTRODUCTION 

In this study, it is considered the following 
problem for the BBMB equation: 

�� − ���� − ���� + ��� + �(�) = 0                (1) 

�(�, 0) = ��(�),               � ∈ Ω                           (2) 

�(�, �) = 0,               � ∈ �Ω, � > 0              (3) 

where �(�, �) states the velocity of fluid, � is a 
positive number, � is an arbitrary real number, 
Ω ⊂  ℝ� is a bounded domain whose boundary 
�Ω and �(�) is a ��-smooth nonlinear function 
which states  

�(�)� ≥ �(�) ≥ 0                                                 (4) 

|�(�) − �(�)| ≤ �|� − �|                                   (5) 

where �(�) = ∫ �(�)��
�

�
, � is a positive number, 

�(�) provides Lipschitz inequality. 

The models proposed for the mathematical 
expression of the basic laws of nature are often not 
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linear. Most of these models are based on 
nonlinear partial differential equations.  

Pseudoparabolic problems emerge in the many 
areas of physics and mathematics such as 
consolidation of clay, long waves propagation 
with small amplitude, fluid flow of fissured rock 
and thermodynamics[1-5]. BBMB equation(1) is 
a special case of pseudoparabolic-type equations. 

Continuous dependence on coefficients of 
solutions of partial differential equations is a kind 
of structural stability that reflects the influence of 
small changing on coefficient of the solutions of 
equations. In the recent years, many results of this 
type can be found in the literature[6-13]. 

In this paper the authors carried out on the 
continuous dependence of the coefficients on the 
BBMB equation solutions.  

Throughout in paper, ‖. ‖ and ( , ) state the norm 
and inner product ��(Ω). ��

�(Ω) is a Hilbert space. 
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2. A PRIORI ESTIMATE  

In this chapter, it is got a priori estimate of (1)-
(3). 

Theorem 1. Let �� ∈ ��
�(Ω). Under the 

assumption (4), if u is the solution of (1)-(3) 
problem, then the following estimate holds: 

‖��‖� ≤ �                                                               (6) 

where � > 0 which depending on the parameters 
of (1)-(3) problem. 

Proof. If (1) is multiplied by � and integrated over 
Ω, then it is got 

�

��
[ �(�)] + �‖��‖� + � ��(�)�� = 0

�

          (7) 

where  �(�) =
�

�
‖�‖� +

�

�
‖��‖�. If (7) is 

integrated on the interval (0, �) and from (4) it is 
got 

1

2
‖�‖� +

1

2
‖��‖� ≤ �(0).                                   (8) 

Hence (6) follow from (8). 

3. CONTINUOUS DEPENDENCE ON 
PARAMETERS 

In this chapter, it is proved that (1)-(3) problem 
solution is continuous dependence on the 
coefficient � and � in ��

�(Ω). 

Now, it is supposed that � and � are respectively 
(9)-(10) problems solutions: 

�

�� − ���� − ����� + ��� + �(�) = 0,

�(�, 0 = ��(�),               � ∈ Ω,

         �(�, �) = 0,               � ∈ �Ω, � > 0,

          (9) 

�

 �� − ���� − ����� + ��� + �(�) = 0  

�(�, 0) = ��(�),               � ∈ Ω,

      �(�, �) = 0               � ∈ �Ω, � > 0.

       (10) 

Let � − � = � and �� − �� = �. Then � is a 
solution of the problem 

�

�� − ���� − ����� − ���� + ��� + �(�) − �(�) = 0,
�(�, 0) = 0,               � ∈ Ω,

               �(�, �) = 0,               � ∈ �Ω, � > 0.
 

     

 (11) 

The following theorem states that (1)-(3) problem 
solution depends continuously on the coefficient � 
in ��

�(Ω). 

Theorem 2. Suppose that (5) holds. Let � be (11) 
problem solutions. Then � provides the inequality 

1

2
‖�‖� +

1

2
‖��‖� ≤

�

2
|�� − ��|�����         (12) 

where � and  �� are positive constants.  

Proof. If (11) is multiplied by � and integrated 
over Ω, it is got 

�

��
�
1

2
 ‖�‖� +

1

2
‖��‖�� + ��‖��‖� + �(��, ��) 

+ ���(�) − �(�)���� = 0.

�

                            (13) 

If (5) and Cauchy-Schwarz inequality are used in 
(13), it is got 

�

��
�
1

2
‖�‖� +

1

2
‖��‖�� 

≤ |�|‖��‖‖��‖ + �‖�‖�.                                (14) 

If arithmetic-geometric mean inequality is used in 
(14), it is had 

�

��
 ��(�) ≤ ����(�) +

|�|�

2
‖��‖�                   (15) 

where ��(�) =
�

�
‖�‖� +

�

�
‖��‖� and �� =

����{1, 2�}. If Gronwall inequality and (6) are 
used in (15), it is obtained 

��(�) ≤
��

2
|�|�����.                                           (16) 

Hence the proof is completed. 

Finally, it is proved that the (1)-(3) problem 
solution depends continuously on the coefficient 
�. 

Now, it is supposed that � and � are respectively 
(17)-(18) problems solutions: 

�

�� − ���� − ���� + ���� + �(�) = 0,

�(�, 0) = ��(�),               � ∈ Ω,

      �(�, �) = 0,               � ∈ �Ω, � > 0,

        (17)           

�

�� − ���� − ���� + ���� + �(�) = 0,

�(�, 0) = ��(�),               � ∈ Ω,

      �(�, �) = 0,               � ∈ �Ω, � > 0.

         (18)    

Let � − � = � and �� − �� = �. Then � is a 
solution of the problem 

�

�� − ���� − ���� + ���� + ��� + �(�) − �(�) = 0,

�(�, 0) = 0,     � ∈ Ω,
 �(�, �) = 0, � ∈ �Ω, � > 0.

 

                             (19)                                   
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The following theorem is the main result of this 
section. 

Theorem 3. Suppose that (5) holds. Let � be (19) 
problem solution. Then � provides the inequality 

1

2
‖�‖� +

1

2
‖��‖� ≤

�

2
|�� − ��|�����          (20) 

where � and  �� are positive constants. 

Proof. If (19) is multiplied by � and integrated 
over Ω, we have 

�

��
�
1

2
‖�‖� +

1

2
‖��‖�� + �‖��‖� − �(�, ��) 

+ ���(�) − �(�)���� = 0

�

.                            (21) 

If (5) and Cauchy-Schwarz inequality are used in 
(21), it is got 

�

��
�
1

2
‖�‖� +

1

2
‖��‖�� 

≤ |�|‖�‖‖��‖ + �‖�‖�.                                  (22) 

If arithmetic-geometric mean inequality is used in 
(22), it is had 

�

��
��(�) ≤ ���(�) +

|�|�

2
‖�‖�                       (23) 

where ��(�) =
�

�
‖�‖� +

�

�
‖��‖� and  

�� = ����{1, 2�}. If Gronwall inequality and 
(6) are used in (23), it is obtained 

��(�) ≤
�

2
|�|�����.                                             (24) 

Hence the proof is completed. 
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Description of Maximally Dissipative Quasi-Differential Operators for First Order 

 

Pembe Ipek Al*1 

ABSTRACT 

In this work, the general form of maximally dissipative extensions of the minimal operator generated by 
first order linear symmetric quasi-differential expression in the weighted Hilbert space of vector-functions 
at right semi-infinite interval has been found. Later on, the geometry of spectrum of these extensions is 
investigated. 

Keywords: deficiency indices, space of boundary values, dissipative operator, spectrum 

1. INTRODUCTION 

It is known that a linear closed densely defined 
operator �: �(�) ⊂ � → � in Hilbert space H is 
said to be dissipative if and only if  

��(��, �) ≥ 0 

for all � ∈ �(�), i.e. in other words its numerical 
range is contained in the upper complex plane. 
Moreover, it is called maximally dissipative if it 
has no non-trivial dissipative extension [1]. 
Maximally dissipative operators play a very 
important role in mathematics and physics. 
Dissipative operators have many interesting 
applications in physics like hydrodynamic, laser 
and nuclear scattering theories.  

Note that the study of abstract extension problems 
for operators on Hilbert spaces goes at least back 
to J.von Neumann [2] such that in [2] a full 
characterization of all selfadjoint extensions of a 
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given closed symmetric operator with equal defect 
indices was investigated.   

The further investigations of M. I. Vishik and M. 
S. Birman devoted to characterization of all non-
negative selfadjoint extensions of a positive closed 
symmetric operator (see [3]). And more general 
informations can be found in [3]. Class of 
dissipative operators is an important class of 
nonselfadjoint operators in the operator theory. 
Functional model theory of B. Sz.-Nagy and C. 
Foias [4] is a basic method for investigation the 
spectral properties of dissipative operators. Note 
that spectrum set of the dissipative operator lies in 
closed upper half-pane.  

The maximal dissipative extensions and their 
spectral analysis of the minimal operator having 
equal deficiency indices generated by formally 
symmetric differential-operator expression in the 
Hilbert space of vector-functions defined in one 
finite or infinite interval case have been researched 
by V. I. Gorbachuk, M. I. Gorbachuk [1] and F. S. 
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Rofe-Beketov, A. M. Kholkin [5] in terms of 
generalized boundary values.  

In this work using the Calkin-Gorbachuk method 
representation of all maximally dissipative 
extensions of the minimal operator generated by 
first order linear  symmetric quasi-differential 
expression with operator coefficient in the 
weighted Hilbert spaces of vector-functions 
defined in the right semi-infinite interval case is 
given (section 3). In section 4 the structure of 
spectrum of these type extensions is investigated. 

2. STATEMENT OF THE PROBLEM 

Let H be a separable Hilbert space and � ∈ ℝ. In 
addition assumed that �, � ∶ (�, ∞) →

(0, ∞), �, � ∈ �(�, ∞)  and 
�

�� ∈ ��(�, ∞). In the 

weighted Hilbert space ��
� ��, (�, ∞)� of vector-

functions consider the following linear quasi-
differential expression with operator coefficient 
for first order in form  

�(�) = �
�(�)

�(�)
(��)�(�) + ��(�), 

where A is a linear bounded selfadjoint operator in 
H. And also the operator � will be indicated 
identify operator in corresponding spaces. 

By a standard way the minimal �� corresponding 
to quasi-differential expression �(. ) in 
��

� (�, (�, ∞)) can be defined (see [6]). The 
operator � = (��)∗ is called maximal operator 

corresponding to �(. ) in ��
� ��, (�, ∞)�. 

In this case it will be shown that the minimal 
operator is symmetric and it has non zero equal 
deficiency indices in ��

� (�, (�, ∞))  (see section 
3).  

In this work, firstly the representation of all 
maximally dissipative extensions of the minimal 
operator �� in ��

� (�, (�, ∞)) is investigated. Later 
on, structure of the spectrum of these extensions 
will be investigated.  

3. DESCRIPTION OF MAXIMALLY 
DISSIPATIVE EXTENSIONS 

In this section using the Calkin-Gorbachuk method 
will be investigated the general representation of 
all maximally dissipative extensions of the 

minimal operator �� in ��
� ��, (�, ∞)�. 

Before of all prove the following proposition.  

Lemma 3.1 If  � �  is  any maximally dissipative 
extension of the minimal operator �� in 

��
� ��, (�, ∞)� , then for every function � ∈

����� exist the boundary values (��)(�) and 

(��)(∞) in �.  

Proof.  In this case for any � ∈ ����� we have  

�� �(�) =  �
�(�)

�(�)
(��)�(�) + ��(�)  

∈ ��
� ��, (�, ∞)�. 

From these relations it is implies that 
�

�
(��)� ∈ 

��
� ��, (�, ∞)�. 

Now before of all it will be shown that the 
integrals  

�(��)�(�)��,   � ≤ � < �

�

�

 

and  

�(��)�(�)��,   � < � < � ≤ ∞

�

�

 

  

exist. Indeed, the following expressions are 
implemented, respectively,  for any � ≤ � < � 

 

�|(��)�|(�)��

�

�

= � �
�

�
(��)� √� 

√�

�
 � (�)��

�

�

 

            

≤ �� �
�

�
(��)��

�

(�)�(�)��

�

�

�

� �⁄

��
�(�)

��(�)

�

�

���

� �⁄

 

                       

≤ �� �
�

�
(��)��

�

(�)�(�)��

�

�

�

� �⁄

��
�(�)

��(�)

�

�

���

� �⁄

 

< ∞ 

 

and for  � < � < � ≤ ∞ 

 

�|(��)�|(�)��

�

�

= � �
�

�
(��)� √� 

√�

�
 � (�)��

�

�
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≤ �� �
�

�
(��)��

�

(�)�(�)��

�

�

�

� �⁄

��
�(�)

��(�)

�

�

���

� �⁄

 

≤ �� �
�

�
(��)��

�

(�)�(�)��

�

�

�

� �⁄

��
�(�)

��(�)

�

�

���

� �⁄

 

< ∞. 

Then for � ≤ � < � from the following equality  

(��)(�) − (��)(�) = �(��)�(�)��

�

�

 

and the relation  

��(��)�(�)��

�

�

− �(��)�(�)��

�

�

� 

= ��(��)�(�)��

�

�

� 

≤ �|(��)�|(�)��

�

�

 

≤ �� �
�

�
(��)��

�

(�)�(�)��

�

�

�

� �⁄

��
�(�)

��(�)

�

�

���

� �⁄

 

→ 0, � → � + 0 

it is obtained that  

lim
�→���

�(��)�(�)��

�

�

 

exists. Then  

lim
�→���

(��)(�) = (��)(�) 

                              + lim
�→���

�(��)�(�)��

�

�

. 

  

In the similar way for � < � < � ≤ ∞ from 
equality   

(��)(�) − (��)(�) = �(��)�(�)��

�

�

 

  

and  

��(��)�(�)��

�

�

− �(��)�(�)��

�

�

� 

≤ �|(��)�|(�)��

�

�

 

≤ �� �
�

�
(��)��

�

(�)�(�)��

�

�

�

� �⁄

��
�(�)

��(�)

�

�

���

� �⁄

 

→ 0, � → ∞    

we have existence of the following limit  

 

lim
�→�

�(��)�(�)��

�

�

. 

  

Consequently for any � ∈ (�, ∞), 

  
lim
�→�

(��)(�) = (��)(�) 

      +lim
�→�

�(��)�(�)��

�

�

 . 

  

Hence the proof of theorem is completed.  

Lemma 3.2 The deficiency indices of the minimal 

operator �� in ��
� ��, (�, ∞)�  are in form  

���(��), ��(��)� = (dim �, dim � ). 

Proof.  For the simplicity of calculations it will be 
taken � = 0. It is clear that the general solutions 
of differential equations  

�
�(�)

�(�)
(��±)�(�) ± ��±(�) = 0, � > � 

in  ��
� ��, (�, ∞)�   are in form  

�±(�) =
1

�(�)
��� �∓ �

�(�)

��(�)

�

�

��� �, 

� ∈ �, � > �.  

From these representations we have  
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‖��‖
��

� ��,(�,�)� 
� = � �(�)

�

�

‖��(�)‖�
� ��

= � �(�)

�

�

�
1

�(�)
��� �− �

�(�)

��(�)

�

�

��� ��

�

�

��

= �
�(�)

��(�)

�

�

��� �−2 �
�(�)

��(�)

�

�

��� ��‖�‖�
�  

= � ��� �−2 �
�(�)

��(�)

�

�

���

�

�

� ��
�(�)

��(�)

�

�

��� ‖�‖�
�

=
1

2
�1 − ��� �−2 �

�(�)

��(�)

�

�

���� ‖�‖�
� < ∞. 

    

Hence  

��(��) = dim ker(� + ��) = dim �. 

On the other hand it is clear that 

‖��‖
��

� ��,(�,�)� 
� = � �(�)

�

�

‖��(�)‖�
� �� 

= �
�(�)

��(�)

�

�

��� �2 �
�(�)

��(�)

�

�

��� ��‖�‖�
�  

= � ��� �2 �
�(�)

��(�)

�

�

���

�

�

� ��
�(�)

��(�)

�

�

��� ‖�‖�
�  

=
1

2
���� �2 �

�(�)

��(�)

�

�

��� − 1� ‖�‖�
� < ∞. 

     

Then we obtain 

��(��) = dim ker(� − ��) = dim �. 

This completes the proof. 

Consequently, the minimal operator has a 
maximally dissipative extension (see [1]). 

In order to describe these extensions we need to 
obtain the space of boundary values.  

Definition 3.3 [1] Let ℋ be any Hilbert space and 
�: �(�) ⊂ ℋ → ℋ be a closed densely defined 
symmetric operator in the Hilbert space ℋ having 
equal finite or infinite deficiency indices. A triplet  
(�, ��, ��) where � is a Hilbert space, �� and 
�� are linear mappings from �(�∗) into �, is 
called a space of boundary values for the operator 
� if for any �, � ∈ �(�∗) 

(�∗�, �)ℋ − (�, �∗�)ℋ = (��(�), ��(�))� 

                             −(��(�), ��(�))�  

while for any ��, �� ∈ �, there exists an element 
� ∈ �(�∗) such that ��(�) = � � and ��(�) = ��. 

 

Lemma 3.4 The triplet (�, γ�, γ�), 

��: �(�) → �, ��(�) =
�

√�
�(��)(∞) − (��)(�)�  

��: �(�) → �, ��(�) =
1

�√2
�(��)(∞) 

                                    +(��)(�)�, � ∈ �(�) 

is a space of boundary values of the minimal 

operator �� in ��
� ��, (a, ∞)� .  

Proof. For any �, � ∈ �(�), 

(��, �)��
� ��,(�,�)�  − (�, ��)��

� ��,(�,�)�   

= ��
�

�
(��)� + ��, ��

��
� ��,(�,�)�

 

     − ��, �
�

�
(��)� + ���

��
� ��,(�,�)�

 

= ��
�

�
(��)�, ��

��
� ��,(�,�)�

 

     − ��, �
�

�
(��)��

��
� ��,(�,�)�

 

= � ��
�(�)

�(�)
(��)�(�), �(�)�

�

�(�)��

�

�

 

     − � ��(�), �
�(�)

�(�)
(��)�(�)�

�

�(�)��

�

�

 

= � ���(��)�(�), (��)(�)�
�

��

�

�

 

      + ��(��)(�), (��)�(�)�
�

��

�

�

� 

1654Sakarya University Journal of Science, 22 (6), 1651-1658, 2018.



"Pembe Ipek Al
Description of maximally dissipative quasi-differential operators for first order…"

 

 

= � � �(��)(�), (��)(�)�′���

�

�

 

= � ��(��)(∞), (��)(∞)�
�

 

      −((��)(�), (��)(�))�] 

= (��(�), ��(�))� − (��(�), ��(�))�.  

Now for any given element �, � ∈ �   find the 
function � ∈ �(�) such that  

��(�) =
1

√2
�(��)(∞) − (��)(�)� = � 

and 

��(�) =
�

�√�
�(��)(∞) + (��)(�)� = �.  

From this it is obtained that  

(��)(∞) = (�� + �) √2⁄  

 and  

(��)(�) = (�� − �) √2⁄ . 

If we choose the function �(. ) in following form 

�(�) =
1

�(�)
(1 − ����) (�� + �) √2⁄  

+
�

�(�)
���� (�� − �) √2⁄ , 

then it is clear that � ∈ �(�) and  ��(�) =
�, ��(�) = �. 

Hence the lemma is proof. 

By using the method in [1] it can be established 
the following result.  

Theorem 3.5 If  �� is a maximally dissipative 
extension of the minimal operator �� in  
��

� ��, (�, ∞)� , then it is generated by the 

differential-operator expression  �(. ) and 
boundary condition  

(��)(�) = �(��)(∞), 

where �: � → � is contraction operator. 
Moreover, the contraction operator � in � is 
determined uniquely by the extension  ��, i.e. �� =
�� and vice versa.  

Proof. It is known that each maximally dissipative 
extension  �� of the minimal operator �� is 
described by differential-operator expression �(. ) 
with boundary condition 

(� − �)��(�) + �(� + �)��(�) = 0, 

where  �: � → � is a contraction operator. 
Therefore from Lemma 3.4 we obtain that  

(� − �)�(��)(∞) − (��)(�)� 

+(� + �)�(��)(∞) + (��)(�)� = 0,  

� ∈ �����.  

From this it is implies that  

(��)(�) = −�(��)(∞). 

Choosing � = −� in last boundary condition we 
have  

(��)(�) = �(��)(∞). 

4.   THE SPECTRUM OF THE MAXIMALLY 
DISSIPATIVE EXTENSIONS 

In this section the structure of the spectrum of the 
maximally dissipative extensions of the minimal 

operator  �� in  ��
� ��, (�, ∞)� will be investigated. 

Theorem 4.1 The spectrum of any maximally 
dissipative extension �� is in the form 

 

�(��) = �� ∈ ℂ: � = ��
�(�)

��(�)

�

�

���

��

 

 
          × (���|�|�� + ���� + 2��) 

           � ∈  � ����� ��� �
�(�)

��(�)

�

�

���� , � ∈ ℤ� 

    

Proof. Consider the following problem to 
spectrum for the extension �� , i.e.  

��(�) = �� + �, � ∈ ��
� ��, (�, ∞)�,  

      � ∈ ℂ, �� = ��� ≥ 0. 

Then we have  

�
�(�)

�(�)
(��)�(�) + ��(�) = ��(�) + �(�), � > �, 

(��)(�) = �(��)(∞). 

The general solution of the last differential 
equation, i.e., 

(��)�(�) = �
�(�)

��(�)
(� − ��)(��)(�) 

−�
�(�)

�(�)
�(�) 

is in form 
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�(�; �) =
1

�(�)
��� ��(� − ��) �

�(�)

��(�)

�

�

��� �� 

               +
�

�(�)
� ��� ��(� − ��) �

�(�)

��(�)

�

�

���

�

�

 

× 
�(�)

�(�)
�(�)��,  �� ∈ �, � > �. 

  

In this case  

 

�
1

�(�)
��� ��(�

− ��) �
�(�)

��(�)

�

�

��� ���

��
� ��,(�,�)�

�

 

= � �
1

�(�)
��� ��(�

�

�

− ��) �
�(�)

��(�)

�

�

��� ���

�

�

�(�)�� 

= �
�(�)

��(�)
��� �2�� �

�(�)

��(�)

�

�

���

�

�

��‖��‖�
�  

= � ��� �2�� �
�(�)

��(�)

�

�

���

�

�

� ��
�(�)

��(�)

�

�

��� ‖��‖�
�  

 =
1

2��
���� �2�� �

�(�)

��(�)

�

�

��� − 1� ‖��‖�
�  

< ∞  

and  

�
�

�(�)
� ��� ��(�

�

�

− ��) �
�(�)

��(�)

�

�

���
�(�)

�(�)
�(�)���

��
� ��,(�,�)� 

�

 

= � �
�

�(�)
� ��� ��(�

�

�

�

�

− ��) �
�(�)

��(�)

�

�

���
�(�)

�(�)
�(�)���

� 

�

�(�)�� 

 

≤ �
�(�)

��(�)
�� ��� ��� �

�(�)

��(�)

�

�

���

�

�

�

�

 

×
�(�)

�(�)
‖�(�)‖����

�

�� 

≤ �
�(�)

��(�)
��

��(�)

�(�)
��� ��� �

�(�)

��(�)

�

�

���

�

�

�

�

 

   × ���(�)�(�)�
�

���
�

�� 

≤ �
�(�)

��(�)
��

�(�)

��(�)
��� �2�� �

�(�)

��(�)

�

�

���

�

�

���

�

�

 

     × �� �(�)‖�(�)‖�
�

�

�

� �� 

≤ �
�(�)

��(�)
��

�(�)

��(�)
��� �2�� �

�(�)

��(�)

�

�

���

�

�

��� ��

�

�

 

      × ‖�‖
��

� ��,(�,�)�
�  

=
1

2��
�

�(�)

��(�)
���� �2�� �

�(�)

��(�)

�

�

���

�

�

 

  −��� �−2�� �
�(�)

��(�)

�

�

���� ��‖�‖
��

� ��,(�,�)�
�  

=
1

4��
� ���� �2�� �

�(�)

��(�)

�

�

��� 

    +��� �−2�� �
�(�)

��(�)

�

�

��� 

     −2)‖�(�)‖
��

� ��,(�,�)�
� < ∞. 

Hence, for � ∈ ℂ, �� = ��� ≥ 0, 

 �(. , �) ∈  ��
� ��, (�, ∞)�.  
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From this and boundary condition we have  

�� − ���� ��(� − ��) �
�(�)

��(�)

�

�

���� �� 

= −� � ��� ��(� − ��) �
�(�)

��(�)

�

�

���

�

�

 

    ×  
�(�)

�(�)
�(�)�� 

that is,  

���� ��� �
�(�)

��(�)

�

�

��� � 

−���� ��� �
�(�)

��(�)
��

�

�

�� �� 

= −���� ��� �
�(�)

��(�)

�

�

��� 

× � ��� ��(� − ��) �
�(�)

��(�)

�

�

���

�

�

�(�)

�(�)
�(�)��. 

Therefore in order to � ∈ �(��) the necessary and 
sufficient condition is  

��� ��� �
�(�)

��(�)

�

�

��� = �

∈ � ����� ��� �
�(�)

��(�)

�

�

���� . 

  

Consequently,  

� �
�(�)

��(�)

�

�

�� = ���|�|�� + ���� + 2��, � ∈ ℤ. 

On the other hand since ∫
�(�)

��(�)
��

�

�
> 0, then  

� = ��
�(�)

��(�)

�

�

���

��

(���|�|�� + ���� + 2��), 

� ∈ � ����� ��� �
�(�)

��(�)

�

�

���� , � ∈ ℤ. 

 

This completes proof of theorem.  

Corollary 4.2 If �� is any maximally dissipative 
extension of the minimal operator �� and  

� ����� ��� �
�(�)

��(�)

�

�

���� = {0}, 

then �(��) = ∅. 

Example 4.3 All maximally dissipative extensions 
��  of the minimal operator �� generated by the 
following first order linear symmetric singular 
quasi-differential expression  

�(�) = ���������(�)�
�

+ ��(�), �, �, � ∈ ℝ and 

� − 2� + 1 > 0 

in the Hilbert space ���
� (1, ∞) are described by 

the boundary condition  

(���)(1) = �(���)(∞), 

where � ∈ ℂ and |�| ≤ 1. 

Moreover, in case when � ≠ 0 the spectrum of 
maximally dissipative extension �� is in the form   

 

�(��) = (� − 2� + 1) ����|�|�� +
�

� − 2� + 1

+ 2��� , � ∈ ℤ. 
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A numerical technique based on Lucas polynomials together with standard and 
Chebyshev-Lobatto collocation points for solving functional integro-differential 

equations involving variable delays 

Sevin Gümgüm*1, Nurcan Baykuş Savaşaneril2, Ömür Kıvanç Kürkçü1, Mehmet Sezer3 

Abstract 

In this paper, a new numerical matrix-collocation technique is considered to solve functional integro-
differential equations involving variable delays under the initial conditions. This technique is based 
essentially on Lucas polynomials together with standard and Chebyshev-Lobatto collocation points. Some 
descriptive examples are performed to observe the practicability of the technique and the residual error 
analysis is employed to improve the obtained solutions. Also, the numerical results obtained by using these 
collocation points are compared in tables and figures. 
 

Keywords: functional equations, matrix technique, collocation points, Lucas polynomials, Residual error 
analysis 

 

1. INTRODUCTION 

In this paper, we employ a new numerical 
technique based on Lucas polynomials to solve the 
following functional integro-differential equation 
with variable delays  

 

  

 



 

  

 

 

1
( ) ( )

0 0

( )
2

0 ( )

( ) ( ) ( ) ( ( ))

                          ( ) ( , ) ( )

mm
k r

k r r r
k r

v tjm

j j j j
j u tj

P t y t Q t y t t

g t K t s y s ds

(1) 

under the inital conditions 
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1

( )

0

( )
m

k
ik i

k

a y a ,  0,1,2,..., 1i m                       (2)                                      

where ( )kP t , ( )rQ t , ( )r t , ( )g t , ( , )jK t s , ( )ju t  and 

( )jv t  ( 1m m , ( ) ( )j ju t v t ) are analytic functions 

defined on , ; a t s b  r ,  j ,  j ,  j , ika  and i  

are suitable constants. 

Functional differential and integro-differential 
equations with variable delays in the form (1) are 
usually used in modelling of physical phenomena 
and play an important role in mathematics, 
viscoelasticity, oscillating magnetic field, heat 
conduction, electromagnetics, biology and etc. [1-
22,28-31]. It is generally hard to find the analytic 
solution of them. So, the numerical techniques are 
required to obtain their approximate solution. For 
example, some integro-differential equations and 
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their other classes have been solved by using the 
numerical techniques such as homotopy 
perturbation [2], variational iteration [3]; Legendre 
[5], Taylor [6-9], Laguerre [10,11], Taylor-Lucas 
[12], Dickson [13-15], Chelyshkov [16], Lucas 
[17], Bessel [18], Bernoulli [19,20], Chebyshev 
[28,29] polynomial techniques and also, B-Splines 
[21], backward substitution [22], Sinc techniques 
[30]. 

In this paper, by considering the matrix technique 
based on collocation points, which have been used 
by Sezer and coworkers [5,6,8-19], we purpose a 
new numerical technique to find an approximate 
solution of the problem (1)-(2). The solution is of 
the form 



  
0

( ) ( ) ( )
N

N n n
n

y t y t a L t ,                                      (3)                                   

where ( )nL t  is the Lucas polynomials and na , 

0,1,2,...,n N  are unknown coefficients [12].  

2. SOME BASICS OF LUCAS 
POLYNOMIALS 

The Lucas polynomials are defined as follows [23-
26]: 

  1 1( ) ( ) ( )n n nL t t L t L t , 1n   

with 0( ) 2L t  and 1( )L t t  or their explicit form is                                                    

  




 
  

  


/2
2

0

( )
n

n k
n

k

n kn
L t t

kn k
,                             (4)    

where 1n  and   x  is the largest integer smaller 

than or equal to x . 

The Lucas polynomials have the generating 
function [26] 

 
2

2
0

1

1

n
n

n

z
L t z

z zt








 
 . 

The derivative of  nL t  is of the form [26] 

      12
2

4
n n n

n
L t tL t L t

t
  


. 

The relation between Lucas and Fibonacci 
polynomials is [25] 

       2
1 14 n n nt F t L t L t    , 

where  nF t  is the Fibonacci polynomials. For 

more properties of the Lucas polynomials, one 
can refer to [23-26]. 

3.  FUNDAMENTAL MATRIX RELATIONS 

In this section, we constitute the matrix forms of 
the unknown function ( )y t  defined by the form (3), 

the derivative ( )( )ky t , the functional term 
( )( ( )) r

r ry t t , the kernel function ( , )jK t s  and the 

functional term  ( )j jy s  in Eq. (1). These matrix 

forms will enable us to solve the functional 
integro-differential equation (1) under the initial 
conditions (2). We can first write the truncated 
Lucas series (3) in the matrix form, for 

0,1,2,...,n N ,  

 ( ) ( ) ( )Ny t y t tL A ,                                              (5)                                   

where 

 L 1( ) ( ) ( ) ( ) o Nt L t L t L t , 

 A 1 
T

o Na a a . 

Then, by using the Lucas polynomials ( )nL t  given 

by (4), we write the matrix form ( )tL  as follows; 

( ) ( ) Tt tL T M                                                         (6)   

where  

 
 

2( ) Nt t t tT , 

if N  is odd, 




 
   


   
   
   

  
  
  


 
     
     
    

        
             

  
   
   

     
  
  









    





M

2 0 0 0

11
0 0 0

01

1 22 2
0 0

1 01 2

23
0 0 0

12

1 1

( 1) 12 20 0
1 11 3

2 22 2

1

20 0
1 1 0

2 2

n n

n n

n nn n

n
nn n

n n n























 
 
 

       

if N  is even, 
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n

n

n n

n n
nn n n

n nn n n









    





M

2 0 0 0

11
0 0 0

01

1 22 2
0 0

1 01 2

23
0 0 0

12

1 20 0 0
2

2 2

2

2 20
2 2 0

2 22 2
















.

  

For example, we obtain TM  with N=4 as follows:  

2 0 0 0 0

0 1 0 0 0

2 0 1 0 0

0 3 0 1 0

2 0 4 0 1

T

 
 
 
 
 
 
  

M . 

By the matrix relations (5) and (6), it follows that                                                           

( ) ( ) .T
Ny t tT M A                                                   (7)    

Besides, it is well known from [9] that the relation 

between ( )tT  and its derivative ( )( )k tT  is of the 

form 

T T B( )( ) ( )k kt t ,                                                    (8)                                            

where 

B

0 1 0 0

0 0 2 0

0 0 0

0 0 0 0

 
 
 
 
 
 
  





    





N

 and B0 is a unit matrix. 

By using (7) and (8), we have the matrix relation 

( )( ) ( )k k T
Ny t tT B M A ,  0,1,2,...,k m .                           (9) 

Putting ( )  r rt t t  into (9), we obtain the 

matrix relation   

    ( )( ( )) ( ) ( , ( ))r T k T
r r r rNy t t t tT S B M A ,           (10) 

where 

   

       

           

               

 

   

 
     

        

 
 
 

   
   
   

      
     
     

       
       
       







    



S

0 0

0 1 1 0

0 2 1 1 2 0

0 1 1 2 2

0
( ) 0 0 0

0

1 1
( ) ( ) 0 0

0 1

( , ( )) 2 2 2
( ) ( ) ( ) 0

0 1 2

( ) ( ) ( ) ( )
0 1 2

r r

r r r r

r r
r r r r r r

N N N N
r r r r r r r r

t

t t

t
t t t

N N N N
t t t t

N

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0

 

Note that the matrix  ( ( ))r rt tT  can be 

constituted as     ( ( )) ( ) ( , ( ))T
r r r rt t t tT T S . On 

the other hand, the matrix forms of  ( )j jy s  and 

( , )jK t s  can be written as    

    ( ) ( ) ( , )T T
j j j jy s sT S M A                           (11)                                        

and by using the Taylor series expansion of ( , )jK t s  

[8], we have 

( , ) ( ) ( )T
j jK t s t sT K T ,  

 
j

j pqkK                        (12)                                        

where 




 

(0,0)1

! !

p q
jj

pq p q

K
k

p q t s
, p q N, 0,1,..., , 

j m20,1,..., . 

By means of the relations (11) and (12), we obtain 
the matrix form of the integral part of Eq. (1) as 
follows;  

   

 

 



  T K T T S M A

                                       T K C S M A

( ) ( )

( ) ( )

( , ) ( ) ( ) ( ) ( ) ( , )

( ) ( ) ( , )

v t v tj j
T T T

j j j j j j

u t u tj j

T T
j j j j

K t s y s ds t s s ds

t t

         (13) 

where 

C T T

( )

( )

( ) ( ) ( ) ( )

v tj
T j

j mn

u tj

t s s ds c t  
  ; 

   


 

1 1( ( )) ( ( ))
( ) ,

1

m n m n
j jj

mn

v t u t
c t

m n
m n N, 0,1,..., .                    

4. LUCAS MATRIX-COLLOCATION 
TECHNIQUE 

In this section, we first constitute the following 
matrix equation corresponding to the functional 
integro-differential equation (1), by substituting 
the matrix relations (9), (10) and (13) into Eq. (1): 

 

  

 



 
 
  

 
 
 

  

 



P T B Q T S B

M A

T K C S

1

0 0

2

0

( ) ( ) ( ) ( ) ( , ( ))

( ).

( ) ( ) ( , )

mm
k T r

k r r r
k r T
m

T
j j j j j

j

t t t t t

g t

t t

       (14) 
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On the other hand, the standard (SCP) and 
Chebyshev-Lobatto (CLCP) collocation points we 
will use in the matrix equation (14) are defined 
respectively by 


 i

b a
t a i

N
 and 

   
   

 
cos

2 2
i

a b a b i
t

N
, 

i N0,1,..., . 

where 

  0 1( ) ( ) ( )k k k Ndiag P t P t P tkP , 

  0 1( ) ( ) ( )r r r Ndiag Q t Q t Q trQ , 

  
  
     
  
    





    



0 00

1 1 1

1( )

( ) 1

( ) 1

N

N

NN
N N

t tt

t t t

t t t

T

T
T

T

,

 
 
 
 
 
 





   



0

1

( ) 0 0

0 ( ) 0

0 0 ( )N

t

t

t

T

T
T

T

 , 

 

 

 

 
 
 

  
 
 
 



0

1

( , ( ))

( , ( ))

( , ( ))

T
r r

T
r r

T
r r N

t

t

t

r

S

S
S

S

,  C

0

1

( ) 0 0

0 ( ) 0

0 0 ( )

j

j
j

j N

C t

C t

C t

 
 
 
 
 
  





   



, 

 

 
 

 

 

 
 

 

 
 
 
 
 
 
 
 



,

,
,

,

T
j j

T
j j

j j

T
j j

S

S
S

S

, 

   j j j jdiagK K K K ,   0 1( ) ( ) ( )
T

Ngt gt gtG . 

Besides, the fundamental matrix equation (14) can 
be expressed in the form 

WA G  or  W  G; ,                                                      (15) 

where 

  mnwW , m n N, 0,1,..., . 

Now, by the relation (9), we can obtain the 
condition matrix form for the initial conditions (2) 
as  

i iU A  or  ;i iU  ,  i m0,1,..., 1                  (16)                               

such that  

 U T B M
1

0 1
0

( )
m

k T
i ik i i iN

k

a a u u u




   . 

Eventually, in order to find the Lucas polynomial 
solution of the problem (1)-(2), by replacing m row 
matrices (16) into any m rows of the form (15). 
Thus, we have the augmented matrix 

W G* *;   
 

 or W A G* * ,                                       (17) 

where 

 
 

 

00 01 0 0

10 11 1 1

,0 ,1 ,

00 01 0 0

10 11 1 1

1,0 1,1 1, 1

;

;

;

;
; 

;

;

;

;

N

N

N m N m N m N N m

N

N

m m m N m

w w w g t

w w w g t

w w w g t

u u u

u u u

u u u







   

   

 
 
 
 
 
      
 
 
 
 
  

* *W G





     







     



. 

In Eq. (17), if rank W* =rank W G* *;  1N   
 

, then 

the coefficient matrix A  is uniquelly determined 
and so the solution of the problem (1)-(2) is 
obtained as 

L A( ) ( )Ny t t  or T M A( ) ( ) T
Ny t t . 

5. RESIDUAL ERROR ANALYSIS 

In this section, an error analysis dependent on 
residual function is implemented to improve the 
Lucas polynomial solutions. By using Eq. (1), we 

can obtain the residual function on  ,t a b  as                  

 
1

2

( ) ( )

0 0

( )

0 ( )

( ) ( ) ( ) ( ( ))

                                   ( , ) ( ) ( )
j

j

mm
k r

N k r r r
k r

v tm

j j j j
j u t

R t P t y t Q t y t t

K t s y s ds g t

 

  

 



  

  

 

 
(18)   

In recent years, the residual error analysis has been 
applied by some authors [5,11,13,14,16,17,19,22]. 
Furthermore, the reader can refer to [15,27,28] for 
converge analysis based on residual function; 
residual correction and its theory. Let us now 
construct the residual error analysis for the Lucas 
polynomials. The error function ( )Ne x  is defined 

by 

( ) ( ) ( ) N Ne t y t y t ,                                                    (19) 

By Eqs. (18) and (19), the error equation is of the 
form        

     ( ) ( ) ( ) ( )   N N NL e t L y t L y t R t ,          (20)                               

subject to the initial conditions 






1

( )

0

( ) 0
m

k
ik N

k

a e a ,  i m0,1,..., 1 . 

By Eqs. (19) and (20), we constitute the error 
problem. We solve this problem by following the 
procedure given in Sections 3 and 4. Thus, we 
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obtain the estimated error function , ( )N Me t  (or 

called the solution of the error problem (19)-(20)), 
so  

 *
,

0

( )


 
M

N M n n
n

e t y L t ,  M N . 

Here, the corrected Lucas polynomial solution is 

obtained as , ,( ) ( ) ( ) N M N N My t y t e t  and the 

corrected error function is obtained as 

, ,( ) ( ) ( ) N M N ME t y t y t .  

6. NUMERICAL EXAMPLES 

In this section, the practicability of the present 
technique are illustrated with the numerical results 
of some descriptive examples. Also, these results 
are discussed in tables and figures, by considering 
SCP and CLCP. A computer code written on 
Mathematica (on Pc with 2GB RAM and 2.80 
GHz CPU) has been performed to obtain the 
precise results. In order to compare the numerical 
results, we also perform L  error defined as 

follows [29]:  

   max
 

 i N i
a i b

L y t y t ,  

where  y t  is the exact solution. 

6.1. Example 1: 

Let us consider the second-order functional 
integro-differential equation with variable delays 

 
1

2 2( ) ( ) 2 sin 2 ( ) 3 ( )
2

te

t

t
y t y t y t ty t g t t s y s ds



         
 

  

subject to the initial conditions (0) 0y  and 

(0) 0 y . Here, 0 2t  ,  0( ) 2P t t ,  1( ) 1P t , 

2( ) 1P t , 1( ) 2Q t , 1 1 / 2  ,   1( ) sint t , 0 1  , 
2 2

0( , ) 3K t s t s , 0( )u t t , 1
0( ) tv t e  , 0 1  , 0 0  , 

   
5 5 5

2 3 3
2 2 4sin

5 5

te t
g t t t t

 
     

 
 

. 

We approximate the exact solution ( )y t , by taking 

the Lucas polynomial solution form: 



  
2

2
0

( ) ( ) ( )n n
n

y t y t a L t ,  0 2t  

and the standard collocation points for   0, 2a b  

and 2N   are computed as  0 1 20, 1, 2x x x   . 

The fundamental matrix equation of this problem 
becomes  

          


 
   

 
 
P TB Q T S B T K C S M A G
2

1
1 1 1 0 0 0

0

, ( ) 1,0k T T
k

k

t  

where 

 
 

  
 
 

T

1 0 0

1 1 1

1 2 4

, 

 
 

  
 
 

B

0 1 0

0 0 2

0 0 0

, 

 
 

  
  

P0

0 0 0

0 2 0

0 0 4

, 

 
 

  
  

P1

1 0 0

0 1 0

0 0 1

, 

 
 

  
 
 

P2

1 0 0

0 1 0

0 0 1

, 

 
   
  

T

1 0 0 0 0 0 0 0 0

0 0 0 1 1 1 0 0 0

0 0 0 0 0 0 1 2 4

, 

Q1

2 0 0

0 2 0

0 0 2

 
 

  
 
 

, 

 
   
  

M

2 0 0

0 1 0

2 0 1

, 

 
 

  
 
 



 

G

6

2

13218.6

7.85 10

, 

C0

2.71828 3.69453 6.69518

3.69453 6.69518 13.6495

6.69518 13.6495 29.6826

6.389056 26.799

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0

1 134.143

26.7991 134.143 744.989

134.143 744.989 4405.09

18.0855 199.714 2698.

0 0 0 0

0 0 0 0 0 0

0

36

0 0 0 0 0 1

 
 
 
 
 
 
 
 
 
 
 
 
 
 

99.714 2698.36 40684.7

2698.36 40684.7 6537970 0 0 0 0 0

 

 

 

 

 
 
 
 
  

  
      
  
  
 
 

 
  

S

S S

S

2
1 1

1 1 1

1 1
2

1 0 0

0 1 0

0 0 1

( , (0) 1 sin1 sin (1)

( , (1) 0 1 sin1

0 0 1( , (2)

1 sin2 sin (2)

0 1 sin2

0 0 1

T

T

T

, 

 
 
 
 
  
  
   
  
  

   
 
 
 
 

S

S S

S

1 0 0

0 1 0

0 0 1
(1,0) 1 0 0

(1,0) (1,0) 0 1 0

0 0 1(1,0)
1 0 0

0 1 0

0 0 1

T

T

T

  

and 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

K0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 3 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 3 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 3

. 
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Then, the augmented matrix is  

W  G* *

0 1 2 ; 2

[ ; ] 2 0 2 ; 0

0 1 0 ; 0

 
   
  

. 

Solving this system, A  is obtained as 

 A 1 0 1 
T

. By the relation (7), ( )y t  is 

obtained as  

   
          
      

T M A 2

2 0 2 1

( ) ( ) 1 0 1 0 0

0 0 1 1

Ty t t t t , 

thus, the solution of the problem becomes 

2( )y t t , 

which is the exact solution.  

6.2. Example 2:  

Consider the second-order integro-differential 
equation with variable delays 

 
                 


2

2

2

( ) 2 ( 1) 1
2 2 2

t

t

t t s
t y t y t ty g t tsy ds  

subject to   0 ,1t , and the initial conditions 

(0) 1y  and  (0) 0y . The exact solution of this 

problem is  ( ) cosy t t . Here, ( )g t  can be easily 

found. By using SCP, we obtain the following 
solutions for N=4 and 7: 

  16 2
4

3 4           

1 2.77556 10 0.520263

0.0317765 0.0259313t

ty t t

t

   

 
 and 

  16 2 3
7

4 5 6 7

1 1.36176 10 0.499905 0.000443857

           0.0422884 0.000285 0.00146 0.000 03 .1

y t t t

t t t

t

t

    

   
 

As seen from Figure 1, a fast approximation is 
provided, so the Lucas polynomial solutions 
coincide with the exact solution. Notice that the 
Lucas polynomial solutions obtained by using SCP 
are plotted in Figures 1-4. Also, in Table 1, the 
numerical results are obtained by using SCP and 
CLCP in our technique.  

 

Figure 1. Comparison of the exact and Lucas polynomial 

solutions for Example 6.2. 

Figure 2 and Table 1 show that the absolute errors 
decay, when N is increased and the residual error 
analysis is employed. In addition, when the 
interval of this problem is taken as the large 
interval [0,8], it is observed in Figure 3 that our 

solution  20y t  is in harmony with the exact 

solution. This consistency reflects on the phase 

plane of the solution  20y t  as seen in Figure 4. 

 

Figure 2. Behaviors of the absolute errors with respect to 
time t for Example 6.2. 

Table 1. Comparison of the absolute errors and CPU 
time(s) (sec.) in terms of different collocation points for 

Example 6.2. 

 

it  
 4 ie t ; 

SCP 

 4 ie t ; 

CLCP 

 7 ie t ; 

SCP 

 7 ie t ; 

CLCP 

0.0

0.2

0.4

0.6

0.8

1.0

 

2.22 16

5.81 04

1.61 03

2.41 03

2.78 03

2.86 03

e

e

e

e

e

e













 

2.22 16

5.28 04

1.44 03

2.13 03

2.43 03

2.48 03

e

e

e

e

e

e













 

0

1.16 06

3.03 07

4.12 06

6.95 06

7.63 06

e

e

e

e

e











 

0

1.04 06

1.43 05

3.10 05

4.02 05

4.18 05

e

e

e

e

e











 

Time(s) 1.404 (N=4) 1.404 (N=4) 3.120 (N=7) 3.073 (N=7) 
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Figure 3. Oscillation of the exact and Lucas polynomial 
solution on large time interval [0,8] for Example 6.2. 

 

Figure 4. Consistency of the Lucas polynomial solution 

 20y t  in the phase plane for Example 6.2. 

6.3. Example 3:  

Consider the first-order pantograph Volterra 
delay-integro-differential equation [30] 

     
/2

0 0

3
1

2 2

t t
t t

y t y y s ds y s ds
 

      
 

 

0 1t  , 

subject to the initial condition  0 0y  . Here, the 

exact solution of the problem is   1 ty t e  . 

After solving this problem by employing N=2-10, 
M=11, 12; SCP and CLCP, we obtain the Lucas 
polynomial solutions. It is seen from Figure 5 that 
we approach speedily to the exact solution, when 
N=2 and 3. It is also worth specifying in Figure 6 
that our solutions obtained on [0,1] are consistent 
with the exact solution, even if these are on [0,5]. 
Notice that the Lucas polynomial solutions 
obtained by using CLCP are plotted in Figures 5 
and 6.  

 

Figure 5. Comparison of the exact and Lucas polynomial 
solutions for Example 6.3. 

 

Figure 6. Comparison of the exact and Lucas polynomial 
solutions on large time interval [0,5] for Example 6.3. 

By considering different collocation points, L  

errors are compared with the errors  E h


 of 

Sinc technique [30] in Table 2. As seen from Table 
2, our error results are far better than those in the 
mentioned technique and CPU processes our 
computer program in a short time. 

 
Table 2. Comparison of L  errors and CPU time(s) (sec.) 

in terms of different N and collocation points for Example 
6.3. 

N,M 

L  error; 

SCP 

L  error; 

CLCP 

 E h


 

[30] 

CPU 
time 
SCP 

CPU 
time 

CLCP 

2

3

4

5

7

8

10

10,11

 
1.44 05

3.48

1.81 02

3.4

0

7 03

1.61

8

1.18 09

1.55 12

5.5

04

7 14

e

e

e

e

e

e

e

e

















 
1.61 06

2.19

1.81 02

1.1

0

0 03

6.27

9

6.14 11

3.25 14

6.6

05

1 16

e

e

e

e

e

e

e

e

















 

     

     

     

     

     

2.10 0

1.26 04

  

3

   

e

e

















 

0.3120

0.4524

0.5772

0.7644

1.4040

1.7472

2.9796

  n.a.

 

0.4056

0.4836

0.6084

0.8268

1.2636

1.5600

2.2152

  n.a.
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6.4. Example 4:  

Consider the first-order delay differential equation 
[31] 

   
23 /4 0

2
t t

y t ty t te y t
        

  
, 0 2t   

subject to the initial condition  0 1y  . Here, the 

exact solution of the problem is  
2ty t e .  

Dix [31] investigated the asymptotic behavior of 
solutions of the first-order differential equation 
with variable delays, using Lyapunov functionals. 
We solve this problem, implementing our 
technique with SCP and CLCP for N=5-20 and 50. 
CPU time is obtained (sec.) as 0.0312 (N=5) and 
0.796 (N=50) for CLCP. Also, we obtain L  error 

as 8.53 014e   for CLCP and N=50. The Lucas 
polynomial solutions are plotted along with the 
exact solution in Figure 7. 

 

Figure 7. Comparison of the exact and Lucas polynomial 
solutions for Example 6.4. 

Figure 8 shows that L  errors decrease for 

different collocation points, as N is increased from 
10 to 20. In addition, the numerical values of the 
exact, approximate solutions and L  errors are 

compared in Table 3. It is clearly seen from Figure 
8 and Table 3 that CLCP are more useful than SCP. 

 
 
 
 
 
 
 
 
 
 

Table 3. Comparison of the exact, the approximate and the 
corrected approximate solutions and L  errors in terms of 

different collocation points for Example 6.4. 
 

it  

 

Exact 
sol. 

 10 iy t  

SCP 

 10 iy t  

CLCP 

 10,13 iy t  

SCP 

 10,13 iy t  

CLCP 

0.0

0.5

1.0

1.5

2.0

 

1

1.284

2.718

9.488

54.60

 

1

1.285

2.721

9.498

54.52

 

1

1.284

2.719

9.488

54.60

 

1

1.284

2.718

9.487

54.59

 

1

1.284

2.718

9.488

54.60

 

L  - 7.4 02e   9.1 04e   7.8 03e   4.3 05e   

 

 

Figure 8. Logarithmic plot of L  errors with SCP and 

CLCP with respect to N for Example 6.4. 

7. CONSCLUSION 

A practical Lucas matrix-collocation technique 
has been employed to solve functional integro-
differential equations with variable delays. In 
Figures 1-8 and Tables 1-3, the comparisons of the 
present results shows that the proposed technique 
is very applicable, consistent and fast (according 
to CPU time(s)). The accuracy increases, as N is 
increased. Our solutions have been improved via 
the efficient residual error analysis as seen in 
Figures 2, 6 and Tables 2, 3.  

 
On the other hand, by investigating the obtained 
results, we can deduce that the use of CLCP in the 
present technique is more advantageous than the 
use of SCP. It would be suitable to apply the 
present technique to other tough problems. In 
addition, it is readily seen that the present 
technique has a simple procedure and is very easy 
for computer programming.  
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Cytogenetic Analysis of Tegenaria elysii (Araneae: Agelenidae) 

Ümit KUMBIÇAK*1 

Abstract 

There are 61 species of agelenid spiders in our country and the genus Tegenaria represents the widest group 
in terms of species number. In this study, it was aimed to investigate the cytogenetic properties of Tegenaria 
elysii. Chromosomes were obtained by making some modifications to the method of Pekár and Král (2001). 
Hypotonic, fixation and staining steps were applied to the gonads respectively. As a result, the number of 
diploid chromosomes and the sex chromosome system were found as 2n=42, ♂X1X20/♀X1X1X2X2. Total 
relative lengths of chromosomes decreased gradually from 6,83% to 3,31%. Sex chromosomes which 
positive heteropycnotics in the stage of meiosis. I have been detected to be isopycnic in the stage of meiosis 
II. 20 autosomal bivalent and two sex chromosomes were identified in which diplotene and diakinesis 
stages.  

Keywords: Agelenidae, chromosome, karyotype 

 

1. INTRODUCTION 

Spiders are one of the largest animal group, and 
contain almost 47 000 species all around the world 
[1]. In our country, a total of 1117 spider species 
belonging to 52 families were determined [2]. 
Until now, although studies have been carried out 
in systematics, fauna and ecology, the cytogenetic 
investigations is scarce. The fact that tiny 
chromosome morphology, the presence of 
different sex chromosome systems and the 
requirement of modification in the method for 
each species limits the investigations on spider 
cytogenetics [3].  

Spiders are divided into three subclasses namely 
Mesothelae, Mygalomorphae and Araneomorphae 
[4]. Among them, Agelenidae family is belonging 
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1 Nevşehir Hacı Bektaş Veli University, Faculty of Art and Sciences, Department of Molecular Biology and Genetics, Nevşehir, 
Turkey- umitkumbicak@nevsehir.edu.tr 

to the subclass Araneomorphae and easily 
distinguished from other families by its 
characteristics posterior spinneret which has two-
segments and long, thin, tipped toward each other. 
Tegenaria Latreille 1804 differs from other genera 
by the number and position of gonadal teeth, the 
structure of the tibial and median apophyses, the 
shape of the conductor, the shape of the vulva only 
having a spiral duct, and the scleroid structure [5]. 
The araneomorph karyotypes are characterized by 
a predominance of acrocentric chromosomes, 
X1X20 sex chromosome system [6], relatively low 
diploid chromosome numbers (ranges from 10 to 
49, [7]), and chiasmatic meiosis. 
Acrocentric/telocentric karyotypes of entelegynes 
with lower chromosome numbers could be derived 
from ancestral karyotypes by tandem fusions [8] or 
by cycles of centric fusions and subsequent 
pericentric inversions [7]. The latter hypothesis is 
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supported by the fact that centric fusions are the 
most frequent source of chromosome 
polymorphism found in populations of entelegyne 
spiders [7, 9]. In this study, karyotype 
characteristics and meiotic behavior of Tegenaria 
elysii Brignoli, 1978 belonging to Agelenidae 
family, which is found in our country, were 
investigated for the first time. 

2. EXPERIMENTAL 

The male specimens of Tegenaria elysii were 
collected from Nevşehir, Kayseri and 
Kahramanmaraş between March to May in the 
year 2015 from different habitats and localities. 
The collection were made by hands or pitfall traps 
(Table 1). During the field study, no treatment was 
applied to the spiders, and each one was taken to 
falcon tubes and placed in the laboratory. Male 
gonads were used in obtaining chromosomes due 
to the lots of cells contained. Therefore, it was 
possible to determine various mitotic and meiotic 
stages from males. However, females were not 
used because of the low division frequency. 
 

Table 1. Data of collection date, locality information and 
number of specimens used in this study 

 

Collection 
Date 

Number 
of 
species 

Localities 
 

Region 
 
Coordinates 

 
14.03.2015 

 
2♂♂ 

Nevşehir,  
Acıgöl 

38°32'24.58''N 
34°32'51.72''E 

11.04.2015 
 
1♂ 

Kayseri, 
Pınarbaşı 

38°42'47.93''N
36°22'49.75''E 

 
19.04.2015 

 
3♂♂ 

Kahramanma-
raş, Göksun 

38°00'42.27''N 
36°28'15.80''E 

 
23.05.2015 

 
7♂♂ 

Kayseri,  
Pınarbaşı 

38°42'45.51''N 
36°23'26.84''E 

 
The chromosome preparations were performed 
according to the method of [10] with some 
modifications. Alive male specimens were 
squeezed from the prosoma and separated from the 
opistosoma. Prosoma and pedipalps were kept in 
70% ethanol for systematic diagnosis. The gonads 
were dissected out in physiological solution for 
invertebrates. Then three steps were used; 
hypotonic solution in 0.075 M KCl (for 15 min), 
twice fixation in methanol:glacial acetic acid (3:1 
for 10 and 20 min); spreading in 60% glacial acetic 

acid solution on heating plate that surface 
temperature 42 °C (for 20 min). The slides were 
air dried for overnight and stained with 5% Giemsa 
solution in Sorensen phosphate buffer (ph=6.8) for 
50 min. Chromosome slides were investigated an 
BX53 microscope (Olympus) and well spread 
stages were photographed using DP26 digital 
camera with CellSens software (Olympus). The 
diploid chromosome number were determined by 
the mitotic metaphases or diplotene stages. 
Relative chromosome lengths (RCL) including 
standard deviations were calculated as a 
percentage of the total chromosome length of the 
diploid set by CellSens software. Classification of 
chromosome morphology was made by the 
protocol of (Table 2) [11].  
 

 Tablo 2. Determination of chromosome morphology 
according to the centromere position (C) and arm ratio (q/p) 
 

Centromere 
position 

Arm ratio 
(q/p) 

Chromosome 
morphology 

 
Median 

 
1.00-1.70 

 
Metacentric 

 
Submedian 

 
1.71-3.00 

 
Submetacentric 

 
Subterminal 

 
3.01-7.00 

 
Subtelocentric 

 
Terminal 

 
7.01-∞ 

 
Acrocentric 

3. RESULTS 

In this study, cytogenetic structure, diploid 
number, sex chromosome system and meiosis 
characteristics of Tegenaria elysii Brignoli, 1978 
were determined for the first time. 

1.1. Karyotype and sex chromosome system of 
T. elysii 

The chromosome set of male T. elysii (2n=42, 
X1X20) contained 42 chromosomes with 
telocentric morphology (Fig.1, 2).  
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Fig.1. Karyotype of T. elysii based on spermatogonial 
metaphases (Scale=10 µm) 

 

Autosome pairs decreased gradually in size from 
6,83% to 3,31% of total chromosome length 
(TCL). Relative length of X1 and X2 were 4,24% 
and 3,92% of TCL, respectively (Table 3). X1 was 
longer than the 14th autosome pair and X2 was 
longer than the 16th autosomal pair. X1 and X2 
were in similar size. 

 

Fig. 2. Idiogram of T. elysii based on the haploid set of 
chromosomes 

Table 3.  Chromosome length measurements of T. elysii: 
short arm (p); long arm (q); relative lengths (p+q); arm ratio 

(q/p); TCL: total chromosome lengths (%); CM: 
chromosome morphology; T: telocentric ; ± standart 

deviation) 

 

1.2. Meiotic characteristics of T. elysii 

The sex chromosomes were stained positively 
heteropycnotic during the first substages of 
prophase I (i.e. leptotene, zygotene and pacythene) 
(Fig. 3.a). 20 autosomal biavelents and two 
univalent sex chromosomes were determined in 
diplotene, diakinesis and metaphase I. The 
bivalents had one chiasma (or sometimes two 
chiasmata) with terminal, interstitial and proximal 
type (Fig. 3.b). All chromosomes including sex 
chromosomes were “V” shaped in anaphase I and 
sex chromosomes were located on the periphery of 
nucleus (Fig. 3.c). During the second meiotic 
stages (i.e. prophase II, metaphase II and anaphase 
II), the sex chromosomes were isopycnotic but 

 
p 

µm 
q 

µm 
(p+q)  q/p  TCL 

 (%) 
 

CM 

1 0 10,88±0,67 10,88±0,67 ∞ 6,83 T 

2 0 9,46±0,4 9,46±0,4 ∞ 5,93 T 

3 0 8,77±0,37 8,77±0,37 ∞ 5,5 T 

4 0 8,32±0,36 8,32±0,36 ∞ 5,22 T 

5 0 8,07±0,4 8,07±0,4 ∞ 5,06 T 

6 0 7,87±0,43 7,87±0,43 ∞ 4,94 T 

7 0 7,69±0,33 7,69±0,33 ∞ 4,82 T 

8 0 7,51±0,35 7,51±0,35 ∞ 4,71 T 

9 0 7,37±0,29 7,37±0,29 ∞ 4,62 T 

10 0 7,22±0,32 7,22±0,32 ∞ 4,53 T 

11 0 7,08±0,28 7,08±0,28 ∞ 4,44 T 

12 0 6,97±0,25 6,97±0,25 ∞ 4,37 T 

13 0 6,81±0,3 6,81±0,3 ∞ 4,27 T 

14 0 6,66±0,28 6,66±0,28 ∞ 4,18 T 

15 0 6,45±0,23 6,45±0,23 ∞ 4,05 T 

16 0 6,19±0,42 6,19±0,42 ∞ 3,88 T 

17 0 6,13±0,44 6,13±0,44 ∞ 3,85 T 

18 0 5,93±0,5 5,93±0,5 ∞ 3,72 T 

19 0 5,76±0,55 5,76±0,55 ∞ 3,61 T 

20 0 5,27±0,62 5,27±0,62 ∞ 3,31 T 

X1 0 6,76±0,35 6,76±0,35 ∞ 4,24 T 

X2 0 6,25±0,39 6,25±0,39 ∞ 3,92 T 
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were easily distinguished because of their earlier 
condensation (Fig. 3.d).  

 
Fig. 3. Meiotic stages of male T. elysii a. Pachytene, b. 

Diplotene, c. Anaphase I, d.Prophase II (arrows indicate sex 
chromosomes) (Scale=10 µm) 

DISCUSSION 

Upto now, 77 genera and 1272 species belonging 
to the family Agelenidae were determined [1].             
11 genera (i.e. Agelena Walckenaer, 1805; 
Agelescape Levy, 1996; Allagelena Zhang, Zhu ve 
Song, 2006; Coelotes Blackwall, 1841; Eratigena 
Bolzern, Burckhardt ve Hänggi, 2013; Lycosoides 
Lucas, 1846; Maimuna Lehtinen, 1967; 
Pireneitega Kishida, 1955; Tegenaria Latreille, 
1804;  Textrix Sundevall, 1833; Urocoras 
Ovtchinnikov, 1999) and 61 species are spread out 
in our country [2].  

Cytogenetic studies on spiders are scarce due to 
the necessity for the spider to keep alive, specific 
applications for individuals, the low frequency of 
mitotic metaphases and tiny chromosome 
morphology. Despite all these difficulties, seven 
genera and 15 species belonging to the Agelenidae 
family were studied, previously. These species are 
listed as Agelena auclandi Burman; Agelena 
gautami Tikader, 1962; Agelena labyrinthica 
(Clerck, 1757); Agelena limbata Thorell, 1897; 
Agelenopsis naevia (Walckenaer, 1841); 
Allagelena difficilis (Fox, 1936); Allagelena 
opulenta (L. Koch, 1878); Eratigena atrica (C.L. 
Koch, 1843); Pireneitega luctuosa (L. Koch, 
1878); Tegecoelotes corasides (Bösenberg & 

Strand, 1906); Tegenaria campestris (C.L. Koch, 
1834); Tegenaria domestica (Clerck, 1757); 
Tegenaria ferruginea (Panzer, 1804); Tegenaria 
parietina (Fourcroy, 1785) ve Tegenaria silvestris 
L. Koch, 1872 [12]. According to these previously 
studies, the diploid chromosome number were 
determined between 2n♂=18 (E. atrica [13]) and 
2n♂=52 (A. naevia [14]). However the most 
common diploid chromosome number is 2n♂=42-
43 in the family [12]. Although the family has a 
great diversity in the number of diploid 
chromosomes, the results obtained in our study 
were found to be consistent with family features. 

The X1X20 sex chromosome system seen in most 
of the spiders is also characteristic for the agelenid 
spiders. It is known that this sex chromosome 
system is often encountered in spiders. It is 
assumed that the X1X20 system is generated from 
the X0 system either by centric fission or by the 
duplication of the X chromosome. However, other 
sex chromosome systems that are rarely seen in the 
family are X1X2X30 and X1X2X3X4X5Y [15]. The 
presence of the Y chromosome is explained by the 
disruption of a fragment from the large X 
chromosome [16]. In our study, the sex 
chromosome system of T. elysii was found to be 
compatible with other family members. 

In primitive spider groups, chromosomal 
morphology is heterogeneous and has 
chromosomes of metacentric, submetacentric, 
acrocentric and telocentric type. However, modern 
spiders, including agelenid spiders, usually have a 
homogenous structure. Taxa usually have 
chromosomes of either acrocentric or telocentric 
type. Morever, in the first meiotic division phases, 
the positive heteropycnotic structure of sex 
chromosomes, to be located on the nucleus 
surface, to move together, and the isopycnotic 
structure in the stage of second meiotic division, 
were also observed in other members of the family. 
In addition, at the stages of diplotene, diakinesis 
and metaphase I, the bivalents generally have one 
chiasma possesses a hypothesis, which leads to the 
idea that chromosome behavior is preserved in the 
family. In conclusion; these cytogenetic characters 
obtained for the Agelenidae family are not 
sufficient to distinguish the taxa alone and 
additional molecular based studies are needed.  
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Biofilm Production and Antimicrobial Susceptibility Profiles of Bacillus spp. from 
Meats 

Fatma Özdemir*1, Seza Arslan1 

ABSTRACT 

The genus Bacillus is frequently found in soil, water, and food. Bacillus cereus and Bacillus anthracis are 
the main pathogens causing foodborne diseases and serious infections in humans. A total of 52 Bacillus 
spp. from meat samples was tested for determination of biofilm production, antimicrobial resistance pattern, 
and beta-lactamase activity. The 24 (46.1%) Bacillus isolates were found to be for biofilm production. Of 
the 24 (46.1%) biofilm producer Bacillus isolates, 13 (25%), 6 (11.5%) and 5 (9.6%) were considered as 
strong, moderate and weak biofilm producer, respectively. The most common species for the production of 
biofilm was Bacillus thuringiensis (80%). Antimicrobial disk susceptibility tests of Bacillus spp. revealed 
high resistance to ampicillin (84.6%) followed by penicillin (75%), cefepime (34.6%), and cefoxitin 
(26.9%). A multidrug resistance to at least 3 or more antimicrobials was observed in the 25 isolates (48.1%). 
All Bacillus spp. were sensitive to vancomycin, gentamicin, amikacin, ciprofloxacin, and imipenem. The 
susceptibility rate to streptomycin, chloramphenicol, and trimethoprim-sulphamethoxazole was 94.2%. 
Among the isolates, the 6 (11.5%) isolates were found to be sensitive to all antimicrobial agents tested. 
Besides, only one isolate from meat was found to be positive for beta-lactamase test. The existence of 
biofilm production as a virulence factor and of multidrug resistance in bacteria isolated from food should 
not be underestimated in terms of food safety, public health, and economic concerns. 

Keywords: Bacillus spp., biofilm production, antimicrobial resistance, beta-lactamase, meat 

 

1. INTRODUCTION 

The Bacillus genus are rod-shaped and endospore 
forming organisms that are widely distributed in the 
natural environment due to their many 
physiological properties such as endospore 
formation and nutritional versatility. Endospores 
readily survive and are being contaminants in 
environments and foods due to resistance to heat, 
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radiation, disinfectants, and desiccation. Therefore, 
the presence of Bacillus species such as B. cereus, 
B. subtilis, B. licheniformis, and B. pumilus in foods 
is inevitable and undesirable due to considered as 
foodborne pathogens and spoilage-associated 
species. The contamination of food with pathogenic 
and spoilage strains of Bacillus is a major concern 
for human health and food safety [1, 2]. Among the 
Bacillus species, mostly B. cereus and B. anthracis 
are known as the most frequent human pathogens 
which cause a wide range of infections including 
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food poisoning, anthrax, bacteremia, pneumonia, 
endocarditis, meningitis, endophthalmitis, 
respiratory, and soft tissue infections [1, 3]. Many 
Bacillus species are able to produce a wide variety 
of enterotoxins, emetic toxins, extracellular 
enzymes, and biofilms which are considered as 
major contributing factors in the establishment of 
infections by these pathogenic bacteria [2]. 

Biofilms considered as a potential virulence factor 
by bacteria including Bacillus species are microbial 
communities embedded in an extracellular matrix 
consisted of polysaccharide [4, 5]. Most bacteria 
are able to form biofilms on abiotic surfaces in food 
processing facilities, thereby being a major source 
of food contamination. Besides, biofilms by 
pathogenic bacteria may easily attach to surfaces 
such as living tissues, indwelling medical devices 
and industrial or natural aquatic systems under 
suitable conditions. Therefore, biofilms play a 
significant role in the transmission of pathogens, 
microbial contamination and colonization that 
cause to infections [5, 6]. Moreover, biofilm 
producing bacteria can be responsible for 
development of some biomaterial-associated 
infections such as cystic fibrosis, native valve 
endocarditis, otitis media, periodontitis, and 
chronic prostatitis. However, bacteria within 
biofilms on medical devices as a cause of infection 
dramatically reduce antimicrobial susceptibility to 
antimicrobial agents [4, 7, 8]. In addition to the 
decrease in antibiotic susceptibility, the biofilm 
producing bacteria has an increased resistance to 
extreme temperatures, light, drying, cleaning 
agents [4].  

Antimicrobial resistance has been increasing public 
health problem worldwide due to misuse or overuse 
of antimicrobial agents in aquaculture, agriculture, 
and human medicine [9, 10]. Resistant bacteria can 
be transmitted from food such as fish and ground 
beef to human. Infections caused by these resistant 
pathogens can be treated with difficulty. Although 
Bacillus species are an unusual source of human 
infection, they can cause mild to severe infections 
in immunocompromised individuals. Systemic 
antimicrobial therapy is usually required in the 
treatment of most serious Bacillus infections [1, 
11]. Vancomycin, clindamycin, ciprofloxacin, and 
gentamicin can be used successfully in the 
treatment of most serious Bacillus infections [1]. 

Anthrax caused by B. anthracis generally is 
treatable with penicillin. Nevertheless, most strains 
of B. anthracis are resistant to many 
cephalosporins. Furthermore, a broad-spectrum 
beta-lactamase produced by Bacillus species 
inactivates the penicillins and cephalosporins thus 
make the organism resistant to penicillins and 
cephalosporins [2, 3]. 

Determination of biofilm production as an 
important virulence trait and screening 
antimicrobial resistance in bacteria from food are 
important for recognition of their pathogenic 
potential. Therefore, this study aims to determine 
the biofilm production, antimicrobial resistance 
profiles, and beta-lactamase activity of the Bacillus 
spp. isolated from meat samples. 

2. MATERIALS AND METHODS 

2.1. Bacterial isolates 

A total of 52 Bacillus spp. comprising 24 B. cereus, 
2 B. anthracis, 10 B. thuringiensis, 9 B. subtilis, 3 
B. licheniformis, 2 B. pumilus, 1 B. firmus, and 1 B. 
coagulans from fish and ground beef were 
performed in this study. All isolates were grown in 
Brain Heart Infusion (BHI) broth (Merck, 
Darmstadt, Germany) at 37°C for 24 h.  

2.2. Biofilm production 

The adherence of Bacillus spp. was tested using a 
microtiter plate assay previously described by [12] 
with some modifications. Briefly, Bacillus isolates 
were grown in Tryptic Soy broth (TSB) (Merck) 
overnight at 37°C. The overnight culture was 
diluted with TSB in order to obtain optical density 
(OD) at approximately 1.5x108 CFU per mL. The 
96 well flat bottom tissue culture plates were filled 
with 200 µL of Bacillus culture in TSB. Negative 
control wells contained TSB only. The plates were 
incubated at 30°C for 48 h in a static condition. At 
the end of incubation, the contents of the plates 
were removed by inverting the plates, and then the 
wells were washed five times with sterile distilled 
water. The plates were air-dried for 45 min and each 
well was stained with 200 µL of 1% crystal violet 
solution for 45 min. After staining, the plates were 
washed five times with sterile distilled water. For 
the quantitative analysis of biofilm formation, 200 
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µL of ethanol-acetone solution (4:1) was added to 
the wells. The OD of each well was measured at 
570 nm using a microtiter plate reader (Thermo 
Electron Corporation Multiskan Spectrum, Vantaa, 
Finland). Isolates were classified into the four 
following categories based upon the absorbance: no 
biofilm producer (OD ≤ ODc), and weak (ODc 
<OD ≤ 2XODc), moderate (2XODc < OD ≤ 
4XODc), or strong (OD > 4XODc) biofilm 
producer [13], where ODc is the optical density 
measured for the negative control. Six replicate 
wells were performed for each experimental 
parameter and each data point was averaged from 
these six.  

2.3. Antimicrobial susceptibility test 

Bacillus spp. isolates from fish and ground beef 
were examined for evaluation of antimicrobial 
resistance patterns using the disk diffusion method 
according to the Clinical and Laboratory Standards 
Institute (CLSI) [14]. Twenty antimicrobial agents 
(Oxoid, Basingstoke, UK) were chosen according 
to their common use. They belonged to the 
following groups: penicillins (penicillin -10 units, 
ampicillin-10 µg), beta-lactams (amoxicillin-
clavulanic acid - 30 µg, cephalothin - 30 µg, 
cefoxitin - 30 µg, ceftriaxone - 30 µg, cefepime - 30 
µg), carbapenems (imipenem - 30 µg), 
glycopeptides (teicoplanin - 30 µg, vancomycin - 
30 µg), aminoglycosides (gentamicin - 10 µg, 
streptomycin - 10 µg, amikacin - 30 µg), macrolides 
(erythromycin - 15 µg), tetracyclines (tetracycline - 
30 µg), fluoroquinolones (ciprofloxacin - 5 µg), 
phenicols (chloramphenicol - 30 µg), 
miscellaneous (trimethoprim-sulfamethoxazole - 
25 µg, clindamycin - 2 µg, rifampin - 5 µg). The 
turbidity of bacterial suspension was adjusted to 0.5 
McFarland standard on Mueller Hinton broth 
(Merck). Then the suspensions were spread on 
Mueller Hinton agar (Merck) and the antibiotic 
disks were placed on the agar surface. The 
inhibition zone of each bacterium was measured 
after incubation on Mueller Hinton agar (37°C /18 
h). The results were interpreted as susceptible, 
intermediate or resistant with respect to the CLSI 
[14] guideline for Staphylococcus spp. 

2.4. Beta-lactamase activity 

The production of beta lactamase was determined 
by the acidimetric strip method. This method was 
done as previously described [15]. Penicillin and 
bromocresol purple were dissolved in NaOH 
solution. A filter paper (Whatman No: 1) was 
placed in a Petri dish. A few drops of the solution 
were then added on to the filter paper until the filter 
strips was almost saturated. A loopfull of bacteria 
was kept in the center of the filter paper. The 
presence of purple color in the paper around the 
bacterial mass indicated positive reaction for beta-
lactamase. 

3. RESULTS 

3.1. Biofilm production of Bacillus spp. 

In the Table 1, the biofilm producing ability of the 
Bacillus spp. from meats is given. Of the 52 
Bacillus spp. tested, the 24 (46.1%) isolates were 
considered as biofilm producers. The incidence of 
biofilm production in the Bacillus isolates from fish 
and ground beef was 45% and 50%, respectively. 
The biofilm producing isolates were categorized as 
strong (13 isolates), moderate (6 isolates), weak 
producers (5 isolates). The most common Bacillus 
species was B. thuringiensis (80%) regarded as 
biofilm producers. The biofilm production of the 
other Bacillus species was as follows: B. 
licheniformis 66.7%, B. anthracis, B. thuringiensis 
50%, B. pumilus 50%, B. subtilis 33.3%, and B. 
cereus 12.5%. None of the B. coagulans and B. 
firmus was able to form biofilm. The distribution of 
the 24 biofilm producing Bacillus isolates from fish 
and ground beef and their antimicrobial resistance 
profiles and beta-lactamase activity is presented in 
Table 2. Most Bacillus isolates were resistant to 
ampicillin (95.5%) and penicillin (91.7%). A 
multidrug resistance was observed in 14 (58.3%) of 
the biofilm producing isolates to at least three or 
more antimicrobials. All of the 7 isolates from 
seawater fish were strong biofilm producer which 
had resistance to at least two antimicrobial agents. 
Moreover, B. licheniformis from seawater fish was 
resistant to eight antimicrobials. Only one isolate 
recognized as B. cereus from freshwater fish was 
sensitive to all antimicrobials tested.
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Table 1. Biofilm production of Bacillus species by microtiter plate technique 

Bacillus species 
No.of 
isolates  

Interpretation of biofilm  

No adherence Weak 
adherence 

Moderate 
adherence 

Strong 
adherence 

B. cereus 24 161 (66.7%) 3 (12.5%) 3 (12.5%) 2 (8.3%) 
B. anthracis 2 1 (50%) - 1 (50%) - 
B. thuringiensis 10 2 (20%) 2 (20%) 1 (10%) 5 (50%) 
B. subtilis 9 5 (55.6%) - 1 (11.1%) 3 (33.3%) 
B. licheniformis 3 1 (33.3%) - - 2 (66.7%) 
B. pumilus 2 1 (50%) - - 1 (50%) 
B. coagulans 1 1 (100%) - - - 
B. firmus 1 1 (100%) - - - 
Total 52 28 (53.9%) 5 (9.6%) 6 (11.5%) 13 (25%) 

              

              1 Number of positive isolates

 

 

Table 2. The distribution of the 24 biofilm producing Bacillus isolates from fish and ground beef and their antimicrobial 

resistance profiles and beta-lactamase activity 

Isolate Bacillus spp. Origin  Biofilm 
production  

Antimicrobial resistance Beta-
lactamase 

F1 B. cereus Freshwater fish Moderate AMP, P, FEP - 

F2 B. cereus Freshwater fish Moderate - - 
F3 B. cereus Freshwater fish Strong AMP, P, FEP, DA - 
F4 B. cereus Freshwater fish Weak AMP, P, TE - 
F5 B. cereus Freshwater fish Moderate AMP, P, RD - 
F6 B. cereus Freshwater fish Weak AMP, P, RD - 
F7 B. thuringiensis Freshwater fish Strong AMP, P - 
F8 B. thuringiensis Freshwater fish Moderate AMP - 
F9 B. thuringiensis Freshwater fish Strong AMP, P, E - 
F10 B. thuringiensis Freshwater fish Weak AMP, P - 
F11 B. licheniformis Freshwater fish Strong AMP, P, AMC, DA - 
S1 B. cereus Seawater fish Strong AMP, P - 
S2 B. thuringiensis Seawater fish Strong AMP, P - 
S3 B. thuringiensis Seawater fish Strong AMP, FEP - 
S4 B. thuringiensis Seawater fish Strong AMP, P, TE - 
S5 B. subtilis Seawater fish Strong AMP, P, AMC, DA - 
S6 B. subtilis Seawater fish Strong AMP, P - 
S7 B. licheniformis Seawater fish Strong AMP, P, FEP, FOX, S, E, TE,C + 
G1 B. cereus Ground beef Weak AMP, P, FEP, FOX - 
G2 B. anthracis Ground beef Moderate AMP, P - 
G3 B. thuringiensis Ground beef Weak AMP, P, TE - 
G4 B. subtilis Ground beef Strong AMP, P - 
G5 B. subtilis Ground beef Moderate AMP, P, FEP, DA - 
G6 B. pumilus Ground beef Strong AMP, P, FEP, FOX - 
 
Abbreviations of antimicrobial agents are listed in alphabetical order. AMC, amoxicillin-clavulanic acid; AMP, ampicillin; C, 
chloramphenicol; DA, clindamycin; E,erythromycin; FEP, cefepime; FOX, cefoxitin; P, penicillin; RD, rifampin; S, 
streptomycin; TE, tetracycline 
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3.2. Antimicrobial resistance profiles of 
Bacillus spp. 

The antimicrobial susceptibility of 52 Bacillus 
spp. from fish and ground beef samples to various 
antimicrobial agents was examined. The 
antimicrobial resistance pattern of Bacillus spp. is 
given in Table 3. The most common resistance to 
ampicillin and penicillin G was detected in 84.6% 
and 75% of the Bacillus isolates, respectively. 
Among the cephalosporins tested, the isolates 
were resistant to cefepime (34.6%), followed by 

cefoxitin (26.9%), cephalothin (13.5%), and 
ceftriaxone (13.5%).  
 
Resistance to rifampin and clindamycin was 
13.5%. Furthermore, all Bacillus spp. were 
sensitive to imipenem, vancomycin, amikacin, 
gentamicin, and ciprofloxacin. Multidrug 
resistance pattern was observed in 25 (48.1%) of 
the isolates to at least three or more antimicrobials 
(Table 4). Only six isolates had resistance to one 
antimicrobial. Resistance to two antimicrobials 
was also detected in 15 (28.8%) of the isolates. 

 

Table 3. Antimicrobial resistance patterns of Bacillus spp. from meat 

Antimicrobial 
Class Antimicrobial agents 

Conc.1 
(µg/disk) 

Number of isolates (%) 
Resistant Intermediate Susceptible 

Penicillins 
Ampicillin  30 44 (84.6) 0 (0) 8 (15.4) 
Penicillin G 10 39 (75) 0 (0) 13 (25) 

Β-lactams Amoxicillin-clavulanic acid 30 11 (21.2) 0 (0) 41 (78.8) 

Cephems 

Cefepime 30 18 (34.6) 3 (5.8) 31 (59.6) 
Cephalothin 30 7 (13.5) 2 (3.8) 43 (82.7) 
Ceftriaxone 30 7 (13.5) 15 (28.8) 30 (57.7) 
Cefoxitin 30 14 (26.9) 0 (0) 38 (73.1) 

Carbapenems Imipenem 10 0 (0) 0 (0) 52 (100) 

Glycopeptides 
Teicoplanin 30 1 (1.9) 1 (1.9) 50 (96.2) 
Vancomycin 30 0 (0) 0 (0) 52 (100) 

Aminoglycosides 
Amikacin 30 0 (0) 0 (0) 52 (100) 
Gentamicin 10 0 (0) 0 (0) 52 (100) 
Streptomycin 10 1(1.9) 2 (3.9) 49 (94.2) 

Macrolides Erythromycin 15 2 (3.9) 8 (15.4) 42 (80.7) 
Tetracyclines Tetracycline 10 6 (11.5) 7 (13.5) 39 (75) 
Fluoroquinolones Ciprofloxacin 5 0 (0) 0 (0) 52 (100) 
Lincosamides Clindamycin 2 7 (13.5) 22 (42.3) 23 (44.2) 
Folate pathway 
inhibitors 

Trimethoprim/sulfamethox
azole 

25 3 (5.8) 0 (0) 49 (94.2) 

Phenicols Chloramphenicol 30 1 (1.9) 2 (3.9) 49 (94.2) 
Ansamycins Rifampin 5 7 (13.5) 22 (42.3) 23 (44.2) 

 

1 Concentration of disk
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Table 4. Multiple antimicrobial-resistant Bacillus spp. in meats 

Antimicrobial resistance profiles 
Number of 
antimicrobials 

Number of resistant 
Bacillus spp. (%) 

AMP, P, E 3 1 (1.9) 
AMP, P, FEP 3 1 (1.9) 
AMP, P, RD 3 1 (1.9) 
AMP, P, TE 3 4 (7.6) 
AMP, P, AMC, DA 4 2 (3.9) 
AMP, P, AMC, RD 4 1 (1.9) 
AMP, P, FEP, DA 4 2 (3.9) 
AMP, P, FEP, FOX 4 2 (3.9) 
AMP, P, FEP, FOX, DA 5 2 (3.9) 
AMP, P, AMC, FEP, KF, CRO, FOX 7 2 (3.9) 
AMP, P, AMC, KF, FOX, TEC, DA 7 1 (1.9) 
AMP, P, AMC, FEP, CRO, FOX, SXT, RD 8 1 (1.9) 
AMP, P, AMC, FEP, KF, CRO, FOX, RD 8 1 (1.9) 
AMP, P, FEP, FOX, E, TE, C, S 8 1 (1.9) 
AMP, P, AMC, FEP, KF, CRO, FOX, SXT, RD 9 2 (3.9) 
AMP, P, AMC, FEP, KF, CRO, FOX, TE, RD 9 1 (1.9) 
Total  25 (48.1) 

 
Abbreviations of antimicrobial agents are listed in alphabetical order. AMC, amoxicillin-clavulanic acid; AMP, ampicillin; C, 
chloramphenicol; CRO, ceftriaxone; DA, clindamycin; E, erythromycin; FEP, cefepime; FOX, cefoxitin; KF, cephalothin; P, 
penicillin; RD, rifampin; S, streptomycin; SXT, trimethoprim/sulfamethoxazole; TE, tetracycline; TEC, teicoplanin 
 
 

3.3. Beta-lactamase production 

In this study, only one isolate identified as B. 
licheniformis from seawater fish was found to be 
positive for beta-lactamase production (Table 2). 
Nevertheless, the 39 isolates were resistant to 
penicillin and none of them were positive for beta-
lactamase. 

4. DISCUSSION 

Bacillus spp. as spore-forming bacteria are widely 
distributed in nature and isolated from the 
environment, food, animals, and humans. The 
resistance of spores to heat, radiation, 
disinfectants, and desiccation results in Bacillus 
species being frequent contaminants in foods. The 
pathogenic bacteria such as B. cereus and B. 
anthracis can be directly or indirectly transmitted 
through food to human and causes serious threat 
for public health and food safety [3]. 

Numerous studies have shown that Bacillus 
species known as the most common bacteria which 

are capable of adhering and have a high tendency 
to form a biofilm on various surfaces in food 
industry, medical field, and water systems [4, 6, 
16]. Biofilm production by Bacillus species from 
different sources using microtiter plate assay has 
been investigated [6, 16, 17]. The present data 
indicated that the biofilm production by microtiter 
assay was predominant in 8 (80%) of the B. 
thuringiensis isolates (Tables 1, 2). Of the 24 B. 
cereus, 8 (33.3%) were found to be positive for 
biofilm production in this study. Biofilm forming 
capability of B. cereus from a milk-processing 
dairy plant was documented [6]. In this study, 
among the Bacillus isolates, biofilm producers 
were commonly found in the ground beef isolates 
(50%), followed by the freshwater fish isolates 
(45.8%) and the seawater fish isolates (43.8%). In 
this study, among the biofilm producer Bacillus 
spp., the proportion of resistance to three or more 
antimicrobials was 58.3% while 35.7% in the non-
biofilm producing isolates that it may be indication 
of a relationship between biofilm production and 
antimicrobial resistance. Indeed, Bacillus species 
in biofilms can generate highly resistant and 
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adhesive spores that will increase the resistance of 
the bacteria to antimicrobial agents or to 
disinfectants [4, 18]. The extensive use of 
antimicrobials in food animals and aquaculture for 
growth enhancement or treatment purposes has 
contributed to the emergence and development of 
antimicrobial resistance [3, 19]. Common 
antibiotic classes including penicillins, 
aminoglycosides, macrolides, quinolones, 
sulfonamides, and tetracyclines on the World 
Health Organization list are regularly used in 
agriculture and aquaculture [19]. Penicillin is the 
oldest and widely used in the treatment of Bacillus 
infections such as anthrax [1, 3]. Resistance 
among the Bacillus spp. was in particular seen to 
penicillin and cephalosporins [3]. Our results were 
in close agreement with previous studies reported 
a high resistance to penicillin and ampicillin in 
Bacillus spp. [20, 21, 22].  

In this study, many of the isolates were susceptible 
to trimethoprim/sulfamethoxazole (94.2%), 
erythromycin (81%) and tetracycline (75%) that 
these antimicrobials have been used as alternative 
drugs for patients allergic to penicillin [1]. 
Furthermore, in a study conducted by Yim et al. 
[21], the results related to erythromycin, 
tetracycline, and trimethoprim/sulfamethoxazole 
were in agreement with our results. In our study 
susceptibility of the isolates to erythromycin and 
tetracycline was 80.7% and 75%, respectively. 
Similarly, Yim et al. [21] reported that isolates 
were susceptible to tetracycline (90.8%) and 
erythromycin (78.2%). Chaabouni et al. [22] also 
documented that susceptibility of isolates to 
tetracycline was 97% and to erythromycin 88%. 

Chloramphenicol, clindamycin, tetracycline, and 
erythromycin have activity against Bacillus 
species [11]. On contrast, the isolates in our study 
were sensitive to clindamycin (44.2%), 
tetracycline (75%), erythromycin (80.7%), and 
chloramphenicol (94.2%). Compared to our 
results, Noor Uddin et al. [23] reported resistance 
to clindamycin (38.3%), chloramphenicol (30%) 
and erythromycin (16.7%) in Bacillus spp. from 
probiotic products used in aquaculture. A high 
level of resistance to chloramphenicol (61.5%) 
among Bacillus strains isolated from Mbuja was 
reported by Mohammadou et al. [24]. Infections 
associated with Bacillus have been treated 

successfully by both vancomycin and clindamycin 
[3, 11] that this data agree with our results related 
resistance to vancomycin (100%) and clindamycin 
(86.5%). Besides, previous studies indicated that 
all Bacillus isolates were sensitive to vancomycin 
[20, 22, 24]. A study by Yim et al. [21] reported 
that vancomycin susceptibility rate was 86.2%. 
Noor Uddin et al. [23] reported that clindamycin 
resistance in the Bacillus strains from probiotic 
products used in aquaculture was 38.3% which 
were higher than our result (13.5%). Moreover, 
high levels of clindamycin resistance (65.5%) 
have been reported by Ikeda et al. [25] in B. cereus 
from blood stream infections. On the other hand, 
in this study, resistance to three or more 
antimicrobials was 48.1% in Bacillus spp. from 
meat when this rate was 20% in Bacillus spp. from 
probiotic products used in aquaculture reported by 
Noor Uddin et al. [23]. 

In conclusion, this study provides substantial 
information on the production of biofilms and 
antimicrobial resistance pattern in Bacillus spp. 
from fish and ground beef. The presence of biofilm 
producing bacteria and the emergence of 
antimicrobial resistant bacteria in certain fields 
including food, aquaculture, and medical may be 
considered as a major threat to public health and 
food safety. 
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Contributions to Culicoides Latreille, 1809 (Diptera: Ceratopogonidae) Fauna of 
Sinop Province 

Fethi TURGUT*1 

Abstract 

In recent years, Sinop Province has become an important touristic center of Black Sea Region in Turkey. Akliman is 
also one of the most visited touristic areas of Sinop. It is notable that aquatic and semi-aquatic habitats in Akliman 
and surrounding areas are suitable reproduction areas for Culicoides (Diptera: Ceratopogonidae). Biting female 
Culicoides midges irritate people and animals because they feed by blood sucking. Thus, the study aimed to determine 
the species of the genus in Akliman District of Sinop Province, which is little investigated. The present study was 
conducted in 2014 and 2015. The study area was divided into three stations. Specimens were collected using CDC 
miniature light trap and black fluorescent lamp light trap at these stations, which were kept inside bottles with 70% 
ethyl alcohol. Culicoides specimens were identified using steromicroscope and light microscope. A total of 15 species 
of the Culicoides genus were identified in the study area. Culicoides alazanicus, C. cataneii, C. gejgelensis, C. 
griseidorsum, C. kibunensis, C. longipennis, C. obsoletus, C. picturatus and C. subfasciipennis species are new 
records for Sinop. Male individuals belonging to C. alazanicus and C. griseidorsum in Turkey have been identified 
for the first time in this study. 

Keywords: Sinop, Akliman, Diptera, Ceratopogonidae, Culicoides 

1. INTRODUCTION 

Midges of Culicoides Latreille, 1809 are small midges 
sized 1-3 mm [1]. Culicoides is the largest genus in the 
Ceratopogonidae family with around 1400 species [2]. 
They spend their larva and pupa stages in aquatic and 
semi-aquatic habitats. Particularly mud near water 
sources that is rich in organic matter is mostly preferred 
by these insects [3]. Adults are seen in Turkey between 
April and October [4, 5, 6]. They reach the highest 
population particularly in July and August [6]. Since 
the female Culicoides biting midges feed on blood, 
they are important in terms of health and veterinary 
medicine. Infestation is an important cause of irritation 
in many parts of the world [7]. Santiago-Alarcon et al. 
[8] found out that 13 of 20 Culicoides species detected 
in a study in a suburban forest in Germany fed on the 
blood of humans. Similarly, Santiago-Alarcon et al. [9] 
reported from a study in the urban forest that Culicoides 
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fed on birds, farm animals and mostly humans. Hadj-
Henni et al. [10] suggested that humans, as well as 
horses, donkeys, cattle, cats and chickens are also 
sources of blood. Bites are painful in sensitive people 
and cause various allergic reactions to occur [4, 7, 11]. 
Additionally, they lead viruses, bacteria, protozoa and 
helminths to be transmitted to humans [7, 12, 13]. 
Particularly in farm animals, there are many diseases 
that arise from the role of Culicoides as a vector [4, 12, 
14]. Although they are not a vector of dangerous 
disease in humans [15], Oropouche virus and 
nematodes causing mansonellosis are known to be 
transmitted to humans via Culicoides [12, 13]. 

Although there are many studies on Culicoides in 
Turkey, the number of faunistic studies in Black Sea 
Region is fewer compared to other regions, which 
remained under-researched. The first faunistic study in 
the Black Sea Region was carried out by Dik et al. [16]. 
A total of 13 species were reported from Amasya, 
Giresun, Ordu, Sinop and Samsun Provinces. Turgut 
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and Kılıç [17] detected a total of 36 species with two 
new records in Central Black Sea Region. Dik et al. 
[18] reported 35 species from Western Black Sea 
Region with two new records. As a result of these 
studies, the number of Culicoides species found in 
Turkey has been reached to 61 [18]. 

In recent years, Sinop Province has become one of the 
most important touristic centers of Black Sea Region. 
Akliman is one of the most famous tourist areas of 
Sinop. The district, which is also home to Hamsilos 
Nature Park, hosts many tourists in summer. 
Furthermore, Akliman and its surrounding areas 
present suitable areas for reproduction for Culicoides 
spp. because they contain both aquatic and semi-
aquatic habitats. The present study aims to investigate 
the species of this genus which irritate people in 
Akliman District which has become an important 
touristic site of Sinop. 

2. MATERIAL AND METHOD 

This study was carried out in Akliman District of Sinop 
Province from May to November 2014 and from June 
to November 2015. Midges were collected from the 
study site every 10-15 days. The midges were caught 
using UV led and 6 V halogen bulb CDC miniature 
light traps as well as 18 W, 12 V black fluorescent lamp 
traps [17, 19] 

Akliman is 12 km away from Sinop city center and on 
the coastline. This district, which is on the sea level, 
was investigated by separating into three stations, 
which are reported below (Figure 1).  

 

Figure 1. Akliman District and sampling stations (figure 
from Goggle maps) 

Station I (42°01'41.0"N 35°03'11.0"E): This is a 
paddy production area which is surrounded by 
agricultural areas. Additionally, Karasu Stream reaches 
the sea at this point. However, the flow rate of the 
stream at this point is slow, its connection with the sea 
is lost from time to time, and it is a dark green, turbid 
and stagnant water body. 

Station II (42°02'28.3"N 35°02'26.7"E): Station II 
representing the area surrounding Sırakaraağaçlar 
Stream. Sırakaraağaçlar Stream is 3.2 km long and has 
two divisions. Its average depth is 1.5 m. While the part 
of the stream which flows into the sea is sandy, other 
parts are muddy and look like a swamp. At the end of 
spring and in summer, its connection with the sea is 
completely lost [20, 21]. Around this station, there are 
residential areas of Abalı Village as well as tourist 
accommodation facilities. Due to these residential 
areas and agricultural activities, waste water enters the 
Stream [21]. In summer, tourists stay at the 
accommodation facilities in this area. 

Station III (42°03'14.7"N 35°02'20.4"E): Station III 
covers Hamsilos Nature Park. It is a location which is 
surrounded by a large forest with pine trees and low 
level of settlement. It contains reed fields formed by 
puddles. The area surrounding this station is one of the 
areas where tourists often visit in summer. 
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Light traps were placed into the station before sunset. 
CDC miniature trap caught specimens were collected 
using CDC miniature light trap until the morning while 
the trap with the black fluorescent lamp was kept in the 
field for 2-3 hours to collect specimens. Collected 
midges were kept inside 70% ethyl alcohol. Specimens 
of Culicoides genus were determined and identified 
using a stereomicroscope. Preparations of Culicoides 
specimens which could not be identified by using a 
stereomicroscope were made [22]. Preparations were 
investigated under the light microscope and identified.  

Taxonomic measurements and terminology were in 
line with the study of Szadziewski [23]. Measurements 
are presented below:  

Palpal ratio (PR): Calculated by dividing the length of 
third palpal segment by the length of its widest side. 

Male Antenna Ratio (AR): Calculated by dividing the 
total length of four distal antenna segments by the total 
length of nine proximal segments.  

Costal Ratio (CR): Calculated by dividing costal length 
by wing length. Costal length and wing length were 
measured from basal arculus. 

Tarsal Ratio (TR): Calculated by dividing first 
tarsomere length (basitarsus) by second tarsomere 
length. While tarsomere length is calculated, its part in 
the joint is not included in the measurement. 

3. RESULTS  

In this study, 15 Culicoides species were identified in 
Akliman District of Sinop Province. 9 of these species 
are new records for Sinop Province. 

 

Species review 

Tribe: Culicoidini Kieffer, 1911 

Genus: Culicoides Latreille, 1809 

Culicoides alazanicus Dzhafarov, 1961 

Material examined: Station I: 21.VI.2014, ♂, 
30.VII.2015, 5 ♀♀, 29.IX.2015, 4 ♀♀; Station II: 
13.IX.2014, ♀, 25.IX.2014, ♀, 22.IX.2014, ♀, ♂, 
02.VI.2015, ♀, 14.VII.2015, ♀, 3 ♂♂, 26.IX.2015, 3 
♀♀, ♂, 16.IX.2015, ♀, Station III: 22.VII.2015, ♀, 
30.VII.2015, 2 ♀♀  (Table 1). 

Male Description: Eyes bare. Flagellomeres 1-10 with 
long setae and flagellomeres 2-10 fused. Flagellomeres 
1, 11, 12 and 13 with sensilla coeloconica. Flagellum 
length 705-737 μm (n=4). AR 0.88-0.94 (n=4). Third 
palpal segment length 43.3-52.1 μm (n=5), sensory pit 

distinct. PR 0.31-0.35 (n=5) (Figure 2 c). Thorax dark 
brown. Legs light brown. Hind tibial comb with four 
spines. TR (I) 2-2.41, TR (II) 2.47-2.73, TR (III) 1.83-
1.87 (n=6). Wing length 828-1034 μm (n=6). CR 0.52-
0.54 (n=6) (Figure 2 a, b). Sternite IX with a deep and 
wide caudomedian excavation. Basal membrane of 
Sternite IX without spicules (Figure 2 d, e). Dorsal and 
ventral apodemes of gonocoxite thin and long. Dorsal 
apodeme of gonocoxite sclerotized (Figure 2 f). Apex 
of gonostylus like a beak. Tergite IX with long and 
outward apicolateral processes. Aedeagus arc wide, 
high and sclerotized. Basal arms of paramers 
sclerotized and curved with acute angle (Figure 2 d, e). 
Paramers inflated on the middle part, ends with 
tapering (Figure 2 g). 

Distribution in Turkey: Bartın, Zonguldak [18]. New 
record for Sinop.  

General distribution: Albania, Azerbaijan, Belgium, 
Bosnia and Herzegovina, Britain I., Corsica, Croatia, 
Czech Republic, Danish mainland, French mainland, 
Germany, Near East, Portuguese mainland, Slovakia, 
Spanish mainland [24, 25].  
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Figure 2. Male Culicoides alazanicus Dzhafarov, 1961. a) 
wing (bright field image), b) wing (dark field image), c) 
maxillary palp, d) and e) genitalia, f) dorsal and ventral 

apodemes of gonocoxite, g) paramers 

 

Culicoides cataneii Clastrier, 1957 

Material examined: Station II: 14.VII.2015, 2 ♀♀  
(Table 1). 

Distribution in Turkey: Adana [26], Ankara [4], Aydın 
[5, 27], Bursa [28], Çanakkale, Edirne, Tekirdağ [29], 
Elazığ [30], Hatay [31], Konya [3, 14], Kütahya [27], 
Samsun [17]. New record for Sinop. 

General distribution: Albania, Algeria, Britain I., 
Channel Is., Corsica, Croatia, Cyprus, French 
mainland, Germany, Iran, Iraq, Israel, Italian mainland, 
Morocco, Portuguese mainland, Sardinia, Sicily, 
Spanish mainland, Switzerland, Turkmenistan, 
Ukraine, Vóreion Aiyáion (North Aegean Is.) [24, 25].  

Culicoides circumscriptus Kieffer, 1918 

Material examined: Station I: 27.VIII.2014, ♂, 
30.VII.2015, ♀, 20.VIII.2015, 3 ♀♀, 28.VIII.2015, ♀, 
29.IX.2015, 5 ♀♀, 4 ♂♂, 23.XI.2015, 5 ♀♀; Station 
II: 17.X.2014, ♀, Station III: 09.VI.2014, ♀  (Table 1). 

Distribution in Turkey: Adana [26, 32], Amasya, Ordu, 
Samsun [16, 17], Ankara [4, 33], Antalya [26, 33, 34], 
Aydın [5, 27], Bartın, Bolu, Kastamonu, Zonguldak 
[18], Bursa [28], Çanakkale [29, 34], Çorum, Tokat 
[17], Edirne, İstanbul, Kırklareli, Tekirdağ [29], 
Denizli [27, 33], Elazığ [30], Giresun, Sinop [16], 
Hatay [19, 31, 32], İzmir [27, 32, 34], Konya [3, 14, 33, 
35], Kütahya [27], Mersin [26], Muğla [27, 34], Niğde 
[36]. 

General distribution: Afro-tropical region, Albania, 
Azores Is., Belarus, Belgium, Bosnia and Herzegovina, 
Britain I., Bulgaria, Central European Russia, Corsica, 
Croatia, Cyprus, Czech Republic, Danish mainland, 
East Palaearctic, Estonia, French mainland, Germany, 
Ireland, Italian mainland, Lithuania, Near East, North 
Africa, North European Russia, Northern Ireland, 
Northwest European Russia, Norwegian mainland, 
Oriental region, Poland, Portuguese mainland, 
Romania, Sardinia, Sicily, Slovakia, Spanish mainland, 
Switzerland, Vóreion Aiyáion (North Aegean Is.) [24, 
25].  

 

Culicoides duddingstoni Kettle and Lawson, 1955 

Material examined: Station I: 21.VI.2014, ♀, 
22.VI.2015, ♀, 30.VII.2015, ♀, 28.VIII.2015, 2 ♀♀, 
29.IX.2015, 3 ♀♀; Station II: 14.VII.2015, ♀, 
26.VIII.2015, ♀, 20.X.2015, ♀; Station III: 
22.VI.2015, 3 ♀♀, 30.VII.2015, 11 ♀♀  (Table 1). 

Distribution in Turkey: Denizli, Kütahya [27], Konya 
[14], Samsun [17], Sinop [16]. 

General distribution: Britain I., Corsica, Czech 
Republic, Danish mainland, East Palaearctic, Estonia, 
Faroe Is., French mainland, Germany, Ireland, Near 
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East, Northern Ireland, Poland, Romania, Sardinia, 
Slovakia, Spanish mainland, Transcaucasus, Ukraine, 
Uzbekistan [24, 25].  

Culicoides festivipennis Kieffer, 1914 

Material examined: Station I: 21.VI.2014, 3 ♀♀, ♂, 
03.VII.2015, ♂, 30.VII.2015, 35 ♀♀, 2 ♂♂, 
20.VIII.2015, 2 ♀♀, 29.IX.2015, 9 ♀♀; Station II: 
13.VIII.2014, ♀, 25.VIII.2014, ♀, 02.X.2014, ♀, 
17.X.2014, ♀, 02.VI.2015, 5 ♀♀, 14.VII.2015, 6 ♀♀, 
13 ♂♂, 26.VIII.2015, 5 ♀♀, 4 ♂♂, 16.IX.2015, ♀, 
05.XI.2015, ♀; Station III: 22.VII.2015, 3 ♀♀, 
30.VII.2015, ♀  (Table 1). 

Distribution in Turkey: Ankara [4], Antalya [33], 
Aydın [5], Bartın, Bolu, Düzce, Kastamonu, 
Zonguldak [18], Bursa [28], Çorum, Ordu, Samsun, 
Tokat [17], Diyarbakır [32], Edirne, Kırklareli [29], 
Elazığ [30], Hatay [31, 32], İzmir [27, 32], Konya [3, 
14], Kütahya [27], Muğla [34], Niğde [36], Sinop [16]. 

General distribution: Albania, Austria, Belarus, 
Belgium, Bosnia and Herzegovina, Britain I., Central 
European Russia, Channel Is., Corsica, Croatia, Czech 
Republic, Danish mainland, East Palaearctic, Estonia, 
French mainland, Germany, Hungary, Ireland, Italian 
mainland, Lithuania, Luxembourg, Near East, North 
Africa, North European Russia, Northwest European 
Russia, Norwegian mainland, Poland, Portuguese 
mainland, Sardinia, Slovakia, Spanish mainland, 
Switzerland, The Netherlands [24, 25].  

 

Culicoides gejgelensis Dzhafarov, 1964 

Material examined: Station II: 13.VIII.2014, ♀, 
25.VIII.2014, ♂, 14.VII.2015, 3 ♂♂, 16.IX.2015, ♀, 
05.XI.2015, ♂, Station III: 30.VII.2015, ♀  (Table 1). 

Distribution in Turkey: Amasya, Samsun [16, 17], 
Ankara [4], Antalya [26, 33], Aydın [5, 27], Bartın, 
Bolu, Düzce, Kastamonu, Zonguldak [18], Bursa [28], 
Çorum, Ordu, Tokat [17], Denizli [27], Edirne [29], 
Elazığ [30], Hatay [31], İzmir [27], Konya [3, 14], 
Kütahya [27], Mersin [26], Muğla [34], Niğde [36]. 
New record for Sinop. 

General distribution: Albania, Algeria, Bosnia and 
Herzegovina, Corsica, Croatia, East Palaearctic, 
French mainland, Israel, Italian mainland, Near East, 
North Africa, Portuguese mainland, Sardinia, Sicily, 
Spanish mainland, Tajikistan, Transcaucasus, 
Turkmenistan, Ukraine, Uzbekistan, Vóreion Aiyáion 
(North Aegean Is.) [24, 25].  

Culicoides griseidorsum Kieffer, 1918 

Material examined: Station I: 30.VII.2015, 4 ♀♀, 
29.IX.2015, ♀; Station II: 28.V.2014, ♀, 14.VII.2015, 
♂ (Table 1). 

Male Description (n=1): Eyes bare. Flagellomeres 1-10 
with long setae and flagellomeres 2-10 fused. 
Flagellomeres 1, 11 and 12 with sensilla coeloconica. 
Flagellum length 788 μm. AR 0.9. Third palpal 
segment with shallow sensory pit. Third palpal segment 
length 60 μm. PR 0.28. (Figure 3 c). Thorax dark 
brown. Scutellum and legs light brown, halters pale. 
Hind tibial comb with four spines. TR (I) 2.04, TR (II) 
2.34, TR (III) 1.95. Wing length 1200 μm. CR 0.53 
(Figure 3 a, b). Sternite IX with a shallow and wide 
caudomedian excavation. Basal membrane of Sternite 
IX with small spicules (Figure 3 d, e). Dorsal apodeme 
of gonocoxite long and sclerotized. Ventral apodeme of 
gonocoxite short (Figure 3 f). Apex of gonostylus like 
a beak. Tergite IX with long and outward apicolateral 
processes. Aedeagus arc wide and high. Aedeagus apex 
looks like a triangle. Basal arms of paramers 
sclerotized and curved with acute angle (Figure 3 d, e). 
Paramers inflated on the middle part, ends with 
tapering (Figure 3 g). 
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 Figure 3. Male Culicoides griseidorsum Kieffer, 1918. a) 
wing (bright field image), b) wing (dark field image), c) 
maxillary palp, d) and e) genitalia, f) dorsal and ventral 

apodemes of gonocoxite, g) paramers 

 

Distribution in Turkey: Samsun [17]. New record for 
Sinop. 

General distribution: Britain I., Corsica, French 
mainland, Italian mainland, Poland, Spanish mainland, 
Near East, North Africa [24, 25].  

Culicoides kibunensis Tokunaga, 1937 

Material examined: Station II: 14.VII.2015, ♀, 
05.XI.2015, ♀  (Table 1). 

Distribution in Turkey: Ankara [4], Bolu, Kastamonu, 
Zonguldak [18], Bursa [28], Denizli [27], Elazığ [30], 
Konya [3, 14], Ordu, Samsun, Tokat [17]. New record 
for Sinop. 

General distribution: Albania, Andorra, Belarus, 
Belgium, Bosnia and Herzegovina, Britain I., Central 
European Russia, Channel Is., Corsica, Croatia, Czech 
Republic, Danish mainland, East Palaearctic, Estonia, 
French mainland, Germany, Hungary, Iran, Ireland, 
Israel, Italian mainland, Japan, Korea, Lithuania, 
Luxembourg, Near East, North Africa, North America, 
North China, North European Russia, Northern Ireland, 
Norwegian mainland, Poland, Portuguese mainland, 
Romania, Sardinia, Sicily, Slovakia, Slovenia, Spanish 
mainland, Switzerland, The Netherlands [24, 25].  

Culicoides longipennis Khalaf, 1957 

Material examined: Station II: 11.IX.2014, ♂, 
14.VII.2015, ♀, 26.VIII.2015, ♀  (Table 1). 

Distribution in Turkey: Adana [26, 32], Amasya, 
Çorum, Ordu, Tokat [17], Ankara [4], Antalya [26, 33, 
34], Aydın [5, 27, 33], Bartın, Bolu, Kastamonu, 
Zonguldak [18], Bursa [28], Denizli [27, 33], Edirne, 
İstanbul, Kırklareli [29], Elazığ [30], Hatay [19], İzmir 
[27, 32, 34], Konya [3, 14, 33], Kütahya [27], Mersin 
[26], Muğla [34], Niğde [36], Samsun [16, 17]. New 
record for Sinop. 

General distribution: Algeria, Bosnia and Herzegovina, 
Corsica, Croatia, Cyprus, Dodekánisos (Dodecanese 
Is.), East Palaearctic, French mainland, Iran, Iraq, 
Israel, Italian mainland, Kazakhistan, Morocco, Near 
East, Portuguese mainland, Sardinia, Spanish 
mainland, Tajikistan, Transcaucasus, Turkmenistan, 
Ukraine, Uzbekistan, Vóreion Aiyáion (North Aegean 
Is.) [24, 25].  

Culicoides maritimus Kieffer, 1924 

Material examined: Station II: 14.VII.2015, ♂, 
16.IX.2015, ♀; Station III: 22.VII.2015, ♀  (Table 1). 

Distribution in Turkey: Amasya, Tokat [17], Ankara, 
Antalya and Aydın [33], Bartın, Bolu, Zonguldak [18], 
Bursa [28], Denizli [27], Elazığ [30], Hatay and İzmir 
[32], Konya [3, 14, 33, 35], Niğde [36], Samsun [16, 
17], Sinop [16]. 
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General distribution: Albania, Algeria, Belgium, 
Britain I., Central European Russia, Corsica, Cyprus, 
Czech Republic, Danish mainland, East Palaearctic, 
French mainland, Germany, Hungary, Iran, Israel, 
Italian mainland, Kazakhistan, Morocco, Near East, 
Poland, Portuguese mainland, Romania, Sardinia, 
Sicily, Slovakia, Spanish mainland, The Netherlands, 
Transcaucasus, Tunisia, Turkmenistan, Ukraine, 
Uzbekistan, Vóreion Aiyáion (North Aegean Is.) [24, 
25].  

Culicoides newsteadi Austen, 1921 

Material examined: Station I: 22.VI.2015, ♀, 
30.VII.2015, 20 ♀♀, ♂, 30.VII.2015, 2 ♀♀, ♂, 
20.VIII.2015, 9 ♀♀, 2 ♂♂, 29.IX.2015, 3 ♀♀; Station 
II: 02.X.2014, ♀, 17.X.2014, 2 ♂♂, 14.VII.2015, 9 
♀♀, ♂, 26.VIII.2015, 19 ♀♀, 2 ♂♂, 16.IX.2015, 2 
♀♀, 05.XI.2015, ♂, 24.XI.2015, 3 ♀♀; Station III: 
22.VII.2015, 2 ♀♀, 30.VII.2015, 48 ♀♀  (Table 1). 

Distribution in Turkey: Ankara [4, 33], Antalya [26, 
33], Amasya, Samsun [17], Aydın [5, 27, 33], Bartın, 
Bolu, Zonguldak [18], Çanakkale, Edirne, İstanbul, 
Kırklareli, Tekirdağ [29], Denizli [33], Elazığ [30], 
Konya [14, 33, 35], Sinop [16]. 

General distribution: Albania, Algeria, Austria, Azores 
Is., Balearic Is., Belgium, Britain I., Corsica, Cyprus, 
Danish mainland, Dodekánisos (Dodecanese Is.), East 
Palaearctic, Egypt, French mainland, Germany, Greek 
mainland, Hungary, Iran, Iraq, Ireland, Israel, Italian 
mainland, Latvia, Madeira Is., Morocco, Near East, 
Northern Ireland, Norwegian mainland, Portuguese 
mainland, Sardinia, Sicily, Slovakia, Spanish 
mainland, Switzerland, Tajikistan, The Netherlands, 
Transcaucasus, Turkmenistan, Ukraine, Vóreion 
Aiyáion (North Aegean Is.) [24, 25].  

Culicoides obsoletus (Meigen, 1818) 

Material examined: Station II: 14.VII.2015, ♂  (Table 
1). 

Distribution in Turkey: Adana [26], Amasya, Samsun 
[16, 17], Ankara [4], Antalya [26, 33], Aydın [5, 27, 
33], Bartın, Bolu, Düzce, Karabük, Kastamonu, 
Zonguldak [18], Bursa [28], Çanakkale [34], Çorum, 
Ordu, Tokat [17], Denizli [33], Edirne, İstanbul, 
Kırklareli, Tekirdağ [29], Elazığ [30], Giresun [16], 
Hatay [19], İzmir [32], Konya [14, 35], Kütahya [27], 
Mersin [26], Muğla [27]. New record for Sinop. 

General distribution: Albania, Algeria, Andorra, 
Austria, Azores Is., Balearic Is., Belarus, Belgium, 
Bosnia and Herzegovina, Britain I., Canary Is., Central 
European Russia, Channel Is., Corsica, Croatia, 
Cyprus, Czech Republic, Danish mainland, East 
European Russia, East Palaearctic, Estonia, French 

mainland, Germany, Hungary, Ireland, Italian 
mainland, Lithuania, Madeira Is., Morocco, Near East, 
North America, North European Russia, Northern 
Ireland, Northwest European Russia, Norwegian 
mainland, Poland, Portuguese mainland, Sardinia, 
Sicily, Slovakia, Spanish mainland, Switzerland, The 
Netherlands, Vóreion Aiyáion (North Aegean Is.) [24, 
25].  

Culicoides picturatus Kremer and Deduit, 1961 

Material examined: Station II: 14.VI.2015, ♀, ♂  
(Table 1). 

Distribution in Turkey: Amasya [16], Elazığ [30], 
Bartın, Bolu, Düzce, Kastamonu, Zonguldak [18], 
Hatay [31], Konya [14], Niğde [36], Tokat [17]. New 
record for Sinop. 

General distribution: Britain I., Channel Is., Corsica, 
Danish mainland, French mainland, Israel, Italian 
mainland, Morocco, Near East, Portuguese mainland, 
Romania, Sardinia, Sicily, Spanish mainland [24, 25]. 

Culicoides punctatus (Meigen, 1804) 

Material examined: Station I: 30.VII.2015, 2 ♀♀, 
20.VIII.2015, 2 ♀♀, 29.IX.2015, ♀; Station II: 
26.VIII.2015, 4 ♀♀; Station III: 30.VII.2015, 2 ♀♀  
(Table 1). 

Distribution in Turkey: Amasya, Çorum, Ordu, Tokat 
[17], Ankara [4, 33], Antalya [26, 33], Aydın [33, 37], 
Bartın, Bolu, Düzce, Kastamonu, Zonguldak [18], 
Bursa [28], Çanakkale, Edirne, İstanbul, Kırklareli, 
Tekirdağ [29], Elazığ [30], İzmir [27], Konya [14, 33, 
35], Kütahya [27], Niğde [36], Samsun [16, 17], Sinop 
[16]. 

General distribution: Afro-tropical region, Albania, 
Belarus, Belgium, Britain I., Central European Russia, 
Channel Is., Corsica, Cyprus, Czech Republic, Danish 
mainland, Dodekánisos (Dodecanese Is.), East 
Palaearctic, Estonia, Finland, French mainland, 
Germany, Hungary, Ireland, Italian mainland, Latvia, 
Lithuania, Luxembourg, Near East, North Africa, 
North European Russia, Northern Ireland, Northwest 
European Russia, Norwegian mainland, Poland, 
Portuguese mainland, Sardinia, Sicily, Slovakia, 
Spanish mainland, Switzerland, The Netherlands [24, 
25].  

Culicoides subfasciipennis Kieffer, 1919 

Material examined: Station I: 21.VI.2014, 2 ♀♀, ♂, 
30.VII.2015, 3 ♀♀, 28.VIII.2015, 3 ♀♀; Station II: 
14.VII.2015, 3 ♂♂; Station III: 30.VII.2015, ♀  (Table 
1). 

Distribution in Turkey: Antalya [33], Aydın, Denizli 
and Kütahya [27], Bartın, Bolu, Kastamonu, 

1689Sakarya University Journal of Science, 22 (6), 1683-1693, 2018.



"Fethi Turgut
Contributions to culicoides latreille, 1809 (diptera: ceratopogonidae) fauna of sinop province…"

 

 

Zonguldak [18], Çorum, Ordu, Samsun, Tokat [17], 
Elazığ [30], Konya [3, 14]. New record for Sinop. 

General distribution: Algeria, Austria, Belarus, 
Belgium, Britain I., Central European Russia, Corsica, 
Czech Republic, Danish mainland, East European 
Russia, East Palaearctic, Estonia, French mainland, 
Germany, Hungary, Iran, Italian mainland, Lithuania, 
Mongolia, Morocco, Near East, North China, North 
European Russia, Poland, Portuguese mainland, 
Sardinia, Sicily, Slovakia, Spanish mainland, 
Switzerland, The Netherlands [24, 25]. 

Table 1. Male and female numbers of species according to 
stations 

 
Station I Station II Station III 

♀ ♂ ♀ ♂ ♀ ♂ 

C. alazanicus 9 1 9 5 3 - 

C. cataneii - - 2 - - - 

C. circumscriptus 15 5 1 - 1 - 

C. duddingstoni 8 - 3 - 14 - 

C. festivipennis 49 4 22 17 4 - 

C. gejgelensis - - 2 5 1 - 

C. griseidorsum 5 - 1 1 - - 

C. kibunensis - - 2 - - - 

C. longipennis - - 2 1 - - 

C. maritimus - - 1 1 1 - 

C. newsteadi 35 4 34 6 50 - 

C. obsoletus - - - 1 - - 

C. picturatus - - 1 1 - - 

C. punctatus 5 - 4 - 2 - 

C. subfasciipennis 8 1 - 3 1 - 

 

4. DISCUSSION  

In this study, a total of 15 species of the Culicoides 
genus was determined in Akliman District of Sinop 
Province. 

Dik et al. [16], reported C. circumscriptus, C. 
duddingstoni, C. festivipennis, C. maritimus, C. 
newsteadi and C. punctatus from Sinop as a result of 
their study in Black Sea Region. In line with Dik et al.’s 
findings, all of the identified species were obtained in 
this study. In addition to these species, distribution of 

C. alazanicus, C. cataneii, C. gejgelensis, C. 
griseidorsum, C. kibunensis, C. longipennis, C. 
obsoletus, C. picturatus and C. subfasciipennis species 
in Sinop was determined. With the recently registered 
species in Sinop, the number of species of the 
Culicoides fauna in Sinop reaches 15. Males of C. 
alazanicus and C. griseidorsum were firstly identified 
with this study in Turkey. 

Dik et al. [16] reported two females Culicoides whose 
species they could not identify and they suggested that 
the specimens had characteristics of Pictipennis group. 
As a result of this study, no specimens of the specified 
characteristics could be determined.  

C. alazanicus species was reported from Bartın and 
Zonguldak [18]. Detection of this species in Sinop 
shows its distribution along West Black Sea coastline. 
However, in spite of the sufficient number of field 
studies [18], the fact that the species has not been 
detected in Kastamonu is an interesting point. Further 
studies on the presence of the species in Kastamonu 
emerges.  

C. griseidorsum species was detected in Turkey for the 
second time in Sinop after its first detection in Samsun 
[17]. Its male was detected for the first time in Turkey.  

C.cataneii was detected in Turkey for the second time 
in Sinop following its first detection in Samsun 
Province of the Black Sea Region [17]. 

With the detection of C. gejgelensis, C. longipennis, C. 
obsoletus and C. punctatus species in Sinop, it was 
understood that these species were the most common 
species in Central and Western Black Sea Region. C. 
obsoletus was detected in all provinces of Central and 
Western Black Sea Region. C. gejgelensis and C. 
punctatus were reported from Karabük, while C. 
longipennis was reported from Central and Western 
Black Sea Region provinces other than Düzce and 
Karabük [17, 18]. With the detection of C. picturatus 
in Sinop, its distribution in Western Black Sea Region 
except Karabük can be noticed. When the data are 
assessed, these species are estimated to be distributed 
in Karabük and surrounding areas, and this can be 
verified as a result of the new studies. 

When study areas are assessed on station basis, the 
highest number of species was caught in the Station II. 
In the Station II, all of the 15 reported species were 
detected. In the Station I, 8 species (C. alazanicus, C. 
circumscriptus, C. duddingstoni, C. festivipennis, C. 
griseidorsum, C. newsteadi, C. punctatus and C. 
subfasciipennis) were determined while in the Station 
III, 9 species (C. alazanicus, C. circumscriptus, C. 
duddingstoni, C. festivipennis, C. gejgelensis, C. 
maritimus, C. newsteadi, C. punctatus and C. 
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subfasciipennis) were identified. The fact that Station 
II is located close to residential areas, as well as the 
relatively higher human presence of this area and the 
presence of cattle barns are factors attracting 
Culicoides to the area. C. cataneii, C. kibunensis, C. 
longipennis, C. obsoletus and C. picturatus were only 
detected in the Station II. The fact that Station II all of 
the 15 species reported from the field studies in July 
2015 were detected in the station. Particularly, the field 
study dated 14.VII.2015 is striking. 13 of 15 species 
were identified in this field study. Given that 
Culicoides reach its highest population density in July 
and August [6] is the most important reason for us to 
obtain this result. 

Culicoides adults are generally reported to be seen in 
Turkey between April and October [6]. Culicoides is 
reported to be seen in Bursa between May and 
September [28], in Elazığ [30] and Konya [14] between 
April and October. Eren et al. [4] reported in their study 
in Ankara that they could not collect Culicoides 
specimens in April and after mid-October. Specimens 
were collected from Hatay [31] between April and 
October, from Niğde [36] between June and October 
and from Thrace Region [29] between August and 
October. In their study on the growth of larvae and 
pupae, which was carried out in Konya between April 
and November, Uslu and Dik [6] obtained adult midges 
between May and October. However, they could not 
obtain adult midges in November. In their study on 
reproduction areas of Culicoides, which was carried out 
in Konya during the whole year, Uslu and Dik [6] only 
could collect specimens were collected from between 
May and October. The findings from previous studies 
showed that adult Culicoides could only be seen in 
Turkey until the end of October. However, the 
collection of Culicoides specimens were collected from 
in November from Akliman District is going to change 
this notion. In Sinop, C. festivipennis, C. gejgelensis 
and C. kibunensis were collected at the beginning of 
November, while C. circumscriptus and C. newsteadi 
were collected until the end of November. Therefore, it 
is prominent that these midges can survive until the end 
of November in provinces like Sinop where winter 
conditions are observed later than other areas.  

Three nematodes (Mansonella ozzardi, M. perstans, M. 
streptocerca) causing mansonellosis and Oropouche 
virus are transmitted to humans by biting midges [12]. 
Culicoides species transmiting filarial nematodes and 
Oropouche virus don't have distribution in Turkey. 
These species are also not found in Sinop. Thus the 
most important harmful effect for people in this region 
is their attacks and discomfort caused by their biting. 

Santiago-Alarcon et al. [8] reported C. festivipennis, C. 
kibunensis and C. obsoletus among the species fed by 
human blood. These three species are also found in 
Akliman. Therefore it is highly probable that these 
species attack the people and suck blood in Akliman 
District. Since Akliman has highly suitable aquatic and 
semi-aquatic breeding habitats for Culicoides, it seems 
quite difficult to control the breeding sites of the biting 
midges. For this reason the solution in the fight against 
Culicoides may be the use of mosquito control methods 
in Akliman. 

As a result, findings from Akliman District contribute 
to the Culicoides fauna of Black Sea Region and sheds 
light on new studies. Due to having different types of 
habitats, it is considered that the number of species 
collected in Sinop is expected to increase with the 
province-wide new faunistic studies. 
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Extraction of propionic acid by emulsion liquid membrane using trioctylamine in 
toluene 

Aynur Manzak *1  

Abstract 

The extraction of carboxylic acids by emulsion liquid membranes has also attracted attention in 
biotechnology, due to the high selectivity for the desired product, high separation rate and lower costly. 
The emulsion type liquid membrane system consists of three phases (water/organic/water) in which the 
organic phase acts as a membrane between the aqueous internal phase and the aqueous external phase. The 
main parameters such as surfactant concentration, mixing speed, feed phase pH, carrier concentration, and 
feed phase concentration were investigated. In the optimum conditions, extraction efficiency was obtained 
71% in 10 minutes using trioctylamine (5% w/w) as a carrier, Span 80 (4% w/w) as a surfactant, toluene 
(91% w/w) as a diluent, sodium carbonate (10% w/w) as a stripping solution, mixing speed  300 rpm and 
feed phase pH 2,5.  
 

Keywords: propionic acid, trioctylamine, emulsion liquid membrane 

 
1. INTRODUCTION 

 
Most of the carboxylic acids that are being used in 
food and pharmaceutical industry are produced by 
fermentation with the improvement of the 
biotechnology. Separation of carboxylic acids 
from fermentation broth, reaction mixtures and 
waste solutions has gained importance recently. 
Despite being produced by fermentation, recovery 
of biomass product is not practical due to the 
impairing the biomasses and high cost recovery 
expenses. 

Carboxylic acids in existing processes are 
removing the microorganisms from the 
fermentation foam and then precipitation of 
insoluble calcium salts. As this recycle technique 
is a complicated process, liquid-liquid extraction 
and liquid-membrane techniques are suggested as 
an alternative to traditional precipitation process. 
But liquid-liquid extraction has many 
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disadvantages due to the toxicity of the solvents 
and study with bacteria. This problem can be 
solved by using ultrafiltration [1,2], reverse 
osmosis [3,4], nano-filtration [5], membrane 
electro dialysis [6], emulsion liquid membrane 
[7,8], supported liquid membrane [9,10] as 
systems [11-14].  

Emulsion Liquid Membrane (ELM) is a proper 
technique for the recovery of fermentation 
products. ELM is more efficient technique then 
liquid-liquid extraction, using solvent and solution 
with less values are its superiority. Extraction and 
stripping occur together on the large surfaces of 
liquid membranes prepared with the minimum 
amount of carrier in the ELM systems. Separation 
process of carboxylic acids with liquid membranes 
has attracted attention in biotechnology as it has 
provided high selectivity, separation speed and 
energy efficiency for the desired product. There 
are studies in which extraction of propionic acid 
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was conducted by using reactive and liquid-liquid 
extraction systems [15-22]. 
 
Propionic acid that is produced by fermentation 
method, is a valuable chemical for agricultural 
applications and is being used protective 
compound in food and pharmaceutical industry.  
 
ELM system consists of three phases; 
water/organic/water (W/O/W) that organic phase 
is moved as a membrane between internal aqueous 
phase and external aqueous phase. In this study, 
extraction of propionic acid was provided in 
aqueous solution. 
 

2. EXPERIMENTAL 
 
2.1. Materials 
 
Propionic acid (Merck), surfactant Span 80 
(Fluka), tertiary amine: trioctylamine (Merck), 
toluene and sodium carbonate (Sigma-Aldrich) 
were used in this study. 
 
2.2. Preparation of membrane 
 
(W/O) type emulsion was prepared mixing with 
surfactant Span 80 (sorbitan monooleate), carrier 
Alamine 300 (trioctylamine) and diluent (toluene) 
and stripping solution (Na2CO3) at 2000 rpm. 
(W/O/W) type emulsions were formed by adding 
mixture to feed solution. The mixing process was 
stopped at different periods and samples were 
taken from the aqueous phase. The acid 
concentration was measured by High Performance 
Liquid Chromatography (HPLC, Shimadzu LC-
20AD and Hypersil C18 ODS Column).  

The effects of surfactant concentration, mixing 
speed, carrier concentration, pH and concentration 
of feed solution parameters were investigated in 
this study. Two phases were occurred; feed phase 
and membrane phase at the end of the experiment. 
Emulsion was broken into its constituent using a 
high-voltage splitter with niobium electrodes.  

 
3. RESULTS AND DISCUSSION 

 
3.1. Effect of surfactant concentration  
 
The surfactant was being used in order to increase 
the emulsion stability and decrease the surface 
tension in ELM processes. Span 80 (sorbitan 
monooleate) has been widely used in various 

industrial applications. Surfactant concentration 
added to the membrane phase was changed 
between (3-5%). As it can be seen in Figure 1, 
surfactant addition has increased emulsion 
stability and extraction rate. Too little surfactant 
renders the membrane weak. 50% extraction 
efficiency was occurred in 10 minutes with 4% 
(w/w) concentration. The extraction efficiency 
was shown equation 1. 
 

� = 1 −
�

��
                                (1) 

 

c : Actual concentration, co: Initial concentration 
 
Excess of surfactant increases the interface 
resistance and membrane viscosity and decreases 
the extraction.  
 

 
 
Figure 1. Effect of the surfactant concentration on the 
extraction rate (Diluent: Toluene, extractant: trioctylamine 
(5% w/w), feed phase concentration: propionic acid (10% 
w/v), feed phase pH: 2,5, stripping phase: Na2CO3 (10% 
w/v), mixing speed: 300 rpm) 

 
3.2. Effect of mixing speed  
 
Mixing speed is one of the parameters that affect 
the mass transfer rate in ELM processes. It affects 
the emulsion stability and diameter of emulsion 
drops. Mixing speed was changed 250, 300 and 
500 rpm.  
 
Increase on the mixing speed causes obtaining 
smaller emulsion drops and faster mass transfer 
speed. However unlimited increase causes a break 
of emulsion and decreases on the extraction that is 
effective parameter for propionic acid transport. 
The best appropriate mixing speed was found as 
300 rpm.  
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Figure 2. Effect of the mixing speed on the extration rate 
(Diluent: Toluene, surfactant: Span 80 (4% w/w), extractant: 
trioctylamine (5% w/w), feed phase concentration: propionic 
acid (10% w/v), feed phase pH: 2,5, stripping phase: Na2CO3 
(%10 w/v)) 

3.3. Effect of feed solution pH  
 
pH value of feed solution has an important role in 
ELM processes. Initial pH of the feed solution was 
differentiated between 1 and 4 in order to search 
the effect of pH on propionic acid extraction.  
 
In order to change pH, HCI and NaOH were added 
to feed phase. The extraction rate decreased in 
Figure 3, when the HCI was added to feed phase. 
The competitive of HCl against the propionic acid 
has decreased the extraction of propionic acid. The 
best extraction efficiency was occurred in 10 
minutes with pH: 2.5. 
 

 
 
Figure 3. Effect of the feed solution pH on the extraction rate 
(Diluent: Toluene, surfactant: Span 80 (4% w/w), extractant: 
trioctylamine (5% w/w), feed phase concentration: propionic 
acid (10% w/v), stripping phase: Na2CO3 (10% w/v), mixing 
speed: 300 rpm) 
 

3.4. Effect of extractant concentration  
 
Tertiary amine (Alamine 300) that is used as 
carrier reacts with carboxylic acids. Extracted acid 
and extractant are possible easily recycled. This 
characteristic is being used in liquid membrane 
processes. Extracting ability of the extractants is 
identified by the formation of acid-amine 
complexes.  

 
Characteristics of carriers are connected with the 
used solution as well as the basic characteristics of 
the molecule. During the solvent selection, 
immiscibility, volatility, viscosity and carbon 
number in the compound features with liquid 
solution are considered. Because of high dielectric 
constant and low viscosity, toluene was selected as 
solvent in propionic acid extraction in this study. 
 
As it can be seen in the Figure 4, extraction of 
propionic acid has increased with the increase of 
the concentration of carrier agent.  
 
Increase of carrier concentration more than (5% 
w/w) was caused defection on stability of 
emulsion. Extraction efficiency was decreased. 
 

 
Figure 4. Effect of the extractant concentration on the 
extraction rate (Diluent: Toluene, surfactant: Span 80 (4% 
w/w), feed phase concentration: propionic acid (10% w/v), 
feed phase pH: 2,5, stripping phase: Na2CO3 (10% w/v), 
mixing speed: 300 rpm) 

 
3.5. Effect of initial feed concentration  
 
The different concentration of propionic acid in 
feed solutions was measured in the optimum 
conditions. Extraction has decreased with the 
increase of initial feed concentration, as it can be 
seen in the Figure 5.  
 
The membrane was filled up with propionic acid 
complex and as there was no sufficient Na2CO3 in 
stripping agent, extraction was decreased. As the 
initial feed concentration was 10% (w/v), 50% 
acid was extracted. When the concentration was 
decreased to 1% (w/v), extraction efficiency was 
increased to 71% in 10 minutes. 
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Figure 5. Effect of the feed solution concentration on the 
extration rate (Optimum conditions: Diluent: Toluene (91% 
w/w), surfactant: Span 80 (4% w/w), extractant: 
trioctylamine (5% w/w), stripping phase: Na2CO3 (10% 
w/v), mixing speed: 300 rpm, feed phase pH: 2,5) 

 
3.6. Transport mechanism of propionic acid 
 
Alamine 300 contains R3 basic nitrogen atom. It 
reacts with organic and inorganic acids in order to 
form amine based salt. Produced amine salts can 
create ion change reactions with other anions 
easily. Reaction with secondary and tertiary 
amines, ionized propionic acids have performed 
between the interfaces of aqueous and membrane 
phases.  
 
The study in which sodium carbonate was used as 
stripping agent can be explained with the 
mechanisms below:  
 
Formation of amine salt between interfaces of feed 
and membrane phases (2). Transfer of amine salt 
following stripping in interface of a membrane and 
internal phases (3). Deterioration of amine 
carbonate in the sub surfaces of membrane feed 
phases to carbon dioxide and transfer for the 
formation of amine (4). 
 
������ + ���������� → �����������

�
���

               (2) 

 
2�������������

+ ��������
→ 2���������� + 

                                                        + (����)�������
            (3) 

 
(����)�������

→ 2������ + �����
+ �����             (4) 

 
 
4. CONCLUSIONS  

 
In the extraction created with the mixture of a 
membrane and prepared by using carrier Alamine 
300 in Toluene with the emulsion type liquid 
membrane process, 71% propionic acid extraction 
was occurred just in 10 minutes. The optimum 
conditions obtained from the experiments: 

surfactant Span 80 (4% w/w), extractant Alamine 
300 (5% w/w), diluent toluene (91% w/w), 
stripping phase Na2CO3 (10% w/w), mixing speed 
300 rpm, feed phase pH 2,5.  
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Catalytic Oxidation of 2-Mercaptoethanol by Cobalt(II)phthalocyanines Bearing 
Chalcone with Furan and Thiophene 

Hüseyin KARACA1  

Abstract 

Cobalt (II) phthalocyanines carrying on the four of the peripheral positions furan and thiophene as chalcones were 
sythesized. THF is used to investigate the catalytic oxidation of 2-mercaptoethanol. The synthesized phthalocyanines 
show catalytic activity on the oxidation of 2-mercaptoethanol. Cobalt (II) phthalocyanine derived by chalcone with 
furan has given catalytic specifications such as turnover number TON as 16.6, initial reaction rate as 0.293 μmol/sec 
and the oxygen consumption as 10.06 μmol/min. The other cobalt (II) phthalocyanine derived by chalcone with 
thiophene has given catalytic specifications such as turnover number TON as 15.9, initial reaction rate as 0.213 
μmol/sec and the oxygen consumption as 9.88 μmol/min. So chalcone derived phthalocyanines can be used as catalyst 
is oxidation of mercaptan by air. 
Keywords: Catalysis, 2-mercaptoethanol, oxidation, phthalocyanine 

 

 

1. INTRODUCTION 

Alkyl thiol compunds, known as mercaptans, are 
highly polluting compounds. The removal of thiol 
compounds is not only important in preventing 
environmental pollution. Furthermore, mercaptan 
compound poisons the catalysts those are added into 
the the petroleum products such as petrol and diesel for 
enhancing the performance. So the mercaptan 
oxidation process is used for the removal of thiols. The 
mercaptan oxidation is carried out by oxygen in the air 
and catalysts. This aerobic oxidation process of thiols 
is studied by using both homogeneous and 
heterogeneous catalysts [1-7]. 
Phthalocynines (Pcs) have flexibility in structure. 
Adding some organic groups to peripheral or non 
peripheral positions and also changing the metal ion in 
the center of Pcs empowers the new properties. 
Metallophthalocyanines have active center like natural 
metalloenzymes. This similarity give the enzyme like 
activities to the phthalocyanines. Cobalt (II) ion in the 
center of phthalocyanine is giving the catalytic 
property to Pc. Cobalt (II) ion in the center of two 
                                                      
1karaca@sakarya.edu.tr, Department of Chemistry, Sakarya University, 54050 Sakarya, Turkey 

dimensional planar molecule can interact with both 
mercaptan and dissolved oxygen by the opposite sides 
but on the same line. The catalytic reaction occurs by 
this interaction [8-17]. Chalcone is an aromatic ketone 
that forms the center of many biological compounds. 
The  aldol condensation reaction can be used to 
synthesis chalcones. This reaction is  carried out 
between benzaldehyde and acetophenon while sodium 
hydroxide as catalyst. Chalcones are also intermediate 
step in the biosynthesis of flavonoids having biological 
activities. The electron transfer will take place between 
conjugated chalcone structures and phthalocyanine 
[18]. 
We have studied before catalytic oxidation of 2-
mercaptoethanol by water soluble porphyrazine 
complex and made this catalyst as heterogeneous by 
immobilizing on a polyester woven fabric as dye [8,9]. 
In this study the chalcone derived cobalt (II) 
phthalocyanines are used as catalyst for the oxidation 
of 2-mercaptoethanol. In our previous published 
research paper acetophenon derived chalcone group is 
used for derivatizing the phthalocyanine and used as 
catalyst for oxidation of 2-mercaptoethanol. In this 
study two chalcone groups these are 2-acetylfuran and 
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2-acetylthiophene are used to obtain chalcone by the 
reaction with 4-hydroxybenzaldehyde and then used in 
the synthesis of chalcone substituted 
metallophthalocyanine. 

2. GENERAL REQUIREMENTS 

2.1. General 

The glassware used in this study is heated at 150 oC for 
1h and cooled under inert nitrogen atmosphere then 
used in all experimental step. The fine chemicals used 
during the experimental section provided from 
commercial suppliers. A double walled glass reactor 
created and used for investigation of catalytic reaction. 
Dissolved oxygen in the reactor is measured by 
CYBERSCAN D300 oxygenmeter. 

2.2. Synthesis of Catalysts 

Figure 1 shows the synthetic route for 
Co(II)phthalocyanines, catalysts. The synthetic 
procedures are used as written in the literature and 
obtained compunds show same spectroscopic results 
[19-21]. 

 
Figure 1. The synthetic route for 
Co(II)phthalocyanines, 5-6. 

 
Figure 2. Co(II)Phthalocyanines 

2.3. Catalytic oxidation of 2-mercaptoethanol 

Catalytic oxidation of 2-mercaptoethanol was followed 
by measuring dissolved oxygen in the reactor in that the 
catalytic process was carried out by CyberScan DO 
300. Both Co(II)phthalocyanines, 1 and 2, were 
wieghed 0.152 μmoL in 50 mL THF. Air is passed 
through into the solution by bubbling in the reactor in 
order to saturation of oxygen in the solution. 1 mL of 
0.25 wt% aqueous sodium hydroxide solution was 
joined into the reaction vessel in order to make alkaline 
the solution. 7,3 μL (1.52 mmol) 2-mercaptoethanol 
was added by micropipette. The molar ratio of catalyst, 
Co(II)phthalocyanine, and substrate, 2-
mercaptoethanol, was 1:10000. This ratio is very good 
ratio to measure catalytic effect. At the same time, 
recording of the measured dissolved oxygen was 
started. Because the oxygen comsuption was started by 
catalytic oxidation of 2-mercaptoethanol. Then oxygen 
consumption was calculated depending on time.  
The mercaptan/molecular oxygen ratio is 4/1 in all 
mercaptan oxidation method [2]. 
4RSH + O2 → 2RS-SR + 2H2O                      (1) 
The rate of mercaptan oxidation was calculated by the 
decreasing of dissolved oxygen. 

3. RESULTS AND DISCUSSION  

The catalytic oxidation of 2-mercaptoethanol by 
Co(II)phthalocyanines is well known in the literature. 
The Co(II)phthalocyanines those are derived by 
chalcone and by thio chalcone group are synthesized by 
our group. Both of the metallophthalocyanines show 
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non-aggregation behaviour. This is very important for 
catalytic activity on oxidation of mercaptans. The 
opposite sides of metal center of Co(II)phthalocyanines 
can coordinate with substrate and oxygen. Because thio 
alcohol RSH is dissociated as RS- anion and H+ in 
alcaline solution made by sodium hydroxide addition. 
The formed RS- anion will coordinate to the metal 
center and O2 on the other side of the metal center of 
Co(II)Pc. One electron is transferred from the thiolate 
to oxygen through the mmetal center of Co(II)Pc and 
so disulfied occures. The catalytic reaction between 2-
mercaptoethanol and oxygen is seen in equation (1). 
The ratio of thiol/catalyst is 10000 as catalytic 
concentration. After a small amount of NaOH solution 
was added into the mercaptan (RSH) solution, thiolate 
(RS-) anion will be produced and then Co(II)Pc will 
start to catalyse the oxidation of 2-mercaptoethanol 
Both cobalt (II) phthalocyanines show very close 
results. Because both chalcones have very similar 
structure. The only difference between the structures 
are O and S atoms. The very big phthalocyanine 
skeleton and chalcone compunds have conjugated 
structures. So the effect of O and S atos in the furan 
ring will be reduced.  
Figure 3 shows the oxygen consumption in the reaction 
of catalytic oxidation of 2-mercaptoethanol by 
Co(II)Pc substituted by chalcone with furan as catalyst 
in THF.  
The value that makes the first derivative of the equation 
zero gives the initial reaction rate, as 0.293 μmol/sec. 
Turnover number, TON, (mol oxygen per mol 
phthalocyanine), is calculated as 16.6. The oxygen 
consumption was calculated as 10.06 μmol/min. 
Figure 4 shows the oxygen consumption in the reaction 
of catalytic oxidation of 2-mercaptoethanol by 
Co(II)Pc substituted by cahlacone with thiophene as 
catalyst in THF.

 

 

Figure 3. Oxygen consumption in the reaction of 
catalytic oxidation of 2-mercaptoethanol by Co(II)Pc 
substituted by chalcone with furan as catalyst in THF. 
 

 

Figure 4. Oxygen consumption in the reaction of 
catalytic oxidation of 2-mercaptoethanol by Co(II)Pc 
substituted by chalcone with thiophene as catalyst in 
THF. 
 
The value that makes the first derivative of the equation 
zero gives the initial reaction rate, as 0.213 μmol/sec. 
Turnover number, TON, (mol oxygen per mol 
phthalocyanine), is calculated as 15.9. The oxygen 
consumption was calculated as 9.88 μmol/min. 
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4. CONCLUSION 

In conclusion,  both Co(II) phthalocyanines which are 
substituted with chalcone with furan and thiophene 
have been synthesized and characterized. These 
phthalocyanines were synthesized by a synthetic route 
shown in figure 1. Both cobalt (II) phthalocyanines are 
nonaggregable and soluble is common organic 
solvents. THF is used to investigate the catalytic 
oxidation of 2-mercaptoethanol. The catalytic 
oxidation of 2-mercaptoethanol by cobalt (II) 
phthalocyanines is very much studied reaction. So the 
synthesized phthalocyanines show catalytic activity on 
the oxidation of 2-mercaptoethanol.  
Cobalt (II) phthalocyanine derived by chalcone with 
furan has given catalytic specifications such as 
turnover number TON as 16.6, initial reaction rate as 
0.293 μmol/sec and the oxygen consumption as 10.06 
μmol/min.  
The other cobalt (II) phthalocyanine derived by 
chalcone with thiophene has given catalytic 
specifications such as turnover number, TON, as 15.9, 
initial reaction rate as 0.213 μmol/sec and the oxygen 
consumption as 9.88 μmol/min.  
So chalcone derived phthalocyanines can be used as 
catalyst is oxidation of mercaptan by air. 
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Annealing time effect on the optical properties of Zn(O,OH,S) films onto ZnO 

seed layer under un-vacuum ambient 

Fatma Özütok*1 and Emin Yakar2 

Abstract 

In this study, Zn (O,OH,S) films were synthesized onto ZnO seed layers by chemical bath deposition, which were 
annealed at 500 °C. The differences of structural, morphological and detailed optical properties of the films were 
investigated depending on the annealing time (between 30 min. and 90 min.). While samples of 30.min and 90 min. 
showed decomposed structures, sample of 60 min. showed different dimensions of nano-flower structures. Although 
all films had ZnO-hexzagonal crystal structure, the most obvious ZnS-related peaks were observed in the sample of 
90 min. Optical absorption edge was shifted at 362 nm from Uv-Vis spectroscopy. Although ZnO, Zn(OH)2 vibration 
related peaks were so sharp, ZnS vibration peaks were so weak for all samples from FTIR. The PL intensities were 
differential depending on the annealing time but defect state-corresponding peaks were similar for each films. 
Keywords: Zn(O,OH,S) film, ZnO seed layer, photoluminescence spectroscopy, FTIR, optical 
transparency  
 

 

1. INTRODUCTION 

Recently, Cu(In,Ga)(S,Se)2 (CIGS)- solar cells are so 
active research topics that has been high efficiency 
values over 20 %, cost-cutting effects in the industrial 
production and an alternative material for traditional 
Si-solar cells [1,3]. (CIGS)- solar cells have a layer that 
called as ‘buffer layer’ which has a relatively critical 
precaution for reducing the interface recombinations, 
decreasing the mechanical tension stress between 
absorbent layer/TCO electrode and providing optimal 
band alignment throughout the junction. CdS film 
preferred as a buffer layer between i:ZnO window and 
CIGS absorbent is produced by frequently atomic layer 
deposition (ALD) or chemical bath deposition (CBD) 
[4,5]. In the buffer layer studies, cadmium-free 
alternative material necessity occurs due to CdS has 
high toxicity, the narrow band gap energy (~2.4 eV) 
and high interface recombinations between the 
absorber and window interface [6].  

                                                      
* Corresponding author 
1 Çanakkale Onsekiz Mart University, Science Faculty, Physics Department, fatmaozutok@comu.edu.tr 
2 Çanakkale Onsekiz Mart University, Engineering Faculty, Materials Science and Engineering Department 
 

Zn-component materials (ZnO, ZnS and ZnSe etc.) and 
their mixing materials are preferred as cadmium free 
alternative materials which have minimum 
environmentally harmful components, low optical 
absorption values and abundant in  nature [7]. Specific 
amount of hydroxyl groups and impurity containing 
Zn(O,OH,S) film are so attractive due to their prior and 
tuning properties compared to other Zn-constituent 
materials such as large band gap energy (Eg ~2.6-3.8 
eV), reduce to photocurrent loss in the short-
wavelength region, high optical transparency in the 
UV-Vis area (>75 %) and quantum efficiency 
enhancing in the blue wavelength region [8].  

        Much more studies have been reported in the 
literature about ZnO- and ZnS- films which have been 
produced by chemical bath, spin coating, ultrasonic 
spray pyrolysis, atomic layer deposition (ALD) or 
chemical vapor deposition (CVD) [9,11]. Among them, 
chemical bath deposition has beneficial properties such 
as simple set-up, short time of chemical reactions, non-
expensive, non-vacuum ambient and producible even 
at low temperatures (˂100 °C) [12]. On the other hand, 
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keeping under control of film growth and 
adherent/homogenous film production are necessary to 
increase buffer layer efficiency. 

In this study, Zn(O,OH,S) films were synthesized onto 
ZnO seed layer by modified chemical bath deposition 
and annealing temperature was optimized at 500 °C. 
Using of ZnO seed layer can reduce the lattice 
mismatch between growing layer and substrate.  
Additionally, annealing time is a key parameter for 
improving the crystallinity and removing adsorbed 
impurities on the surface. Therefore, surface 
modification is ensured and adherent films are 
obtained. Structural and optical properties and surface 
morphology of Zn(O,OH,S) films were investigated 
depending on the three annealing times, 30 min., 60 
min. and 90 min.   

2. EXPERIMENTAL 

Chemical bath deposition (CBD) technique was used 
for the synthesis of ZnO seed layer and Zn(O,OH,S) 
films. All reagents were of analytical grade and used 
without further purification. Amorphous glass cleaning 
procedure (ethanol, acetone and distilled water, 
respectively) was applied. ZnO seed layer preparation 
and ZnO film growth details were reported with 
modified chemical bath in our previous study [13]. In 
the 100 ml. distilled water including sulfide bath, 0.1 
M thiourea and 0.1 M zinc-acetate dihydratre were 
used as S-source and Zn-source, respectively. This 
yellow-colored solution was mixed in an ultrasonic 
bath at 60±5 °C. ZnO seed layers were immersed into 
mixing solution while enough ammonia was dropped 
and optimum dipping time was determined as 4 
minutes. After the film deposition, all films dried at 
room temperature and then annealed at 500 °C. 
Annealing times were chosen as 30 min., 60 min. and 
90 min., respectively. 
The possible chemical reactions of Zn(O,OH,S) film 
growth was given by the following equations; 
Zn(CH3COO)2 · 2H2O + NH3→  
[Zn(NH3)]2+ + 2 (CH3COO)2)-                          (1) 
NH3+H2O ↔ NH4

++ OH-                                   (2)                                                                                       
ZnO+H2O↔Zn(OH)2                                    (3)                                                              
Zn(OH)2↔Zn2++2OH-                                                  (4)                                                                           
SC(NH2)2+2OH-→SH-+ CH2N2+H2O          (5)                                                               
SH-+OH-→S2-+H2O                                      (6)                                                                     
2 Zn2++ S2-+4 (OH-) ↔ 2 ZnO+ S+H2O    
 or Zn2+ + S2- ↔ ZnS                                    (7)                                                                                                      
In the Zn(O,OH,S) film growth process by CBD, 
Zn(OH)2 layer and  Zn(S, O) layer  were presented and 
with removing the upper Zn(OH)2 layer causes an 
improvement of buffer layer which investigated by 
Izaki [14]. Structural parameters of films were carried 
out by Rigaku SmartLab X-ray Diffractometer with 
CuKα (1.5406 Å) radiation with powder method and 
step size was 0.0130 which was operated under 40 mA 

and 45 kV. Average crystalline sizes were estimated by 
Debye-Scherer formulation which is given at below; 
(D=0.94λ/βcosθ)                (8) 
 The surface morphologies and film composition of the 
samples were used by using JEOL JSM-7100 F SEM 
scanning electron microscopy and OXFORD 
Instruments X-Max EDX energy-dispersive x-ray 
spectroscopy, respectively which has been attached to 
each other. Optical properties (absorbance, 
transmittance, direct band gap energy) were 
investigated by Analytic Jena Uv-Vis spectroscopy 
which was recorded in the range of 300-900 nm. Direct 
band gap energies of the samples were calculated by 
Perrson model. At room temperature, 
photoluminescence intensities were measured by 
Quanta Master 400  Spectrofluorometer at 245 nm. 
excitation wavelength. FTIR (Fourier Transform 
Infrared Spectrum) measurements were performed on 
VERTEX 70 model spectrophotometer with an 
attenuated total reflectance (ATR) accessory between 
400 and 4000 cm-1 (Bruker, Germany). 

3. RESULTS AND DISCUSSION 

In Fig.1., EDX analysis showed that all samples had 
different percentage of zinc, sulfur and oxygen related 
elemental peaks as expected in the selected region on 
the film surface. No impurity elements were detected 
while much more Zn-elemental peaks were observed in 
60 min.-annealing samples, much more S-elemental 
peaks were observed in 90-min.-annealing samples. 
Additionally, annealing time had no effect on the 
oxygen elemental percentage from EDX analysis. 
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Fig.1. EDX analysis results of Zn(O,OH,S) films depending 
on the annealing time a)30 min. b) 60 min. and c)90 min. 
 
The XRD profiles of samples were given in Fig.2. In 
the range of 2θ=20°-30°, a swelling was observed for 
all samples due to the amorphous glass substrate. The 
presence of (100), (002) and (101) peaks for all 
polycrystalline films represented ZnO-hexzagonal 
crystal structure (JCPDS card no:36-1451), indicating 
that the presence of Zn(OH)2 in the range of 2θ=30°-
40°. As seen in Fig. 3., all films had different XRD 
intensities and full width at half maximum (FWHM) 
depending on the annealing time. There was no ZnS-
related peak detected in 30 min-and 60 min.-annealing 
samples. In spite of this, the most obvious ZnS-related 
peaks (JCPDS card no: 05-0566) were observed in 
sample of 90 min-annealing which indicated that 
enough amount S-inclusion might create weak Zn(O,S) 
host matrix [15]. While 30 min.-annealing samples had 
(100) preferential orientation, 60 min. and 90 min.-
annealing samples had (101) preferential orientation. 
However, (002) and (101) directions for 30 min.-
annealing samples and (002) and (100) directions for 
60 min.- and 90 min.-annealing samples might affect 
the orientation. Two suggestions were given in the 
literature about choosing both c- and a- axis 
orientation. One was suggested by Mathew et.al. that 
high boiling points solvents cause both of orientation 
and (002) direction was the most thermodynamically 
favorable growth [16]. Another was reviewed by 
Znaidi et.al. that surface energy of (100) orientation 
was higher than (002) orientation so it was observed 
that (100) orientation development [17]. Having the 
same preferential orientation samples 60 min.- and 90 
min.- annealing samples showed that intensity 
increased with increasing FWHM and decreasing 
crystallinity and also the smallest grain sizes were 
obtained in 60 min. annealing samples. 

 
Fig.2. XRD patterns of Zn(O,OH,S) films depending on the 
annealing time 

 
Fig.3. Structural parameters of Zn(O,OH,S) films depending 
on the preferential orientation under different annealing 
times  
The SEM cross-section image as shown in Fig.4(a). 
There were two different layers of micrometer level 
thicknesses observed which indicating layer-by-layer 
and Zn(O,OH,S) film which was positioned on ZnO 
seed layer. On the other hand Fig. 4(b), Fig 4(c) and 
Fig.4(d) showed that surface morphology of samples 
were depending on the annealing time. Nano-flower 
like formations and much more homogeneous surface 
were observed in 60 min.-annealing samples. It 
indicated that Zn-rich ambient created nano-flower 
structures which were consistent with EDX results. 
McPeak explained that introducing Zn into the lattice 
increased the CIGS buffer layer efficiency[18]. 
Colloidal formations were detected in 30 min. and 90 
min.-annealing samples, which indicated that 
heterogeneous precipitation might trigger density and 
compactness in the film growth. 
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Fig.4.a)Cross section SEM image of Zn(O,OH,S) film and  
SEM images of Zn(O,OH,S) films for b) 30 min. c) 60 min. 
and d) 90 min. annealing time, respectively. 
 
The transmission spectra of Zn(O,OH,S) films for 
different annealing times were shown in Fig.5. Optical 
absorption edge was almost coordinated at 362 nm. 
(3.42 eV) for all films.  It was observed that red shift 
occured compared to ZnO seed layer (370 nm.~3.35 
eV) [ref 13] due to surface kinetic processes which may 
affect the homogeneous film growth. 
It was determined that the average value of optical 
transmission increased with increasing of annealing 
time, compatible to similar studies which was attributed 
to the surface impurities decreased with increasing film 
surface temperature[19]. 
A lot of band gap measurement and evolution methods 
have been proposed in the literature (Tauc model [20], 
Viezbicke fitting model [21], Kubelka–Munk function 
with Tauc model [22] and Kim fitting model with BM 
effect [23] and etc.). Among them, the equation of 
Perrson model [24]; 
 
(αhν)=A[hν-Eg,ZnO]1/2+B[hν-Eg,ZnO+ΔEg(x)]1/2     (9)                     
was so proper for Zn(O,OH,S) films in where ΔEg (x) 
was a fit parameter (x=~0.5) which varies as a function 
of the (S/ S+O) ratio. Band gap values were changed 
between 2.9±0.1 eV and 3.1±01 eV range. This band 
gap variation phenomenon was investigated by 
different research groups. Hydroxyl groups may affect 
the band gap values but it has been still unclear which 
forms in film growth [25]. A study received by Mathew 
that the amorphous nature of ZnO decreased as the 
temperature increases so the band gap energies would 
decrease [16]. Additionally, optical band gap changes 
depending on O2 vacancies and Zn interstitial sites 
which given by Abdallah [26].  
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Fig.5. Optical transmittance spectrum of Zn(O,OH,S) films 
depending on the annealing time 
 
FTIR spectrum gives a characteristic behavior about 
the vibration of atoms/molecules in the crystal 
structure. As can be seen in Fig. 6. hydroxyl (O-H) 
group stretching and bending vibrations were not 
observed at 3500-3900 cm-1 and 1400-1757 cm-1 
respectively [27]. Very sharp peaks were determined at 
410 cm-1 range, 765  cm-1 and 900 cm-1 which were 
assigned to Zn-O, OH-Zn-OH  bending and M-O-M 
bonding vibrations [28,29,30]. Much more weak peaks 
were observed at  685 cm-1 and 2380 cm-1 which were 
attributed to Zn-S stretching and absorption of 
atmospheric CO2 by a metallic cation, respectively 

[31,32]. These results show that proof of Zn(O,OH,S) 
films present onto ZnO seed layer. 

 
Fig.6. FTIR spectrum of Zn(O,OH,S) films depending on the 
annealing time 
 
The photoluminescence (PL) spectra of Zn(O,OH,S) 
films were shown in Fig.7. in the range 300-650 nm. at 
room temperature. Detailed elemental vacancy 
investigation was realized by PL meausurements. As 
the annealing time increased, the luminescence 
intensity decreased between in 300-420 nm. 
wavelength range which indicated that decreasing 
density of the defects, as explained by Lu [33]. The 
mininum PL intensity was observed for 60-min. 
annealing sample which originated from Zn-rich 
ambient. Additionally, the PL intensities were different 
whereas the peak positions (defect types) were similar 

for all samples as expected. Blue emission [447 
nm.(2.77 eV) and 467 nm(2.65 eV)] and green 
emission [488 nm.(2.54 eV) and 556 nm.(2.23 eV)] 
were observed which can be seen in Fig.7. Generally, a 
blue emission was centered at between 420-450 nm. 
and 440-480 nm. for ZnS and ZnO films, respectively 

[34,35]. This ZnO type-blue emission behaviour was 
consistent with XRD results. Blue emission that 
enhanced CIGS-solar cell performance which was 
attributed to radiation defects relevant to interface traps 
on grain boundary [36]. Very strong green emission 
(deep level emission) was observed at 2.54 eV which 
wass attributed singly ionized oxygen vacancy site and 
its formation energy was lower than Zni interstitial site 
[37]. Another contribution to green emission came 
from very weak peak (2.23 eV) that would be 
indicating the presence of Zn(OH)2. The green 
emission arised from that holes can recombine with 
electrons in the conduction band and/or shallow donor 
states which have been trapped at oxygen vacancies.  

 
Fig.7. PL spectrum of Zn(O,OH,S) films depending on the 
annealing time (λexc.=245 nm.) 

4. CONCLUSION 

This study reported the influence annealing time on the 
surface morphology, crystallization, band gap energy 
and photoluminescence properties of chemical bath 
deposited Zn(O,OH,S) film onto ZnO seed layer. 
Annealing temperature was optimized at 500 °C and 
annealing times varied as 30, 60 and 90 minutes. The 
XRD results show that all films have ZnO-hexzagonal 
crystal structure with different preferential orientations. 
Nanoflower formations were observed in 60 min.-
annealing samples with minimum PL intensities. 
Absorption edge was coordinated at 362 nm. for all 
films and optical transparency decreased with 
increasing annealing time. FTIR spectrum was an 
evidence about Zn(O,OH,S) film formation. In the 
literature, the intensity of near band emission was 
varying with temperature and the increase in the deep 
level PL peak can cause a decrease in the diffusion 
length from PL spectrums of Zn(O,OH,S) films. To 
summarize, annealing time severely affected on the 
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Zn(O,OH,S) film growth thereby structural and optical 
properties.   
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ABSTRACT 

The purpose of this study is to determine the effect of minerals (N, P, K, Ca, Mg, S, Fe, Mn, Zn and Cu) 
on yield components by different statistical methods and this will help to understand efficiency of them in 
breeding programs. This study was carried out in the location of Eskişehir Osmangazi University, Faculty 
of Agriculture, in 2014-15 arid cropping seasons. Success mainly depends on power of effectiveness 
parameters used and statistical methods could be safely used to reveal effectiveness of parameters in the 
breeding programs. Results of correlation, cluster, principal component and conditional formatting analyses 
revealed that with in the efficiency limits (between the lowest dose and toxicity level) integrative effects of 
minerals were determined. This means that behavior of minerals among genotypes are mainly similar. some 
minerals called MEPG (N, P, K, Ca, S and Zn) are mostly effective in growth, others called MECA (Mg, 
Fe, Mn and Cu) are mostly effective in photosynthesis, and 0,767 unit increase MEGA and 0,481 unit in 
MECA increases result in 1 unit increase in the grain yield. Harmankaya, Sultan, Müfitbey and Tosunbey 
were found as higher performance and stabile bread wheat genotypes. To determine the changes of the 
minerals in the genotypes, are important for definig their effect on yield as well as the yield components. 
Obtained data will make contributions to the success of breeding programs that will be done in the future. 

Keywords: Bread wheat, genotypes, mineral, yield components, statistical analyze methods 

 

1. INTRODUCTION 

Bread wheat (Triticum aestivum L.) is one of the 
most produced crop and plays vital role in human 
nutrition, trade and industry in the world. Human 
population has been increasing more and more but 
increase in acreage and production of bread wheat 
haven’t been meeting this. With these 
characteristics, wheat also appears to be far from 
meeting the growing need of humans for nutrition 
in the near future. Extensive adaptation capability 
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in different environments, resistance to pests and 
diseases make bread wheat popular in the world. 
Moreover, bread wheat is processed as source of 
starch, protein, minerals, vitamins etc. [11], [17], 
[45]. Meeting almost the need of 50% of 
carbohydrates, proteins and minerals in daily 
human nutrition, bread wheat occupy more than 
50% of total food cereal production in the world 
[5], [44]. Like the other living organism, plants 
need certain minerals in enough level to act basic 
and important roles in physiological and 
biochemical processes. Studies reported that 
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effectiveness and necessity of minerals for plants 
closely depend upon availability of minerals in 
plants and soil plant growth stage, health of 
biochemical processes, effect of genotype x 
environment interaction, effect of stress 
environment [10], [22], [29], [30], [37], [41]. 

Plant growth effects the grain yield which is one of 
the important characters and so subject to many 
factors. Knowledge on genetic association 
between yield and yield components might 
develop the effectiviness of breeding programs 
with determining and using key criteria for 
selecting wheat genotypes. Basic purpose of wheat 
breeding programs is improve novel cultivars 
which have high winter resistance, high yielding 
ability and finally resistance to drought and 
diseases. These novel cultivars have high 
importance for breeding of the world. Some 
essential plant characteristics such as grain yield 
and seed weight per spike are known as important 
ingredients in bread wheat breeding programs [1], 
[16], [34], [40], [48]. As well as knowing the 
minerals that are effective in the plant and their 
mode of action in plants will be of benefit to the 
development of highly efficient genotypes [10], 
[29], [30], [41]. Determining the effect of plant 
characteristics on yield helps to create opportunity 
developing novel genotypes. Different statistical 
methods including correlation, principal 
component, cluster, factor and conditional 
formatting analyses could be used to assess plant 
characteristics in breeding programs [4], [35], 
[38], [46]. The purpose of this study is to 
determine the effect of minerals (N, P, K, Ca, Mg, 
S, Fe, Mn, Zn and Cu) on yield components by 
different statistical methods and this will help to 
understand efficiency of them in breeding 
programs. 

2. MATERIALS AND METHODS 

This study was carried out in the location of 
Eskişehir Osmangazi University, Faculty of 
Agriculture, in 2014-15 arid cropping seasons. 
Soil in the experimental area was loamy texture 
(39,4% sand, 40,2% silt and 20,4% clay); 0.38% 
CaCO3, 228,5mmol kg-1 P2O5, 307,44mmol kg-1 
K2O, 6,18 pH, 2,13% organic matter and 2,13dS 
m-1electrical conductivity. Average, minimum and 
maximum temperatures, precipitations in 2014-15 
and long term years in Eskişehir were given in 
Table 1. Precipitations in 2014-15 and long term 
years were 346,0 mm and 326,6 mm, respectively. 

Maximum, minimum and average temperatures in 
2014-15 and long term years were 25,3 and 23,8, -
3,9 and-6,1, 10,2 and 8,9, respectively. Fifteen 
bread wheat genotypes (Alpu, Atay, Bezostaja, 
Harmankaya, Sönmez, Sultan, Müfitbey, Çetinel, 
İkizce, Nacibey, Es 26, Gerek, Tosunbey, Yıldırım 
and Palandöken 97) were used. 

Table 1. Average, minimum and maximum 
temperatures, precipitations in 2014-15 and long term 
years in Eskişehir 

 

*Data of regional meteorology station, Eskişehir. Long 
term years (1970-2015) 

Fertilizers given were 60 kg N ha-1 (half at sowing 
stage and half at tillering stage) and 60 kg ha-1 
P2O5 (once at sowing). Seeds were planted at the 
second week of September with 500 seed/ m2 rate. 
Experimental design was randomized complete 
block design with three replications. Plot size was 
6 m/1.2 m (7.2 m2). Grain yield, seed weight per 
spike (Ceylan 1994; Singhl et al. 2002), minerals 
as N, P, K, Ca, Mg, S, Fe, Mn, Zn and Cu [36] 
were evaluated. Samples for determining minerals 
were taken at tillering period, flowering period, 
maturity period and seed. The Kjeldahl method 
and a Vapodest 10 Rapid Kjeldahl Distillation 
Unit (Gerhardt, Konigs winter, Germany) were 
used to determine the total N content [13], [49]. 
The Ca, Mg, K, P, Fe, Cu, Mn, Zn contents in 
genotypes were determined by using an 
Inductively Coupled Plasma spectrometer (Perkin-
Elmer, Optima 2100 DV, ICP/OES, Shelton, CT 
06484-4794, USA [36]. Correlation principal 
components clusters, factor and conditional 
formatting analysis were used to determine the 
effect of minerals on wheat yield. Minitab 16, 
SPSS 16 and Excel 2016 software programs were 
used. 

3. RESULTS 

In the study, minimum, maximum, mean values of 
plant characters and minerals in bread wheat 
genotypes were given in Table 2. Correlation 
analysis is the way of evaluation of relationship 
between two variables. It is commonly used in 
breeding programs to assess relationships between 
plant characters. Once coefficient reaches to zero, 
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it means that two plant characters seem to be 
independent from each other. 

Table 2. Minimum, maximum, mean values of plant 
characters and minerals in bread wheat genotypes 

 

If coefficient closes to 1/-1, it means that two 
characters are negatively/positively related to each 
other [38], [20]. Correlation analysis on plant 
characteristics in bread wheat was given in Table 
3. 

Table 3. Correlation analysis on plant characteristics in 
bread wheat 

 

Once relationship between Mn and seed yield was 
insignificant, significant relationship (p<0,05) 
between Cu and seed yield was found. Cluster 
analysis is a hierarchical method, and the 
procedure forms its own set of closely related 
variables. In other words, the variables form 
groups according to the degree of closeness. In this 
method, the variables closest to each other are 
combined. The variables then join the same or 
different clusters according to their closeness [15], 
[27]. Cluster analysis in plant characteristics and 
bread wheat was given in Figure 1. Minerals have 
important roles in plants such as structural, 
enzymatic and osmotic processes [32]. Depending 
upon roles and efficiencies, concentrations of 
minerals expose changes, they increase and draw 
polynomial range during the developmental stage 
in plants [9]. Higher grain and biomass 
productions are direcly related to amount and 
availability of minerals in soil [7]. 

 

Figure 1. Cluster analysis in plant characteristics and 
bread wheat 

Plant characteristics covered four groups; one big, 
three alone clusters. Fe, Cu and Mn occupied their 
separate groups; seed yield, P, Mg, S, K, Zn seed 
weight per spike, Ca and N joined big group. 
Besides, bread wheat genotypes were also divided 
into four clusters. Harmankaya and Sultan 
genotypes occupied separate groups. Alpu, Atay, 
Es 26, Gerek, Nacibey, Bezostaja, İkizce and 
Sönmez joined same group; Müfitbey, Tosunbey, 
Yıldırım, Çetinel and Palandöken 97 genotypes 
got into another group (Figure 1). 

Nitrogen is the basic building block of the tissues 
in plants, and it is found in the structure of 
enzymes, organic and amino acids, nucleic acids, 
chlorophyll [3]. Phosphorus plays a role in the 
formation and storage of dry matter in generative 
development, such as flower, fruit and seed 
formation, in photosynthetic and metabolic events 
where energy transfer and storage events are 
required. phosphorus is found in the transfer and 
storage of energy in photosynthetic and metabolic 
events, flower, fruit and seed formation and 
development are found in the structure of various 
organic and amino acids [31]. Potassium plays a 
role in osmoregulation of the plant, in water intake, 
transport of metabolites and minerals, protein 
synthesis, regulation of stoma, cell division [33]. 
Calcium plant growth cell division is involved in 
many metabolic events such as ion uptake, and is 
involved in the formation of calmodulin, a Ca-
linked protein in stress conditions, including 
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drought, and serves as a signal for stress proteins 
in stress conditions [8]. 

Principal component analysis (PCA) is a 
mathematical model to give information for 
multivariate data with lower variables. Besides, 
principal component analysis assist to reveal 
covariance properties of variables. It makes 
variables into smaller numbers in this form [2], 
[12], [24]. Principal component analysis on plant 
characteristics in bread wheat, and bi plot analysis 
of plant characteristics and bread wheat genotypes 
was given in Table 4 and Figure 2. The first and 
the second principal components (PC1 and PC2) 
explained 80,9% of total variability with variance 
8,3368 (PC1-69,5%, variance 1,3697  and PC2-
11,4%, variance 0,6903). PC1 having similar sign, 
represented seed yield, seed weight pers pike, N, 
P, K, Mg, S and Zn. Moreover, PC2 had Mn and 
Cu  (Table 4). In biplot analysis (Figure 2), PC1 
shows performance abilities of parameters, while 
PC2 denotes variations/stabilities of parameters. In 
this instance, inside of triangle assign better 
performance and stability in parameters. 

 

Figure 2. Biplot analysis of plant characteristics and 
bread wheat genotypes 

Palandöken 97, Müfitbey, Yıldırım, Çetinel, 
Tosunbey and Harmankaya genotypes seemed to 
be high performance and stabile genotypes. 
Furthermore, all minerals (N, P, K, Ca, Mg, S, Na, 
Fe, Mn, Zn and Cu), seed yield and seed weight 
per spike in all bread wheat genotypes were 
showed  well performance and stability. 

Table 4. Principal component analysis on plant 
characteristics in bread wheat 

 

Palandöken 97, Müfitbey, Yıldırım, Çetinel, 
Tosunbey and Harmankaya genotypes seemed to 
be high performance and stabile genotypes. 
Furthermore, all minerals (N, P, K, Ca, Mg, S, Na, 
Fe, Mn, Zn and Cu), seed yield and seed weight 
per spike in all bread wheat genotypes were 
showed  well performance and stability. 

Magnesium is involved in metabolic events such 
as storage of photosynthetic energy, protein 
synthesis, nucleotide formation, and hydrolysis of 
many organic compounds [25], [33]. Sulfur 
influences product quality and product quality 
changes due to its various functions within the 
plant. It helps proteins, enzymes and vitamins 
function in plants. In plants, root hydraulic 
permeability, stoma openings and photosynthesis 
decrease in sulfur deficiency. Protein synthesis is 
reduced in sulfur deficiency. Chloroplast and 
chlorophyll synthesis decrease in sulfur deficiency 
[47]. Iron is the essential element of chlorophyll, 
which has vital importance in plant dry matter 
production, and functions in photosynthesis and 
associated enzymatic reactions in chlorophyll. 
Therefore, the development of young parts of the 
plant is closely related to the amount of Mg in dry 
matter production [28], [33]. Manganese is 
important for plant growth at a certain 
concentration. Trace element Mn plays a role in 
photosynthesis, respiration, enzyme activation and 
antioxydative metabolism [18], [39]. Zinc plays a 
role in the synthesis of carbohydrates, in structure 
of enzymes, in protein synthesis in membrane 
stability, photosynthesis and respiratory events, 
taking place in different metabolic events in plants 
[14], [42]. Copper is quite useful at a certain 
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concentration in plant development. Copper plays 
a role in protein synthesis by entering into the 
structure of certain enzymes. Cu, acting as a signal 
for certain hormones, plays a role in mitochondrial 
respiration in photosynthesis [50]. 

Analysis of conditional formatting in Excel is a 
way of revealing better variants. When two or 
more conditional formatting rules are applied to a 
cell range, these rules are evaluated according to 
the order of priority listed (from top to bottom) in 
the dialog box [4]. Conditional formatting of plant 
characteristics and bread wheat genotypes were 
given in Table 5. Clear information in plant 
characteristics and bread wheat genotypes could 
be observed. 

Table 5. Conditional formatting of plant characteristics 
and bread wheat genotypes 

 

Harmankaya, Sultan and Tosunbey in seed yield; 
Sultan and Tosunbey in seed weight per spike; 
Harmankaya, Sultan and Tosunbey in N and P; 
Sultan in K; Sultan and Tosunbey in Ca; Sultan, 
Müfitbey and Tosunbey in Mg; Harmankaya, 
Sultan, Müfitbey and Tosunbey in in S and Fe; 
Alpu, Müfitbey and Tosunbey in Mn, 
Harmankaya, Sultan and Tosunbey in Zn, Alpu, 
Sönmez, Tosunbey and Palandöken 97 in Cu had 
the best performances. As a means of plant 
characteristics, Harmankaya, Sultan, Müfitbey and 
Tosunbey were similar and had the best 
performance. In means of genotypes, bread wheat 
genotypes in seed yield, N, Ca, Mg, S, Fe, Mn and 
Cu gave similarities (Table 5). 

Factor analysis is a multivariate analysis technique 
that conceptually reduces to a smaller number of 
dimensions to facilitate the determination of 
relationships between variables known to be 
correlated. In other words, factor analysis 
facilitates the interpretation of the relationships 
between the concepts of the variables by revealing 
the factors belonging to the various variables 
related to each other. In other words, main aim in 
this technique is to allow summarize of covariance 

structure on fewer dimensions in data collected 
[6], [19], [26]. Mineral concentrations in plant are 
formed by genotype x environment interactions. 
Mineral uptake and level are significantly related 
to plant health. Increase in mineral uptake by 
plants causes to increase dry matter and mineral 
content in plant and relatively more yield occurs 
[41], [43]. Minerals are generally known to be 
effective in plants such as biochemical events, 
photosynthesis, and growth, resistance to stress 
conditions, osmotic regulation; Minerals such as 
Mg, Cu, Fe, Mn play an important role mainly in 
photosynthetic events [33]. Inspired by this, the 
minerals were examined in two groups; MEPG: 
Minerals effective on plant growth (N, P, K, Ca, S 
and Zn)  and MECA: Minerals effective on 
chlorophyll activity (Mg, Fe, Mn and Cu) in the 
present study. Descriptive factor analysis of plan 
characteristics and minerals were given in Table 6. 

 

 

 

 

 

 

 

 

Table 6. Descriptive factor analysis of plan 
characteristics and minerals in bread wheat 

 

Table 6 shows that two main factors are 
determined in parameters for 80,163% of total 
variability in the study. The first and the second 
factors accounted for 56,396% and 24,087%, 
respectively. The third factor covered 91,430% of 
total variability. The first factor gave 56,396% of 
total variability. The loading coefficients of the 
parameters are very close to each other, meaning 
that all parameters considered in FACTOR I, have 
almost equal effect on the total variance. So, all of 

 

 Seed Yield Seed We./Spike N P K Ca Mg S Fe Mn Zn Cu Mean 

Alpu 3,2 1,8 2,4 1663,2 11556,4 859,6 805,6 650,9 84,3 46,5 33,6 59,0 1313,9 

Atay 3,2 1,8 2,9 1510,2 10975,0 872,4 600,4 517,8 79,7 38,3 28,9 49,5 1223,3 

Bezostaja 2,8 1,7 2,1 1503,1 12159,2 1111,3 569,8 527,3 76,7 26,8 25,0 42,7 1337,4 

Harmankaya 3,7 1,9 3,6 2224,1 19942,2 1004,0 1005,4 1128,2 91,2 33,9 60,3 49,8 2129,0 

Sönmez 2,9 1,6 2,6 1961,0 12527,8 984,6 758,6 833,2 71,3 32,5 36,3 58,9 1439,3 

Sultan 3,8 2,0 3,7 2223,5 25513,4 1472,4 1311,6 1148,9 87,4 34,4 59,7 54,4 2659,6 

Müfitbey 3,4 1,8 3,3 2145,4 18456,2 1352,8 1155,3 1116,6 85,7 43,5 42,1 54,6 2038,4 

Çetinel 3,2 1,7 3,4 1712,3 14654,9 1198,3 946,0 975,7 81,5 40,6 41,5 48,7 1642,3 

İkizce 3,1 1,7 3,1 2004,3 12547,7 1146,9 899,9 841,4 74,6 37,7 33,9 39,5 1469,5 

Nacibey 3,0 1,7 2,8 1687,6 11546,5 1104,9 821,5 746,9 73,2 38,8 27,6 42,5 1341,4 

Es 26 2,4 1,6 2,6 1464,4 10854,7 992,4 582,4 574,4 75,9 31,9 31,7 45,5 1221,6 

Gerek 2,7 1,7 2,9 1592,4 11346,3 1005,7 712,7 625,6 70,5 33,6 34,8 43,8 1289,4 

Tosunbey 3,8 2,1 3,5 2345,7 18976,5 1398,3 1197,4 1108,4 89,5 44,6 58,4 56,2 2107,0 

Yıldırım 3,2 1,9 3,1 1879,6 15642,3 1097,4 999,0 905,6 83,6 39,9 46,8 50,6 1729,4 

Palandöken 97 3,3 1,8 3,0 1913,5 15196,5 1148,7 1082,7 1000,5 89,0 41,5 45,7 56,9 1715,3 

Mean 3,2 1,8 3,0 1855,3 14793,0 1116,6 896,5 846,8 80,9 37,6 40,4 50,2 1643,8 
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them created MEPG and they (N, P, K, Ca, S and 
Zn) are all recommended. In the same way, all 
parameters (Mg, Fe, Mn and Cu) occupied for 
MECA with 24,067% of total variability in 
FACTOR II and all were suggested. Seed yield 
and seed weight per spike in FACTOR III had 
same loading coefficient covering 91,430% of 
total variability. Suggested character was seed 
weight per spike (Table 6). Kaiser Meyer Olkin 
(KMO) test measures the fitness of the working 
volume for factor analysis. The value of KMO is 
set at 0.70, which is usually greater than 0.50 in 
scientific research, indicating that the working 
volume is sufficient. In addition, in FACTOR III, 
the loading coefficients of the seed yield and seed 
weight per spike were the same. Seed yield (SY) 
as dependent variable, MEPG and MECA as 
independent variables were taken, when preparing 
the hypothesis, H1 and H2, given below, and the 
regression analysis was constructed on this (Figure 
3). 

 

Figure 3. Hypothesis preparing diagram 

Multiple regression analysis should cover some 
assumptions such as; linear Relationship between 
the dependent variable and the independent 
variables; normal distribution in variables; no high 
correlations among independent variables; similar 
variance of error terms in independent variables 
[21], [23]. Multiple regression analysis in plant 
characteristics was given in Table 7. In the 
analysis, MEPG and MECA as independent 
variables seed yield (SY) as dependent variable 
were taken into consideration. Table 7 assigns that 
the effect of variables in total was significant at 
1%. Moreover, the individual effects of MEPG 
and MECA on seed yield (SY) were also found to 
be significant (p <0,01). Formula explains that in 
0,767 unit in increase MEGA and 0,481 unit in 

MECA increases result in 1 unit increase in the 
grain yield. 

 

Table 7. Multiple regression analysis in plant 
characteristics in bread wheat genotypes 
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DISCUSSION 

Success mainly depends on the power of 
effectiveness parameters used and the statistical 
methods could be safely used to reveal 
effectiveness of parameters in the breeding 
programs. Results of correlation, cluster, principal 
component and conditional formatting analyses 
revealed that with in the efficiency limits (between 
the lowest dose and toxicity level) integrative 
effects of minerals were determined. This means 
that behavior of minerals among genotypes are 
mainly similar. As known, levels and trenchancies 
of minerals are generally under the influence of the 
genotype x environment interaction, but 
considerably under genotypic influence [1], [16], 
[40]. Minerals as nutrients and/or effective 
ingredients on enzymatic processes play vital role 
on biochemical processes of plant growth and 
development of seed, therefore on yield. Some 
minerals have mainly important in growth, 
resistance to stress conditions, osmotic regulation; 
some have mainly photosynthesis [22], [33]. 
Factor analysis revealed that while some minerals 
called MEPG (N, P, K, Ca, S and Zn) are mostly 
effective for growth, others called MECA (Mg, Fe, 
Mn and Cu) are mostly effective on 
photosynthesis, and 0,767 unit in increase MEGA 
and 0,481 unit in MECA increases result in 1 unit 
increase in the grain yield. Harmankaya, Sultan, 
Müfitbey and Tosunbey were found as higher 
performance and stabile bread wheat genotypes. 
Correlation principal components clusters, factor 
and conditional formatting analysis revealed that 
N, P, K, S, Mg, Zn and Fe are closely related to 
plant yield. Factor analysis revealed the effect of 
minerals on yield with a different approach by 
divides minerals into MEGA and MEPG. Factor 
analysis determined the real effect shapes of 
mineral on yield. To determine the changes of the 
minerals in the genotypes their effect on yield as 
well as the yield components will increase the 
success of breeding programs. Evaluating plants 
for minerals, distribution and effect of minerals on 
seed yield could make breeding objectives more 
successful.  
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Preparation and antibacterial activity of solvothermal synthesized ZnFe2O4/Ag-TiO2 
nanocomposite 

Keziban Atacan*1, Nuray Güy2, Soner Çakar3 

Abstract 

In this study, ZnFe2O4 magnetic nanoparticles and ZnFe2O4/Ag-TiO2 nanocomposite were synthesized 
solvothermally. The prepared materials were characterized using X-ray diffraction, Scanning electron 
microscopy, Fourier transform infrared spectroscopy and Vibrating sample magnetometer. In addition, the 
antibacterial performance of materials was evaluated against Gram-positive bacteria (Staphyloccocus 
aureus) and Gram-negative bacteria (Escherichia coli). ZnFe2O4/Ag-TiO2 nanocomposite was shown more 
powerful antibacterial efficiency against Staphyloccocus aureus than Escherichia coli. Also, the inhibition 
diameter of 15±0.2 mm for ZnFe2O4/Ag-TiO2 nanocomposite was measured since the antibacterial activity 
increased with nanocomposite formation. 

Keywords: ZnFe2O4, TiO2, silver nanoparticles, antibacterial activity 

 

1. INTRODUCTION 

Spinel ferrites have been extensively investigated 
in recent years in various fields, such as 
biomedical fields, optoelectronic devices, catalysis 
and drug loading materials owing to their physical, 
chemical and magnetic properties [1]. Futhermore, 
spinel ferrites have major features for many fields, 
including the elimination of contaminants from 
water and air, odor control, bacterial inactivation, 
water splitting for H2 production, and many others 
[2]. Among various spinel ferrites, zinc ferrite 
(ZnFe2O4) magnetic nanoparticles (MNPs) have 
been widely used both drug delivery systems and 
other biomedical, biotechnology applications. 
ZnFe2O4 is synthesized by using various 
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techniques including sol-gel, coprecipitation and 
hydrothermal/solvothermal method and so on [3, 
4]. Among them, the solvothermal synthesis is 
easy to control morphology of the products, so it is 
generally preferred [4, 5]. 

The substitution of spinel ferrite with a transition 
metal can increase the antibacterial property of 
ferrite nanoparticles (NPs) in biomedical 
applications. The spinel ferrite NPs have been 
required further study for biomedical application 
due to their biocompatibility and antibacterial 
properties [6, 7]. The modification of NPs with 
noble metals, such as Pt, Au, and Pd, has been 
accepted as one of the most efficient methods to 
improve the stability, biocompatibility and 
bacterial activity for biological applications [8]. 
Besides the other metal (Au, Ag, Cu, Pt, Pd, etc.) 
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NPs, the silver NPs (Ag NPs) have a lot of interest 
due to their low-cost and stability, large specific 
surface area and excellent antimicrobial activities 
[9]. Ag NPs have long been known to exert strong 
inhibitory and bactericidal effects. The Ag NPs 
with their unique chemical and physical properties 
are noted for an alternative for improving of new 
antibacterial materials due to their antimicrobial 
properties. The NPs get adhered to the bacterial 
membrane and also some of them pass through 
inside of the cell membrane. The bacterial 
membrane includes sulfur-containing proteins and 
so the Ag NPs are interacted with these proteins in 
the cell [10]. Furthermore, Ag NPs have widely 
used for various fields such as food, package and 
medicine due to having high surface area and 
physicochemical properties [11]. To the best of our 
knowledge, TiO2 NPs have been found to be 
effective as antibacterial agent against both Gram-
positive and Gram-negative bacteria. Verma et al. 
stated that TiO2 NPs have their efficiency against 
the bacterial biofilm formed by Enterobacter sp. 
[12]. Chan et al. studied antibacterial activity of 
TiO2 nanotubes against Gram-positive bacteria 
(Bacillus atrophaeus) as a function of annealing 
temperature [13].  

Although some papers on antibacterial activities of 
TiO2 and Ag-TiO2 derivatives have been 
published, there have been no investigation on the 
antibacterial activity of ZnFe2O4/Ag-TiO2 
nanocomposite [14, 15]. The goal of this study is 
to investigate preparation, characterization and the 
antibacterial properties of ZnFe2O4/Ag-TiO2 
nanocomposite.  

2. MATERIALS AND METHODS 

2.1. Materials 

All chemicals were of analytic grade and used as 
received without further purification. ZnCl2 
(>99%), FeCl3.6H2O (>99%), CH3COONa.3H2O 
(NaAc, >99%), NaOH (≥97%), NaBH4 (≥96%), 
C2H5OH (>99.2%), Choromocult Coliform Agar 
and Baird Parker Agar were provided from Merck 
(Germany). Titanium isopropoxide (TTIP, 97%) 
was obtained from Sigma-Aldrich (USA). C2H6O2 
(99%, EG) and AgNO3 were provided from 
Tekkim (Turkey).  

2.2. Preparation of ZnFe2O4, TiO2, Ag-TiO2 
and ZnFe2O4/Ag-TiO2 nanocomposite 

ZnFe2O4 magnetic NPs were synthesized through 
a solvothermal method with minor modifications 
[4, 16]. 0.34 g ZnCl2 (1 mmol), 1.08 g FeCl3.6H2O 
(2 mmol) and 0.82 g of NaAc (4 mmol) were 
dissolved into 30 mL of EG under vigorous stirring 
for 1 h at room temperature. Then, the 
homogeneous solution was transferred into 
Teflon-coated autoclave (40 mL) and held at 180 
°C for 18 h in furnace. The autoclave was cool. 
Finally, ZnFe2O4 MNPs were collected by a 
magnet and then they were washed with deionized 
water (DW) several times, washed with ethanol 
and dried at 70 °C for 24 h.  

TiO2 NPs were prepared by using microwave 
assisted hydrothermal method with some 
modification [17]. TTIP (5 mL) and 1 M NaOH (5 
mL) were dissolved in DW (60 mL). After stirring 
intensively for 1 h at room temperature, the 
mixture was transferred into the Teflon-coated 
autoclave microwave assisted hydrothermal vessel 
and conducted microwave irradiation (CEM 
Mars5 model) with a controlled power of 380 W 
for 30 min at 100 °C. TiO2 NPs were centrifuged 
at 5000 rpm for 15 min and washed with DW 
several times and ethanol. Then the obtained white 
powder was dried at 70 °C for 24 h.  

For the doped Ag on TiO2, 0.5 g of TiO2 were 
dispersed in 40 mL of DW under ultrasonication 
for 30 min. After AgNO3 was added to this 
reaction such that the gravimetric weight ratio of 
Ag to TiO2 reaction was 5% [18], 0.0175 M (20 
mL) NaBH4 solution was added drop by drop to 
the mixture and stirred for 1 h. So, silver ions 
(Ag+) were reduced and clustered to metallic NPs 
(Ag) onto TiO2 surface. The Ag-TiO2 particles 
were centrifuged and washed twice with DW and 
ethanol. Then, the Ag-TiO2 was dried at 70 °C for 
24 h.  

For the preparation of ZnFe2O4/Ag-TiO2 
nanocomposite, 0.035 g ZnFe2O4 MNPs  and 0.07 
g Ag-TiO2 were dispersed into 30 mL of EG under 
vigorous stirring at room temperature for 30 min. 
Then, the mixture was transferred into Teflon-
coated autoclave and heated at 180 °C for 4 h [19]. 
The autoclave was allowed to cool. ZnFe2O4/Ag-
TiO2 nanocomposite (mass ratio=2:1) was 
collected by a magnet. The separation, washing 
and drying process were carried out according to 
the same as ZnFe2O4 MNPs. Preparation of 
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ZnFe2O4/Ag-TiO2 nanocomposite was shown in 
Scheme 1. 

 

Scheme 1. Preparation of ZnFe2O4/Ag-TiO2 nanocomposite 

2.3. Test of antibacterial activity 

The antibacterial activities of ZnFe2O4, TiO2, Ag-
TiO2 and ZnFe2O4/Ag-TiO2 were tested against 
the Gram-negative bacterium Escherichia coli (E. 
coli) and the Gram-positive bacterium 
Staphylococcus aureus (S. aureus). E. coli and S. 
aureus were grown aerobically at 37 °C overnight. 
1 mL of fresh bacterial suspension was prepared 
from E. coli and S. aureus bacteria at room 
temperature using physiological saline solution 
and vortexed. After 0.1 mL aliquot of bacterial 
suspension was poured on sterile Petri dishes on 
the Choromocult Coliform Agar plate for E. coli 
and on the Baird Parker Agar plate for S. Aeurus. 
All samples were put in stated agar plate. Finally, 
petri dishes were incubated at 37 °C for 24 h in the 
dark [20]. After 24 h, all petri dishes were visually 
controlled for the presence of bacterial growth, and 
the zone of inhibition (ZOI) was measured. The 
test was performed in triplicate. 

2.4. Characterizations of all samples 

The prepared products were confirmed by XRD 
(PANalytical, Empyrean, Netherlands). FTIR 
spectra were recorded on Shimadzu UATR Two 
instrument (Japan). The morphologies of the 
samples were characterized using a Philips XL30 
SFEG scanning electron microscope (SEM). 
Magnetic measurements were recorded at 300 K 
using vibration sample magnetometry (VSM Lake 
Shore-7407, USA).  

3. RESULTS AND DISCUSSION 

3.1. X-ray diffraction 

Figure 1 shows the XRD patterns of ZnFe2O4, 
TiO2, Ag-TiO2 and ZnFe2O4/Ag-TiO2. The XRD 
pattern of the pure ZnFe2O4 in Figure 1 can be 
perfectly assigned to the cubic phase of ZnFe2O4 

(ICSD no. 98-009-1931). The diffraction peaks at 
2θ =30.13°, 35.48°, 43.14°, 53.55°, 57.02°, and 

62.67° were indexed to the (220), (311), (400), 
(422), (511) and (440) reflections of ZnFe2O4 with 
cubic spinel structure [19, 21]. The XRD spectra 
of TiO2 indicated anatase phase formation (ICDS: 
98-015-4601) due to (101) crystal plane [17]. As 
shown in Figure 1, the six diffractive peaks at 
25.28°, 37.95°, 47.98°, 53.84°, 54.88° and 62.72° 
can be indexed to the (101), (004), (200), (105), 
(211), and (204) crystal planes of anatase TiO2, 
respectively [8, 22]. The XRD pattern of Ag-TiO2 
shows the characteristic peaks corresponding to 
anatase TiO2 phase. However, no diffraction peaks 
of Ag phase are observed, which confirms that the 
Ag particles are very small and dispersed on the 
TiO2 support [14]. The invisibly diffraction peaks 
for Ag-TiO2 at 37.88° and 44.50° reflect the 
crystallographic planes of (111) and (200) for the 
face-centered cubic of the silver crystal in Figure 
1 [11]. At the XRD pattern of ZnFe2O4/Ag-TiO2 
nanocomposite, it can be seen that all added peaks 
are in good agreement with both ZnFe2O4 and Ag-
TiO2. In addition, no peaks related to other 
impurities are observed in the synthesized 
ZnFe2O4/Ag-TiO2 nanocomposite, indicating that 
no chemical reaction between ZnFe2O4 and Ag-
TiO2 occurs. 

 

Figure 1. XRD patterns of ZnFe2O4, TiO2, Ag-TiO2 and 
ZnFe2O4/Ag-TiO2 

3.2. Fourier transform infrared spectroscopy 

FTIR spectra of ZnFe2O4, TiO2, Ag-TiO2 and 
ZnFe2O4/Ag-TiO2 indicated in Figure 2 in the 
range of 400–4000 cm-1. From the FTIR spectrum 
of ZnFe2O4 MNPs, the strong and sharp absorption 
band appeared at 540 cm-1 is in good agreement 
with vibration of Fe–O as typical band of spinel 
ferrite [23]. In addition, it can be found that the 
stretching vibration of Zn–O appears at 430 cm-1, 
which corresponds to the M–O of the octahedron 
in the spinel structure [24]. According to Figure 2, 
a broad band below 1000 cm−1 was monitored at 
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the spectra of both TiO2 and Ag-TiO2, which can 
be assigned to the bending and stretching 
vibrations of Ti-O-Ti bonds [22]. In the FTIR of 
ZnFe2O4/Ag-TiO2, most of the oxygen containing 
functional groups have been weakened during the 
solvothermal process [25]. However, the two 
characteristic absorption peaks of ZnFe2O4 exhibit 
slight shift in the curve of ZnFe2O4/Ag-TiO2 
nanocomposite (Figure 2), which also suggests 
that there are some interactions between ZnFe2O4 
and Ag-TiO2 in ZnFe2O4/Ag-TiO2 nanocomposite. 

 

Figure 2. FTIR spectra of ZnFe2O4, TiO2, Ag-TiO2 and 
ZnFe2O4/Ag-TiO2 

3.3. Magnetic measurements 

The magnetic properties of all samples were 
investigated by vibrating sample magnetometer 
(VSM) at room temperature, and the magnetic 
hysteresis loops are depicted in Figure 3. The 
saturation magnetization values of ZnFe2O4 MNPs 
is 12 emu/g. ZnFe2O4 MNPs are also 
superparamagnetic, as its magnetic hysteresis loop 
passed through the origin of the coordinate [19]. 
For TiO2 and Ag-TiO2, the saturation 
magnetization values of 1.1 and 2.4 emu/g were 
obtained respectively. The ZnFe2O4/Ag-TiO2 

nanocomposite exhibits the saturation 
magnetization of 5.5 emu/g. The saturation 
magnetization of the magnetic composite 
decreases compared with that of ZnFe2O4 MNPs, 
which can be attributed to the less magnetic 
source. 

 

Figure 3. Magnetization hysteresis loops of ZnFe2O4 (a), 
TiO2 (b), Ag-TiO2 (c) and ZnFe2O4/Ag-TiO2 (d) 

3.4. Scanning Electron Microscopy 

The morphology of all samples were investigated 
by scanning electron microscope, as shown in 
Figure 4. ZnFe2O4 MNPs are agglomerated NPs 
and their images show clustered structures and 
cauliflower-like shapes in Figure 4 (a). The TiO2 

shows very regular rough spherical morphology in 
Figure 4 (b). When silver NPs were doped, the size 
of TiO2 decreased and no regular spherical 
particles was obtained in Figure 4 (c). The SEM 
image of the Ag-TiO2, confirmed that the Ag-TiO2 
distributed as reunite state and the aggregated 
particle [26]. As seen in Figure 4 (d), the 
agglomerated structure happens the scattered, 
which implies the ZnFe2O4/Ag-TiO2 

nanocomposite consisting of ZnFe2O4 and Ag-
TiO2. 

 

Figure 4. SEM images of ZnFe2O4 (a), TiO2 (b), Ag-TiO2 (c) 
and ZnFe2O4/Ag-TiO2 (d) 

3.5. Antibacterial activities of all samples 

The antibacterial activities and the diameter for 
ZOI of the all samples against S. Aureus (gram-
positive) and E. coli (gram-negative) were 
measured (Table 1). All samples showed stronger 
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antibacterial properties against S. aureus than E. 
coli. Gram-positive and gram-negative bacteria 
have differences in their membrane structure, the 
most distinctive of which is the thickness of the 
peptidoglycan layer. The peptidoglycan layer is a 
specific membrane feature of bacterial species. 
Therefore, the antibacterial effect of samples are 
associated with the peptidoglycan layer [27]. So, 
the maximum antibacterial activity was observed 
against S. aureus showing 15 mm but E. coli 
showed 12 mm (Table 1). It can be seen that, all 
materials have larger inhibition zone, indicating 
that the materials with antibacterial activities [28].  

Zinc ferrite NPs can increase both their bioactivity 
and bactericidal effeciency owing to a large 
surface-to-volume ratio. As a result, the diameter 
of ZOI for ZnFe2O4 is 11 mm against S. Aureus but 
the diameter of ZOI for ZnFe2O4 is 8 mm against 
E. coli (Table 1). Sanpo et al. stated the 
antibacterial activity of transition zinc-substituted 
cobalt ferrite NPs (Co0.5Zn0.5Fe2O4) was assayed 
against E. coli. Then, they have confirmed that 
antibacterial activity is stronger against E. coli 
than nickel-substituted cobalt ferrite NPs 
(Co0.5Ni0.5Fe2O4) and manganese-substituted 
cobalt ferrite NPs (Co0.5Mn0.5Fe2O4) [7]. This 
could be based on the difference in chemical 
composition and surface roughness of the NPs. 
Also, Sanpo et al. reported that zinc-substituted 
cobalt ferrite nanopowders inhibit the growth of 
both E. coli and S. aureus [6]. 

TiO2 displays good antimicrobial activity against 
S. aureus than E. coli (Table 1). In addition, the 
diameter of the ZOI for Ag-TiO2 is larger than that 
of pure TiO2. Ag NPs decorated in nano TiO2 are 
one of the methods that can improve antibacterial 
activity [29]. Ag NPs considerably decrease 
bacterial infections due to have high surface areas 
and so Ag NPs exhibit better antibacterial 
activities than the other nanoparticles. So, Ag NPs 
can reach more simply into the bacteria, causing 
mutilation on the respiration of bacteria and finally 
inducing to death of bacterial cell [20]. Reducing 
the particle size of the materials, the materials are 
more developed as biocompatibility and bacterial 
activity. Cao et al. synthesized Ag/TiO2 and 
Ag/TiO2 nanopowder by SEA method and they 
proved both of the antibacterial samples to be great 
inhibitory efficiency of mould growth in attacking 
and destructing bacterial cell membranes [14].  

The ZnFe2O4/Ag-TiO2 nanocomposite displays 
antibacterial activity against both S. aureus and E. 
coli, also the ZOI for ZnFe2O4/Ag-TiO2 is larger 

than that of ZnFe2O4 and Ag-TiO2 (Table 1). 
Allafchian et al. synthesized NiFe2O4/PAMA/Ag–
TiO2 nanocomposite and they found that 
NiFe2O4/PAMA/Ag–TiO2 nanocomposite showed 
a very good antibacterial activity against gram 
positive and negative bacteria [29]. Atacan et al. 
investigated antibacterial activities of Ag/CuFe2O4 
and papain immobilized Ag/CuFe2O4 MNPs. They 
have found that papain immobilized Ag/CuFe2O4 
MNPs show strong antibacterial efficiency [30]. 
This paper exhibits that after composing of 
nanocomposite, the antibacterial activity is 
significantly enhanced. The obtained results were 
conformed with the antibacterial properties and 
inhibition diameters when compared with other 
literatures. 

Table 1. The diameters of zones of inhibition for all 
prepared samples in this study 

ZOI (mm) 

Samples S. Aureus E. Coli 

ZnFe2O4  11±0.2 8±0.3 

TiO2  8±0.2 5±0.4 

Ag-TiO2  10±0.3 7±0.3 

ZnFe2O4/ Ag-TiO2  15±0.2 12±0.3 

4. CONCLUSIONS 

In this study, we synthesized solvothermally 
ZnFe2O4/Ag-TiO2 which exhibit antibacterial 
activity against E. coli and S. aureus bacteria. The 
main property of ZnFe2O4 MNPs can supply easier 
separation of NPs by using external magnetic field 
to avoid time consuming centrifugation in 
potential applications. By the way, the results 
indicated that all synthesized samples have 
stronger antibacterial activities against S. aureus 
than E. coli bacteria. But, the results indicated that 
the ZnFe2O4/Ag-TiO2 nanocomposite have the 
most effective antibacterial property against S. 
aureus bacteria among all of the samples 
investigated in this study. The magnetic 
nanocomposite was proved to have both the good 
antibacterial activity of Ag–TiO2 and the ZnFe2O4 
MNPs. So, this work demonstrates that after 
composing of nanocomposite formation, 
antibacterial efficiency is obviously increased.  

1724Sakarya University Journal of Science, 22 (6), 1720-1726, 2018.



"Keziban Atacan, Nuray Güy, Soner Çakar
Preparation and antibacterial activity of solvothermal synthesized znfe2o4/ag-tio2 nanocomposite…"

 

 

ACKNOWLEDGMENTS 

We appreciate the financial support by the 
Scientific Research Projects Commission of 
Sakarya University (Project number: 2016-02-04-
047).  

REFERENCES 

[1] P. Guo, G. Zhang, J. Yu, H. Li, X.S. Zhao, 
“Controlled synthesis, magnetic and 
photocatalytic properties of hollow spheres and 
colloidal nanocrystal clusters of manganese 
ferrite,” Colloids and Surfaces A: 
Physicochemical and Engineering Aspects, vol. 
395, pp. 168–174, 2012.  
[2] G. Tong, F. Du, W. Wu, R. Wu, F. Liu, Y. 
Liang, “Enhanced reactive oxygen species (ROS) 
yields and antibacterial activity of spongy 
ZnO/ZnFe2O4 hybrid micro-hexahedra selectively 
synthesized through a versatile glucose-
engineered co-precipitation/annealing process,” 
Journal of Materials Chemistry B, vol. 1, pp.  
2647–2657, 2013.  
[3] R. Liu, M. Lv, Q. Wang, H. Li, P. Guo, 
X.S. Zhao, “Solvothermal synthesis of size-
tunable ZnFe2O4 colloidal nanocrystal assemblies 
and their electrocatalytic activity towards 
hydrogen peroxide,” Journal of Magnetism and 
Magnetic Materials, vol. 424, pp. 155–160, 2017.  
[4] P. Guo, M. Lv, G. Han, C. Wen, Q. Wang, 
H. Li, X.S. Zhao, “Solvothermal synthesis of 
hierarchical colloidal nanocrystal assemblies of 
ZnFe2O4 and their application in water treatment,” 
Materials, vol. 9, no. 806, pp. 1-10, 2016. 
[5] R. Ji, C. Cao, Z. Chen, H. Zhai, J. Bai, 
“Solvothermal synthesis of CoxFe3−xO4 spheres 
and their microwave absorption properties, 
Journal of Materials Chemistry C, vol. 2, pp.  
5944–5954, 2014. 
[6] N. Sanpo, C.C. Berndt, J. Wang, 
“Microstructural and antibacterial properties of 
zinc-substituted cobalt ferrite nanopowders 
synthesized by sol-gel methods,” Journal of 
Applied Physics, vol. 112, pp. 1–7, 2012.  
[7] N. Sanpo, C. Wen, C.C. Berndt, J. Wang, 
“Antibacterial properties of spinel ferrite 
nanoparticles, in: Microbial Pathogens and 
Strategies for Combating Them,”  Science, 
Technology and Education (A. Méndez-Vilas, 
Ed.), pp. 239–250, 2013. 
[8] X. Hu, L. Xiao, X. Jian, W. Zhou, 
“Synthesis of mesoporous silica-embedded TiO2 

loaded with Ag nanoparticles for photocatalytic 
hydrogen evolution from water splitting,” Journal 
of Wuhan University of Technology- Materials 
Science Edition, vol. 32, pp. 67–75, 2017.  
[9] Y. Chen, Y. Deng, Y. Pu, B. Tang, Y. Su, 
J. Tang, “One pot preparation of silver 
nanoparticles decorated TiO2 mesoporous 
microspheres with enhanced antibacterial 
activity,” Materials Science and Engineering C, 
vol. 65, pp. 27–32, 2016.  
[10] M. Rai, A. Yadav, A. Gade, “Silver 
nanoparticles as a new generation of 
antimicrobials,” Biotechnology Advances, vol. 27, 
pp.  76–83, 2009.  
[11] S.W. Chook, C.H. Chia, S. Zakaria, M.K. 
Ayob, K.L. Chee, N.M. Huang, H.M. Neoh, H.N. 
Lim, R. Jamal, R. Rahman, “Antibacterial 
performance of Ag nanoparticles and AgGO 
nanocomposites prepared via rapid microwave-
assisted synthesis method,” Nanoscale Research 
Letters, vol. 7, pp. 1–7, 2012. 
[12] R. Verma, V.B. Chaudhary, L. Nain, A.K. 
Srivastava, Antibacterial characteristics of TiO2 
nano-objects and their interaction with biofilm,” 
Materials Technology, vol. 32, pp.   385–390, 
2017.  
[13] C.M.N. Chan, A.M.C. Ng, M.K. Fung, 
H.S. Cheng, M.Y. Guo, A.B. Djurišić, F.C.C. 
Leung, W.K. Chan, “Antibacterial and 
photocatalytic activities of TiO2 nanotubes,” 
Journal of Experimental Nanoscience, vol. 8, pp. 
859–867, 2013.  
[14] C. Cao, J. Huang, L. Li, C. Zhao, J. Yao, 
“Highly dispersed Ag/TiO2 via adsorptive self-
assembly for bactericidal application,” RSC 
Advances, vol. 7, pp. 13347–13352, 2017.  
[15] J. Zhang, X. Liu, X. Suo, P. Li, B. Liu, H. 
Shi, “Facile synthesis of Ag/AgCl/TiO 2 
plasmonic photocatalyst with efficiently 
antibacterial activity,” Materials Letters, vol. 198, 
pp. 164–167, 2017.  
[16] W. Gu, Q. Xie, C. Qi, L. Zhao, D. Wu, 
“Phosphate removal using zinc ferrite synthesized 
through a facile solvothermal technique,” Powder 
Technology, vol. 301, pp. 723–729, 2016.  
[17] S. Çakar, M. Özacar, “The effect of iron 
complexes of quercetin on dye-sensitized solar cell 
efficiency,” Journal of Photochemistry & 
Photobiology, A: Chemistry, vol. 346, pp. 512–
522, 2017.  
[18] N. Güy, M. Özacar, “The influence of 
noble metals on photocatalytic activity of ZnO for 
Congo red degradation,” International Journal of 

1725Sakarya University Journal of Science, 22 (6), 1720-1726, 2018.



"Keziban Atacan, Nuray Güy, Soner Çakar
Preparation and antibacterial activity of solvothermal synthesized znfe2o4/ag-tio2 nanocomposite…"

 

 

Hydrogen Energy, vol. 41, pp. 20100–20112, 
2016.  
[19] X. Chen, Y. Dai, T. Liu, J. Guo, X. Wang, 
F. Li, “Magnetic core–shell carbon microspheres 
(CMSs)@ZnFe2O4/Ag3PO4 composite with 
enhanced photocatalytic activity and stability 
under visible light irradiation,” Journal of 
Molecular Catalysis A: Chemical, vol. 409, pp. 
198–206, 2015. 
[20] R. Liu, H. Ge, X. Wang, J. Luo, Z. Li, X. 
Liu, “Three-dimensional Ag–tannic acid–
graphene as an antibacterial material,” New 
Journal of Chemistry, vol. 40, pp. 6332–6339, 
2016.  
[21] Z. Yang, Y. Wan, G. Xiong, D. Li, Q. Li, 
C. Ma, R. Guo, H. Luo, “Facile synthesis of 
ZnFe2O4/reduced graphene oxide nanohybrids for 
enhanced microwave absorption properties,” 
Materials Research Bulletin, vol. 61, pp. 292–297, 
2015.  
[22] L. Zhang, C. Ni, H. Jiu, C. Xie, J. Yan, G. 
Qi, “One-pot synthesis of Ag-TiO2/reduced 
graphene oxide nanocomposite for high 
performance of adsorption and photocatalysis,” 
Ceramics International, vol. 43, pp. 5450–5456, 
2017.  
[23] R. Rahimi, M. Heidari-Golafzani, M. 
Rabbani, “Preparation and photocatalytic 
application of ZnFe2O4@ZnO core–shell 
nanostructures,” Superlattices and 
Microstructures, vol. 85, pp. 497–503, 2015.  
[24] G. J. Rani, M. A. J. Rajan, “Reduced 
graphene oxide/ZnFe2O4 nanocomposite as an 
efficient catalyst for the photocatalytic 
degradation of methylene blue dye,” Research on 
Chemical Intermediates, vol. 43, pp. 2669–2690, 
2017.  

[25] J. Shen, G. Ma, J. Zhang, W. Quan, L. Li, 
“Facile fabrication of magnetic reduced graphene 
oxide-ZnFe2O4 composites with enhanced 
adsorption and photocatalytic activity,” Applied 
Surface Science, vol. 359, pp. 455–468, 2015. 
[26] Y. Zhao, Z. Huang, W. Chang, C. Wei, X. 
Feng, L. Ma, X. Qi, Z. Li, “Microwave-assisted 
solvothermal synthesis of hierarchical TiO2 
microspheres for efficient electro-field-assisted-
photocatalytic removal of tributyltin in tannery 
wastewater,” Chemosphere, vol. 179, pp. 75–83, 
2017.  
[27] J. S. Kim, E. Kuk, K. N. Yu, J. H. Kim, S. 
J. Park, H. J. Lee, S. H. Kim, Y. K. Park, Y. H. 
Park, C. Y. Hwang, Y. K. Kim, Y. S. Lee, D. H. 
Jeong, M. H. Cho, “Antimicrobial effects of silver 
nanoparticles,” Nanomedicine: Nanotechnology, 
Biology, and Medicine, vol. 3, pp. 95–101, 2007.  
[28] Y. Z. Wang, Y. S. Wu, X. X. Xue, H. Yang, 
Z. H. Liu, “Microstructure and antibacterial 
activity of ions (Ce, Y, or B)-doped Zn-TiO2: a 
comparative study,” Materials Technology, vol. 
32, pp. 310–320, 2017.  
[29] A. Allafchian, S. A. H. Jalali, H. 
Bahramian, H. Ahmadvand, “Preparation, 
characterization, and antibacterial activity of 
NiFe2O4/PAMA/Ag-TiO2 nanocomposite,” 
Journal of Magnetism and Magnetic Materials, 
vol. 404, pp. 14–20, 2016.  
[30] K. Atacan, M. Özacar, M. Özacar, 
“Investigation of antibacterial properties of novel 
papain immobilized on tannic acid modified 
Ag/CuFe2O4 magnetic nanoparticles,” 
International Journal of Biological 
Macromolecules, vol. 109, pp. 720–731, 2018.  
 

 

1726Sakarya University Journal of Science, 22 (6), 1720-1726, 2018.



 

SAKARYA UNIVERSITY  
JOURNAL OF SCIENCE 

 

e-ISSN: 2147-835X 
http://www.saujs.sakarya.edu.tr 

Received 
02-01-2018 
Accepted 

10-05-2018 

Doi 
10.16984/saufenbilder.373735 

 

 

Role of Ag and tannin modification on photocatalytic and antibacterial properties of 
ZnO nanoplates 

Nuray Güy*1, Soner Çakar2, Keziban Atacan3 

Abstract 

In this study, photocatalytic and antibacterial activities of ZnO, Ag/ZnO, ZnO/tannin and Ag/ZnO/tannin 
synthesized by microwave-hydrothermal and borohydride reduction method have been investigated. The 
products were characterized by X-ray diffraction (XRD), field emission scanning electron microscopy 
(FESEM), energy dispersive spectroscopy (EDS), fourier transform infrared (FTIR) and UV–Vis diffuse 
reflectance/absorbance spectroscopy (DRS). Photocatalytic activities of products were explored for the 
degradation of malachite green (MG) dye in presence of UV light irradiation. When photocatalytic activities 
of them were compared, Ag/ZnO exhibited the highest photocatalytic activity. The photodegradation 
efficiency of 98.68% was recorded for Ag/ZnO after 30 min. The antibacterial activities of the prepared 
products were examined against Escherichia coli (E. Coli), Staphylococcus aureus (S. aureus) and Candida 
by the well diffusion method. The results showed more excellent antibacterial activity in Ag/ZnO/tannin 
compared to others.  

 

Keywords: Antibacterial properties, photocatalyst, Ag/ZnO, tannin  

 

1. INTRODUCTION 

Nowadays, industrialization is increasing rapidly 
in developing countries. As well as the main 
advantages offered by industrialization, there are 
some handicaps caused by it. One of these 
handicaps is water pollution, which is caused by 
industrial dyestuff, negatively affecting ecosystem 
and human health. As a cationic dye Malachite 
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green (MG), is highly soluble in water and usually 
used in the textiles and paper industries. It is 
known that the use of MG damage to human and 
animal health, cause various types of cancer, affect 
respiratory and gastrointestinal systems [1,2]. 
Thus, appropriate method should be selected to 
treat wastewaters containing color pollutants such 
MG, before discharging to the environment [1,2]. 
Semiconductor photocatalysis, known as green 
technology, is seen as an effective method for 
removing toxic organic pollutants and pathogens 
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in wastewater [3–5]. ZnO is an attractive and 
promising photocatalyst, which has a wide band 
gap of 3.37 eV, a high exciton binding energy of 
60 meV, low cost, and an eco-friendly [6,7]. 
Furthermore, it is a bactericide and it inhibits both 
Gram-positive and Gram-negative bacteria [5,7,8]. 

The fast recombination ratio of photoinduced 
charge carriers has inhibited the activiy of ZnO. 
So, doping of noble or transition metals, such as 
Ag, Au, Pt, Ni and Cu, onto ZnO can effectively 
enhance the photocatalytic efficiency of ZnO [5]. 
Among the noble metal doped ZnO photocatalysts, 
Ag/ZnO has drawn attention because of their 
abilities as effective separation of charge carriers 
and retardation of their recombination. The 
photogenerated electrons in the conduction band 
(CB) of ZnO can be migrated to Ag nanoparticles 
(NPs) because of the Schottky barrier at the Ag–
ZnO interface. Thus, the Ag NPs facilitates the 
charge separation and enhancing the 
photocatalytic activity [9]. Besides, Ag NPs have 
unique antibacterial properties which facilitate the 
removal of pathogens from the water [3–5]. The 
modificiation of Ag NPs with ZnO is an efficient 
technique to generate antibacterial materials with 
advanced functional properties. The Gram-
negative Escherichia coli, Gram-positive 
Staphylococcus aureus and fungi Candida, which 
usually are found as faecal contaminations in the 
hospital and municipal wastewaters, are the most 
studied microorganisms in the antibacterial 
applications [10,11]. 

Tannins, which are low cost and natural polymers, 
contain polyphenolic compounds of molecular 
weight changed between 500 and some thousands 
Daltons. In photocatalysis process, tannin can 
function as an electron trap and carrier to prolong 
lifetime of the electron-hole pairs. So, electron–
hole recombination is effectively suppressed and 
the photocatalytic efficiency of the semiconductor 
is developed [12,13]. Antibacterial properties of 
tannins have been known for a long time [6,14]. 
The number and location of hydroxyl groups in 
this phenolic structure play an important role in 
their toxicity to microorganisms. As the number of 
hydroxyl groups increases, toxicity also increases. 
So, tannins inhibit growth of fungi, bacteria and 
viruses [15].  

In this study, undoped ZnO, Ag/ZnO, ZnO/tannin 
and Ag/ZnO/tannin were synthesized by 
microwave-hydrothermal method. The prepared 
products were characterized by X-ray diffraction 
(XRD), field emission scanning electron 

microscopy (FESEM) and UV–visible diffuse 
reflectance spectra (UV–Vis DRS). Although 
Ag/ZnO nanocomposites have been extensively 
studied in the literature, effect of tannin 
modification on photocatalytic and antibacterial 
features of ZnO was investigated in this work. The 
photocatalytic performance of the products for 
degradation of MG under UV light irradiation and 
their antibacterial activities against Escherichia 
coli, Staphylococcus aureus and Candida have 
been systematically evaluated.  

2. MATERIALS AND METHODS 

2.1. Materials 

Zinc chloride (ZnCl2, Merck), sodium hydroxide 
(NaOH, Merck), silver nitrate (AgNO3, Carlo 
Erba), sodium borohydride (NaBH4, Merck), and 
MG (commercial grade) Mueller-Hinton agar 
(Merck) and ethanol (Merck) and used without 
further purification. Commercial tannin extract, 
valonia, was obtained from MİRKİM Leather and 
Chemical Material, Gerede/Bolu-Turkey. All 
compounds except MG and tannin were of reagent 
grade.  

2.2. Preparation of photocatalysts 

Synthesis of ZnO: The ZnO nanoplates were 
synthesized by microwave-assisted hydrothermal 
method. ZnCl2 (3.66 mmol, 0.5 g) was dissolved in 
10 mL of distilled water then 10 mL of NaOH (20 
mmol, 0.80 g) solution was dropped and stirred for 
1 h. The reaction mixture was transferred into a 
Teflon autoclave and treated at 160 °C for 5 min 
under temperature-controlled mode in a 
microwave oven (CEM Mars 5) operating at 700 
W and then cooled at room temperature. The 
products were centrifuged, washed with distilled 
water and absolute ethanol several times and and 
finally, dried in an oven at 60 °C.  

Synthesis of Ag/ZnO: Ag doped ZnO 
photocatalyts were prepared by borohydride 
reduction method. Required amount of the salt 
solution of the metal for doping was added to 
dispersed ZnO (1.23 mmol, 0.1 g) in 40 mL of 
water. The weight ratio of Ag to ZnO in this 
representative reaction was 5%. Then 20 mL of 
sodium borohydride (0.35 mmol, 0.013 g) solution 
as a reducing agent was dropped to the mixture and 
stirred for 1 h to reduce adsorbed metals ions to 
metallic NPs onto ZnO surface. The products were 
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washed distilled water and absolute ethanol 
several times, and then dried in an oven at 60 °C. 

Synthesis of ZnO/tannin: 0.1 g tannin was 
dissolved into 40 mL of distilled water and ZnCl2 

(15.01 mmol, 2.0457 g) was added into the 
solution. Then, 20 mL of NaOH (80 mmol, 3.2 g) 
solution was dropped into the mixture and stirred 
for at 25 °C for 1 h. The resulting mixture was 
transferred into a Teflon autoclave and treated at 
160 °C for 5 min under temperature-controlled 
mode in a microwave oven (CEM Mars 5) 
operating at 700 W and then cooled at room 
temperature. The product was washed distilled 
water and absolute ethanol several times, and then 
dried in an oven at 60 °C for 24 h. 

Synthesis of Ag/ZnO/tannin: 0.1 g of ZnO/tannin 
was dispersed into 40 mL of distilled water. 
AgNO3 solution was added to mixture such that 
the weight ratio of Ag to ZnO was 5%. Then 
20 mL of sodium borohydride (0.35 mmol, 0.013 
g) solution as a reducing agent was dropped to the 
mixture and stirred for 1 h at room temperature. 
The product was washed distilled water and 
absolute ethanol several times, and then dried in an 
oven at 60 °C for 24 h. 

2.3. Characterization of photocatalysts 

The prepared products were confirmed by powder 
X-ray diffraction (XRD, PANalytical Empyrean 
diffractometer with Cu Kα (λ=1.54 Å) in the 2θ 
angles ranging from 10 to 90. The morphologies of 
ZnO, Ag/ZnO, ZnO/tannin and Ag/ZnO/tannin 
nanocomposites were characterized by using a 
field emission scanning electron microscopy 
(FESEM, FEI QUANTA FEG 450). The surface 
compositions of the samples were identified by 
energy dispersive spectroscopy (EDS).  The UV–
Vis absorption spectra of the MG solution and 
photocatalysts were determined by using a UV-
Visible spectrophotometer (UV-Vis, Shimadzu 
UV-2600). The diffuse reflectance spectra of the 
products were analyzed by using a UV-Visible 
spectrophotometer fitted with a diffuse reflectance 
attachment. The band gap energies of the 
nanophotocatalysts were determined by the 
Kubelka–Munk function, F(R) and 
by extrapolating the [F(R)hv]1/2 versus photon 
energy (hν). Fourier Transform Infrared (FTIR) 
spectra of prepared photocatalysts were recorded 
by using a FTIR Spectrometer (Perkin Elmer FTIR 
Spectrum Two) in the range 400–4000 cm−1 at 
room temperature.  

2.4. Photocatalytic testing 

Photocatalytic efficiencies of obtained products 
were examined by degradation of MG in an 
aqueous solution under a 100 W UV light (the 
strongest emission at 365 nm). For each 
experiment, 50 mg of photocatalyst was dispersed 
in 100 mL of 16 mg/L of the MG aqueous solution. 
Before illumination, the suspensions were stirred 
for 30 min in the dark to supply establishment of 
adsorption/desorption equilibrium of MG on 
surfaces of the photocatalysts in the aqueous 
solutions. 5 mL of the aliquots were sampled at 
predetermined time intervals, centrifuged and 
examined by recording variations in the absorption 
band (616 nm) in the UV–Vis spectra of MG. The 
percentage of degradation was determined by 
using the Eqs. (1) and (2) [16]: 

Degradation =
C0-C

C0
x100                                   (1) 

                                                                                        

                      =
A0-A

A0
x100                                  (2)   

where C0 indicates the initial concentration after 
the equilibrium adsorption, C indicates the 
reaction concentration of MG, A0 indicates the 
initial absorbance, and A indicates the changed 
absorbance of the MG at the characteristic 
absorption wavelength of 616 nm. 

2.5. Antibacterial testing 

The antibacterial activity of the all products were 
examined against Gram-negative bacteria E. Coli, 
Gram-positive bacteria S. aureus and fungi 
Candida by agar well diffusion method. In this 
study, Mueller-Hinton agar was used as a nutrient 
agar medium. This medium was poured into sterile 
Petri dishes and using sterile cottons wab, bacterial 
suspension was spread over the plates by spread 
plate method. All the products were placed on 
stated agar plate, followed by incubation at 37 °C 
for 24 h [17]. All the agar plates were visually 
examined for the existence of bacterial growth, 
and the diameter of inhibitory zones was measured 
in millimeter (mm). 

3. RESULTS AND DISCUSSION 

3.1. Characterization of photocatalysts  

The phases of ZnO, Ag/ZnO, ZnO/tannin and 
Ag/ZnO/tannin were identified by XRD in Figure 
1. As depicted in Figure 1(a), the peaks at 2θ 
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values of 31.7°, 34.4°, 36.2°, 47.5°, 56.6°, 62.9°, 
66.4°, 68.0°, 69.1°, 72.6°, and 77.0°, indexed to 
(100), (002), (101), (102), (110), (103), (200), 
(112), (201), (004), and (202) planes of the ZnO 
crystal, respectively. Obviously, Ag/ZnO exhibits 
the usual wurtzite, just like original ZnO 
nanoplates, with similar peak intensities and 
shapes. However, the XRD patterns of Ag/ZnO 
illustrate diffraction peaks corresponding to the 
(111) and (200) facets of Ag (JCPDS cards file no.; 
ZnO:36-1451, Ag:04-0783), which has the face-
centered cubic (fcc) structure [18]. Furthermore, 
similar peaks were observed in the ZnO/tannin and 
Ag/ZnO/tannin. But, the peak intensities only 
slightly decreased by modification tannin 
compared to the peaks of ZnO and Ag/ZnO. The 
average crystallite sizes of the samples were 
calculated by Scherrer equation (D = 0.9λ/β cos θ, 
where λ is the wavelength of the radiation, θ is the 
diffraction angle, and β is the corrected half width 
of the diffraction peak). It has been reported in the 
literature that ZnO powders exhibit the nature of 
crystals corresponding to the (100), (002) and 
(101) planes [19]. The average crystal sizes for 
samples are illustrated in Table 1. As can be seen 
from Table 1, Ag/ZnO has a larger crystal size than 
the others. Because the ionic radius of the 
Ag+ (126 pm) ions substituted with the Zn2+ ions 
(74 pm) in ZnO crystal, is larger than that of 
Zn2+ ions. So it promotes the growth of the crystal 
size [18]. It is known that the crystal size 
influences the adsorption and the photocatalytic 
performance. However, our results, which are 
consistent with those of Zhong et al. [20] and 
Khataee et al. [21], showed that crystal sizes of 
samples caused no effect on the photocatalytic 
efficiency [18]. 

 

Figure 1. XRD patterns of ZnO and Ag/ZnO 

Table 1. The crystal sizes of ZnO, Ag/ZnO, ZnO/tannin and 
Ag/ZnO/tannin 

Compound Structure Daverage (nm) 

ZnO Hexagonal 29.12 

Ag/ZnO Hexagonal 31.23 

ZnO/tannin Hexagonal 25.58 

Ag/ZnO/tannin Hexagonal 28.02 

Morphology analysis of the ZnO, Ag/ZnO, 
ZnO/tannin and Ag/ZnO/tannin were investigated 
by FESEM and the images are shown in Figure 2. 
As can be observed in Figure 2(a), ZnO shows an 
irregular nanoplate like structure. Figure 2(b) 
shows a FESEM image of the Ag/ZnO. Ag doping 
does not change the plate structure of ZnO. 
Furthermore, from Figure 2(b), we can see 
dispersed small Ag NPs taking place on ZnO 
surface. The FESEM images of ZnO/tannin and 
Ag/ZnO/tannin are illustrated in Figure 2(c) and 
Figure 2(d), respectively. As can be seen, the 
surfaces ZnO and Ag/ZnO nanoplates are highly 
coated with the tannin molecules for ZnO/tannin 
and Ag/ZnO/tannin [22]. Table 2 illustrates EDS 
analysis results for the samples to confirm element 
compositions of them. The results for the Ag/ZnO 
show Ag, Zn and O elements while it does Zn and 
O elements for ZnO. Furthermore, the increase in 
the amount of O and presence of C is evidence of 
tannin in the ZnO/tannin and Ag/ZnO/tannin. 

 

Figure 2. FESEM images of (a) ZnO, (b) Ag/ZnO, (c) 
ZnO/tannin and (d) Ag/ZnO/tannin 

Table 2. The EDS analysis of ZnO, Ag/ZnO, ZnO/tannin 
and Ag/ZnO/tannin 

Elements/ 

(at.%) (EDS) 

ZnO Ag/ZnO ZnO/tannin Ag/ZnO/ 

tannin 

Zn 18.48 10.23 9.230 7.788 

O 81.52 88.23 63.66 68.98 

Ag - 1.540 - 1.102 

C - - 27.11 22.13 

Total 100 100 100 100 
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The optical features of the prepared products were 
analyzed from the UV–Visible diffuse reflectance 
spectra and the results were illustrated in Figure 3. 
ZnO exhibits a sharp band at 377 nm, which 
corresponds to the ZnO nanoplates. Broad peak at 
450 nm is observed in the reflectance spectra of the 
products representing the formation of Ag NPs. 
The diffuse reflectance is defined the Kulbelka-
Munk function by the equation F(R) = (1-R)2/2R, 
where R is the diffuse reflectance of the sample. 
This spectra supplies the calculation of the band 
gap of the sample with the help of the Kubelka 
Munk theory [23]. As can be seen in Figure 4, the 
band gap energies are found to be 3.23 eV for ZnO 
and ZnO/tannin, and 3.22 eV for Ag/ZnO, and 
Ag/ZnO/tannin, corresponding to UV region of the 
electromagnetic spectrum. According the results, 
the band gap energies of the nano photocatalysts 
change slightly with doping Ag and tannin. 

 

Figure 3. UV-Vis diffuse reflectance spectra of samples 

 

Figure 4. The plot of the transformed Kubelka–Munk 
function versus the gap energy of samples 

To learn more information about the structures, 
FTIR spectra of ZnO, Ag/ZnO, ZnO/tannin and 
Ag/ZnO/tannin nanophotocatalysts were supplied 
and the spectra is shown in Figure 5. For the ZnO 
containing photocatalysts, the peak at 570 cm-1 is 
assigned to the stretching vibration of the Zn–O 
bond. In Figure 5(c)-(d), the C=C-C stretching 
vibration of aromatic ring can be seen in the 1560–
1400 cm-1 region. The C-O stretching vibrations of 
hydrolysable tannins can be seen at 1200 cm-1. At 
800 cm-1, C-H deformation peak has a weak 
intensity. 

 

 Figure 5. FTIR spectra of (a) ZnO, (b) Ag/ZnO (c) 
ZnO/tannin and (d) Ag/ZnO/tannin 

3.2. Photocatalytic activity of materials 

In this study, to investigate the photocatalytic 
efficiencies of the photocatalysts, we used MG 
which has the strong absorption at 616 nm. 
Figure 6 illustrates the time-dependent absorbance 
spectra of MG in the presence of ZnO, Ag/ZnO, 
ZnO/tannin and Ag/ZnO/tannin. As can be seen in 
Figure 6, MG degrades much faster in the presence 
of Ag/ZnO than in the presence of the other 
photocatalysts. Figure 7(a) exhibits the changes in 
the concentration of MG determined. As shown in 
Figure 7(a), photocatalytic activity was not 
observed in the absence of any catalyst under UV 
light. But, the degradation efficiencies for MG are 
about 95.8 and 98.7, 88.5, 90.7% for ZnO, 
Ag/ZnO, ZnO/tannin and Ag/ZnO/tannin 
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photocatalysts in the 30 min, respectively. Figure 
7(b) illustrates the pseudo-first order kinetics of 
the MG photodegradation of the products. Pseudo-
first order reaction kinetics is given by the 
following equation [19]: 

ln(Ct/C0)=kt                                                       (3)                        

where k is the degradation rate constant and C0 and 
C are the concentrations of dye, initial and at the 
reaction time t, respectively. The pseudo-first 
order rate constants of the ZnO, Ag/ZnO, 
ZnO/tannin and Ag/ZnO/tannin are shown 
in Table 3. According to the results, Ag/ZnO has 
the highest k value (91.2x10-6 min−1) compared 
with others. It is claimed that the photocatalytic 
efficiency of the Ag/ZnO is ascribed to the 
presence of Ag on ZnO surface that effectively 
inhibits the recombination of charge carriers. Due 
to the SPR and synergistic effect of Ag NPs, the 
photoinduced electrons in the CB of ZnO flow to 
the surface of Ag NPs under UV light irradiation. 
As a result, Ag NPs serve as electron traps and 
retard electron-hole recombination [7,24]. 
However, the reason why the activities of 
ZnO/tannin and Ag/ZnO/tannin photocatalysts are 
lower than ZnO and Ag/ZnO respectively, can be 
explained by the tannin molecules covering the 
active surfaces of ZnO. 

 

Figure 6. The absorption spectra of MG aqueous solution 
under UV light irradiation in the presence of samples 

 

 

Figure 7. a) The photodegradation of MG in presence of 
various photocatalysts b) Pseudo-first order 
kinetics for MG dye 

Table 3. Kinetics data of MG photodegradation in the 
presence of photocatalysts. 

Samples 

Rate 
constants,  
k (min−1) 

 

Photodegradation 
ratios 
after 30 min 
irradiation (%) 

ZnO 84.1x10-6 95.85 

Ag/ZnO 91.2x10-6 98.68 

ZnO/tannin 66.3x10-6 88.54 

Ag/ZnO/tannin 9.92x10-6 90.72 

 

3.3. Photocatalytic mechanism  

The Ag/ZnO exhibits an enhancement in the 
photocatalytic activity under UV-light irradiation 
compared to the other photocatalysts. Ag NPs on 
the ZnO surface form a schottky barrier at the Ag-
ZnO interface, they trap the electrons and prevent 
the return to the ZnO surface, and so it extends the 
lifetime of the charge carriers. The possible 
mechanism of the Ag/ZnO for degradation of MG 
can be proposed as follows [9,18]: 

ZnO + hν 
�� �����
�⎯⎯⎯⎯⎯� ZnO(e��

� + h��
� )                 (4) 

Ag → Ag+ + e−                                                  (5) 

e−+ O2 → •O2
-
       (6) 
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•O2
- + H+ → HOO•                                                       (7) 

2HOO• → H2O2 + O2                                        (8) 
H2O2 + O2 + e��

�  → O2 + HO• + OH-          (9) 
Ag+ + e− →Ag                                                 (10) 
h��

�  + OH− → HO•                                          (11) 
HO• + MG → Degradation products.              (12) 

Figure 8 illustrates the schematic electron-hole 
separation in presence Ag-ZnO system under UV 
light. When ZnO is illuminated by UV light, an 
electron (e−) in the VB can be excited to the CB, 
leaving a hole (h��

� ) in the VB. The 
photogenerated electrons migrate from ZnO to the 
Ag to reach fermi energy level equilibration (Ef) 
because fermi level of Ag is lower than that of ZnO 
[3]. Then, electrons on the Ag react with adsorbed 
oxygen and form more super oxide radical anion 

(•O2
-
), and simultaneously, VB holes of ZnO also 

produce hydroxyl ( OH−) radical by interaction 
with water. Consequently, these strong radicals are 
used for degradation MG [3,18,24]. 

 

Figure 8. Schematic illustration of photocatalytic activation 
for MG using Ag/ZnO UV-light irradiation 

3.4. Antibacterial activity of materials 

Antimicrobial activities of the ZnO, Ag/ZnO, 
ZnO/tannin and Ag/ZnO/tannin were performed 
against E. Coli, S. aureus and Candida. Figure 9 
illustrates the photographic images of the zone of 
inhibition for the products, and the diameters of the 
zones of inhibition are summarized in Table 3. 
When the diameters of the zones of inhibition (if 
present) for each product were compared, it was 
observed that Ag/ZnO/tannin nanocomposite were 
more effective against E. Coli, S. aureus and 
Candida. Because Ag NPs have high surface areas 
and unique physicochemical properties, they 
remarkably reduce bacterial infections [17]. Ag 
NPs may contact with more easily the bacterial cell 
membrane, causing structural changes and 
degradation and eventually, leading to bacterial 
cell death [25]. Furthermore, the diameter of the 
inhibition zone for Ag/ZnO is larger than that of 

pure ZnO. The phenolic groups which tannin 
molecules contain, hinder bacterial growth and 
protease activity via harming its cell wall and 
cytoplasm, so the destruction of vegetative 
structure of bacteria is accelerated [15,25]. As a 
result, Ag/ZnO/tannin has better antimicrobial 
activity due to the synergistic effect of combining 
Ag, ZnO and tannin. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Inhibition zones of ZnO, Ag/ZnO, ZnO/tannin 
and Ag/ZnO/tannin against (a) E. coli, (b) 

S.aureus and (c) Candida. 

Table 3. Antibacterial activities of ZnO, Ag/ZnO, 
ZnO/tannin and Ag/ZnO/tannin against pathogenic bacteria 

and fungal strains. 

Type of NPs 

Diameter of  
Inhibition Zone (mm) 

Bacterial 
Strains 

Fungal 
Strains 

E.Coli S.Aureus Candida 
ZnO 0 9 12 

Ag/ZnO 12 14 20 

ZnO/tannin 10 11 18 

Ag/ZnO/tannin 12 15 24 
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5. CONCLUSIONS 

In summary, ZnO, Ag/ZnO, ZnO/tannin and 
Ag/ZnO/tannin were synthesized by microwave-
hydrothermal method. These nanocomposites 
have potential applications in both 
photodegradation of MG and inhibition of bacteria 
and fungi. Ag/ZnO exhibits better photocatalytic 
efficiency for MG than other photocatalysts due to 
hindering electron hole pair recombination by Ag 
NPs and enhancing of the performance of Ag/ZnO 
by surface plasmon resonance of them. In the 
antibacterial tests, due to the strong interaction 
between metallic Ag, tannin and ZnO, 
Ag/ZnO/tannin exhibited enhanced and 
synergistic antibacterial activities for E. coli, S. 
aureus and Candida. 
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Fe/ZnO nanorod photoanode and pyrocatechol violet sensitizer based dye sensitized 
solar cells 

Soner Cakar1 

Abstract 

A ZnO and Fe/ZnO nanorods have been prepared and used in dye sensitized solar cells. The prepared ZnO 
and Fe/ZnO nanorods were characterized by XRD, SEM and SEM-EDS. Additionally, the pyrocatechol 
violet solutions with different pH values have been prepared, characterized and used in dye sensitized solar 
cells. The dyes which have different pH values were characterized via UV-Vis absorbance and cyclic 
voltammetry techniques. The Fe doping to ZnO nanorods increased the solar cell efficiency by 20-35%. 
The pyrocatechol violet dye can be binded to Fe atoms on the ZnO surface and the possible mechanism 
was discussed in detailed. The efficiency of best solar cell is obtained 1.39% with Fe/ZnO photoanode and 
pH 7.5 pyrocatechol violet dye solution.  

Keywords: dye sensitized solar cells, Fe/ZnO nanorods, pyrocatechol violet, different pH. 

 

1. INTRODUCTION 

Dye sensitized solar cells (DDSCs) have been 
researched as one of the most promising methods 
for low cost power production [1]–[3]. DSSCs are 
composed of four main component; i) photoanode 
electrode, ii) sensitizers, iii) electrolyte and iv) 
counter electrode [4], [5]. The operation 
mechanism of these type solar cells is as 
following; the sunlight illuminates the sensitizers 
and it can excite the electron from HOMO to 
LUMO band of sensitizers. Then excited electrons 
are injected from sensitizer onto the 
semiconductor conductive band. Then, this 
electron moves to the counter electrode for back 
electron transfer. Meantime the electrolyte injects 
electron to HOMO band of sensitizers and this 
process has regenerated the electron. These 
processes are carried out simultaneously to 
provide an energy production by causing 

                                                 
1 Sakarya Üniversitesi, Kimya Bölümü, cakarsoner@gmail.com 

continuous electron movement in the solar cell 
[6]–[8]. The sensitizers are the main component of 
the DSSCs and researchers are making a lot of 
effort to reach the higher cell efficiency values. 
These sensitizers are divided into three main 
groups as following: metal complex dyes, metal 
free organic dyes and natural dyes [9]. The 
ruthenium bipyridine complexes are the most 
stable ones and they are reported to have higher 
efficiencies (up to  ~12%) [10]. Recently, the 
transition metal complex based flavonoid type 
were the first time used in DSSCs for our previous 
study [11], [12]. These type cell show lower 
conversion efficiency, but it can be lead nontoxic 
and non-containing precious metal. Furthermore, 
it can be related environmental friendly. 
Additionally, they can be racing the metal free 
organic dye for the solar cell efficiency. Therefore, 
they are promising alternative for metal free 
organic dye sensitized solar cells.  
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TiO2 has widely used photoanode materials for 
DSSCs due to chemical stability, higher electron 
mobility, etc [13]. With similar band gap, ZnO is 
potential alternative photoanode materials owing 
to its unique ionic mobility (115-155 cm2 V-1 s-1) 
but the ZnO chemical stability is weaker than TiO2 
[11]. When the aqueous dye solution coated on 
ZnO surface, the ZnO can be dissolved to Zn2+ [4], 
[14]. This causes deformations on the surface of 
ZnO, thereby reducing the cell efficiency values.  

 

Pyrocatechol violet has potential application for 
redox indicator as also known for fifty years. 
Recently it is applied for adsorption [15], 
supercapacitor [16] and sensor [17]. In this work 
the pyrocatechol violet is investigated for the first 
time as a sensitizer for solar cells. Pyrocatechol 
violet structure has been demostrated in Fig 1. It 
includes –OH and sulfite anion, which enables the 
adsorption of ZnO surface and complexation of Fe 
atoms.   

 

In this work we prepared Fe coated ZnO 
photoanode to protected ZnO photoanode. In our 
previous works, we have demonstrated that Fe-
tannin complexes have improved the cell 
efficiency for dye sensitized solar cell [14], [18]. 
In order to form strong complexes with Fe in 
pyrocatechol violet dyes prepared, Fe atoms have 
been doped into ZnO semiconductor.  

O

S
O

O

OH

OHHO

HO  

Figure 1. Pyrocatechol violet structure.  

2. EXPERIMENTAL 

2.1. Materials 

Pyrocatechol violet (C19H14O7S), iron (III) nitrate 
nonahydrate (Fe(NO)3.9H2O), zinc nitrate 
hexahydrate (Zn(NO3)2.6H2O), potassium 

hdroxide (KOH), fluorinated tin oxide glass (FTO 
glass, 7 Ω/sq.), ethyl cellulose, 
tetrabutylammonium cis-bis(isothiocyanato) 
bis(2,2’-bipyridyl-4,4’-dicarboxylato) ruthenium 
(II) (N719 dye), 2-propanol, 4-tert butylpyridine, 
were purchased from Sigma Aldrich. Iodine (I2) 
was obtained from Riedel de Haen. Dihydrogen 
hexachloroplatinate (IV) hexahydrate 
(H2PtCl6.6H2O) was obtained from Alfa Aesar. All 
materials were analytical grade and used as 
received without further treatment.  

2.2. Synthesis procedure of Fe/ZnO 

Fe/ZnO nanostructure were synthesized via 
hydrothermal procedure. The detailed synthesis 
procedure was described in the literature [4], [14]. 
The amount of 4.455 g Zn(NO3)2.6H2O (15 mmol) 
and 0.217 g Fe(NO)3.9H2O (0.5 mmol) were 
dissolved 60 mL ultrapure water. This solution 
were vigorously stirred under magnetic stirrer at 
30 min. After 1.3 g KOH (23 mmol) was added to 
this solution and vigorously stirred at 30 min. Then 
this solution was transferred into the microwave 
hydrothermal cup (Teflon like autoclave). The 
microwave radiation, temperature and time are 
380W, 100oC and 1h, respectively. The mustard 
yellow product was centrifuged and washed with 
deionized water and ethanol three times. After 
then, The Fe/ZnO powder was dried at 60oC for 
12h. For comparison, ZnO nanoparticles were 
synthesized using similar procedure.    

2.3. Pyrocatechol violet preparation 

3.863 g (10 mM) pyrocatechol violet (C19H14O7S) 
was dissolved in 50 mL deionized water. The pH 
of these solutions is 0.5. In the literature, the color 
of pyrocatechol violet is significantly dependent 
on pH value. The color of neutral solution (pH 0.5) 
is red, the solution color is changed to yellow at 
pH range of 2-8, and the solution color returns red-
violet at higher pH values than 8. However, the 
basic solutions of pyrocatechol violet are unstable 
and lose color very quickly. This probably due to 
the oxidation of pyrocatechol violet. The different 
pH values of pyrocatechol violet solution were 
prepared using 0.1 M NaOH and 0.1 M HCl. The 
samples with different pH values were coded as 
following; 0.5 PCV, 3.5 PCV, 5.5 PCV, 7.5 PCV, 
9.5 PCV, 11.5 PCV.  
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2.4. Dye sensitized solar cell assembly 

The photo anode films were coated on the FTO 
conductive glass via doctor blade technique. The 
viscous paste, which includes ZnO or Fe/ZnO 
nanorods and ethyl cellulose were prepared and 
coated on FTO glass. The prepared photo anodes 
were sintered at 450 °C for 30 min in the air. The 
ZnO or Fe/ZnO photo anodes were immersed in a 
water solution containing 10 mM dye sensitizers 
for 24 h in the dark. The counter electrode was 
prepared by spreading out a drop of 5 mM 
H2PtCl6.6H2O solution on FTO glass and sintered 
at 450°C for 30 min. The electrolyte solution was 
a mixture of 0.05 M I2, 0.1 M LiI and 0.5 M 4-tert-
butylpyridine in acetonitrile. The photo anode and 
counter electrode were assembled in a typical 
sandwich shape and clipped together as an open 
cell. The internal space of these cells was filled 
with electrolyte solution. 

2.5. Characterizations 

The cyclic voltammetry (CV) measurements of 
pyrocatechol samples with different pH values 
were carried out on CHI 660C electrochemical 
workstation. The CV analysis were performed in a 
0.1 M LiClO4 solution in acetonitrile with a 
different scan rates by using traditional three 
electrode system (glassy carbon working 
electrode, platinum wire counter electrode and 
saturated calomel reference electrode). The 
photocurrent density-voltage curve (J-V) 
characteristics of the solar cells were measured by 
CHI 660C electrochemical workstation under 100 
mWcm−2 irradiation from a solar simulator (Xenon 
lamp, LCS-100, Oriel). The electrochemical 
impedance spectroscopy measurement (EIS) was 
carried out by CHI 660C electrochemical 
workstation in the frequency region from 0.1 Hz to 
100 kHz. 

3. RESULT AND DISCUSSION 

3.1. Fe/ZnO characterizations 

The x-ray diffraction pattern of the ZnO and 
Fe/ZnO nanorods are shown in Fig 2. The all 
diffraction peaks can be indexed in hexagonal 
wurtzite phase (ICDS: 98-005-7450) [4]. The 
peaks sharpness has demonstrate that the higher 
crystallinity of the ZnO phase. Because of the very 
small amount of doped Fe atoms was added the 
structure, the Fe atoms peaks was not observed in 

the XRD structure. However, the Fe doped into 
ZnO structure has changed the lattice parameters 
slightly. The calculated lattice parameters are 
listed in Table 1. The six coordinated ionic radius 
of Zn2+ and Fe3+ is 0.740Å and 0.645Å, 
respectively [19]. The ionic radius of Fe3+ is lower 
than that of Zn2+ and this allows the doping process 
possible. Additionally, the crystalline sizes of the 
ZnO and Fe/ZnO samples were calculated by 
Debye-Scherrer equations. The detailed 
calculation parameters were described in previous 
works [14], [20].  

 

Table 1. Lattice parameters of ZnO and Fe/ZnO nanorods.  

Nanorods 
Lattice Parameters  

       a (Å)         c (Å) 

Volume 
(Å)3 

Space 
Group  

ZnO 3.251 5.210 47.65 P 63/mmc 

Fe/ZnO 3.252 5.212 47.79 P 63/mmc 

 

The mean crystalline size values of ZnO and 
Fe/ZnO are 120.4 and 108.7 nm, respectively. 
Upon Fe doping to crystalline structure, the 
broadening of XRD peaks is slightly increased and 
this results demonstrate the decreasing crystalline 
size.  
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Figure 2. XRD patterns of ZnO and Fe/ZnO nanorods. 

 

The ZnO nanorods prepared by hydrothermal 
methods are shown in Fig. 3A and Fe atoms  doped 
to ZnO nanorods are shown in Fig 3B. The circles 
in Fig. 3B have shown the Fe atoms. The main goal 
of the study is to bind the Fe atoms physically to 
pyrocatechol violet structure. The possible binding 
mechanism of the Fe-pyrocatechol violet has 
shown in Fig 4. The –OH ion of pyrocatechol 
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violet can bind to the Fe atoms and this can 
improve the dye loading capacities and also 
increased the cell efficiency. The FE-SEM-EDS 
spectra of ZnO and Fe/ZnO samples are shown in 
Fig 4C and D, respectively. The EDS spectrum of 
Fe/ZnO nanorods has shown the presence of Fe 
atoms.    

 

 

 

 

 

Figure 3. FE-SEM images of ZnO (A), Fe/ZnO (B) 
nanorods (The Fe structures were marked with a circle) and 

EDS spectra of ZnO (C), Fe-ZnO (C). 

 

 

O

S
O

O

O

OO

OFe

Fe

Fe

 

Figure 4. The possible complexation mechanism of Fe-
pyrocatechol violet. 

3.2. Pyrocatechol violet characterizations 

The UV-Vis absorbance spectra of pyrocatechol 
violet different with pH values have shown in Fig 
5. As can be seen in Fig. 5, the basic dye solution 
has also shown higher absorbance spectrum in the 
whole UV and VIS region compared to acidic 
solution. In the literature, the UV-Vis absorbance 
value is directly proportional to the cell efficiency 
values. When the dye has higher UV-Vis 
absorbance in the spectrum, the cell efficiency 
values of this type cell reach higher values. 
Because of this, it is predicted that the dye will 
have a higher cell efficiency, when it is found in 
the basic region. The UV-Vis absorption onset and 
calculated optical band gap values of these 
pyrocatechol violet dye solution with different pH 
values are summarized in Table 2.  

 

The cyclic voltammetry of pyrocatechol violet 
with different pH values are shown in Fig 6. The 
oxidation and reduction potential of all prepared 

A 

B 

C 
 

D 
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pyrocatechol dyes with different pH values are 
listed in Table 2 and calculation details were 
reported previous works [4], [21], [22].   

 

As can be seen in Table 2 and Fig 5, the oxidation 
value decreased with increasing pH values. This is 
probably due to the fact that the increasing pH 
value leads to the transformation of –OH group to 
the =O group. Likewise, the potential for reduction 
has been also affected. The increasing pH has 
changed the oxidation and reduction potential 
values. This also affects the electrochemical band 
gap values. The optical band gap values are 
slightly changed with pH alteration. The optical 
band gap values are very similar because the 
optical spectra has slightly changed with the pH 
alteration. For this reason, the electrochemical 
band gap value can be used more effectively.  
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Figure 5. The UV-Vis spectra of Fe-pyrocatechol violet 

complex with different pH values. 

Table 2. Electrochemical and optical properties of 
pyrocatechol violet with different pH values. 

pH 
UV-Vis 

λonset         Eg
OPT 

CV (V vs Ag/AgCl) 

EOX ERED Eg
EC 

0.5 718 1.72 -0.79 0.73 1.52 

3.5 722 1.71 -0.63 0.68 1.31 

5.5 725 1.70 -0.65 0.67 1.32 

7.5 728 1.69 -0.44 0.58 1.02 

9.5 741 1.67 -0.35 0.43 0.78 

11.5 772 1.60 -0.28 0.37 0.65 
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Figure 6. Cyclic voltammetry curves of pyrocatechol violet 
solution with different pH values.  

 

3.3. Solar cell characterizations 

The pyrocatechol violet dye based ZnO or Fe/ZnO 
solar cells with different pH values were 
investigated and current density-voltage (J-V) 
curves have been shown in Fig 7A and B and the 
photovoltaic parameters are listed in Table 3. The 
best solar cell is Fe/ZnO and pyrocatechol violet  

Table 3. Photovoltaic parameters of ZnO and Fe/ZnO 
samples 

 pH 
Dye loading 

(10-8mol/cm2) 

Jsc 

(mA/cm2) 

Voc 

(V) 

FF 

(%) 

η 

(%) 

ZnO 

0.5 2.81 0.72 0.85 0.47 0.29 

3.5 3.11 0.86 0.84 0.48 0.35 

5.5 4.06 1.01 0.83 0.52 0.44 

7.5 4.25 2.13 0.85 0.53 0.96 

9.5 4.44 1.55 0.82 0.50 0.63 

11.5 3.28 0.62 0.84 0.44 0.23 

Fe/ZnO 

0.5 3.10 1.07 0.82 0.45 0.39 

3.5 3.29 1.28 0.83 0.44 0.47 

5.5 4.24 1.52 0.85 0.51 0.66 

7.5 4.86 3.19 0.84 0.52 1.39 

9.5 5.09 2.33 0.83 0.50 0.97 

11.5 3.71 0.93 0.85 0.47 0.37 
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Figure 7. Current density-voltage curves of ZnO (A) and 
Fe/ZnO (B) samples.   

 

solution at pH 7.5, and has a cell efficiency of 1.39 
%. The solar cell efficiency values have increased 
after the Fe atoms addition to ZnO samples. 
Additionally, the solar cell efficiency values have 
slightly increased with the increasing pH values. 
However, in the basic condition (pH 9.5 and 11.5), 
the values have decreased. This is probably due to 
the fact that, in the basic condition, the dye 
molecules leak into solution, and in acidic 
condition, the ZnO or Fe/ZnO can dissolve into the 
solution. Due to these two shortcomings, the 
highest cell efficiency was observed under neutral 
conditions. 

4. CONCLUSION 

The ZnO and Fe/ZnO nanorod structures were 
synthesized by hydrothermal methods and 
characterized via XRD, FE-SEM and SEM-EDS. 
The pyrocatechol violet with different pH values 
were prepared and characterized by UV-Vis and 
CV technique. Then the dye sensitized solar cells 
was fabricated using ZnO or Fe/ZnO and 
pyrocatechol violet with different pH values dyes. 
The efficiency of best solar cell was found to be 
1.39% with Fe/ZnO photoanode and pH 7.5 

pyrocatechol violet dye solution. The Fe/ZnO 
nanorods has exhibit higher efficiencies than ZnO 
nanorods. These findings have confirmed that the 
doped Fe atoms can bind to pyrocatechol violet. 
The detailed complexation mechanism have been 
discussed. The Fe doping to ZnO nanorods have 
increased the dye sensitized solar cell efficiency 
values up to %20-35 for pyrocatechol violet with 
different pH dyes. 
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Korovkin Theorem via Statistical e-Modular Convergence of Double Sequences 

Sevda Yıldız* 

Abstract 

The main purpose of the present paper is to obtain an abstract version of the Korovkin type theorem via the 
concept of statistical e-convergence in modular spaces for double sequences of positive linear operators. 
After proving this theorem, we give an application showing that the new result is stronger than classical 
ones. Also, we study an extension to non-positive operators. 

Keywords: Statistical e-modular convergence, double sequence, abstract Korovkin theorem 

 

1. INTRODUCTION AND PRELIMINARIES 

The Pringsheim convergence is well known 
convergence method for double sequences. Let   
denote the set of all natural numbers. A double 

sequence  ,i jx x  is said to be convergent in 

Pringsheim's sense if, for every 0  , there exists 

 M M    such that ,i jx Z    whenever 

,i j M . In this case the Pringsheim limit of x  is 

denoted by limP x Z   and Z  is called the 
Pringsheim limit of x  (see [1]). In addition to the 
Pringsheim convergence, Boos et al. [2,3] 
introduced and investigated the following notion 
of e-convergence of double sequences, which is 
stronger method than Pringsheim's: 

A double sequence  ,i jx x  is e-convergent to a 

number L  if 

 0   0j   0j j   ji   

,:j i ji i x Z     . 

                                                 
* Sinop Üniversitesi Fen Bilimleri Enstitüsü/Matematik Anabilim Dalı, sevdaorhan@sinop.edu.tr 

Then, we write ,lim i je x Z  . Recently, the 

statistical e-convergence has been introduced in 
[4] hereinbelow: 

Let B   . Then the natural density of B  is given 

by 

    
1

: lim :
j

B k j k B
j

      

provided that the limit on the right-hand side 

exists, where A  denotes the cardinality of the set 

A . Then a sequence  ,i jx x  is called 

statistically e-convergent to the number Z  if  for 
every 0  , 

     ,: : 0 1.i jj i x Z       

In that case, we write ,
,

lime i j
i j

st x Z  . Clearly, if 

a double sequence  ,i jx x  is e-convergent then 

it is statistically e-convergent, too. But, the 
converse of this implication may not be true. 
Namely, if the sequence statistically e-convergent 
then, it does not need to be e-convergent.  Also, a 
double sequence which is statistically e-
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convergent need not to be statistical convergent 
(see also [4]). 

Many researchers studied some versions of 
Korovkin type theorem by using different type of 
convergence methods after Bardaro and 
Mantellini's work[5] on modular spaces and they 
get interesting results [6-11]. In this paper, we 
study generalized version of the Korovkin type 

approximation theorem for the operators ,i jT , 

,i j  , are acting on an abstract modular 

function space via statistical e-modular 
convergence. Then, we give an application 
showing that our result is stronger than classical 
ones. We also study an extension to non-positive 
operators. 

Now we recall some well known notations and 
properties of modular spaces. 

Assume that G  be a locally compact Hausdorff 
topological space given via a uniform structure 

U 2G G  that generated the topology of G (see, 
[12]). Let B  be the σ-algebra of all Borel subsets 
of G  and : B     is a positive σ-finite regular 

measure. Let the space of all real valued μ-
measurable functions on G  with identification up 

to sets of measure μ zero denoted by  0L G , 

 bC G  be the space of all continuous real valued 

and bounded functions on G  and  cC G  be the 

subspace of  bC G  of all functions with compact 

support on G . In that case, a functional 

   0: 0,L G    is a modular on  0L G  if the 

following conditions are provided: 

 (i)   0f   iff 0f   μ-almost everywhere on 

G , 

(ii)    f f    for every  0f L G , 

(iii)      f g f g        for every 

 0,f g L G  and for any , 0    with  

1.    

    If there is a constant 1N   such that the 
inequality 

      f g N Nf N Ng        

holds for every  0,f g L G , , 0    with  

1    then we say that a modular   is N -

quasi convex. Note that if 1N  , then   is called 

convex. Furthermore, if there exists a constant 
1N   such that 

    f N Nf    

holds for every  0f L G  and  0,1  then a 

modular   is called N -quasi semiconvex. 

The modular space  L G  with  modular  , 

given by 

 

       0

0
: : lim 0L G f L G f


 


    

and the space of the finite elements of  L G , 

given by 

 

      : :  for all 0E G f L G f          

Also, note that if   is N -quasi semiconvex, then 

the space     0 :  for some 0f L G f      

coincides with  L G . 

We will need the following notions in this paper. 

A modular   is monotone if    f g   for 

f g . A modular   is called finite if 

 A L G   whenever BA  with   .A   A 

modular   is strongly finite if  A E G   for all 

BA  such that  A    and a modular   is 

said to be absolutely continuous if there exists an 

0   such that: for every  0f L G  with 

 f   , the following conditions hold: 

 ∘ for each 0   there exists a set BA  such that 

 A    and  \ ,G Af     

 ∘ for every 0   there is a 0   with 

 Bf     for every BB  with   .B   

If a modular   is monotone and finite, then 

   .C G L G  If   is monotone and strongly 

finite, then    .C G E G  Also, if   is 

monotone, strongly finite and absolutely 

continuous,    cC G L G  with regard to the 

modular convergence in the ordinary sense (for 
details and properties see also [13-15]). 
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Now we introduce the statistical e-modular and e-
strong convergence of double sequences. 

1.1 Definition: Let  ,i jf  be a double function 

sequence that its terms belong to  L G . Then, 

 ,i jf  is said to be statistically e-modularly 

convergent to  f L G  iff 

   0 ,
,

lim 0e i j
i j

st f f      

for some 0 0  . 

Also,  ,i jf  is statistically e-strongly convergent to 

f  iff 

   ,
,

lim 0e i j
i j

st f f       

for every 0  . 

We note that if there exists a constant 0M   such 

that    2 f M f   for every  0f L G   (see 

[16]) then it is said that the modular   satisfies a 

2 -condition. These two convergence methods 

are equivalent if and only if  the modular satisfies 
the 2 -condition. 

Let we introduce the statistical e-superior limit and 
e-inferior limit of double sequences. For any real 

double sequence  ,i jx x , the statistical e-

superior limit of x  is 

 ,
,

sup , if ,
limsup

if ,
x x

e i j
i j x

B B
st x

B


  

 
  

where 

     ,: : : : 0 1x i jB b j i x b       and 

  denotes the empty set. Concordantly, in 

general, by   0K   we mean either   0K    

or K  fails to have the natural density. Similarly, 
the statistical inferior limit of x  is 

 ,
,

inf , if ,
liminf

if ,
x x

e i j
i j

x

A A
st x

A


  

 
 

where 

     ,: : : : 0 1x i jA a j i x a      . For 

any real double sequence  ,i jx x , 

 , ,
, ,

lim inf lim supe i j e i j
i j i j

st x st x    

and also that, for any double sequence  ,i jx x

satisfying 

        ,: : 0 1i jj i x M       

for some 0M  , 

 ,
,

lime i j
i j

st x Z   

 iff , ,
, ,

liminf limsup .e i j e i j
i j i j

st x st x Z     

2. KOROVKIN TYPE APPROXIMATION 
VIA STATISTICAL E-CONVERGENCE 

Here, we prove a Korovkin type approximation 
theorem with respect to an abstract finite set of test 

functions 0 1, ,..., ke e e  via the statistical e-

convergence. 

    Let  ,T i jT  be a double sequence of positive 

linear operators from D  into  0L G  with 

   0
bC G D L G  . Let   be monotone and 

finite modular on  0L G . Suggest that the double 

sequence T , together with modular  , satisfies 

the following property: 

    there exists a subset  TX D L G   with 

 bC G X  such that the inequality 

   ,
,

lim supe i j
i j

st T h R h       (2.1)  

holds for every Th X , 0   and for a positive 

constant R . 

Set  0 1e v   for all v G , let re , 1,2,...,r k  and 

ra , 0,1,2,...,r k , be functions in  bC G . Put 

     
0

k

u r r
r

P v a u e v


  , ,u v G ,   (2.2) 

and suppose that  uP v , ,u v G , satisfies the 

following properties: 

 (P.1)   0uP u  , for all u G , 
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 (P.2) for every neighbourhood UU   there exists 

a positive number   with  uP v    whenever 

,u v G ,  , Uu v   (see for examples [17]). 

Now, we can give our main theorem of this paper. 

2.1.Theorem: Let   be a monotone, strongly 

finite, absolutely continuous and N -quasi 
semiconvex modular. Suppose that re  and ra , 

0,1,2,...,r k , satisfy properties (P.1) and (P.2). 

Let  ,T i jT  be a double sequence of positive 

linear operators from D  into  0L G  satisfying 

(2.1). If 

  ,
,

lim 0e i j r r
i j

st T e e                   (2.1.1) 

for every 0  , 0,1,2,...,r k  in  L G , then for 

every  f D L G  , with   Tbf C G X  ,  

  0 ,
,

lim 0e i j
i j

st T f f              (2.1.2) 

for some 0 0   in  L G . 

Proof: We first claim that, for every   ,cf C G  

  ,
,

lim 0e i j
i j

st T f f                          (2.1.3) 

for every 0  . 

To see this assume that  cf C G . Then, since G  

is furnished with the uniformity U , f  is bounded 

and uniformly continuous on G . By the uniform 

continuity of f , choose  0,1 ,   there is a set 

UU   such that    f u f v     whenever 

,u v G ,  , Uu v  . 

For all ,u v G  let  uP v  be as in (2.2), and 0   

satisfy condition (P.2). Then for ,u v G , 

 , Uu v  , we have      
2

u

M
f u f v P v


    

where  : supM f v . Therefore, in any case we 

get      
2

u

M
f u f v P v


    for all ,u v G , 

namely, 

       
2 2

u u

M M
P v f u f v P v 

 
       

(2.1.4) 

Since ,i jT  is linear and positive, by applying it to 

(2.1.4) for every ,i j  we have 

   

     

, 0 ,

, 0 ,

2
; ;

; ;

i j i j u

i j i j

M
T e u T P u

f u T e u T f u




 

 

 

   , 0 ,

2
; ;i j i j u

M
T e u T P u


   

Hence 

         

     

   

   

, , , 0

, 0 0

, 0 ,

, 0 0

; ; ;

                            ;

2
                            ; ;

                                +M ;

                            

i j i j i j

i j

i j i j u

i j

T f u f u T f u f u T e u

f u T e u e u

M
T e u T P u

T e u e u




 

  

 

 



      

     

, 0 0

,
0

;

2
                                + ;

i j

k

r i j r r
r

M T e u e u

M
a u T e u e u

 

 



Let 0  . Now for each 0,1,2,...,r k  and u G

, choose 0 0M   such that   0ra u M  the last 

inequality gives that 

       , ,
0

; ;
k

i j i j r r
r

T f u f u K T e u e u  


   

where 0

2
: .

M
K M M



 
    

 
 By applying the 

modular   to the above inequality and using the 

monotonicity of  , we get 

    , ,
0

.
k

i j i j r r
r

T f f K T e e    


 
    

 
  

Thus, we can see that 

     

    

,

,
0

2

                              2 .

i j

k

i j r r
r

T f f k

k K T e e

   

 


  

  
 

Because of   is strongly finite and N -quasi 

semiconvex, we get, 

     

    

,

,
0

2

                              2 .

i j

k

i j r r
r

T f f N k N

k K T e e

   

 


  

  
 

(2.1.5) 
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For a given * 0  , choose an  0,1   such that 

   *2N k N    . Now we define the 

followings: 

     *
,: : : 0i jS j i T f f         

    
  

, ,

*

: : : 2

2
                             0 ,

1

r i j r rS j i k K T e e

N k N

k

   

  

  

   
     

where 0,1,2,...,r k . Then, by hypothesis (2.1.1) 

we get  , 1rS  , 0,1,2,...,r k . If we take 

, 1 ,
0

k

k r
r

S S 


  , we have  , 1 1kS   . For each 

, 1kj S   we define 

    
  

, ,

*

: 2

2
                                  ,

1

j
r i j r rS i k K T e e

N k N

k

  

  

  

  
 

 
0,1,2,...,r k . From the inequality (2.1.5) for 

each , 1kj S   

   *
, ,

0
: .

k
j

i j r
r

i T f f S  


     

Hence  , 0j
rS  , we obtain 

    *
,: 0i ji T f f      . 

This implies that , 1kS S   . So,   1,S    

which proves our claim (2.1.3). Now, let 

 f D L G   with   Tbf C G X  . It is 

known from ([14], [18]) that there exists a 

sequence    ,k l cg C G  such that  *
03 f     

and   *
0 ,

,
lim 3 0k l

k l
P g f     for some *

0 0 

. That is to say, for every 0  , there is a positive 

number  0 0k k   with 

  *
0 ,3 k lg f     for every 0, .k l k  (2.1.6) 

For all ,i j , since the operators ,i jT  are linear 

and positive, we have 

     

   

   

0 0

0 0 0 0

0 0

* *
0 , 0 , ,

*
0 , , ,

*
0 ,

; ;

                                     + ;

                                     +

i j i j k k

i j k k k k

k k

T f u f u T f g u

T g u g u

g u f u

 





  





holds for every u G . Now, applying modular   

in the last inequality and using the monotonicity of 
 , we get 

  

     
  
  

0 0

0 0 0 0

0 0

* *
0 , 0 , ,

*
0 , , ,

*
0 ,

3

                                     + 3

                                     + 3 .

i j i j k k

i j k k k k

k k

T f f T f g

T g g

g f

   

 

 

  





 

Hence, we have 

     
  

0 0

0 0 0 0

* *
0 , 0 , ,

*
0 , , ,

3

                                     + 3 .

i j i j k k

i j k k k k

T f f T f g

T g g

    

 

   


 

By property (2.1) and also by using  
0 0,k k cg C G  

and 
0 0, Tk kf g X  , we obtain 

     

  

    

0 0

0 0 0 0

0 0 0 0

* *
0 , 0 ,

,

*
0 , , ,

,

*
0 , , ,

,

limsup 3

+ limsup 3

1 + limsup 3

e i j k k
i j

e i j k k k k
i j

e i j k k k k
i j

st T f f R f g

st T g g

R st T g g

    

 

  

    

 

   

also, by (2.1.3) 

  
  

0 0 0 0

0 0 0 0

*
0 , , ,

,

*
0 , , ,

,

0 lim 3

 lim sup 3

e i j k k k k
i j

e i j k k k k
i j

st T g g

st T g g

 

 

  

  
 

which gives 

    *
0 ,

,

0 limsup 1 .e i j
i j

st T f f R        

From arbitrariness of 0  , it follows that 

  *
0 ,

,

limsup 0.e i j
i j

st T f f     

Furthermore, 

  *
0 ,

,
lim 0,e i j

i j
st T f f     

this completes the proof. 

2.2.Remark: In general, it is not possible to get 
statistical e-strong convergence unless the 
modular   satisfies the 2 -condition in 

2.1.Theorem. 

1747Sakarya University Journal of Science, 22 (6), 1743-1751, 2018.



"Sevda Yıldız
Korovkin theorem via statistical e-modular convergence of double sequences…"

 

 

If we take the e-limit instead of the statistical e-
limit, then the condition (2.1) reduces to 

   ,
,

lim sup i j
i j

e T h R h                      (2.2.1) 

for every Th X , 0   and for an absolute 

positive constant R . In that case, the following 
result immediately ensue from our 2.1.Theorem.  

2.3.Corollary: Let   be a monotone, absolutely 

continuous, N -quasi semiconvex and strongly 

finite modular. Suppose that re   and ra , 

0,1,2,...,r k , satisfy properties (P.1) and (P.2). 

Let  ,T i jT  be a double sequence of positive 

linear operators satisfying (2.2.1). If  ,i j rT e  is e-

strongly convergent to re , 0,1,2,...,r k , in 

 L G  then  ,i jT f   is e-modularly convergent to 

f  in  L G  where f  is any function in  

 D L G  with   Tbf C G X  .    Now, we 

give an application showing that in general, our 
result is stronger. 

2.4.Example: Let us consider 

     2 20,1 0,1 0,1G       and let 

   : 0, 0,      is a continuous function with 

  is convex,  0 0  ,   0x   for any 0x 

and  lim
x

x


  . Then, the functional    

defined by 

    
1 1

0 0

: ,f f x y dxdy     for  0f L G , 

is a convex modular on  0L G  and 

      0: :  for some 0L G f L G f       

is the Orlicz space generated by  . 

For every  ,x y G , let    0 3, , 1e x y a x y  ,  

 1 ,e x y x ,  2 ,e x y y , 

    2 2
3 0, ,e x y a x y x y   ,  1 , 2a x y x  , 

 2 , 2a x y y  .  

For every ,i j ,  1 2, 0,1 ,u u   let  

    , 1 2 1 2, 1 1 i j
i jK u u i j u u    and for  f C G  

and  , 0,1x y  set 

     
1 1

, , 1 2 1 2 1 2

0 0

; , , , .i j i jM f x y K u u f u x u y du du  

Then we get 

 

   

1 1

, 1 2 1 2

0 0

1 1

1 1 2 2

0 0

,

1 1 1,

i j

i j

K u u du du

i u du j u du
   

      
   

 

 

 

and hence,    , 0 0; , , 1.i jM e x y e x y   Also, we 

know from [19] that 

   , 1 1

1
; , , ,

2
i jM e x y e x y

i
 


 

   , 2 2

1
; , , ,

2
i jM e x y e x y

j
 


 

   2 2
, 1 1

2
; , , ,

3
i jM e x y e x y

i
 


 

   2 2
, 2 2

2
; , , ,

3
i jM e x y e x y

j
 


 

and for each , 2i j  ,  f L G  we get 

   , 32 .i jM f f    Now, we define the 

following double sequence of positive linear 

operators  ,T i jT  on  L G  by using the 

operators  ,M i jM : 

   , , ,; , ; ,i j i j i jT f x y s M f x y , for  f L G , 

 , 0,1x y  and ,i j , where  ,i js  is given by 

,

2, ,

0,  and  is square,

1,  and  is not square.
i j

i j

s i j i

i j i




 
 

 

Observe now that ,
,

lim 1e i j
i j

st s  . However, 

,
,

lim i j
i j

e s ,  ,
,

lim i j
i j

P s  and ,
,

lim i j
i j

st s  do not 

exist. Then, it can be easily seen that, for every 

 Th X L G  , 0   and for positive constant 

0R  that 

   , 0
,

limsupe i j
i j

st T h R h      . 

Now, observe that 

   , 0 0 ,; , , 1,i j i jT e x y e x y s    
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i j i jT e x y e x y s

i
   


 

     , 2 2 ,
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                 4 2 1 .
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(2.4.1) 

because of the definition of  ,i js . Now, since  

 ,
,

lim 1 0e i j
i j

st s   , we get 

  , 0 0
,

lim 0.e i j
i j

st T e e     

Also, we have 
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1

2
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2
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which implies, for any 0  , that 

    , 1 1 , 1 2
2

i j i jT e e s
i

 
    

 
    

 
 

(2.4.2) 

since   is continuous, we have 

 
, ,

lim lim 0 0,
2 2i j i j

e e
i i

 
  

   
       

    
 

also considering  ,
,

lim 1 0e i j
i j

st s   , from the 

inequality (2.4.2), we get 

  , 1 1
,

lim 0e i j
i j

st T e e    . 

Similarly, we can write that 

  , 2 2
,

lim 0e i j
i j

st T e e    . 

Finally, since 
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1 1
8 4 1 ,

3 3
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which yields 

  

 

, 3 3

,

16 16

3 3

                                 1 4

i j

i j

T e e
i j

s

  
   

 

  
     

    

 

 

(2.4.3) 

then, since   is continuous 

,

16
lim 0

3i j
e

i




 
  

 
 and 

,

16
lim 0

3i j
e

j




 
  

 
, 

it follows from the inequality (2.4.3) that 

  , 3 3
,

lim 0e i j
i j

st T e e    . 

So, our new operator  ,T i jT  satisfies all 

conditions of 2.1.Theorem and therefore we obtain 

  ,
,

lim 0e i j
i j

st T f f     

for some 0  , for any  f L G . However, 

 , 0i jT e  is not e-modularly convergent. Thus  ,i jT  

does not fulfil the 2.3.Corollary. Also,  , 0i jT e  is 

neither modulary convergent nor statistically 
modularly convergent. Hence, modular Korovkin 
theorem and statistical modular Korovkin theorem 
for double sequences do not satisfy. 

3. AN EXTENSION TO NON-POSITIVE 
OPERATORS 

In this section, we relax the positivity condition of 
linear operators in the Korovkin theorem. In ([17], 
[19]) there are some positive answers. Following 
this approach, we give some positive answers also 
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for statistical e-modular convergence and we 
prove a statistical e-modular Korovkin theorem. 

Let I   be a bounded interval,  2C I  (resp. 

 2
bC I ) be the space of all functions defined on I

, (resp. bounded and) continuous with their first 
and second derivatives, 

  2: : 0bC f C I f    , 

  2 2 '': : 0bC f C I f    .  

Let re , 1,2,...,r k  and ra , 0,1,2,...,r k , be 

functions in  2
bC I ,  uP v , ,u v I , be as in 

(2.1.4), and suppose that  uP v  satisfies the 

properties (P.1), (P.2) and   

(P.3) there exists a positive real constant 0S  such 

that  ''
0uP v S  for all ,u v I  (The second 

derivative is intended with respect to v). 

Now, we prove the following Korovkin type 
approximation theorem for linear operators that 
not necessarly positive . 

3.1.Theorem: Let   be as in 2.1.Theorem and re

, ra , 0,1,2,...,r k  and  uP v , ,u v I , satisfies 

the properties (P.1), (P.2) and (P.3). Assume that 

 ,T i jT  be a double sequence of linear operators 

and  2
,i jT C C C     for all ,i j . If  ,i j rT e  is 

statistically e-strongly convergent  to re , 

0,1,2,...,r k , in  L I  then ,i jT f  is statistically 

e-modularly convergent  to f  in  L I  for every 

 f D L I   with   Tbf C I X  . 

Proof: Let  2
bf C I . Since f  is uniformly 

continuous and bounded on I , given 0   with 
0 1  , there exists a 0   such that 

   f u f v    for all ,u v I , u v   . Let 

 uP v , ,u v I , be as in (2.2) and let 0   be 

associated with  , satisfying (P.2). As in 
2.1.Theorem, for every 1   and ,u v I , we 

have 

       
2 2

u u

M M
P v f u f v P v 

 
       

(3.1.1) 

where  : sup
v I

M f v


 . From (3.1.1) it follows that 

       1,

2
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M
h v P v f v f u





     , 
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2
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M
h v P v f v f u





     . 

(3.1.3) 

Let 0H  satisfy (P3). For each v I , we get 

   '' ''0
1,

2M H
h v f v




  , 

   '' ''0
2,

2M H
h v f v




  . 

Because of ''f  is bounded on I , we can choose 

1   in such a way that  ''
1, 0h v  ,  ''

2, 0h v   

for each v I . Hence 2
1, 2,,h h C C      and 

then, by hypothesis 

 , , ; 0i jT h u    for all ,i j ,  u I  and 

1,2.                (3.1.4) 

From (3.1.2)-(3.1.4) and the linearity of ,i jT , we 

get 
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, 0 ,
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; ;
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                             ; ; .

i j i j u

i j i j

i j i j u

M
T e u T P u
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M
T e u T P u











 

 

 

Similarly as in the proof of 2.1.Theorem, using the 
modular   and for ,i j , we have the assertion. 
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Burnout Levels of Academic Staff: An Investigation at a Public University in Turkey 
 

Nilgün Özgül*1, Esra Polat 

Abstract 

Burnout is an important problem in academic life. Burnout of academic staff affect the quality of education 
and the success of the students. Because, being burnout not only brings about insufficiencies and illnesses 
in individuals, but also damages the other staff and the foundation as a result of their underperformance, 
psychological destruction and resignation. The aim of this study is to identify the burnout levels of academic 
staff and to evaluate the relationship between some variables of burnout levels by using Proportional Odds 
Model differently from other burnout studies about academic staff. For this purpose, 150 academicians are 
selected with “Stratified Simple Sampling” method from one of the biggest Public Universities in Ankara 
in Turkey, then, the personal information form and Maslach Burnout Inventory (MBI) are implemented to 
them. This study is important for recognizing the problems of academic staff and contributing to their 
productivity and success in their work. 

Keywords: Academicians, Burnout, Maslach Burnout Inventory, Proportional Odds Model (POM) 

 

1. INTRODUCTION 

The use of the term burnout began to appear with 
some regularity in the 1970s in the United States, 
especially among people working in the human 
services such as teaching, social services, 
medicine, mental health and law enforcement 
which include face to face and intensive relations 
[1]. The term burnout was first introduced by [2], 
who defined it as "to fail, to wear out, or become 
exhausted by making excessive demands on 
energy, strength, or resources". The concept of 
burnout was further popularized with development 
of the Maslach Burnout Inventory (MBI) which is 
the most widely used, well validated instrument 
for the assessment of burnout. According to the 
[3], burnout is a syndrome constructing of three 
dimensions (emotional exhaustion, 
depersonalization and a sense of low personal 
accomplishment) that is associated with decreased 
work that is measured with the MBI [3]. [3] 

                                                 
* Corresponding Author 
1 Hacettepe University, Faculty of Science, Department of Statistics, nozgul@hacettepe.edu.tr 

separated the consequences of stress into three 
dimensions of burnout: (1) Emotional exhaustion 
(EE). (2) Depersonalization (DP). (3) Personal 
accomplishment (PA). EE can be considered the 
core symptom of burnout. Maslach defined that EE 
appears first as a response to excessive work 
demands that drain individual’s emotional 
resources. The individual begins to have negative 
and undesired attitudes towards the people he/she 
works with, which is defined as DP. Reduced 
Personal Accomplishment (RPA), the third and 
final construct of burnout, is believed to be result 
of continued depersonalization and manifests itself 
as a decline in one’s feelings of competence and 
successful achievement [4, 5]. 

 

In sum, according to Maslach and Jackson’s [3] 
model, depersonalization and decreased personal 
accomplishment as consequences of chronic 
emotional exhaustion. The final step of burnout, 
comes quitting the job. When not being able to 
cope with the consequences of burnout, the 
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“victim” comes to the end of the road. To 
conclude, burnout may lead to many consequences 
including symptoms such as stress, physical and 
psychological illnesses, depression, fatigue, 
absence, low performance, lack of involvement 
and excitement for work, none of which can be 
underestimated [4] 

Academic staff in universities are affected from 
hitches arising from burnout [6]. Since academic 
staff is in a relationship with a lot of students and 
also university members, they are potential 
candidates suffer from burnout [7, 8].  

 

There are several burnout studies about academic 
staff in Turkey. [9] investigated the demographic 
factors that affect the burnout levels of 185 
academic staff in faculty of Economics and 
Administrative Science of one public university. 
[10] determined the burnout of physicians and its 
relation to socio-demographic features in medical 
faculty of one university. [11] examined the 
relationship between demographic factors of 
university faculty with their burnout levels at one 
public university. [12] also determined the burnout 
situations of 108 academicians working in some 
public universities. [13] investigated the 
relationship between some demographic variables 
of burnout levels of academicians in one public 
university. [14] measured the burnout levels of 
academicians and determined the factors affecting 
burnout levels of 160 academicians working in 
accounting and finance sub-department in 78 
public and foundation universities in Turkey. [15] 
also investigated the factors affecting job 
satisfaction, burnout levels and job satisfaction of 
the academicians of one university. [8] examined 
the burnout levels of 648 academicians working in 
the Universities of Turkey. [16] determined that 
there is a significant difference in burnout levels of 
the academic staff in terms of  some technical 
demographic variables in public and foundation 
universities in Istanbul.  

 

The purpose of this study is to identify the burnout 
levels of academic staff and to investigate the 
factors that affect burnout levels of academicians. 
None of above studies investigate the levels of 
burnout thoroughly. In this study, to investigate 
the levels of burnout, differently from other 
studies, Proportional Odds Model (POM) is used. 
The significance of this study is the first time of 
using POM in a Burnout study. For this target, 150 

academicians, working in the biggest Public 
University in Ankara, are selected with “Stratified 
Simple Sampling” method, the personal 
information form and Maslach Burnout Inventory 
(MBI) are implemented. This study is important to 
recognize the problems of academic staff by 
examining one of the biggest and famous 
university of Turkey established in Ankara. 

2. METHOD 

For this study, factors which have effects on 
burnout levels of academic staff are investigated 
with Proportional Odds Models (POM). The POM 
is a member of the family of cumulative logit 
models. The aim of cumulative logit models are 
determining relationship between one categorical 
dependent variable and various independent 
variables. In cumulative logit models the natural 
logarithm of odds of ordinal dependent variable is 
stated as a linear function of the independent 
variables. Cumulative logit model is frequently-
used method as it enables to ordinal variables to be 
modeled where the dependent variable has at least 
3 categories with these categories ordinally 
arranged, i.e. survey analysis (whether a 
respondent is not satisfied, satisfied or very 
satisfied) or the educational level (elementary, 
high, university) [17, 18].  

2.1. Cumulative Logit Models 

Cumulative logit model is the most widely used 
model for ordinal data in terms of  interpreting or 
applying. Similar to the other logit models, in 
order  to obtain cumulative probabilities, odds 
ratios are computed in cumulative logit models. 
There are j – 1 ways to compare j categorized 
dependent variable Y. Eq.1 shows cumulative 
logits of dependent variable Y for 

(        Y 1,Y 1; Y 2,Y 2; Y J 1,Y J 1 ) [18, 19]. 

 

 
 
 


 
 

P Y J
logit P Y J log

1 P Y J
                                        (1) 

 

Similar to the other logit models, one category is 
chosen as the reference category (generally the last 
category) in cumulative logit model. This model 
uses cumulative probabilities upto a threshold, 
therefore making the whole range of ordinal 
categories binary at that threshold.  J–1 cut-off 
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points are predicted by this way and the 
predictions give information for every successive 
category about cumulative probabilities. 
Probability of being in the chosen category or 
being in an upper category are considered together 
in cumulative probability [18, 20]. 

 

Cumulative logits across j-1 response option 
categories. For j=3, (here, y= 1 to 3) these 
cumulative logits can be used to make predictions 
for the j-1=2 cumulative probabilities, given the 
collection of explanatory variables [21]: 

 

 

 

 
    

    

     
    

  

   
      

   
      

1

2

P(y 1) P(y 1)
logit P(y 1) log log x

1 P(y 1) P(y 2) P(y 3)

P(y 1) P(y 2) P(y 1) P(y 2)
logit P(y 2) log log x

1 P(y 2) P(y 3)
        (2) 

2.2. The Proportional Odds Model (POM) 

POM is defined by [22] for ordinal logistic 
regression. In case where the dependent variable is 
ordinal and parallel lines assumption holds, POMs 
are commonly used [23, 24]. Parallel lines 
assumption expresses that the dependent 
variable’s categories are parallel to each other. In 
other words, the regression slopes do not differ 
significantly across levels of dependent variable, 
therefore  parameter estimations do not differ for 
cut-off points. 

 

Figure. 1 shows the parallelity for j-1 response 
categories (j=3) [18, 19, 21, 25]. 

 

Figure 1. Parallelity for j-1=2 response categories 

 

The POM is based on cumulative distribution 
function. POMs can be estimated as shown in Eq. 
3 using cumulative probabilities [18]. 

 

 
 
 

 
   

  

j

j

exp x
P Y j , j 1,2,..., J 1

1 exp x
                 (3) 

 

where αj is the unknown parameter’s estimator and 
index   j 1,2,..., j 1  for 


     
1 2 j 1

... .   is the 

regression parameter vector of x and shown as 

 


   1 k,..., . βj is the increase in log-odds of 

falling into or above any category associated with 
a one-unit increase in xj, holding all the other x-
variables constant. The model can be transformed 
to linear by calculating natural logarithms of the 
odds ratios as shown in Eq. 4 [18, 26]. 

 

     
j j

logit x

                                                           (4) 

 

The odds ratio of the event Y j at 
k
x 1  relative to 

the same event at k
x is,  

 

 

 

  
  



 

k

k
k

k

k

P(y j x 1)

1 P(y j x 1)
OR exp

P(y j x )

1 P(y j x )                                (5) 

 

3. APPLICATION AND RESULTS OF 
ANALYSIS 

[27] has translated MBI, originally developed by 
[3], into Turkish and [28] investigated the validity 
and reliability of Burnout Inventor. In this study, 
the Turkish version of MBI was implemented to 
the responders. Since the Turkish language does 
not respond to 7-point degree scale, 5-point Likert 
type scale is used [27]. MBI utilized with 22 items 
having subscales for 3 dimensions: emotional 
exhaustion, depersonalization and personal 
accomplishment. High scores on emotional 
exhaustion and depersonalization and low scores 
on diminished personal accomplishment are signs 
of burnout. The items related Emotional 
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exhaustion are 1,2,3,6,8,13,14,16,20 (Scores: 27 
or over High/ 17-26 Moderate/ 0-16 Low). The 
items related Depersonalization are 5, 10, 11, 15, 
22 (Scores: 13 or over High/ 7-12 Moderate/ 0-6 
High). The items related Personal 
accomplishment: are 4,7,9,12,17,18,19,21 
(Scores: 0-31 High/ 32-38 Moderate/ 39 or over 

Low). Using this 22-item tool, responders rate the 
frequency with which they experience various 
feelings or emotions on a 5-point Likert scale with 
response options ranging from “Never” to 
“Always”. Independent variables which could 
have an effect on burnout levels can be seen on 
Table 1. 

Table 1. Independent Variables and Levels 

Independent Variable Independent Variable Levels 

X1: Gender 1. Female 2. Male    

X2: Age Group 1. Under 27 2. Between 28-35 3. Between 36-
43 

4. Between 44-
51 

5. Over 
52 

X3: Marital Status 1. Single 2. Married    

X4: Having a child 1. Yes 2. No    

X5: Having own room at work 1. Yes 2. No    

X6: Satisfaction of colleagues 1. Yes 2. No    

X7: Average sleep time per day 1. Equal or 
less than 6 

Hours 

2. More than 6 hours    

X8: Exhaustion of the academic 
work 

1. None 2. Low 3. Moderate 4. High  

X9: Economic Satisfaction 1. Very 

satisfied 

2.Somewhat satisfied 3. Not very 
satisfied 

4. Not at all 
satisfied 

 

X10: Spending time for social 
activities 

1.Frequently 2.Sometimes 3. Rarely 4. Never  

X11: Spending time for 
Personal Need 

1.Frequently 2.Sometimes 3. Rarely 4. Never  

X12: Levels of Technology 
Usage 

1.Frequently 2.Sometimes 3. Rarely 4. Never  

X13: Household Size 1. Alone 2. Two 3. Three 4. Four  

 

First of all, validity of the POMs must be tested by 
likelihood ratio test. From Table 2 it is clear that 
all three models are fitted (p=0.000 < 0,05; 
p=0.042 < 0.05; p=0.002<0.05). After the test of 
models significancy, parallel lines assumption is 
tested. The null hypothesis states that the location 
parameters (slope coefficients) are the same across 
response categories. For three models, the 
proportional odds assumption appears to have held 
because the significances of Chi-Square statistics 

are > .05 (p=0.446 > 0,05; p=0.776 > 0.05; 
p=0.975>0.05). 
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Table 2. Model Fitting and Test of Parallel Lines for Three 
Levels of Burnout 

Model 
-2 Log 

Likelihood 
df 

Model 
Fitting 
(Sig.) 

Test of 
Parallel 
Lines 

(Sig.) 

Emotional 
Exhaustion 

198.053 27 0.000 0.446  

Depersonalization 247.010 27 0.042 0.776  

Reduced Personal 
Accomplishment 

176.774 27 0.002 0.975  

 

 

Table 3. The Factors Affecting the Emotional Exhaustion Level of Academic Staff 

Emotional Exhaustion Level Variable Coef. (β) Odds Ratio (eβ) p value 

Low category vs High and 
Moderate category 

Threshold 1 0.243  0.971 

Low and Moderate category vs 
High category 

Threshold 2 5.068  0.445 

Having own room at work 
Yes 

No* 
-1.476 0.023 (4.37**) 0.024 

Satisfaction of colleagues 
Yes 

No* 
-1.713 0.180 (5.55**) 0.002 

Exhaustion of the academic 
work 

None 

Low 

Moderate 

High* 

-2.694 

-2.404 

-0.680 

0.068 (14.80**) 

0.090 (11.07**) 

0.049 

0.001 

0.206 

Household Size 

Alone 

Two 

Three 

Four* 

1.727 

0.701 

0.536 

5.62 

0.044 

0.351 

0.413 

*Reference Categories 
** The odds ratios under 1 are inverted to interpret the odds ratios rationally.  

 

The results of POM for Emotional Exhaustion 
Level is given in Table 3. Having own room at 
work, satisfaction of colleagues, exhaustion of the 
academic work, household size are the variables 
that effect emotional exhaustion. The academic 
staff who are not having own room are 4.37 times 
more likely feel emotional exhaustion than who 
are having own room. The academic staff who are 
not satisfied with their colleagues are 5.55 times 
more likely feel emotional exhaustion than who 
are satisfied. The academic staff who feel high  

 

exhaustion of the academic work are 14.80 times 
more likely feel emotional exhaustion than who 
never feel exhaustion of the academic work. The 
academic staff who feel high exhaustion of the 
academic work are 11.07 times more likely feel 
emotional exhaustion than who feel low 
exhaustion of the academic work. The academic 
staff who live alone are 5.62 times more likely feel 
emotional exhaustion than whose household size 
is four. 
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Table 4. The Factors Affecting the Depersonalization Level of Academic Staff 

Depersonalization Level Variable  Coef. (β) Odds Ratio (eβ) p value 

Low category vs High and Moderate 
category 

Threshold 1   -8.433  0.070 

Low and Moderate category vs High 
category 

Threshold 2 -5.317  0.250 

Average sleep time per day Equal or Less than 6 
Hours 

More than 6 Hours* 

0.744 2.10 0.047 

Exhaustion of the academic work None 

Low 

Moderate 

High* 

-4.163 

-0.583 

-0.723 

0.015 (64.26**) 

 

 

0.043 

0.363 

0.142 

*Reference Categories 
** The odds ratios under 1 are inverted to interpret the odds ratios rationally.  

 

The results of POM for Depersonalization Level is 
given in Table 4. Average sleep time per day and 
exhaustion of the academic work are the variables 
that effect depersonalization. The academic staff 
who sleep equal or less than 6  

 

 

hours are 2.10 times more likely depersonalized 
than who sleep more than 6 hours. The academic 
staff who feel high exhaustion of the academic 
work are 64.26 times more likely depersonalized 
than who never feel exhaustion of the academic 
work. 

Table 5. The Factors Affecting the Reduced Personal Accomplishment Level of Academic Staff 

Reduced Personal Accomplishment Level  Variable  Coef. (β) Odds Ratio 
(eβ) 

p value 

Low category vs High and Moderate 
category 

Threshold 1   -28.347  0.000 

Low and Moderate category vs High 
category 

Threshold 2 -23.487  0.000 

Average sleep time per day Equal or Less than 6 
Hours 

More than 6 Hours* 

0.968 2.63 0.046 

 

 

Age groups Under 27 

Between 28-35 

Between 36-43 

Between 44-51 

Over 52* 

1.408 

2.344 

2.119 

2.886 

 

10.42 

8.32 

17.92 

0.251 

0.033 

0.050 

0.012 

*Reference Categories 

 
The results of POMs for Reduced Personal 
Accomplishment Level is given in Table 5. 
Average sleep time per day and age are the 
variables that effect reduced personal 
accomplishment. Reduced in the personal 
accomplishment of academic staff who sleep equal 
or less than 6 hours is 2.63 times higher than those 
who sleep more than 6 hours. Reduced  

 

 

in the personal accomplishment of academic staff 
who are between 28-35 years is 10.42 times higher 
than who are older than 52 years. Reduced in the 
personal accomplishment of academic staff who 
are between 36-43 years is 8.32 times higher than 
who are older than 52 years. Reduced in the 
personal accomplishment of academic staff who 
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are between 44-51 years is 17.92 times higher than 
who are older than 52 years. 

4. CONCLUSION 

The purpose of this study is to examine the 
academic staff’s burnout level in terms of some 
variables. In this study, different from other 
studies both in Turkey and the other countries, 
POM method is used to find the levels of burnout 
and which variables are effective for the levels of 
burnout. Findings indicate that %6 of the academic 
staff is struggling with burnout. The variables that 
effect emotional exhaustion are having own room 
at work, satisfaction of colleagues, exhaustion of 
the academic work and household size. The results 
show that academicians feel emotional exhaustion 
if they do not have their own room at university, 
they do not get along with their colleagues and 
they live alone. Moreover, it is clear that there is 
so much pressure in academic life because of 
academic work load. The variables that effect 
depersonalization are average sleep time per day 
and exhaustion of the academic work. The results 
show that academicians are in tendency to be 
depersonalized because of academic work load 
and lack of sleep. The variables that effect reduced 
diminished personal accomplishment are average 
sleep time per day and age group. The results show 
that the academicians who are between 44-51 
years old and suffer from sleeplessness have 
reduced personal accomplishment. 

 

As a conclusion, in the light of the results of this 
study, it could be suggested to university 
administrators to supply better physical conditions 
and avoid work overload for academic staff, 
hence, education life quality improves and 
consequently both the academic staff and students 
are satisfied. it must be mentioned that burnout is 
an important topic that needs to be investigated 
further in academic life. In the future studies, 
researchers could extend burnout studies using 
POM to public and private universities in Turkey 
and make comparisons of burnout levels of 
academic staff among public and private 
universities. 
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Bisector Surfaces Through A Common Line Of Curvatures And Its 
Classifications 

Muhammed Talat SARIAYDIN*1 

Abstract 

In this paper, we study the Bisector surface, which defines the line of curvature on a surface play an importance 
role. Firstly, the Bisector surface constructed by a point and a space curve given in Euclidean 3-space. Then, 
it is investigated that the necessary and sufficient condition for directrix curve of this surface to satisfy line of 
curvature. After this, we classify the Bisector surfaces. 

Keywords: Bisector surface, ruled surface, the line of curvature, rational surface. 

 

1. INTRODUCTION 

The bisector surface is obtained points which are 
equidistant from any two objects. The distance is 
measured orthogonal to both objects. For an object 
in the plane or space, the medial surface is also 
much the same related to the bisector surface. 
Therefore, the medial surface can be defined as the 
set of interior points of the object which have the 
minimum distance, [4,15]. Additionally, the 
computation of the bisector often not easy, [15]. 
Then, this surface is often used in scientific research 
from the past with geometric properties of two 
curve, a curve with a point, a curve with surface and 
two surface bisectors in Euclidean 3- space. 

For example, Horvath proved that all bisectors are 
topological images of a plane of the embedding 
Euclidean 3-space in [6] and Elber studied a new 

                                                      
* Corresponding Author 
1 Selçuk University, Faculty of Science, Department of Mathematics, Konya-talatsariaydin@gmail.com 

computational model for constructing a curve-

surface and surface-surface bisectors in 3E  in [5]. 

Because Modern surface modeling systems contain 
the Ruled surface, this surface frequently used 
many areas such that simulation of the rigid body, 
design, production, motion analysis. For this 
reason, it has an important place in kinematical 
geometry and positional mechanisms in Euclidean 
3-space. For instance, Brosius classified rank 2-
vector bundles on a ruled surface and Onder and 
other authors viewed ruled surfaces Minkowski 
space, [2,11,14]. 

In this paper, we obtain a classification, which is the 
Bisector surface constructed by a point and a space 
curve given in Euclidean 3-space. Firstly, it is 
tersely summarized properties the basic concepts on 
surfaces. Then, we give general conditions to 
classify the Bisector surface. Finally, we give some 
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examples and showed them with the figure in 3E . 

2. PRELIMINARIES 

A ruled surface is a surface swept out by a straight 
line moving along a curve  . The various 

positions of the generating line are called the 
rulings of the surface. Such a surface thus always 
has a parametrization in ruled form 

     ,=, uvuvuX    (1) 

where we call   the base curve,   the director 

curve. Alternatively, we may visualize   as a 
vector field on  , [13]. 

The ruled surface (1) is developable iff  

       0.=,, uuu ''   (2) 

Then, the developable surface is cylinder iff 

    0,=umum '  (3) 

where  sT  is a tangent vector of  u  and 

     suum T= . The developable surface is a 

cone iff  

  0,=uw'  (4) 

where w  u  is the line of striction of surface (1). 

The developable surface is a tangent surface iff, 
[12],  

   .umuw' P  (5) 

Denote by  BN,T,  the moving Frenet frame 

along the curve   in the space 3E . For an 
arbitrary curve   with first and second curvature, 

  and   in the space 3E , the following Frenet-
Serret formulae is given 

N,T ='                     (6)                               

B,TN  ='               (7)                        

N.B ='                    (8) 

Here, curvature functions are defined by 

   ss 'T==   and   .,= 's BN  Torsion 

of the curve   is given by the aid of the mixed 
product, [14], 

.
),,(

=
2




''''''

           (9) 

3. CLASSIFICATIONS OF THE BISECTOR 

SURFACES IN E 3  

In this paper, our goal is to find the necessary and 
sufficient condition for the directrix curve of this 
surface to satisfy line of curvature. In [16], to 
construct the Bisector surface obtained a point and 
a space curve, they gave the parametric form of the 
surface as follows; 

                                 
        .,,,,,=, tstststs zyx bbbB       (10) 

Here,  

     ,=, 1 ststs xx qhb                                    

     ,=, 2 ststs yy qhb        (11) 

     ,=, 3 ststs zz qhb   

      )(= ii
c
ii pscsts q  

and iq  is components of direction vector, 
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szsysx
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nnn

'''

=J           (15) 

Firstly, we will show that it is the line of curvature 
of directrix curve of the Bisector surface and 
developable surface of the Bisector surface 

Theorem 3.1. The directrix curve of the Bisector 
surface is a line of curvature if and only if  
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,= 0

0

  ds
s

s

 (16)           

.cos=,sin=
2
3

2
2

3

2
3

2
2

2  
 ll

l

ll

l
     (17) 

Proof. Assume that the normal surface of  sH  is  

     .=, ststs LHK   (18) 

Here,  

         sssss  sincos= bn L  (19) 

and       sss bnt ,,  is the Frenet frame of 

directrix curve of Bisector. Because the surface 
 ts,K  is a developable surface. we can easily 

write the following equation,  

  0=,, ss LLH ,  (20)                               

 
0=)coscos(

sinsin,sincos,(

b

nbnt





s

s




  (21)                               

0=  s ,  (22)              

  =s   (23) 

From the last equation above, we can easily write 

.= 0

0

  ds
s

s

 (24) 

On the other hand, suppose that curve 

    )( ii
c
i pscst   written by without loss of 

generality below form; 

               .=)( 321 sssssspscst ii
c
i blnltl 

(25) 

Here,     )( ii
c
i pscst   is a unit speed curve, 

    0)(  ii
c
i pscst , and 1=2

3
2
2

2
1 lll  . Then, 

the corresponding Bisector surface is  

        ,)(=, ii
c
i pscststs  tHB  (26)                              

    0.)(1,=2
3

2
2

2
1  ii

c
i pscstlll  (27) 

Therefore, normal of the Bisector surface is 

         
.=,

2
3

2
2

23
0

ll

blnl



 ssss
tsN  (28) 

Because the directrix curve is a line of curvature, 
normal of Bisector surface  ts,B  and normal of 

curve  sH  are parallel to each other. 

Reconsidering these equations (19) and (28). We 
can be express as follows 

.cos=,sin=
2
3

2
2

3

2
3

2
2

2  
 ll

l

ll

l
 

Then, the proof is complete. 

Theorem 3.2. Assume that  ts,B  is the 

developable Bisector surface with a common line of 
curvature. Bisector surface  ts,B  is a cylinder if 

and only if     )( ii
c
i pscst   is a constant curve, 

and 0.=a  

Proof. We suppose that the Bisector surface 
 ts,B  is a developable surface. Then, it is easily 

seen that 

          0.=)(),(,det 







 ii

c
iii

c
is pscst

ds

d
pscstsH      

(29) 

From the last equation above,  ssH , 

    )( ii
c
i pscst  ,     )( ii

c
i pscst

ds

d
  are 

linearly dependent. That is, we get  

           H c
i i ia s s b s t s c s p    

     0c
i i i

d
c s t c s p

ds

 
    

 
, (30) 

If   0=sa , then  

        0.=)(),( ii
c
iii

c
i pscst

ds

d
pscst    (31) 

That is,     )( ii
c
i pscst   is a constant curve. 

Thus, the Bisector surface  ts,B  is a cylinder. 

Remark 3.3. We assume that  st c
i  and 

  )( ii psc   are linearly dependent. Because  sci  

is regular, and so  sci  and   )( ii psc   parallel 

to each other. Then, we can seen that the point ip  

is on tangent of curve  sci  for all s . That is, we 

are obtain a degererate case. 

Theorem 3.4. Assume that  ts,B  is the 

developable Bisector surface with a common line of 
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curvature. Bisector surface  ts,B  is a cone if and 

only if  

0,a  (32)                                     

   .= ss s  (33) 

Proof. We suppose that the coefficient of curve 
 ssH  in eq. (30) is not zero. That is, 0a . Then 

we can write  

         ,QQ= ssdsss ss H  (34) 

where  

    ./=,/= acsdabs   (35) 

On the other hand, we can write from eq. (26) 

       .Q= ssss  H  (36) 

Here, if 

 
   

 
,

Q

Q,
=

2
s

ss
s

s

sH
  (37) 

then  s  is a striction curve. Taking derivative 

eq. (36), it is easily seen that 

        .Q= ssss    (38) 

From the last equation above, we assume that 
   .= ss   We get   0=ss . That is   0=  s . 

Rearranging eqs. (26) and (36), we get  

      .Q=, 0 ststs  B  (39) 

That is, the Bisector surface  ts,B  is a cone. 

Theorem 3.5. Assume that  ts,B  is the 

developable Bisector surface with a common line of 
curvature. Bisector surface  ts,B  is a tangential 

developable if and only if 

0,a  (40)                        

   .ss s   (41) 

Proof. The proof is clear that theorem 3.3. 

Example 3.6. Let us consider a fixed point and a 

regular unit speed curve parametrized by s  in 3E  
by 

 ,1,1,1=b  (42)                                   

   .sin,0,cos= sssa  (43) 

One calculates tangent of this curve and the 

direction vector, respectively, as the following 

   ,cos,0,sin= sss at  (44)                            

   .sin,sincos,1cos= sssss P  (45) 

Then, the figure of the Bisector surface, 
/ 8 / 2s    51  t , is  

 

Figure 1. Bisector surface 

Example 3.7. Let us consider a fixed point and a 

regular unit speed curve parametrized by s  in 3E  
by 

 ,1,0,1=w  (46)                                      

   .sin,cos0,= sssq  (47) 

One calculate the direction vector, respectively, as 
the following 

   .sin,cos1,sin= ssss P  (48) 

Then, the figure of the Bisector surface is 

 

Figure 2. Bisector Ruled surface 
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On Total Shear Curvature of Surfaces in En+2 
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Abstract 

In this study we consider the surfaces in 2nE . First, we give preleminaries of second fundamental form and 
curvature properties of the surfaces. Further, we obtained some results related with the total shear curvature 

of the surfaces. Finally, we give an example of a surface in Euclidean 4-space 4E  with vanishing shear 
curvature. 

Keywords: Shear tensor, Gaussian curvature, mean curvature, umbilical surface. 

 

1. INTRODUCTION 

The second fundamental tensor of a 
Riemannian submanifold plays an important role 
to characterize the total curvature and mean 
curvature of the submanifold. The shape operator 
of a submanifold is related with the second 
fundamental tensor. So, in order to characterize the 
umbilicity of the submanifolds we need to find the 
shape operator of the submanifold. 

    Recently, Cipriani at all. introduced the concept 
of total shear tensor and shear operator for a 
Riemannian submanifold [5]. 

    For the case of surfaces in n-dimensional 

Euclidean spaces nE , K. Enomoto defined a 
difference function F to characterize the umbilicity 
of the surfaces Euclidean spaces [7]. 

    This paper is organized as follows: In section 2, 
we give some basic concepts of the second 
fundamental form and curvatures of the surfaces in 

nE . In Section 3, we define the total shear 
curvature of a surface in (n+2)-dimensional 

Euclidean space 2nE  with respect to its total shear 
tensor. Further, we obtain some results of these 
surfaces. In the final section, we give an example 

of generalized spherical surfaces in 4E  which have 
vanishing total shear curvature. 

2. BASIC CONCEPTS 

    Consider a surface 2 nEM  given with the 
parametrization ),( vuX . The coefficients of the 

first fundamental form of M are given by 

vvvuuu XXgXXgXXg ,,,,, 221211     (2.1) 

where MTXX pvu , . For the local vector fields

uXX 1 , vXX 2  tangent to M , the equation of 

Gauss is defined by 

2,1),,(
~

 jiXXhXX jijXjX ii
         (2.2) 

where   and 
~  are the covariant derivatives of 

M  and 2nE , respectively [4]. 

    For any arbitrary orthonormal normal frame 
field  nNNN ,...,, 21  of M , the Weingarten equation 

of M becomes 

)(,
~

MXNXAN jXjNX jj
 

        (2.3) 

where   is the connection in the normal bundle. These two 
equations satisfy the following relations:  
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.1;2,1

,),,(,

nji

LNXXhXXA ijjiijN








                (2.4) 

From the equation (2.2) one can get the second 
fundamental form 

.2,1,),(
1

 


jiNLXXh
n

ijji



                        (2.5) 

The shape shape operator matrix of the surface M  
with respect to N  is given by (see, [2]) 






































































11
11

2
12

1212221111
11

12
12

11
11

12
12

11

11

2
11

1

L
g

g
LgLg

g
L

g

g
L

g

L
g

g
L

gg

L

AN  (2.6) 

    Then the Gaussian curvature K of the surface 
M  is given by 

),)((
1

)det( 2
12

1 1
2211



 




LLL

g
AK

n n

N   
 

       (2.7) 

where 2
122211 gggg    is the Riemannian metric on 

M . 

    Further, the mean curvature vector of the 
surface M  is given by 

.)2(
2

1

)(
2

1

1
121211222211

1









NgLgLgL
g

NAtrH

n

n

N














               (2.8) 

A point p is said to be umbilical with respect to N

if 
NA  is proportional to the identity transformation 

of MTp . Consequently, M  is called totally 

umbilical if M  is umbilical at every point of M 
[3].  

 

3. THE TOTAL SHEAR CURVATURE OF 
THE SURFACES IN Eⁿ⁺² 

    Let M  be a smooth surface in (n+2)-

dimensional Euclidean space 2nE . The second 
fundamental tensor   on MTp  is defined as 

follows; chose an orthonormal frame  nNNN ,...,, 21  

of MTp


and for each  , n1  define maps 

MTMTMT ppp


:  

.2,1,,)()(  iXNHXAX iiNi  



          (3.1) 

The second fundamental tensor   is given by (see, 

[6]) 

.),(),(
1





n

jiji NXXXX


                           (3.2) 

    Substituting (2.4), (2.5), (2.8) and (3.1) into 
(3.2) we obtain the following result. 

Proposition 3.1. Let M  be a local surface in 2nE
given with the regular patch ),( vuX . For the 

orthonormal frame  nNNN ,...,, 21  of MTp


 the 

second fundamental tensor   is 


 NHgLXX ijijji )(),(                              (3.3) 

where H  is the th  mean curvature of the surface 

M defined by 

).2(
2

1
121211222211 gLgLgL

g
H 

                     (3.4) 

    Furthermore, the total shear tensor h
~

 is defined 
as: 

)(,,),(),(
~

MXXHgXXhXXh jiijjiji 


       (3.5) 

where g is the induced metric and H


 is the mean 
curvature vector of M . The shear operator 

associated to )(MN    is defined by: 

IAtrAA NNN 

~~
                                                       (3.6) 

where I denotes the identity operator [5]. 

    The total shear tensor and shear operators are 
obviously related by 

).(),(,

;),,(
~

,
~

MNMXX

NXXhXXA

ji

jijiN





 

                          (3.7) 

    Substituting (2.5) and (2.8) into (3.5) we get the 
following result. 

Proposition 3.2. Let M  be a smooth surface in 

(n+2)-dimensional Euclidean space 2nE . For the 

orthonormal frame  nNNN ,...,, 21  of MTp


 the total 

shear tensor h
~

 is given by 

.)(),(
~

1





n

ijijji NHgLXXh





                         (3.8) 

    As a consequence of previous propositions we 
obtain the following result. 
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Corollary 3.3. Let M  be a local surface in (n+2)-

dimensional Euclidean space 2nE  with the regular 
patch ),( vuX . For the orthonormal frame 

 nNNN ,...,, 21  of MTp


 the total shear tensor h

~
 

coincides with the second fundamental tensor  , 

i.e.,  

).,(
~

),( jiji XXhXX                                               (3.9) 

By the use of total shear tensor h
~

 defined in (3.5) 

it is possible to define total shear curvature K
~

 of 
M  as follows; 

Definition 3.4. Let M  be a local surface in (n+2)-

dimensional Euclidean space 2nE . The total shear 

curvature K
~

of M  at point p is defined by: 

.
),(

~
),,(

~

),(
~

),,(
~

1
)(

~

1


 
















n

vuvu

vvuu

XXhXXh

XXhXXh

g
pK



    (3.10) 

The following result shows that the total shear 

curvature K
~

 is related with the Gaussian curvature 

K and the mean curvature HH


  of M . 

Lemma 3.5. Let M  be a local surface in (n+2)-

dimensional Euclidean space 2nE  with total shear 

curvature K
~

. Then 

2~
HKK                                                                     (3.11) 

holds. 

Proof. Let us assume that M  be a smooth surface 

in 2nE . Then, from (3.8) and (3.10) we have 

.)2(
1

))((
1

))((
1

)())((
1~

1

121211222211

1

22
122211

1

2
122211

1

2
121222221111



















n

nn

n

HgLgLgL
g

Hggg
g

LLL
g

HgLHgLHgL
g

K
























 

Furthermore, by the use of (2.7) and (2.8) with 
(3.4) we get the result. 

Remark. In [7] K. Enomoto defined a curvature 
function F(p) on M  by 

))(()( 2 pKHpF                                                      (3.12) 

for Mp  . It is to see that, the total shear curvature 

K
~

 coincides with the Enomoto curvature function 

F, i.e. )()(
~

pFpK  . 

We obtain the following result; 

Theorem 3.6. Let M  be a local surface in (n+2)-

dimensional Euclidean space 2nE . Then for every 

Mp   the total shear curvature K
~

 is identically 

zero if and only if M is a totally umbilical surface 

in 2nE . 

Proof. Let  nNNN ,...,, 21  be an orthonormal frame 

of MTp


.  Using (2.7) and (2.8) the Enomoto 

curvature function becomes 

 .)det(4))((
4

1
)()()(

2

1

22 





n

NN AAtrpKpHpF






So, using elementary linear algebra, we can see 
that 

,0)det(4))(( 2 
 NN AAtr  

and the equality holds if and only if 
NA  is 

proportional to the identity transformation [7]. 
This completes the proof of the theorem. 

4. SPHERICAL SURFACES WITH 
VANISHING TOTAL SHEAR 

CURVATURE 

Let 2M  be a local surface given with the regular 

patch (radius vector) 1 nn EE ; 

)(cos)(),(:2 v
c

u
uvuXM  








                     (4.1) 

where the vector function   

 0,...,0);(),...,()( 1 ufufu n  

given with   











c

u

c
u 2

2

2
2

sin1)(


   

and generates a generalized spherical curve with 
radius vector 

1cos)()( 







 ne

c

u
uu                                         (4.2) 

and the vector function 

 )(),...,(;0,...,0)( 1 vgvgv m  

given with 1)( v , 1)(  v . So, the surface 
2M  is obtained by rotating the generalized 

spherical curve   along the spherical curve   

which is called generalized spherical surface in 
mnE  . 
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For 2n  and 2m , the radius vector (4.2) 
satisfying the indicated properties described the 
generalized spherical surface given with the radius 
vector 

)sincos,coscos),(),((),( 21 v
c

u
v

c

u
ufufvuX 
















  (4.3) 

where 

duu
c

u

c
uf

duu
c

u

c
uf

)(sinsin1)(

,)(cossin1)(

2

2

2

2

2

2

2

1































               (4.4) 

are differentiable functions. This surface called a 
generalized spherical surface of first kind. 

The tangent space of 2M  is spanned by the vector 
fields: 

)coscos,sincos,0,0(

),sinsin,cossin),(),(( 21

v
c

u
v

c

u
X

v
c

u

c
v

c

u

c
ufufX

v

u










































 

and hence the coefficients of the first fundamental 

form of 2M  are 

.cos,0,1 22
221211 










c

u
ggg                           (4.5) 

We calculate the second partial derivatives of 
X(u,v): 

),sincos,coscos,,(
2221 v

c

u

c
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c

u

c
ffX uu 
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      (4.6)  
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Let us consider the following orthonormal normal 

frame field of 2M : 

),sincos,coscos,,(
1

22211 v
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                       (4.8) 

is the curvature of the profile curve  . 

Using (4.6) and (4.7) we can calculate 
ijL  as 

follows;  

















1
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2
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u
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c

u
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                                  (4.9) 

where  

12211 ffff                                                           (4.10) 

is the curvature of the projection of the curve   on 

the 
21eOe - plane [1]. 

    As a consequence of (2.7), (2.8), (4.9) and 
(3.11) it is easy to show that the total shear 

curvature K
~

 is identically zero if and only if 

    0
22

22

21
22

1
1122  LLLg                                    (4.11) 

holds. 

    We get the following result. 

Theorem 4.1. Let 2M  be a generalized spherical 
surface given the parametrization (4.1). If for 

every Mp   the total shear curvature K
~

 is 

identically zero then  

du
c

u
uf

du
c

u
uf

























cossin)(

,coscos)(

2

1





                                       (4.12) 

holds, where )(u  is a constant function. 

Proof. Suppose that the total shear curvature K
~

 of 

the generalized spherical surface surface 2M  
vanishes identically, then by the use of (4.9) and 
(4.5) with (4.11) the following equalities hold: 

0)(1 u  and 
c

1
   .                                            (4.13) 

Consequently, the equation (4.10) and (4.4), (4.13) 
imply that )(u  is a constant function. 

Furthermore, the equation (4.8) and 
c

1
  imply 

that c . Substituting these values into (4.4) we 
get the result. 
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Remark. Since 0)(1 u  then the spherical 

surface given with the parametrization (4.12) lies 

in 3-dimensional Euclidean space 3E . 
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1. INTRODUCTION 

One of the major research field of the differential 
geometry is the analysis of space curves. For any 
unit speed curve, the focal curve is defined as the 
centres of the osculating spheres. According to 
Frenet frame )}(),(),({ sbsnst  of unity speed curve 

 (s), the focal curve is given as follows, 

 

),)((=)( 21 sbcncsC   

where the coefficients ,1c  2c  are smooth functions 

that are called focal curvatures of  . There have 

been several studies related to the focal curve 
using this definition Vergas, Arslan, Korpinar 
concerned with this isuse [1,2,3]. 
Any ribbon consists of two functions )(sp  and 

)(s  are defined in interval ],0,Zs  where Z  is 

considered as the ribbpn's intrinsic length under 
construction. If )(sA  is defined as a unit vector 

field, then it must have an angle )(s  to the 

ribbon's center curve. On the other hand, assuming 
)(sp  is a generating function, )(sA  is the direction 

field for the Darboux vector )(sW  together with 

)(sp . An orthonormal triple },,{ hvc  has the 

following differential system: 

 

 cc pA' =  

 vv pA' =  

  hh pA' =  

 

This orthonormal triple defines a ribbon frame. 
According to this frame, the focal curve can be 
given as follows: 

 

))((=)( 21 sccsC hvψ 
 

 

In CAGD, usage of splines on the construction of 
curve design is highly significant. Inextensible 
flows of curves preserve their shape connection 
thanks to their control polygon. Thus, formulation 
of algorithms for processing can be calculated. 
Kwon, Park and Chi examined inextensible flows 
of curves and develople surfaces [6]. Korpınar, 
Turhan and Altay gave inextensible flows of 
develople surfaces associated focal curve [3]. 
Recently, Bohr and Markvosen examined the 
ribbon frame [4]. Giomi and Mahadevan gave 
develople ribbons [7]. Also some authors have 
studied focal curves and flows in [8-14]. 
In this paper, we give inextensible flows of focal 
curves together with ribbon frame. We give some 
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new generalizations for torsion and curvature of 
focal curves associated with developable surfaces. 

 
 

2. PRELIMINARIES 
 

For the construction of ribbon and the 
center curve of the ribbon we need two smooth 
functions, )(sp  and ).(s  We also assume that 

they are defined in the interval ],0,[ Zs  where 

Z  is the intrinsic length of the ribbon under 
construction. We also suppose that ]0,[)(  s  

s  and 0>))((sin s   ,s througout the paper. In 

this construction unit vector field )(sA  is 

significant since it is defined by having the angle 
)(s  to the center curve of the ribbon and it is also 

a field tangent to the ribbon. In fact, )(sA  will 

generate the Darboux vector )(sW  since it is a 

direction field together with the generating 
function )(sp  as a multiplying factor, i.e. 

),()(=)( sAspsW  [4] .  

We assume that )}(),(),({ sss hvc  are unique 

orthonormal vectors such that they are solutions to 
the below system: 
 

),()()(=)( ssAsps' cc   
),()()(=)( ssAsps' vv                                       (1) 

),()()(=)( ssAsps' hh   
 
where )(sA  is defined in terms of )(sh  and )(sc  

as the following: 
 

 ).())((cos)())((sin=)( sssssA ch    (2) 
 
For the purpose of uniqueness we also implement 
arbitrary initial conditions referring to a basis in 

3R  for given fixed coordinate system  
 

(0,0,1)}.(0,1,0),{(1,0,0),=(0)}(0),(0),{ hvc      (3) 
 
The above system is stated as follows explicitly: 
 

 

)())((sin)(=)( sssps' vc                       (4)
 

  (2) 

)())((cos)()())((sin)(=)( ssspsssps' hcv     

 ),())((cos)(=)( sssps' vh   
 

where the dot notation denotes differentiation 
according to s . If we consider notation of compact 
matrix, then we have  
 

                   ),()(=)( sss' ΞRR                            (5) 
 
where )(sR  is the orthogonal matrix so that it 

satisfies 1.=))((det2 sR   Further, columns of the 

 )(sR are the coordinate functions of ),(),({ ss vc  

)}(sh  respectively [4], where 

.

0))((cos)(0

))((cos)(0))((sin)(

0))((sin)(0

=)(





















ssp

sspssp

ssp

s







Ξ                          

                                                                           (6) 
 

3 Focal Curve According to Ribbon 
Frame 

 

In the case of focal curve is denoted by ,BFψ  

we have the following expression 
 

             ),)((=)( 21 sccs hvψψ RF                    (7) 

 
where the coefficients ,1c  2c  are smooth functions 

of the curve ψ . They are named as first and 

second focal curvatures of ψ . 

Lemma 1. Let 3: EI ψ  be a unit speed curve 

and R
ψF  its focal curve on 3E . Then, the focal 

curvatures of  R
ψF  are 

 

                            �� =
�

�(�)����(�)
                          (8) 

         �� =
��(�)����(�)��′(�)�(�)����(�)

�(�)������(�)����(�)
                 (9) 

 

Lemma 2. Let R
ψF  be the focal curve of the unit 

speed curve 3: EI ψ  on 3E . If )(sp  is constant 

then, the focal curvatures of  R
ψF  are 

 

                            �� =
�

�(�)����(�)
                        (10) 

                            �� =
��(�)

�����(�)
                            (11) 

Lemma 3. Let R
ψF  be the focal curve of the unit 

speed curve 3: EI ψ  on 3E . If )(s  is constant 

then, the focal curvatures of  R
ψF  are 

 

                            �� =
�

�(�)����(�)
                        (12) 
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                            �� =
��(�)

��(�)������(�)
                   (13) 

 
4. Inextensible Flows of Developable 

Surfaces Associated with Focal Curve 
According to Ribbon Frame 

 

A ruled surface in 3E  is defined by 
 

                               .=,, susus   ψψ  

 
Here, we have following smooth maps 

 
3

, : EI  Rψ , 3: EIψ , {0}\: 3EI  

where I  is unit circle 1S  or an open interval. From 
the defininition ψ  and   are called base and 

director curve. 
Definition 4. Let assume that Gaussian curvature 
U  vanishes everywhere on the surface then a 
smooth surface  ,ψ  is called a developable 

surface. 
Definition 5. Let 3: EI ψ  be a unit speed curve. 

We define the developable surface as follows 
 

           

   ,)(=,
,

susus '

'
ψψ

ψψ









R

RF
F

             (14) 

where )(sFR
ψ  is focal curve. 

Definition 6. Let first fundamental form },,{ GFE  

of a surface evolution satisfies following. 
 

                              
��

  ��
=

��

��
=

��

��
=0                    (15) 

 
Then the surface evolution ),,( tus  and its flow 

t


 are inextensible. 

 
This definition says that the surface 
),,( tus  is the isometric image of the original 

surface  ),,( 0tus which is determined for initial 

time 0t . ),,( tus  can be visualized as a waving 

flag for a developable surface. There is no any 
nontrivial inextensible evolution for a given rigid 
surface. 
Definition 7. We can define one-parameter family 
of developable ruled surface as follows: 
  

           
   .,),(=,, tsutstus 'ψψ  RF

               (16) 
 

Theorem 8. Let we assume that   is developable 

surface associated to a focal curve in .3E  If 
t


 is 

inextensible ,  then 
�

��
[(������)� + (�������)�] = 0     (17) 

Proof. Let  tus ,,  be a one-parameter family of 

developable surface. Then, we say that   is 
inextensible.  
 

               ,sincos= 1 vh  uppcs   

                .= cu  
 
Calculating first fundamental form gives rise to 
obtain following results. 
 

,)cos()sin(=,= 22
1

22  pcpuE ss 
     

      
0,=F  

1.=G  
 

Considering above results, we have  

           
0,=

t

E





 

           
0,=

t

F





 

          
0.=

t

G





 

If 
t


 is inextensible, then we have (17). 

Theorem 9.  Let the flow of the developable 
surface   which is associated to focal curve in 

,3E  be inextensible then this surface is not 

minimal. 
 

Proof. Assume that 

   tsutstus ' ,),(=,, ψψ  RF  be a one-parameter 

family of developable ruled surface. Second 
fundamental form's component of developable 
surface are  
 

       ,)sin(]tan[= 222
11  puh 

 

      
,cos=12 ph 
  

                0.=22h  
 
We also have components of metric 
 

,)sin(]tan[= 222
11  pug   

0,=12g  

1.=22g  
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So, one-parameter family of developable ruled 

surface    tsutstus ' ,),(=,, ψψ  RF  has the 

following mean curvature  

ij
ijhgH =

 

.
)sin(]tan[

cos
=

222 



wu

p


 

 

  is a minimal ruled surface in 3E  if and only if  

        0.=cosp  
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Approximation By Three-Dimensional q-Bernstein-Chlodowsky Polynomials 

 

Nazmiye Gönül Bilgin1, Merve ÇETİNKAYA 

 

ABSTRACT 

In the present paper we introduce positive linear three-dimensional Bernstein-Chlodowsky polynomials on 
a non-tetrahedron domain and we get their q-analogue. We obtain aproximation properties for these positive 
linear operators and their generalizations in this work. The rate of convergence of these operators is 
calculated by means of the modulus of continuity. 

Keywords: Bernstein-Chlodowsky Polynomials, q- Bernstein-Chlodowsky Polynomials, linear positive 
operators, modulus of continuity.  

 

1. INTRODUCTION 

In recent years, many generalizations of well-
known linear positive operators, based on 
� −calculus were introduced and studied by 
several authors. In 1996, Philips by using the q-
binomial coefficients and the q-binomial theorem 
introduced a generalization of the Bernstein 
operators called q-Bernstein Operators [1]. q-
Bernstein-Chlodowsky polynomials defined by 
Karsli Gupta in the one-dimensional case [2]. 
Buyukyazici introduced the two-dimensional q-
analogue of Bernstein-Chlodowsky polynomial in 
[3]. He give these polynomials on a domain ��� =
[0, �] × [0, �]. In this paper we define three-
dimensional Bernstein-Chlodowsky and q-
Bernstein-Chlodowsky polynomials. Then we 
compute the rate of convergence of these operators 
by means of the modulus of continuity. The aim of 
this paper is to prove Korovkin type theorems and 
to give some examples of numerical solutions for 
the three-dimensional q- Bernstein-Chlodowsky 
polynomials. 

                                                 
1 Zonguldak Bülent Ecevit University, Faculty of Sciences-Department of Mathematics, nazmiyegonulbilgin@hotmail.com 

Firstly, we give some notions about q-integers. Let 
� > 0. For each non-negative integer �, we define 
the q-integer [�]� as 

[�]� = �

1 − ��

1 − �
, �� � ≠ 1

�,          �� � = 1

 

and the q-factorial [�]�!  as 

[�]�! = �
[�]�[� − 1]� ⋯ [1]�,              � = 1,2, …

 1                                  ,               � = 0          
 

For integers � and �, with 0 ≤ � ≤ �, q-binomial 
coefficients are then defined as follow 

�
�

�
�

�
=

[�]�!

[�]�! [� − �]�!
. 

q-based Bernstein-Chlodowsky type polynomials 
for a function � of two variables as follows in [1]. 

Let (��) and (��) be increasing sequences of 
positive real numbers; 

lim
�→�

�� = lim
�→�

�� = ∞, lim
�→�

��

[�]��

= 0 and 
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lim
�→�

��

[�]��

= 0. 

For any �� > 0,  �� > 0 where  

(�, �) ∈ �����
= {(�, �): 0 ≤ � ≤ ��, 0 ≤ � ≤ ��}. 

The two-dimensional q-Bernstein-Chlodowsky 
operators; 

���,�
��,��(�; �, �)

= � � � �
[�]��

[�]��

��,
[�]��

[�]��

���

�

���

�
�

�
�

��

�

���

�
�

�
�

��

�
�

��

�
�

�
�

��

�
�

 

x � �1 − ��
��

�

��

�

�����

����

� �1 − ��
��

�

��

�

�����

����

 

 

���
��(�; �, �) = � � �

[�]��

[�]��

��, ��

�

���

�
�

�
�

��

�
�

��

�
�

 

 x � �1 − ��
��

�

��

�

�����

����

 

���
��(�; �, �)

= � � ��,
[�]��

[�]��

���

�

���

�
�

�
�

��

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

 

Buyukyazici gave approximation properties these 
operators in [3].  

Theorem1.1. Let ���: ��� → ���, 

���(�, �) = ����, �, � = 0,1,2 and for any (�, �) ∈ ���; 

i.���,�
��,��(���; �, �) = 1 

ii.���,�
��,��(���; �, �) = � 

iii.���,�
��,��(���; �, �) = � 

iv.���,�
��,��(���; �, �) = �� +

�(����)

[�]��

 

v.���,�
��,��(���; �, �) = �� +

�(����)

[�]��

 . 

Theorem1.2. Let � ∈ �(���), for any sufficiently 
large fixed positive real a and b, (� ≤ ��, � ≤ ��) 
then 

���,�
��,��(�; �, �) linear positive operators sequence 

satisfy next equalities. 

lim
�,�→�

����,�
��,��(���; �, �) − 1�

�(���)
= 0                (1) 

lim
�,�→�

����,�
��,��(���; �, �) − ��

�(���)
= 0                (2) 

lim
�,�→�

����,�
��,��(���; �, �) − ��

�(���)
= 0                (3) 

lim
�,�→�

����,�
��,��( �� + ��; �, �) − (�� + ��)�

�(���)
= 0  (4) 

Using Korovkin type theorem we get 

lim
�,�→�

����,�
��,��(�; �, �) − �(�, �)�

�(���)
= 0     (5) 

 

2.  CONSTRUCTION OF OPERATORS  

Definition 2.1. 

Let {��}, {��}, {��} be incresing sequences of real 
numbers and let them satisfy the next properties. 
Let 

lim
�→�

�� = lim
�→�

�� = lim
�→�

�� = ∞   , 

lim
�→�

�
��

�
� = lim

�→�
�

��

�
� = lim

�→�
�

��

�
� = 0 

and for ��, ��, �� > 0; 

��� ≔ ���,��,��
= {(�, �, �) ∶ 0 ≤ � ≤ ��, 0 ≤ �

≤ ��, 0 ≤ � ≤ ��} 

is defined. 

We can introduce the Bernstein-Chlodowsky type 
polynomials for a function � of three variables 
same as [4], [5]; 

��,�,�(�; �, �, �)

= � � � � �
�

�
��,

�

�
��,

�

�
���

�

���

�

���

�
�

�
� �

�

��
�

�
�

���

 

x �1 −
�

��
�

���

�
�

�
� �

�

��
�

�

 

x �1 −
�

��
�

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

                     (6) 

Lemma 2.1. Let ��,�,�(�; �, �, �) defined in (6) and 
��,�,�(�; �, �, �), ����

→ ����
where 

���,��,��
= ��������� ,   �� + �� + �� ≤ 2  

for ��, ��, �� ∈ {0,1,2}. We have the following 
equalities: 

i. ��,�,����,�,�; �, �, �� = 1 

ii. ��,�,����,�,�; �, �, �� = � 

iii. ��,�,����,�,�; �, �, �� = � 

iv. ��,�,����,�,�; �, �, �� = � 

v. for �(�, �, �) = ��,�,�(�, �, �) + ��,�,�(�, �, �) +
��,�,�(�, �, �) 

��,�,�(�; �, �, �) = �� +
�(�� − �)

�
+ �� +

�(�� − �)

�
 

+�� +
�(����)

�
. 

Proof. 

i) ��,�,����,�,�; �, �, �� = � � � �
�

�
� �

�

��

�
�

�

���

�

���

�

���
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x �1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

x �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

 

= � � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

�

���

 

x � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

= � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

� �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

�

���

 

x � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

 = 1 

ii)��,�,����,�,�; �, �, �� = � � �
�

�
�� �

�

�
� �

�

��

�
�

�

���

�

���

�

���

 

x �1 −
�

��

�
�−�

�
�

�
� �

�

��

�
�

�1 −
�

��

�
�−�

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

= � �
�

�
�� �

�

�
� �

�

��

�
�

�1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�

���

�

���

 

x �1 −
�

��

�
���

� �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

= � �
�

�
�� �

�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

�

���

 

x �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

= �
�

�
�� �

�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

x � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

 = �
�

�
�� �

�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 = ��(��, �) = � 

iii)��,�,����,�,�; �, �, �� = � � �
�

�
�� �

�

�
� �

�

��

�
�

�

���

�

���

�

���

 

x �1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

x �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

= � �
�

�
�� �

�

�
� �

�

��

�
�

�1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�

���

�

���

 

x �1 −
�

��

�
���

� �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

= � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

x �
�

�
�� �

�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

 = � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

��(��, �)

�

���

 

= � � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

= � 

iv)��,�,����,�,�; �, �, �� = � � �
�

�
�� �

�

�
� �

�

��

�
�

�

���

�

���

�

���

 

x �1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

 

= � � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

�

���

 

x �
�

�
�� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

 = � � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

�

���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

��(��, �) 

= � � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

x � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

  = � � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

= � 

 

v) for 

�(�, �, �) ≔ ��,�,�(�, �, �) + ��,�,�(�, �, �) + ��,�,�(�, �, �) 

��,�,�(�; �, �, �) = �� +
�(�� − �)

�
+ �� +

�(�� − �)

�

+ �� +
�(�� − �)

�
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��,�,����,�,�; �, �, �� = � � �
��

��
��

� �
�

�
� �

�

��

�
�

�

���

�

���

�

���

 

x �1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

 = � �
��

��
��

� �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

�

���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= �
��

��
��

� �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

x � �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

 = �
��

��
��

� �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= ��(��, �) = �� +
�(�� − �)

�
 

��,�,����,�,�; �, �, �� = � � �
��

��
��

� �
�

�
� �

�

��

�
�

�

���

�

���

�

���

 

x �1 −
�

��

�
���

�
�

�
� �

�

��

�
�

�1 −
�

��

�
���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

= � �
��

��
��

� �
�

�
� �

�

��
�

�
�

���

�

���

 

x �1 −
�

��
�

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

x �
��

��
��

� �
�

�
� �

�

��

�
�

�1 −
�

��

�
���

�

���

 

= � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

��(��, �)

�

���

 

= � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

�� +
�(�� − �)

�

�

���

   

= �� +
�(�� − �)

�
 

��,�,����,�,�; �, �, �� = � � �
��

��
��

� �
�

�
� �

�

��
�

�
�

���

�

���

�

���

 

x �1 −
�

��
�

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

 = � � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

�

���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x �
��

��
��

� �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= � � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

�

���

 

x �
�

�
� �

�

��
�

�

�1 −
�

��
�

���

��(��, �) 

 = ��� +
�(�� − �)

�
� � �

�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

x � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= ��� +
�(�� − �)

�
� � �

�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= �� +
�(�� − �)

�
 

We get 

��,�,�(�; �, �, �) = �� +
�(�� − �)

�
+ �� 

+
�(����)

�
+ �� +

�(����)

�
. 

 

Theorem 2.1 Let � ∈ �(���) , then for any 
sufficiently large fixed positive real numbers b,c 
and  (� < ��, � < ��, � < ��) then we get 

lim
�,�,�→�

max
(�,�,�)∈���

���,�,�(�; �, �, �) − �(�, �, �)� = 0. 

Proof. Using  Lemma 2.1 

���,�,����,�,�; �, �, �� − ��,�,�(�, �, �)�
�(��� )

= 0 
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���,�,����,�,�; �, �, �� − ��,�,�(�, �, �)�
�(��� )

= 0 

���,�,����,�,�; �, �, �� − ��,�,�(�, �, �)�
�(��� )

= 0 

���,�,����,�,�; �, �, �� − ��,�,�(�, �, �)�
�(��� )

= 0 

���,�,� ����,�,�; �, �, �� + ���,�,�; �, �, ��

+ ���,�,�; �, �, ���

− (�� + �� + ��)�
�(��� )

 

           ≤ �
��

�
+ �

��

�
+ �

��

�
. 

The proof is completed using
  

lim
�→�

��

�
= lim

�→�

��

�
= lim

�→�

��

�
= 0. 

We can show the uniform approximation of the 
three dimensional Bernstein-Chlodowsky 
polynomials in next example. 

Example2.1.The convergence of 

 ��,�,�(�; �, �, �) to �(�, �, �) = �� + �� + �� −

�
�

�
�

�/�

, �� = √� , �� = √� ,   �� = √� is 

illustrated in Figure 2.1.  

� = � = � = 50 (yellow), � = � = � = 30 
(red), � = � = � = 15(gray) , � = � = � = 10  
(magenta).  

 

Figure 2.1. Approximation of  �(�, �, �) = �6 +

�6 + �6 − �
1

6
�

1/8
 (blue) by ��,�,�(�; �, �, �). 

 

Definition 2.2. 

Let {��}, {��}, {��} be increasing sequences of 
positive real numbers and let them satisfy the 
following properties: 

lim
�→�

�� = lim
�→�

�� = lim
�→�

�� = ∞ 

that the sequences 

lim
�→�

��

[�]��

= lim
�→�

��

[�]��

= lim
�→�

��

[�]��

= 0 

where � > 0, {��} is a sequences of real numbers 
such that 0 < �� ≤ 1 for all � and lim

�→�
�� = 1. 

For any �� > 0, �� > 0, �� > 0 we denote by ���: 

��� ≔ ���,��,��
= {(�, �, �) ∶ 0 ≤ � ≤ �� ,

0 ≤ � ≤ ��, 0 ≤ � ≤ ��} 

We can define the q- Bernstein- Chlodowsky  type 
polynomials for a function � of three variables as 
follows: 

���,�,�
��,��,��(�; �, �, �)

= � � � � �
[�]��

[�]��

��,
[�]��

[�]��

��,
[�]��

[�]��

���

�

���

�

���

�

���

 

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

 

x �
�

��
�

�

�
�

��
�

�

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

Remark2.1. We use following notations next 
section. 

���
��(�; �, �, �) = � � �

[�]��

[�]��

��, �, �� �
�

�
�

��

�

���

 

x �
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

 

���
��(�; �, �, �) = � � ��,

[�]��

[�]��

��, �� �
�

�
�

��

�

���

 

x �
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

 

���
��(�; �, �, �) = � � ��, �,

[�]��

[�]��

���

�

���

�
�

�
�

��
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x �
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

 

 

Lemma2.2.Let ���,��,��
: ��� → ��� ,

���,��,��
(�, �, �) = ���������, ��,��, �� ∈ {0,1,2} for 

any �, �, � ∈ ��� then we get 

i.���,�,�
��,��,�����,�,�; �, �, �� = 1 

ii.���,�,�
��,��,�����,�,�; �, �, �� = � 

iii.���,�,�
��,��,�����,�,�; �, �, �� = � 

iv.���,�,�
��,��,�����,�,�; �, �, �� = � 

v.for �(�, �, �) ≔ ��,�,�(�, �, �) + ��,�,�(�, �, �) +

��,�,�(�, �, �) 

���,�,�
��,��,��(�; �, �, �) = �� +

�(�� − �)

[�]��

+ �� 

+
�(�� − �)

[�]��

+ �� +
�(�� − �)

[�]��

. 

Proof: We calculate using definition of  
���,�,�

��,��,��(�; �, �, �); 
i)���,�,�

��,��,�����,�,�; �, �, ��

= � � � �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�

���

�

���

�

���

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

 

x � �1 − ��
��

�

��

�

�����

����

� �1 − ��
��

�

��

�

�����

����

 

x � �1 − ��
��

�

��

�

�����

����

 

= �� �
�

�
�

��

�

���

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

� 

x �� �
�

�
�

��

�

���

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

� 

x �� �
�

�
�

��

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

�

���

� 

= ���
��(��, �)���

��(��, �)���
��(��, �) = 1 

ii)���,�,�
��,��,�����,�,�; �, �, �� = � � �

[�]��

[�]��

��

�

���

�

���

�

���

�
�

�
�

��

 

x �
�

�
�
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�
�

�
�
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�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��

�

�����

����

� �1 − ��
��

�

��

�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

= ��
[�]��

[�]��

�� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x �� �
�

�
�

��

�

���

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

� 

x �� �
�

�
�

��

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

�

���

� 

 = ���
��(��, �)���

��(��, �)���
��(��, �) = � 

iii)���,�,�
��,��,�����,�,�; �, �, �� = � � �

[�]��

[�]��

��

�

���

�

���

�

���

�
�

�
�

��

 

x �
�

�
�

��

�
�

�
�

��

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

 

 

x � �1 − ��
��

�

��

�

�����

����

� �1 − ��
��

�

��

�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

= �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x ��
[�]��

[�]��

�� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x �� �
�

�
�

��

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

�

���

� 

= ���
��(��, �)���

��(��, �)���
��(��, �) = � 

iv)���,�,�
��,��,�����,�,�; �, �, ��

= � � �
[�]��

[�]��

��

�

���

�

���

�

���

�
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

 = �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 
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x �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x ��
[�]��

[�]��

�� �
�

�
�

��

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

�

���

� 

= � 

 

v)���,�,�
��,��,�����,�,�; �, �, �� = � � �

[�]��
�

[�]��
�

�

���

�

���

�

���

��
� �

�

�
�

��

 

x �
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

  

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

 = ��
[�]��

�

[�]��
� ��

� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x ��
[�]��

[�]��

�� �
�

�
�

��

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

�

���

� 

= ���
��(��, �)���

��(��, �)���
��(��, �) 

 = �� +
�(�� − �)

[�]��

 

���,�,�
��,��,�����,�,�; �, �, �� = � � �

[�]��
�

[�]��
�

�

���

�

���

�

���

��
� �

�

�
�

��

 

x �
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

 

= �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x ��
[�]��

�

[�]��
�

��
� �

�

�
�

��

�

���

�
�

��

�
�

� �1 − ��
��

�

��

�

�����

����

� 

x �� �
�

�
�

��

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

�

���

� 

 = ���
��(��, �)���

��(��, �)���
��(��, �) 

= �� +
�(�� − �)

[�]��

 

���,�,�
��,��,�����,�,�; �, �, �� = � � �

[�]��
�

[�]��
�

�

���

�

���

�

���

��
� 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

 

= �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x �� �
�

�
�

��

�

���

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

� 

x ��
[�]��

�

[�]��
�

��
� �

�

�
�

��

�
�

��
�

�

� �1 − ��
��

�

��
�

�����

����

�

���

� 

= ���
��(��, �)���

��(��, �)���
��(��, �) 

= �� +
�(�� − �)

[�]��

 

and so 

���,�,�
��,��,��(�; �, �, �) = �� +

�(�� − �)

[�]��

 

+�� +
�(�� − �)

[�]��

+ �� +
�(�� − �)

[�]��

. 
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Theorem 2.2. Let � ∈ �(���), then for any 
sufficiently large fixed positive real numbers a,b,c 
and ( � ≤ ��, � ≤ ��, � ≤ ��) then we get 

lim
�,�,�→�

max
(�,�,�)∈���

����,�,�
��,��,��(�; �, �, �) − �(�, �, �)� = 0. 

Proof. 

Using Lemma 2.2. for  ��,�,�, ��,�,�, ��,�,�; 

����,�,�
��,��,������,��,��

; �, �, �� − ���,��,��
(�, �, �)�

������
= 0 

����,�,�
��,��,�����,�,� + ��,�,� + ��,�,�; �, �, �� − �� + �� + ���

�(���)
 

≤ �
��

[�]��

+ �
��

[�]��

+ �
��

[�]��

. 

FromVolkov Theorem and {��}, {��}, {��} this 
equations 

lim
�,�,�→�

max
(�,�,�)����

����,�,�
��,��,��(�; �, �, �) − �(�, �, �)� = 0. 

That is completed the proof. 

Example 2.2. The convergence of 
���,�,�

��,��,��(�; �, �, �) to 

 �(�, �, �) = (2�)�(3�)� �⁄ � + 1, �� = √�, �� =

√�
�

, �� = √�
�

+ 1,� =
�

�
 is illustrated in 

Figure2.2. � = � = � = 2 (yellow), � = � = � =
5(magenta).

 

Figure 2.2 Approximation of  

 �(�, �, �) = (2�)� + (3�)� �⁄ � + 1 (blue) by 
���,�,�

��,��,��(�; �, �, �). 

 

3. RATES OF CONVERGENCE  

In this section we want to find the rate of 
convergence of the sequence of operators {��,�,�} 

and {���,�,�
��,��,��}. 

Let � ∈ �(���) be a continuous function and ��,�� 
and �� a positive number sequence. 

��(�, ��), ��(�, ��), ��(�, ��) are partial 
continuity modulus of the function �(�, �, �). 

It is also known that 
lim

��→�
��(�, ��) = lim

��→�
��(�, ��) = lim

��→�
��(�, ��) = 0 

 

Lemma 3.1.Let�, �, � ∈ [0, �], then for any 
sufficiently large � and then we same as [5] get 

���,�,�(�; �, �, �) − �(�, �, �)� ≤ 2����(�, ��) +

��(�, ��) + ��(�, ��)�. 

Proof. 

���,�,�(�; �, �, �) − �(�, �, �)�

≤ � � � �� �
�

�
��,

�

�
��,

�

�
���

�

���

�

���

�

���

− �(�, �, �)� �
�

�
� �

�

�
� �

�

�
� 

     x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

 

x �1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

= � � � �� �
�

�
��,

�

�
��, �� − � ��,

�

�
��, ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

+ � � � �� ��,
�

�
��, �� − �(�, �, �)�

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

  = � � � �� �
�

�
��,

�

�
��,

�

�
��� − � �

�

�
��,

�

�
��, ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

 

x �1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

  ≤ � � � �� ��; �
�

�
�� − ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���
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x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

+ � � � �� ��; �
�

�
�� − ���

�

���

�

���

�

���

�
�

�
� �

�

�
� �

�

�
� 

x �
�

��
�

�

�1 −
�

��
�

���

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

  + � � � �� ��; �
�

�
�� − ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

= ��(�, �, �) + ��(�, �, �) + ��(�, �, �) 

is found. If calculated all of them respectively; 

��(�, �, �) = � � � �� ��; �
�

�
�� − ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

= � �� ��; �
�

�
�� − ���

�

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x � �
�

�
�

�

���

�
�

��
�

�

�1 −
�

��
�

���

 

x � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

= � �� ��; �
�

�
�� − ���

�

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x � �
�

�
�

�

���

�
�

��
�

�

�1 −
�

��
�

���

 

 

= � �� ��; �
�

�
�� − ���

�

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

 

At this condition � ∈ [0, �]and � > 1 if take � =
�

�
�� when  

|�(�) − �(�)| ≤ ��(�, ��) �1 +
|���|

��
� obtain by 

using Cauchy-Schwarz inequality; 

��(�, �, �) ≤ 

��(�, ��) �1 +
1

��
�� �

�

�
�� − ��

��

���

�
�

�
� �

�

��
�

�

�1 −
�

��
�

���

�

�/�

� 

≤ ��(�, ��) �1 +
1

��

��
��

�
� 

is found. By choosing �� = �
��

�
; 

��(�, �, �) ≤ �� ��, �
��

�
� �1 + √�� 

≤ 2��� ��, �
��

�
�. 

Similarly 

��(�, �, �) = � � � �� ��; �
�

�
�� − ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

= � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

x � �� ��; �
�

�
�� − ��� �

�

�
�

�

���

�
�

��
�

�

�1 −
�

��
�

���

 

x � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

 = � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

x � �� ��; �
�

�
�� − ��� �

�

�
�

�

���

�
�

��
�

�

�1 −
�

��
�

���

 

= � �� ��; �
�

�
�� − ��� �

�

�
�

�

���

�
�

��
�

�

�1 −
�

��
�

���
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At this condition � ∈ [0, �]and � > 1 if take � =
�

�
�� then for any sufficiently large � and when 

|�(�) − �(�)| ≤ ��(�, ��) �1 +
|���|

��
� obtain by 

using Cauchy-Schwarz inequality; 

��(�, �, �) ≤ 

��(�, ��) �1 +
1

��

�� �
�

�
�� − ��

�

�
�

�
�

�

���

�
�

��

�
�

�1 −
�

��

�
���

�

�/�

� 

≤ ��(�, ��) �1 +
1

��

��
��

�
� 

founded. By choosing �� = �
��

�
; 

��(�, �, �) ≤ �� ��, �
��

�
� �1 + √�� 

≤ 2��� ��, �
��

�
� 

is found. Finally 

��(�, �, �) = � � � �� ��; �
�

�
�� − ���

�

���

�

���

�

���

 

x �
�

�
� �

�

�
� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���

 

 

x �
�

��
�

�

�1 −
�

��
�

���

�
�

��
�

�

�1 −
�

��
�

���

 

= � �
�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

x � �
�

�
�

�

���

�
�

��
�

�

�1 −
�

��
�

���

 

x � �� ��; �
�

�
�� − ��� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

  = � �� ��; �
�

�
�� − ��� �

�

�
� �

�

��
�

�

�1 −
�

��
�

���
�

���

 

 

At this conditions �, � ∈ [0, �] ve  � > 1 if take 

� =
�

�
�� when  

|�(�) − �(�)| ≤ ��(�, ��) �1 +
|���|

��
� obtain by 

using Cauchy-Schwarz inequality; 

��(�, �, �) ≤ 

��(�, ��) �1 +
1

��
�� �

�

�
�� − ��

�

�
�

�
� �

�

��
�

�

�1

�

���

−
�

��
�

���

�

�/�

� 

 ≤ ��(�, ��) �1 +
1

��

��
��

�
� 

founded. By choosing �� = �
��

�
; 

��(�, �, �) ≤ �� ��, �
��

�
� �1 + √�� 

≤ 2��� ��, �
��

�
� 

is obtained. 

���,�,�(�; �, �, �) − �(�, �, �)�

≤ 2����(�, ��) + ��(�, ��)

+ ��(�, ��)� 

Then proof is completed. 

 

Example 3.1. The error bound of the 

function �(�, �, �) =
��������

����� (�)
, 

�� = √� , �� = √�
�

 , �� = √�
�

+ 1. 

Table 3.1. The error bound of 

 �(�, �, �) =
��������

����� (�)
. 

n,m,r 

 

Error bound for full modulus of 
continuity of function �(�, �, �) 

10 0.0218237378 

��� 0.0073671615 

��� 0.0027753196 

��� 0.0011048136 

��� 0.0004521637 

��� 0.0001876932 

��� 0.0000784867 

��� 0.0000329479 

��� 0.0000138598 

Using the q-modulus of continuity we get the rate 
of convergence following. 

Lemma 3.2. For any � ∈ ���, the following 
inequality hold. 
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a) ����,�,�
��,��,��(�; �, �, �) − �(�, �, �)� ≤ 3 ��� ��; �

���

[�]��

� +

�� ��; �
���

[�]��

� + ��; �
���

[�]��

�� 

b) ����,�,�
��,��,��(�; �, �, �) − �(�, �, �)� ≤ 3� ��; �

���

[�]��

+

�
���

[�]��

+ �
���

[�]��

� 

Proof. Using next equality 

� � �
[�]��

[�]��

��� = � � �
[�]��

[�]��

���

�

���

�

���

 

= � � �
[�]��

[�]��

���

�

���

 

we estimate the difference 
between ���,�,�

��,��,��(�; �, �, �) and �(�, �, �); 

���,�,�
��,��,��(�; �, �, �) − �(�, �, �) = 

� � � �� �
[�]��

[�]��

��,
[�]��

[�]��

��,
[�]��

[�]��

��� − �(�, �, �)�

�

���

�

���

�

���

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

= � � � �� �
[�]��

[�]��

��,
[�]��

[�]��

��,
[�]��

[�]��

���

�

���

�

���

�

���

− � �
[�]��

[�]��

��, �, �� + � �
[�]��

[�]��

��, �, ��

− �(�, �, �)� 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

then 

����,�,�
��,��,��(�; �, �, �) − �(�, �, �)� ≤ 

� � � �� �
[�]��

[�]��

��,
[�]��

[�]��

��,
[�]��

[�]��

���

�

���

�

���

�

���

− � �
[�]��

[�]��

��, �, ��� 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

 

x � �1 − ��
��

�

��

�

�����

����

� �1 − ��
��

�

��

�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

= � � � �� �
[�]��

[�]��

��, �, �� − �(�, �, �)�

�

���

�

���

�

���

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

 

x � �1 − ��
��

�

��

�

�����

����

� �1 − ��
��

�

��

�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

 

≤ � � � �� ��; �
[�]��

[�]��

�� − ���

�

���

�

���

�

���

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

 ≤ � � � �� ��; �
[�]��

[�]��

�� − ���

�

���

�

���

�

���

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����
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≤ � � � �� ��; �
[�]��

[�]��

�� − ���

�

���

�

���

�

���

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

= ���(�, �, �) + ���(�, �, �) + ���(�, �, �) 

By using Lemma 2.2.(i) and properties continuity, 
we get 

���(�, �, �) = � � � �� ��; �
[�]��

[�]��

�� − ���

�

���

�

���

�

���

 

x �
�

�
�

��

�
�

�
�

��

�
�

�
�

��

�
�

��
�

�

�
�

��
�

�

�
�

��
�

�

 

x � �1 − ��
��

�

��
�

�����

����

� �1 − ��
��

�

��
�

�����

����

 

x � �1 − ��
��

�

��
�

�����

����

 

= � �� ��; �
[�]��

[�]��

�� − ��� �
�

�
�

��

�
�

��
�

�
�

���

 

x � �1 − ��
��

�

��
�

�����

����

 

≤ ��(�; ��) �1 +
1

��

�� �
[�]��

[�]��

��

�

���

− ��

�

�
�

�
�

��

�
�

��

�
�

� �1

�����

����

− ��
��

�

��

��

�/�

� 

Expending the squared term and making use of 
Lemma 2.2 (i), (iii) and (v) we have 

���(�, �, �) ≤ ��(�; ��) �1 +
1

��
�

�(�� − �)

[�]��

� 

 ≤ ��(�; ��) �1 +
1

��
�

���

[�]��

�. 

By choosing �� = �
���

[�]��

 we get 

���(�, �, �) ≤ 3�� ��; �
���

[�]��

�. 

In the some way we have 

���(�, �, �) ≤ 3�� ��; �
���

[�]��

�and 

���(�, �, �) ≤ 3�� ��; �
���

[�]��

�. We define  

� ≔ max{�, �, �}  then we get 

���,�,�(�; �, �, �) − �(�, �, �)� ≤

3A���(�, ��) + ��(�, ��) + ��(�, ��)�. 

Example3.2. The error bound of the function 

�(�, �, �) =
�������

��
, �� = √�,  �� = √�

�
,  �� =

√�
�

+ 1 and � = 1. 

Table3.2. The error bound of �(�, �, �) =
�������

��
. 

n, m, r 

 

Error bound for q-modulus of continuity 

of function �(�, �, �) 

10 0.7244296242 

��� 0.2210754467 

��� 0.0792069915 

��� 0.0308396231 

��� 0.0125035752 

��� 0.0051698321 

��� 
0.0021582801 

4. CONCLUSION 

We give Bernstein-Chlodowsky and q generalized 
this operators so researchers can compare their 
approximation we have beter approach result for 
q-Bernstein-Chlodowsky operators means of 
modulus of continuity. 
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Geometric Kinematic Approach to Rigid Objects with Point Contact Based on A 
Local-Surface Frame 

Vahide Bulut1 

Abstract  

Controlling the relative motion between two contacting rigid bodies is necessary when manipulation and 
locomotion tasks are encountered in robotics. In this paper, we express the kinematics of spin-rolling 
motion of rigid objects with point contact based on the local-surface frame method. We give the relationship 
between the Darboux frame and local-surface frame, and also between the Frenet-Serret frame and local-
surface frame. Additionally, we obtain velocity of the moving object according to the local-surface frame 
curvatures of the respective contact curve and geometric invariants. We can have proper information about 
trajectory planning if we take the formulations of moving object into consideration according to the local-
surface frame. 

Keywords: Frenet-Serret frame, Darboux frame, Local-Surface frame, kinematics, point contact. 

 

1. INTRODUCTION 

During the robot manipulation tasks, the robot arm 
needs to be able to control the contact motion, 
when it interacts with an object. If the robot grasps 
an object it may be necessary to roll or to slide the 
object in a specified manner [1]. The point contact 
motion can be defined as the combination of 
sliding, spin, and rolling motion.  

Kinematics of point contact has been 
examined widely by researchers. Some of them 
studied on contact between planar rigid bodies (for 
example, [2, 3, 4, 5, 6]). Recently, some 
researchers have studied on the kinematics of 3D 
contact between two rigid bodies. Pars describes 
the configuration space as five-dimensional 
associated with the relative motion between two 
rigid bodies in point contact [7]. Cai and Roth 
study the kinematics of two contacting bodies in 
point contact according to spatial motion [8, 9]. 
                                                 
1 Department of Mathematics, Ege University, Izmir, 35100, Turkey, vahidebulut@mail.ege.edu.tr 

They examined the relative motion between two 
rigid bodies with point contact by using local 
geometric properties of each rigid body [9]. 
However, they studied the spatial motion of the 
rigid bodies with line contact [10]. Montana 
derives the equations of contact from a geometric 
perspective [11]. Cui and Dai applies Darboux 
frame method to developing geometric kinematics 
of rigid objects with point contact [12]. 

This paper presents the local-surface frame 
method to express the kinematics of rigid bodies 
with point contact. Also, we show some 
relationships between the Darboux frame and 
local-surface frame, and the Frenet-Serret frame 
and local-surface frame. Moreover, we give the 
velocity equations with respect to local-surface 
frame curvatures of the respective contact curve 
and geometric invariants. 
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2. PRELIMINARIES 

Let �(�) be a unit speed curve that satisfies 
��′(�)� = 1 in E3 and the Frenet-Serret frame 
{�;  �, �, �} of this curve parametrized by arc 
length parameter s, is: 

�′(�) = �

�′(�)

‖�′(�)‖
= �(�)

 �(�) × �(�) = �(�)

 (1) 

where the vectors t, N, and B are the unit tangent 
vector, unit principal normal vector, and unit 
binormal normal vector, and � = �(�) = ||��(�)||   
and � = �(�) = ||��(�)||  are the curvature and 
torsion of the curve �(�) at ��, respectively. The 
Frenet vector and the unit Frenet vector of this 
curve can be defined as follows:  

� = �� + �� (2) 

and 

� =
�

‖�‖
=

�� + ��

√�� + ��
.  

Let �(�, �) be a regular surface and the 
curve �(�), parametrized by arc length parameter 
s, be on the surface �(�, �). Since the curve �(�) 
is also a space curve, the curve �(�) has the 
Frenet-Serret frame as mentioned above. The 
curve �(�) lies on the surface �(�, �), and there 
exists another frame called as a Darboux frame 
{�, �, �} of the curve �(�) at ��, where � is the unit 
tangent vector of the curve �(�), � is the unit 
normal vector of the surface �(�, �) and � is a unit 
vector given by � = � × �. The derivative 
formulas of Darboux frame are given as follows: 

�
�′
�′

�′

� = �

0 �� ��

−�� 0 ��

−�� −�� 0
� �

�
�
�

�, (3) 

where, �� is the geodesic curvature, �� is the 

normal curvature, and �� is the geodesic torsion of 

the curve �(�). The Darboux vector and the unit 
Darboux vector of this curve are [13]: 

� =  ��� + ��� + ��� (4) 

and  

�� =
�

‖�‖
=

��� + ��� + ���

���� + ��� + ����
 .  

Let the right-handed system, which we call 
as a Local-Surface frame, of the surface �(�, �) be 
defined as (��, ��, �) which can then be given as 

�� =
��(�, �)

‖��(�, �)‖

�� =
��(�, �)

‖��(�, �)‖

� =
��(�, �) × ��(�, �)

‖��(�, �) × ��(�, �)‖

 (5) 

where �� and �� are the partial derivatives of 
�(�, �) with regard to parameters u and v [14]. In 
this paper, we suppose that Local-Surface frame 
(��, ��, �) of surface �(�, �) is an orthonormal 
coordinate system. 

3. EXAMINATION OF THE 
RELATIONSHIPS BETWEEN THREE 

FRAMES 

Initially, we can express the relationships 
between the Frenet-Serret frame and Darboux 
frame. Let the angle between the unit vectors � and 
� be � as shown in Figure (1). We can write the 
following equations:  

� = � cos � + � sin �

� = � sin � − � cos �

 (6) 

 

Figure 1: The relationship between the Darboux 
and Serret-Frenet frames of the curve � 
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On the other hand, let the parameter curves 
��(�, �) and ��(�, �) be lines of curvature and 
the angle between the unit vectors � and �� be � as 
shown in Figure (2).  

 

Figure 2: The relationship between the Darboux 
and Local-Surface frames of the curve � 

Then, we can express the relationships below: 

� = �� cos � + �� sin �

� = �� sin � − �� cos �

� = �� × ��

 (7) 

Using the equations (3) and (7), we can 
define the derivative formulas of Local-Surface 
frame as: 

�
��′

��′

�′

� = �

0 0 �
1

0 0 �
2

−�
1

−�
2

0
� �

��

��

�
�, (8) 

where �� = �� cos � − �� sin � and �� =

�� sin � + �� cos �. As known that we can write 

the Local-Surface frame vector with  

� =  ��� + ��� + ��. (9) 

Therefore, we can write the Local-Surface 
frame vector using the equations (8) and (9) as 
follows: 

� = �
2

 �� − �
1
 ��. (10) 

Remark: We can write the following relations 
using the relationships �� = �� cos � − �� sin �  

and �� = �� sin � + �� cos �:  

i. If  �� = 0, then the curve � is asymptotic 

    curve,  �� = −�� sin � and �� = �� cos �. 

 � = 0 ⇒ �� = 0 and �� = ��, 

 � = � 2⁄ ⇒ �� = −�� and �� = 0. 

ii. If  �� = 0, then the curve � is line of 

curvature, �� = �� cos � and �� =
�� sin �. 

  � = 0 ⇒ �� = �� and �� = 0, 

 � = � 2⁄ ⇒ �� = 0 and �� = ��. 

iii. ��
� + ��

� = ��
� + ��

�. 

 If  �� = 0, then the curve � is line 

of curvature, and �� =

���
� + ��

�, 

 If  �� = 0, then the curve � is 
asymptotic curve, and �� =

���
� + ��

�. 

iv. �� = �� cos � + �� sin �,  

�� = −�� sin � + �� cos �, and �� = −1. 

Finally, we can examine the relationships 
between the Frenet-Serret frame and Local-
Surface frame as follows: 

 

where, � = �(�� cos � + �� sin �)� + 1. 

4. GEOMETRIC KINEMATIC 
EXAMINATIONS OF SPIN-ROLLING 

MOTION 

Let the objects � and ��, and the surfaces � and �̅ 
which belong to these objects be given, and we 
suppose that they make spin-rolling motion 
without slipping at every moment. The curves � 
and �� are the contact trajectory curves on the 
surfaces � and �̅ of the objects � and ��, 
respectively. We suppose that the object � is a 
fixed and object � has spin-rolling motion relative 
to the object ��. Hence, the 
Local-Surface frames {�} and {��} belong to the 
objects � and �� are fixed and moving Local-
Surface frames, respectively. Let the contact point 
of the curves � and �� be C, and the moving and 
fixed Local-Surface frames attached to the contact 
point C be (��, ��, �) and (��� , ��� , ��), respectively. 
Since, the unit tangent vectors of the curves � and 
�� are same, i.e since 
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���

��̅
= ��,  

we can write the equation below.  

�� = �� cos � +  �� sin �

�� = ��� cos �� + ��� cos ��
 (12) 

Then, we can express the Local-Surface frame 
(��� , ��� , ��) as follows: 

��� = �� cos � + �� sin �

��� = �� sin � − �� cos �

�� = �,

 (13) 

where � is the angle between the vectors �� and 
��� . If we have � = 0, then it will be true that �� =
��� , �� = ��� , and � = ��. Also, these frames will 
always coincide because of the rolling constraints. 
Additionally, let � and �̅ be arc lengths of the 
curves � and ��, and also let us take an arbitrary 
point �� be on the object �. We can write the 
position vector of the point �� of the object � 
according to the frame {��} as 

�� = �� + �
1

� ��� + �
2

� ��� + �
3

� ��. (14) 

Then if we take derivative of the equation (14) 
according to �̅, we have:  

���

��̅
= �cos �� +

��
1

�

��̅
− �

3
� �

1
� � ���

+ �sin �� +
��

2
�

��̅
− �

3
� �

2
� � ���

+ �
��

3
�

��̅
+ �

1
� �

1
� + �

2
� �

2
� � ��,

 (15) 

where ����� = ����� cos �� − ��� sin �� and ����� =

����� sin �� + ��� cos ��. Since the point �� of the 

object �� is a fixed point, we can write the 
following relation. 

���

��̅
= 0. (16) 

Using the equations (15) and (16) we get the 
equation below: 

��
1

�

��̅
= �

3
� �

1
� − cos ��

��
2

�

��̅
= �

3
� �

2
� − sin ��

��
3

�

��̅
= −�

1
� �

1
� − �

2
� �

2
� .

 (17) 

On the other hand, the point �� can also be written 
according to frame {��} as 

� = � + �
1
�� + �

2
�� + �

3
�. (18) 

Similarly, if we take derivative of the equation (18) 
according to �, it yields  

��

�s
= �cos � +

��
1

��̅
− �

3
�

1
� ��

+ �sin � +
��

2

��̅
− �

3
�

2
� ��

+ �
��

3
�

��̅
+ �

1
�

1
+ �

2
�

2
� �.

 (19) 

During rolling motion, the velocities of the contact 
curves � and �� will be equal because of the rolling 
constraints. Hence, it will be true that � = �̅. On 
the other hand, if the equation (13) is substituted 
into (15), then we have the following equation. 

���

��̅
= ��cos �� +

��
1

�

��̅
− �

3
� �

1
� � cos �

− �sin �� +
��

2
�

��̅
− �

3
� �

2
� � sin �� ��

+ ��cos �� +
��

1
�

��̅
− �

3
� �

1
� � sin �

+ �sin �� +
��

2
�

��̅
− �

3
� �

2
� � cos �� ��

+ �
��

3
�

��̅
+ �

1
� �

1
� + �

2
� �

2
� � �

 (20) 

Using the relation in (16), we can obtain the same 
relationships in (17). Due to rolling constraints, the 
Local-Surface frames {�} and {��}  will coincide at 
any moment. Hence, it will be true that: 

�� = �����, �� = �����, ��� �� = �����,. (21) 
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and 

���

��
=

������

��̅
,

���

��
=

������

��̅
���

���

��
=

������

��̅
. (22) 

From now on, we can use � instead of � and �̅, and 
we can use �� instead of �� and ���  because of 
contact situation and coincidence. Therefore, 
substituting the equations (15) and (22) into (19) 
we have the following equation: 

��

�s
= �cos � − cos �� + �

3
�

1
∗���

+�sin � − sin �� + �
3

�
2
∗���

+�−�
1
�

1
∗ − �

2
�

2
∗ ��.

 (23) 

where 

��
∗ = ����� − �� ��� ��

∗ = ����� − ��. (24) 

5. LOCAL-SURFACE FRAME BASED 
VELOCITY OF THE SPIN-ROLLING 

MOTION 

In this section, we find the Local-Surface frame 
based translational velocity of the object �� 
according to the fixed local-surface frame {�} by 
using the equation (23) as 

�� =
��

�s

��

��
= ��cos � − cos �� + �

3
�

1
∗���

+��sin � − sin �� + �
3
�

2
∗���

+��−�
1
�

1
∗ − �

2
�

2
∗��,

 (25) 

where, � = �� ��⁄  is the magnitude of the rolling 
velocity. Additionally, using the angular velocity 

� = �1�� + �2�� + �3�, (26) 

we can determine the velocity of the point P 
according to the fixed local-surface frame {�} with 

�� = � × ��� = �−�
2
�3 + �

3
�2���

+��
1
�3 − �

3
�1���

+�−�
1
�2 + �

2
�1��,

 (27) 

where ��� = ���� + ���� + ���. Due to 
coincidence we can write �� = ���  and �� = ��� , and 
also � = ��. Hence, it is true that cos � − cos �� =
0 and sin � − sin �� = 0. Therefore, using the 
equations (25) and (27) we can express the 
equation below: 

�� = −���
∗, �� = −���

∗, ��� �� = 0. (28) 

Therefore, the angular velocity of object �� 
according to fixed local-surface frame {�} can be 
written with the following equation: 

� = ��−�
2
∗ �� + �

1
∗ ���. (29) 

6. CONCLUSION 

In this paper, we gave the kinematics of spin-
rolling motion of rigid objects with point contact 
with respect to the Local-Surface frame method. 
We studied on the relationships between the 
Darboux frame and Local-Surface frame, and also 
between the Frenet-Serret frame and Local-
Surface frame. On the other hand, we found the 
velocity formulations of a moving object based on 
the Local-Surface frame curvatures of the contact 
curve and geometric invariants. 

REFERENCES 

[1] D. L. Brock,  “Enhancing the dexterity of a 
robot hand using controlled slip”, In In 1988 
IEEE Conference on Robotics and 
Automation, 1988. 

[2]  J. S. Beggs, “Advanced Mechanism”, The 
Macmillan Company, New York, 1966. 

[3]  A. S. Hall, “Kinematics and Linkage Design”, 
Balt Publishers, West Lafayette, Indiana, 
1966. 

1791Sakarya University Journal of Science, 22 (6), 1787-1792, 2018.



"Vahide Bulut
Geometric kinematic approach to rigid objects with point contact based on a local-surface frame…"

 

[4]  B. Paul, “Kinematics and Dynamics of Planar 
Machinery”, Prentice-Hall, Inc., Englewoods   Cli 
s, N.J., 1979. 

[5] N. Rosenauer and A.H. Willis, “Kinematics of 
Mechanisms”, Associated General Publications 
Pty Ltd, Sydney, Australia, 1953. 

[6] E. T. Whittaker, “A Treatise on the Analytical 
Dynamics of Particles & Rigid Bodies”, 
Cambridge University Press, 1988. 

[7] L. A. Pars, “A Treatise on Analytical 
Dynamics”. Wiley, New York, 1968. 

[8] C. Cai and B. Roth, “On the planar motion of 
rigid bodies with point contact”, Mechanism and 
Machine Theory, 21(6):453-466, 1986. 

[9] C. Cai and B. Roth, “On the spatial motion of 
rigid bodies with point contact”, In In Proceedings 
of 1987 International Conference on Robotics and 
Automation, 1987. 

[10] C. Cai and B. Roth, “On the spatial motion of 
rigid bodies with line contact”, In In Proceedings 
of 1988 International Conference on Robotics and 
Automation, 1988. 

[11] D. J. Montana, “The kinematics of contact and 
grasp”, The International Journal of Robotics 
Research, 7(3):17-32, 1988. 

[12] L. Cui and J.S. Dai, “A darboux frame based 
formulation of spin-rolling motion of rigid objects 
with point contact”, In IEEE Transactions on 
Robotics 26, 2010. 

[13] B. O'Neill, “Elemantery Differential 
Geometry”, Academic press Inc. New York, 1966. 

[14] A. W. Nutbourne and R. R. Martin,  
“Differential Geometry Applied to Curve and 
Surface Design”, 1:Foundations,West Sussex, 
Chichester, UK; E.Horwood, NY,USA, 1988. 

 
 

1792Sakarya University Journal of Science, 22 (6), 1787-1792, 2018.



 

SAKARYA UNIVERSITY  
JOURNAL OF SCIENCE 

 

e-ISSN: 2147-835X 
http://www.saujs.sakarya.edu.tr 

Received 
15-01-2018 
Accepted 

10-05-2018 

Doi 
10.16984/saufenbilder.379170 

 

 

Theoritical calculations of LASO molecule by using DFT/B3LYP and 
DFT/HSEH1PBE levels: A detailed vibrational, NMR and NLO analysis  

Hacer Gümüş1 

Abstract 

L-arginine semi-oxalate (LASO) molecule [C6H15N4O2
+.C2HO4

-] was synthesized and its  IR and 1H NMR and 13C 
NMR spectroscopy were studied by P. Vasudevan et al. In this study, the geometric structure determination of LASO 
molecule was optimized to obtain its molecular geometric structure by using the Gaussian program. The theoretical 
harmonic vibrational wavenumbers of LASO molecule were also calculated. The calculated theoretical data were 
checked with the experimental data. The experimental and the theoretical data were seen compatible with each other. 
Further more; LASO molecule is studied by means of NMR spectra. Finally,  the analysis of nonlinear optical (NLO) 
properties, molecular orbitals (MO), molecular surfaces and Mulliken, APT and NBO populations were viewed. All 
theoretical calculations have been fulfilled by employing the Density Functional Theory (DFT) at B3LYP/6-
311++G(d,p) and HSEH1PBE/6-311++G(d,p) levels.  
 
Keywords: LASO, IR, NMR, NLO and DFT. 
 
 
 
 

1.INTRODUCTION 
 

L-arginine complexes are made up of zwitterionic 
positively charged semi-oxalate ions and amino acid 
molecules. Firstly, different molecules are collected 
into separate variable sheets. The fundamental monad 
in the arginine sheet is a centrosymmetric dimer, while 
the semi-oxalate ions constitute hydrogen-bonded 
structure ring in their sheet. In the L-arginine complex 
each semi-oxalate ion is encircled by arginine 
molecules and L-arginine complex may be defined as a 
subsumption compound [2]. Molecular structure of 
LASO molecule have been examined by P. Vasudevan 
et al. [1] and its FT-IR and the NMR spectroscopy and 
the thermal analyses have been done experimentally. 
The experimentally defined molecular structure and the 
atom numbers have been shown in Figure 1. 

                                                      
1 Kocaeli Üniversitesi, Dr. Öğrt. Üyesi Hacer GÜMÜŞ (hacerpir@gmail.com) 

 
 

Figure 1. The asymmetric unit of LASO molecule, 
showing the atomic numbering scheme. 

 
2. DETAILS OF THE COMPUTATION  

 
The whole molecular structure calculations of LASO 
molecule at fundamental level performed by Gaussian 
program [3] and GaussView 5 software [4]. Calculated 
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bond lengths and calculated bond angles, IR and NMR 
spectra, electric and electronic features, mulliken, APT 
and NBO populations and molecular surfaces for 
LASO molecule have been reached by using B3LYP 
[5,6] and HSEH1PBE [7-10] methods at 6-
311++G(d,p) level [11].  Theoretical geometric 
structure of LASO which performed with B3LYP level 
has been displayed in Figure 2. 

 
Figure 2.  Optimized molecular structure of LASO. 

3. CALCULATION RESULTS  

3.1. Geometrical Parameters 

LASO molecule [C6H15N4O2
+.C2HO4

-] has P1 space 
group and triclinic crystal [2]. These results are taken 
from the data reported by Nagasuma R. Chandr et al. 
[2]. The calculated bond distances and the angles are 
listed in Table 1 together with the comparative 
experimental X-ray values [1]. As could easily seen 
from the Table 1, C-C bond distances have been 
calculated in the range of 1.40786-1.60788 Å and 
1.403-1.586 Å in the same methods, respectively. The 
C-C bond distances are experimentally determined to 
be 1.518 and 1.534 Å [1]. The C1-O1 and C2-N1 bond 
length are observed at 1.240 and 1.491 Å, respectively 
[1]. These bond distances were calculated as 1.238, 
1.487 Å and 1.236, 1.473 Å at B3LYP and HSEH1PBE 
levels, respectively. O1-C1-O2 angle was found at 
117.85 [1], and this angle has been calculated at 
117.59950 and 117.909 using B3LYP and 
HSEHPBE levels, respectively. In Table 1, there exists 
great harmony between experimental and theoretically 
calculated parameters of the LASO molecule.  
3.2. IR spectra analysis 
P. Vasudevan et al. [1] have recently investigated the 
infrared spectra of the LASO molecule and have 
assigned the bands vibrations [1]. The experimental 
vibrational frequencies of LASO molecule have been 
reported [1], and the experimental values are listed in 
Table 2. The vibrational frequencies have been 
calculated. The theoretically calculated vibrational 
spectra for LASO molecule using  HSEH1PBE and 
B3LYP levels, and the assignments have been given in 
Table 2.  
 
 
 
 

Table 1. Geometrical parameters of the LASO. 

 Exp[1] Theoretical 
 X-Ray B3LYP HSEH1PBE 
Bond lengths 
(Å) 

   

N1-C2 1.491 1.487 1.473 
O1-C1 1.240 1.238 1.236 
C2-O2 1.259 1.384 1.372 
C2-C1 1.531 1.407 1.403 
C3-C2 1.526 1.487 1.483 
C3-C4 1.524 1.607 1.586 
C5-C4 1.518 1.477 1.474 
C5-N6 1.457 1.391 1.384 
C7-N6 1.326 1.331 1.326 
C7-N9 1.327 1.359 1.352 
C7-N8 1.329 1.342 1.334 
C13-O11 1.200 1.334 1.200 
C14-O15 1.232 1.253 1.248 
C13-O12 1.290 1.203 1.324 
O16-C14 1.255 1.253 1.250 
Bond angles (o)    
O1-C1-O2 117.85 117.59 117.90 
N1-C2-C3 108.23 116.28 116.51 
O1-C1-C2 125.94 124.17 123.84 
O2-C1-C2 116.07 118.22 118.24 
C4-C3-C2 113.58 114.50 114.24 
C3-C2-C1 111.21 128.13 127.53 
N6-C5-C4 113.82 116.89 116.29 
C5-C4-C3 109.95 114.97 114.68 
N6-C7-N9 118.40 119.40 119.24 
C7-N6-C5 124.54 127.06 126.73 
O12-C13-C14 114.11 112.57 112.32 
O11-C13-C14 120.90 123.73 123.59 
C13-C14- O16 116.05 115.16 114.94 

 
Table 2. Harmonic vibrational wavenumbers (cm-1) 

assignments for the LASO molecule. 
Assignments  Exp[1]  Theoretical 

B3LYP HSEH1PBE 
NH2 stretching 3384 3564 3471 
NH3 stretching 3179 3260 3340 
NH3 asymmetric 
stretching 

3070 3212 3172 

COO-  asymmetric 
stretching 

1647 1732 1697 

N-H asymmetric 
bending 

1502 1577 1534 

COO- symmetric 
bending 

1403 1427 1392 

COO- vibrations  1233 1294 1256 
CH2 wagging 1278 1281 1239 
NH3 rocking 1172 1175 1146 
C-N stretching 1032 1033 1006 
COO- rocking 848 866 855 
CH2 rocking 722 733 714 

 
The whole calculated vibrational wavenumbers were 
scaled with a scaling agents of 0.9970 [12] and 0.9614 
[13,14] at HSEH1PBE and B3LYP levels. The 
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calculated and the experimental infrared spectrum of 
the LASO molecule are displayed in Figure 3. 
 

 
Figure 3. Infrared spectrum of the LASO molecule. 

 
 3.3. NMR spectra analyses 
 
13C NMR and 1H NMR were calculated within gage-
including atomic orbital (GIAO) applying HSEH1PBE 
and B3LYP levels, and the obtained values were given 
in Table 3. 
 

Table 3. The calculated and experimental 13C and 1H 
isotropic NMR chemical shifts for the LASO. 

 Exp. Theoretical (GIAO) 
  B3LYP HSEH1PBE 
1H    
HN7 3.741 13.965 14.480 
HN8 3.729 11.030 11.622 
HO1 3.716 9.723 9.945 
HN1 3.155 8.427 8.657 
HN1 1.852 8.068 8.393 
HC5 1.840 4.903 4.985 
HN1 1.831 4.900 4.982 
HO2 1.819 3.965 4.015 
HN9 1.811 3.681 3.834 
HN8 1.799 3.576 3.716 
HN9 1.783 3.528 3.618 
HC3 1.603 2.794 2.885 
HC4 1.584 2.733 2.789 
HC3 1.571 2.361 2.430 
13C    
C1 173.948 171.232 165.046 
C13 166.353 169.831 164.025 
C14 156.780 165.950 159.844 
C6 153.450 148.222 142.661 
C5 54.005 106.394 98.714 
C2 40.449 69.214 59.162 
C3 27.415 38.394 30.742 
C4 23.849 37.203 29.830 

 

The experimental and the calculated 1H and 13C 
isotropic chemical shifts of the LASO molecule have 
been given in Table 3. The 13C chemical shift data for 
the whole calculations have the ranges ~171.232 from 
~37.203 ppm at B3LYP method and ~165.046 from 
~29.830 ppm at HSEH1PBE method, respectively. 1H 
chemical shift data for the whole data have the ranges 
~13.965 from ~2.231 ppm at B3LYP method and 
~14.480 from~2.343 ppm at HSEH1PBE method, 
respectively.  
 
3.4. Electronic analysis    
 
Highest occupied molecular orbital energy (HOMO) 
and lowest unoccupied molecular orbital energy 
(LUMO) are the types of molecular orbitals. HOMO-
LUMO energies display that the charge transfer within 
the molecule. The HOMO is electron giving ability 
whereas the LUMO means electron accepting ability. 
HOMO-LUMO energies were calculated as -6.528 and 
-4.891 eV and the results were presented in Table 4.  
 

Table 4. Electronic properties of LASO. 
 B3LYP HSEH1PBE 
ELUMO  -4.891 eV -4.899 eV 
EHOMO  -6.528 eV -6.530 eV 
ΔE = ELUMO-
EHOMO 

1.636 eV 1.632 eV 

I  6.528 eV 6.530 eV 
A 4.892 eV 4.899 eV 
  5.710 eV 5.714 eV 

  0.818 eV 0.816 eV 
S  0.077 eV-1 0.077 eV-1 
ETOTAL  -984.53a.u. -983.53 a.u. 

 
The gap among HOMO-LUMO energies characterizes 
chemically stability of a molecule [15] and this has 
been calculated as 1.636 eV at the B3LYP method. The 
calculated molecular orbital image was displayed in 
Figure 4. Negative-positive charges have been 
symbolized by greeen-red colors. 

 
Figure 4. Molecular frontier orbital pictures of the 

LASO. 
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3.5. Electric analysis 

Nonlinear optical properties of some organic matters 
have been researched in photonic materials recently 
[16]. Nonlinear optical properties are the crucial factors 
in quantum chemistry [17]. In this paper, we have 
presented the values of the total static dipole moment 
(μ), the mean polarizability (<α>), the anisotropy of the 
polarizability (Δα) and the mean first-order 
hyperpolarizability (<β>) as defined [18] in the 
following equations: 
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by using the following procedure: 
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The calculated values of LASO molecule at B3LYP/6-
311++G(d,p) level were given in Table 6. 

Table 4. Total static dipole moment (μ), the 
mean polarizability (<α>), the anisotropy of 
the polarizability (Δα), the mean first-order 
hyperpolarizability (<β>) LASO. 
Property B3LYP/6311++G(d,p) 

µx 4.8 Debye 
µy 3.6 Debye 
µz 0.5 Debye 
µ 6.02 Debye 
αxx 277.6 a.u. 
αyy 190.9 a.u. 
αzz 107.3 a.u. 
<α> 191.9 a.u. 
Δα 147.4 a.u. 
βx 13122 a.u. 
βy 31292 a.u. 
βz -2710 a.u. 
<β> 34040 a.u. 

 
where dipole moment of 6.02 Debye, polarizability of 
28.10-24, anisotropy of the polarizability of 22.10-24 and 
first-order hyperpolarizability of 294082.10-33 have 
been calculated  at B3LYP method for LASO 
molecule.  
 
3.6. Electrostatic potential (ESP) and molecular 
electrostatic potential (MEP) analysis 
 
MEPs are the technique of ESP map on iso-electron 
density surface. MEP has been founded commonly as a 
beneficial proportion to clarify hydrogen bonding. 
MEP is originated from it and at the same time wiews 
the dimension of the molecule, image as well as 
positive, negative and neutral electrostatic potential 
fields in terms of color classification [19]. Therotically 
calculated 3D MEP surfaces of LASO molecule have 
been performed from optimized molecular structure at 
B3LYP level. Polarization effect is clearly visible in 
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Figure 5.

 
Figure 5. a) Spin density b) MEP and c) ESP pictures 

of LASO calculated at B3LYP level. 
 
3.7. Mulliken, APT and NBO charge analysis 
 
Between the orbital based definitions of atomic 
populations we put into utterances the famed Mulliken 
20] population anatomy method and the density matrix 
based normal population anatomy [21-23]. The 
Mulliken charges analysis is one of the oldest and 
simplest method, with the electrons being divided up 
amongst the atoms according to the degree to which 
different atomic AO basis functions contribute to the 
overall wave function [24]. The Mulliken charge 
analysis of the LASO molecule has been calculated 
with HSEH1PBE and B3LYP methods of theory. 
Mulliken, APT and NBO atomic charge on each atom 
of the LASO have been presented in the graphical 
representation shown in Figure 6. 

 

 
Figure 6. Charge analysis of LASO. 

 
4. CONCLUSIONS 

 
The geometry structure of the LASO molecule has been 
determined by HSEH1PBE and B3LYP methods. 
Calculated bond distances and angles compare well 
with the experimental data. Theoretical calculation  of 
vibrational spectra and the harmonic vibration analysis 
have been performed and the vibration assignments 
have been checked with the experimental ones. The 
correlation factors between the theoretical (B3LYP/6-
311++G(d,p)) and the experimental (that can be seen 
from the tables 1,2 and 3) ones for the LASO molecule 
have beenfound to be 0.9968, 0.9991 and 0.9493 
respectively. Frontier MO, HOMO-LUMO energies 
were performed at B3LYP and HSEH1PBE levels. The 
LASO molecule exhibits strong effective intra- and 
intermolecular charge transfer and displays the first-
hyperpolarizability of 294082.10-33 esu. The MEP plot 
clearly displays reactive parts, nucleophilic and 
electrophilic attack areas. 
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Extending property on EC-Fully Submodules 

Adnan TERCAN1, Ramazan YAŞAR*2  

Abstract 

There are several generalizations of ��-modules in literature. One of the generalization is based on fully 
invariant submodules. Recall that a module � is called ��-extending if every fully invariant submodule is 
essential in a direct summand. We call a module ���-extending if every fully invariant submodule which 
contains essentially a cyclic submodule is essential in a direct summand. Initially we obtain basic properties 
in the general module setting. For example, a direct sum of ���-extending modules is ���-extending. 
Again, like the ��-extending property, the ���-extending property is shown to carry over to matrix rings. 

Keywords: fully invariant, ��-fully submodule, ��-extending, extending 

1. INTRODUCTION 

In recent years, the theory of extending modules 
and rings and their generalizations has come to 
play an important role in the theory of rings and 
modules. Recall that a module � is called an 
extending (or ��) module if every submodule of � 
is essential in a direct summand of � (see [4], [9] 
or [10]). 

One of the extremely useful generalization of �� 
concept is ��-extending property (see [1] or [2]). 
Recall a module � is called ��-extending if every 
fully invariant submodule of � is essential in a 
direct summand. Following [3] and [5], by an ��-
fully submodule � of a module �, we mean a fully 
invariant submodule � which contains essentially 
a cyclic submodule i.e., there exists an element � 
in � such that �� is essential in �.  

In this paper, we are concerned with the study of 
modules � that every ��-fully submodule is 
essential in a direct summand of �. We call such 
a module as ���-extending. Moreover, a ring � is 

                                                 
1 Hacettepe University, Faculty of Science, Department of Mathematics, Beytepe, Ankara, Turkey 
* Corresponding Author 
2 Hacettepe University, Faculty of Science, Department of Mathematics, Beytepe, Ankara, Turkey 

called right ���-extending ring if �� is an ���-
extending module. Clearly the notion of an ���-
extending module generalizes that of a ��-
extending module by requiring that only every ��-
fully submodule is essential in a direct summand 
rather than every fully invariant submodule.  

In Section 2, we provide basic properties of ��-
fully submodules. After defining ���-extending 
modules, in Section 3 we prove basic results and 
properties of ���-extending modules. It is shown 
that any direct sum of ���-extending modules is 
���-extending and that the ���-extending 
property of a ring � carries over to the full matrix 
ring ��(�), � ≥ 1. 

Throughout this paper, all rings are associative 
with unity and � denotes such a ring. All modules 
are unital right �-modules. 

Recall that a submodule � of � is called fully 
invariant if for every � ∈ ����(�), �(�) ⊆ �. If 
� is an �-module and � ⊆ �, then we use � ≤ �, 
� ≤� �, � ⊴ �, � ⊴�� �, and �(�) to denote 
that � is a submodule, essential submodule, fully 
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invariant submodule, ��-fully submodule, and the 
injective hull of �, respectively.  

Moreover ��(�) denotes the full ring of �-by-� 
matrices over �. For other terminology and 
notation, we refer to [2], [4], [7] and [10].   

2. EC-FULLY SUBMODULES 

Since ��-fully submodules are building bricks to 
the establishment of ���-extending notion; first, 
we deal with this kind of submodules. To this end, 
we begin this section by recording some basic facts 
about them.  

2.1. Lemma.  

Let � be a module. 

(i) If � ⊴�� � and � ⊴�� � then 
� ⊴�� �. 

(ii) If � = ⨁ ���∈∧  and � ⊴�� �, then � =
 ⊕�∈∧ ��(�) = ⊕�∈∧ (� ∩ ��), where 
�� is the ���-projection homomorphism 
of �. 

Proof. The proof is routine. 

The class of ��-fully submodules is properly 
contained in the class of fully invariant 
submodules. Next example provides a fully 
invariant submodule which is not ��-fully 
submodule. For details on this example, we refer 
to [8] or [10]. 

2.2. Example. 

Let ℝ be the real field and � the polynomial ring 

ℝ[�, �, �]. Then the ring � = �
���  , where � =

�� + �� + �� − 1, is a commutative Noetherian 
domain. The free �-module � = � ⊕ � ⊕ � 
contains an indecomposable submodule �� of 
uniform dimension 2.  

Now, let us build up the trivial extension of � with 
�� i.e., let  

� = �
� �
0 �

� = � �
� �
0 �

� ∶ � ∈ �, � ∈ �  �. 

Then � = �
0 �
0 0

� ⊴ �� but � is not ��-fully 

submodule of ��. 

Proof. It is easy to check that � is a commutative 
Noetherian domain. Let �: � → � be the 
homomorphism defined by �(� + ��, � + ��, � +
��) = �� + �� + �� + �� for all �, �, � ∈ �. 
Clearly, � is an epimorphism, and hence, its kernel 
� is a direct summand of �, i.e., � = � ⊕ �′ for 
some submodule �′ ≅ �. Observe that � is 
uniform i.e., �′ has uniform dimension 1 and 
hence �� has uniform dimension 2. 

Note that � is the �-module of regular sections of 
the tangent bundle of the 2-sphere ��. 
Furthermore, a celebrated result in differential 
geometry yields that �� is an indecomposable 
module. Now the trivial extension of � with �� 

i.e.,  � = �
� �
0 �

� is a commutative ring and hence 

� = �
0 �
0 0

� is a fully invariant submodule of �. 

Assume that � contains essentially a cyclic 

submodule, say �
0 �
0 0

� �, where � ∈ �. Thus �� 

is essential in ��. It follows that �� has uniform 
dimension 2. However, this is impossible, because 
the mapping �: �� → �, defined by �(��) = �, 
where � ∈ �, is an �-isomorphism. Thus �� has 
uniform dimension 1. Therefore � does not 
contain essentially a cyclic submodule. Hence � is 
not ��-fully submodule of ��. 

Notice that the rank of free �-module � in the 
previous example can be replaced by any odd 
integer � > 3 (see [8]). There are more examples 
in this trend. We refer reader to look at [6] for the 
construction of this kind of examples. Following 
easy lemma shows that certain fully invariant 
submodules are ��-fully submodules. 

2.3. Lemma. 

Let � be a module which contains essentially a 
cyclic submodule. If � is a fully invariant direct 
summand of �, then � is an ��-fully submodule 
of �. 

Proof. Suppose � = �� is an essential submodule 
of �, where � ∈ �. Let �: � → � be the 
canonical projection map. Then �� ∩ � = � ∩
� ≤ �(�) = �(�)� ≤ �. Since �� is essential in 
� then �� ∩ � is essential in �. It follows that 
�(�)� is essential in �. Hence � is an ��-fully 
submodule of �.  
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It is natural to think of which modules (even rings) 
have the property that every ��-fully submodule is 
a direct summand. Next result provides a class of 
rings which satisfy the aforementioned property. 
First, recall the following module condition: 

��: If � ≤ � is isomorphic to a direct summand of 
�, then � is a direct summand of � (see [4] or 
[10]).  

It is well-known that (von Neumann) regular rings 
satisfy the �� condition (see, for example [7]). 

2.4. Proposition.  

Let � be a (von Neumann) regular ring. Then an 
��-fully submodule of �-module � is a direct 
summand. 

Proof. Let � be an ��-fully submodule of ��. Then 
there exists � ∈ � such that �� is essential in �. By 
assumption, �� is a direct summand of ��. Thus 
�� = �� ⊕ � for some � ≤ ��. Now �� ∩ � is 
essential in � ∩ � which yields that � ∩ � = 0. 
Therefore � = �� ⊕ � = � ⊕ �. It follows that 
� ≅ ��. Since �� has �� condition, � is a direct 
summand of �� as required. 

3. EFI-EXTENDING MODULES 

In this section, we define and obtain basic 
properties of ���-extending modules. Let us start 
by mentioning the definition of this new class of 
modules. 

3.1. Definition 

A module � is called ���-extending if every ��-
fully submodule of � is essential in a direct 
summand of �. 

Obviously ��-extending modules (and hence 
extending modules) are ���-extending modules. 
Moreover, (von Neumann) regular rings enjoy 
with the ���-extending property. On the other 
hand, the ring of integers is an ���-extending ring 
which is not regular. One might expect that 
whether ���-extending property implies ��-
extending or not? However, the following 
examples show that the class of ��-extending 
modules are properly contained in the class of 
���-extending modules. 

3.2. Example 

Let � be any field and let �� = �, � ∈∧, where ∧ is 
infinite. Define � =  ⊕�∈∧ �� + �1, which is an �-
subalgebra of Π�∈∧��, where 1 is the identity of 
Π�∈∧��. It is known that � is a regular (and hence 
���-extending ring by Proposition 2.4) ring which 
is not ��-extending (see [2, Ex. 2.3.32]). 

3.3. Example [7, Ex. 7.54] 

Let � be a field, and let � = � × � × ⋯. So this 
ring is commutative. Now, let � be the subring of 
� consisting of sequences (��, ��, … ) ∈ � that are 
eventually constant. For any (��, ��, … ) ∈ �, 
define � = (��, ��, … ) by; �� = ��

�� if �� ≠ 0, 
and �� = 0 if �� = 0. Then � ∈ � and � = ���. 
Therefore, � is (von Neumann) regular. By 
Proposition 2.4, � is ���-extending. Note that � is 
not a Baer ring. Hence � is not an ��-extending 
ring by [1, Theorem 4.7(iii)]. 

It is an open problem to determine if a direct 
summand of an ��-extending (or, also ���-
extending) module is always ��-extending (���-
extending) (see [1]). The following result is in 
related with the ���-extending version of the 
aforementioned problem. 

3.4. Proposition 

Let � be a module and � ⊴�� �. If � is ���-
extending, then � is ���-extending. 

Proof. Assume � is ���-extending module. Let 
� ⊴�� �. By Lemma 2.1 (i), � ⊴�� �. Hence there 
exists a direct summand � of � such that � ≤� �. 
Let �: � → � be the canonical projection 
endomorphism. Then � = �(�) ≤ �(�) ∩ � =
�(�). Hence � ≤� �(�) and �(�) is a direct 
summand of �. 

Next result deals with characterization of ���-
extending modules in terms of endomorphisms of 
injective hulls of the modules and complements of 
��-fully submodules. To this end, the proof of the 
next theorem is based on the proof of the 
corresponding result for ��-extending modules 
(see [2, Proposition 2.3.2]). 
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3.5. Theorem 

Let � be a module. Then the following are 
equivalent: 

(i) � is ���-extending 

(ii) For � ⊴�� �, there is �� = � ∈
���(�(�)) such that � ≤� ��(�) and 
�� ≤ �. 

(iii) Each � ⊴�� � has a complement which is 
a direct summand.  

Proof. (�) ⇒ (��). Assume that � ⊴�� �. Then 
there is �� = � ∈ ���(�) such that � ≤� ��. 
Let �: �(�) → �(��) be the canonical 
projection. Then we see that � ≤� ��(�) and 
�� = �� ≤ �. 

(��) ⇒ (���). Let � ⊴�� �. Then there exists �� =
� ∈ ���(�(�)) such that � ≤� ��(�) and 
�� ≤ �. Now, let us put � = (1 − �)|�  . Then 
�� = � ∈ ���(�). We show that �� is a 
complement of �. For this, first note that �� ∩
� = 0 as �� = (1 − �)�. Say � ≤ � such that 
�� = (1 − �)� ≤ � and � ∩ � = 0. From � =
(1 − �)� ⊕ ��, � = (1 − �)� ⊕ (� ∩ ��) by 
the modular law. As � ∩ � = 0 and � ≤� ��(�), 
� ∩ ��(�) = 0 and so � ∩ �� = 0. Thus, we get 
that � = (1 − �)�, then � = ��. Therefore �� 
is a complement of �. 

(���) ⇒ (�). Let � ⊴�� �. There exists �� = � ∈
���(�) so that �� is a complement of �. As 
� ⊴�� �, �� ≤ � ∩ �� = 0. Hence � = (1 −
�)�. To show that � is ���-extending, we claim 
that � ≤� (1 − �)�. For this, assume that � ≤
(1 − �)� such that � ∩ � = 0. Then note that 
�� ∩ � = 0. Take �� + � = � ∈ (�� ⊕ �) ∩
� with � ∈ �, � ∈ �, and � ∈ �. Then (1 −
�)�� + (1 − �)� = (1 − �)�, so � = � ∈ � ∩
� because � ≤ (1 − �)� and � = (1 − �)�. 
Now as � ∩ � = 0, � = � = 0. Thus, (�� ⊕
�) ∩ � = 0. Since �� is a complement of �, 
�� ⊕ � = �� and so � = 0. Therefore, 
� ≤� (1 − �)�. It follows that � is ���-
extending.  

It is well-known that a direct sum of ��-extending 
modules is also ��-extending module. Now, we 
intend to have the corresponding result for ���-
extending modules. 

3.6. Theorem 

Let � =  ⊕�∈∧ ��. If each �� is an ���-extending 
module, then � is an ���-extending module. 

Proof. Let � ⊴�� �. By Lemma 2.1(ii), � =
⊕�∈∧ (� ∩ ��), and  � ∩ �� ⊴ �� for each � ∈∧. 
Assume � contains essentially the cyclic 
submodule ��, where � ∈ �. Let �: � → � ∩ �� be 
the projection map. Then �� ∩ (� ∩ ��) ≤
�(��) = �(�)� ≤ � ∩ ��. Since �� ≤� � then 
�� ∩ (� ∩ ��) ≤� � ∩ ��. It follows that 
�(�)� ≤� � ∩ ��. Hence � ∩ �� ⊴�� �� for each 
� ∈∧. As �� is ���-extending, there is a direct 
summand �� of �� with � ∩ �� ≤� �� for every � ∈
∧. Thus � = ⊕�∈∧ (� ∩ ��) ≤� ⊕�∈∧ ��. Since 
⊕�∈∧ �� is a direct summand of � we have that � 
is an ���-extending module. 

3.7. Corollary 

If � is a direct sum of ��-extending (e.g., 
extending) modules, then � is ���-extending. 

Proof. Immediate by Theorem 3.6. 

Applying Theorem 3.6 to Abelian groups (i.e., ℤ-
modules) we obtain the following corollary. 

3.8. Corollary 

Let � be a ℤ-module. If � satisfies any of the 
following conditions, then � is an ���-extending 
ℤ-module. 

(i) � is finitely generated 

(ii) � is of bounded order (i.e., �� = 0 for 
some positive integer �) 

(iii) � is divisible. 

Proof. (i) and (ii) � is a direct sum of uniform 
submodules. Then the result follows from 
Theorem 3.6.  

(iii) � is extending and hence ��-extending. Thus 
� is ���-extending.  

Observe that an easy modification yields that the 
Corollary 3.8 above remains true when the ring of 
integers replaced with a Dedekind domain. 

One more application of the Theorem 3.6 gives an 
affirmative answer for the direct summand 
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problem of ���-extending Abelian groups which 
as follows. 

3.9. Theorem 

Let � be a direct sum of uniform ℤ-modules. Then 
any direct summand of � is an ���-extending 
module. 

Proof. Let � be a direct summand of �. Then � is 
also a direct sum of uniform modules by [9, 
Theorem 4.45] (see, also [10]). Now, Theorem 3.6 
gives that � is an ���-extending module. 

Our next objective is to carry over ���-extending 
property to full matrix ring. First of all, we give an 
example of ���-extending ring which shows that 
���-extending property is not left-right 
symmetric. 

3.10. Example 

Let � = �
ℤ� ℤ�

0 ℤ
� . Then the ring � is right ���-

extending, but it is not left ���-extending. 

Proof. Note that � is right ��-extending by [2, 
Example 2.3.14]. Hence � is right ���-extending 

ring. On the other hand, let � = �
0 ℤ�

0 0
� ⊴��  ��. 

It is easy to check that � is not essential in a direct 
summand of  ��. It follows that � is not left ���-
extending ring. 

3.11. Theorem 

Let � be a right ���-extending ring. Then ��(�) 
is a right ���-extending ring for all positive 
integer �. 

Proof. Let � ⊴�� ��(�). Then it is easy to see that 
� = ��(�) for some � ⊴�� �. As � is right ���-
extending, there exists �� = � ∈ � such that 
�� ≤� ���. This yields that as a right ideal of 
��(�), � is essential in a direct (��)��(�) of 
��(�), where � is the identity matrix of ��(�). 
Thus ��(�) is right ���-extending, as required. 
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ABSTRACT 

The aim of this study was screening of xylanase and glucose isomerase producing thermophilic bacteria 
isolated from some hot springs located in Aegean Region of Turkey. Total sixty eight thermophilic isolates 
(Anoxybacillus, Brevibacillus, Geobacillus, Aneurinibacillus, Thermus, Paenibacillus and Proteobacter) 
were collected previously from these fields and identified based on 16S rDNA gene sequences. Isolates 
were screened by plate assay for determining the xylanase and glucose isomerase production abilities 
seperately in order to find new strains for industrial processes. After an incubation period of two days for 
xylanase and 5-6 days for glucose isomerase at 50-60 °C, positive isolates were determined. Enzyme 
producing isolates were confirmed by spectrophotometric measurements with crude enzyme extracts, 
birchwood xylan and glucose were used as substrates. Most of the isolates (fifty nine) were positive for 
xylan degradation while only sixteen of them were positive for glucose isomerase activity. Fourteen of the 
isolates showed both xylanase and glucose isomerase activity. None of the isolates belong to the genera 
Paenibacillus, Aneurinibacillus, and Proteobacter were glucose isomerase positive, although the glucose 
isomerase activity of Geobacillus isolates were notably high. Both xylanase and glucose isomerase 
activities were observed at 50-60 °C which is suitable for biotechnological applications. 

Keywords: Birchwood xylan, Glucose isomerase, Thermophilic bacteria, Xylanase 

1. INTRODUCTION 

Microbial enzymes have widespread uses in 
industries because of their biocatalytic potential 
for a large number of reactions. Microbial 
enzymes show higher activity and stability than 
plant and animal enzymes at high temperatures. 
Microbial enzymes can also be cultured in large 
quantities in a short time by fermentation [1]. With 
the recent developments in biotechnology, 
important tools for the efficient development of 
new enzymes have provided. Thermophilic 
enzymes have especially been topics for much 
research because of their stability at high 
temperatures which allowing high substrate 
solubility, better mixing, more mass transfer rate, 
and less risk of contamination [2, 3]. These 
enzymes are not only more thermostable, but also 
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more resistant to extreme pH values, detergents, 
the other organic solvents and denaturing agents 
than their mesophilic counterparts what makes 
them extremely interesting for industrial processes 
[4, 5, 6]. The interest in microbial enzymes is 
increasing rapidly in recent years, the principle 
industrial sectors being in the food industries, 
starch processing, detergent, paper industry etc. 
We have focused on two of the industrial enzymes 
in this work that have great importance in food and 
paper industry; xylanases and glucose isomerases. 

Xylan is considered as the second widely available 
polysaccharide in nature after cellulose [7]. It is 
located mainly in the secondary cell wall of annual 
plants and hardwoods and is thought to be form a 
linkage between lignin and other polysaccharides. 
The heterogeneous polysaccharide structure of 
xylan composed mostly of linear chains of D-
xylose linked through β-1,4-glycosyl bonds [8, 9]. 
Because of its complexity and heterogeneity, 
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several enzymes involved the complete 
degradation of xylan. Xylanases play a key role in 
this degradaditon [10]. Xylanase (E.C 3.2.1.8) 
degrades β-1,4- glycosidic linkages randomly, and 
produce xylose and xylo-oligosaccharides [11, 12, 
13]. Xylanases have a great industrial importance, 
pulping and bleaching processes, food and feed 
industry, textile processes and waste treatment are 
the main applications of xylanase [14]. It is also 
used in preparation of xylooligosaccharides which 
are used as prebiotics and in combination with 
cellulase and pectinase for clarification of fruit 
juices [15]. Utilization of xylanase reduces the 
environmental pollution caused by chemicals. 
Microorganisms such as actinomycetes, fungi and 
bacteria are the main sources of xylanases [9]. 
Xylan producing microorganisms are widespread 
in the world and also reported in various extreme 
environments, such as thermal springs [16], 
marines [17], and Antarctic environments [18]. 
High temperatures are needed for most of the 
industrial applications that use xylanases, for this 
reason thermostable xylanases would be 
advantegous [19]. 

D-Glucose/xylose isomerase (D-xylose ketol 
isomerase; EC 5.3.1.5), commonly referred as 
glucose isomerase (GI), is one of the three highest 
tonnage value enzymes in industry, amylase and 
protease being the other two [20]. Glucose 
isomerases are used in industry to catalyze the 
reversible conversion of D-glucose to D-fructose 
on the first step of xylose metabolism in many 
microorganisms [21]. Interconversion of xylose to 
xylulose serves a nutritional requirement in 
saprophytic bacteria that living on decaying plant 
matter and also involves in the hemicellulose 
bioconversion for producing ethanol [20]. This 
isomerization reaction is important for the high 
fructose corn syrup (HFCS) production process 
from corn starch. HFCS is typically used as a 
sweetener in food industry. Until 1970s the main 
sweeteners of food industry was sucrose derived 
from sugar beet (40%) and sugarcane (60%). 
Glucose isomerase was firstly used in Japan for the 
production of HFCS and later in the United States 
and nowadays it becomes one of the most 
important industrial enzymes. High temperature 
and alkaline pH are needed in the enzyme process 
used in sweetener industry for conserving a higher 
concentration of fructose [22, 23]. The main 
sources of commercially available GI are 
mesophilic microorganisms that exhibit optimum 
activity at a pH range from 7.5 to 9.0 [24]. 
Isolating new thermophilic microorganisms that 

are capable of producing GI with high level of 
activity and stability at elevated temperatures will 
be of great benefit in the industrial production of 
HFCS. 
The aim of this study was to detect new 
thermotolerant/thermophilic bacterial strains with 
the capability of the production of thermostable 
xylanase and/or glucose isomerases for industrial 
applications. This paper would be helpful for paper 
and food industries since it will provide new 
xylanase and GI producing thermophilic 
microorganisms. 

2. MATERIALS AND METHODS 

2.1. Bacterial isolates and culture conditions 

Water samples were collected from Karakoc, 
Kaynarca and Nebiler Hot Springs (Izmir), 
Alangullu and Camkoy Hot Springs (Aydin), and 
Geotermal field of Omerbeyli (Germencik/ 
Aydin). All of 68 isolates derived from these 
samples were identified based on 16S rDNA 
sequences by Inan [25]. According to 16S rDNA 
sequence anaylses, 26 of the isolates belong to the 
genus Anoxybacillus. 15 Brevibacillus, 13 
Geobacillus, 7 Thermus, 4 Aneurinibacillus, 2 
Proteobacter and 1 Paenibacillus isolates were 
also identified. All of the isolates were cultured in 
Luria Bertani (LB) medium with an optimum 
growing temperature of 50-60 °C.  

2.2. Xylanase activity assay 

2.2.1. Plate assay 

Xylanase activity was determined by the method 
of Gessesse and Gashe [26]. Single colonies from 
fresh LB agar plates were patched onto xylan 
included plates (1% xylan, 0.2% yeast extract, 2% 
agar, 0.5% peptone, 0.05% NaCl, 0.05% MgSO4, 
0.015% CaCl2 and pH 7.0) and incubated for 48 
hours at 50-60 °C. After incubation period plates 
were flooded with 0.1% Congo red for 15 min and 
by washing two to three times with 1 M NaCl the 
dye was removed. Transparent zones around 
colonies represents the degradation of xylan. 

2.2.2. Spectrophotometric measurements 

Fresh cultures of each isolate (2 ml) were 
inoculated into xylanase specific medium (g/L: 
10.0 g xylan, 5 g pepton, 2 g yeast extract, 0.5 g 
MgSO4, 0.15 g CaCI2 and 0.5 g NaCI, pH 7.5) for 
xylanase production. After centrifugation of 4500 
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x g for 5 min, supernatants were used as enzyme 
sources. 

Dinitrosalicylic acid method was used for 
determining the xylanase activity by measuring the 
release of reducing sugars from Birchwood xylan 
[27]. 0.25 mL of enzyme sample was mixed with 
0.75 ml of substrate (%1 solubilised birchwood 
xylan) in phosphate buffer, pH 6.5 and incubated 
at optimum bacterial growing temperature for 20 
min. 1.0 mL of dinitrosalicylic acid (DNS) 
solution was added to the samples and boiled for 5 
min. The absorbance was measured at 540 nm. The 
reaction was terminated at zero time in the control 
tubes. Solubilised xylan was prepared by stirring 
birchwood xylan with 0.5 M Tris-HCl (pH 8.0) 
buffer for overnight at room temperature. After 
centrifugation supernatant was used as substrate. 

2.3. Glucose isomerase activity assay 

2.3.1. Plate assay 

The method of Lee et al. [28] was used for 
determination of glucose isomerase activity. 
Bacterial isolates were incubated in agar plates 
supplemented with 1% xylose for overnight. 
Fructose (2%), MgSO4 (5 mM), CoCl2 (0.5 mM), 
glucose oxidase (20 U/ml), peroxidase (4 U/ml), 
and benzidine (0.4 mg/ml) in 100 mM MOPS 
(morpholinepropane sulfonic acid) buffer (pH 7.0) 
were mixed with top agar (0.7%) at 50°C and 
poured on the colonies. The plates were incubated 
for 5-6 days at 50-60°C. Positive samples showed 
a dark brown color around the colonies. 

2.3.2. Spectrophotometric measurements 

Bacterial cells were incubated in LB medium 
supplemented with 0.5% xylose and harvested at 
the late-logarithmic phase by centrifugation at 
13,000 rpm for 5 min, resusupended with 25 mM 
phosphate buffer (0.2 mg lysozyme, 5 µg DNase 
and 0.1% Triton X-100, pH 7.0) and lysed by 
incubating in a shaker for 3-4 hours. After a 
centrifugation period of 15,000 rpm. for 30 min 
supernatants were collected for enzyme activity 
assays [29]. 

Cysteine-carbazole-sulfuric acid method was used 
for estimating the amount of fructose or xylulose 
formed after the enzyme reaction. Based on this 
method, glucose isomerase activity was measured 
by incubating a reaction mixture that contained 10 
mM MgSO4, 1 mM CoCl2, 0.5 M glucose, and the 
enzyme in 100 mM MOPS buffer (pH 7.0) at 55°C 

for 30 min. İncubation period followed by addition 
of 0.5 M perchloric acid for terminating the 
reaction. 1.5% cysteine hydrochloride and 0.12% 
carbazole added to the reaction mixture and mixed 
thoroughly, right after 70% sulfiric acid added, 
mixed and incubated at 60°C for 10 min. The 
absorbance was measured at 560 nm. 

3. RESULTS AND DISCUSSION 

In the present study, thermophilic isolates derived 
from different hot springs (formerly identified) 
were screened for xylanase and glucose isomerase 
activity.  

3.1. Xylanase activity 

Sixty eight isolates of bacteria were tested for 
xylanase production on xylan (1%) included agar 
plates for 2 days at 50-60 °C. Zone formation 
around the bacterial growth after addition of 
Congo red solution (0.1%) was identified for the 
xylanase positive isolates. Only nine of them were 
negative for xylanase activity based on plate assay. 
Five of the xylanase negative isolates belongs to 
the genus Anoxybacillus, three of them 
Brevibacillus and one of them belong to the genus 
Geobacillus (Table 1). Zone forming isolates were 
inoculated into xylan specific medium (10.0 g/L 
xylan) for xylanase production for further 
analyses. Dinitrosalicylic acid method [27] was 
used for spectrophotometric determination of 
xylanase activity. Spectrophotometric 
measurements at 540 nm with Birchwood xylan 
(%1) as substrate revealed that all 59 of the isolates 
were hydrolyse the xylan to xylo-oligosaccharide 
molecules. Especially Anoxybacillus TF15 and 
Geobacillus DF20, TF11, PDC9, PDC11, and TH2 
exhibited a two fold activity than the other isolates 
with Birchwood xylan.  

Xylanase producing bacterial strains were isolated 
from different kind of areas, such as Antarctic 
environments [18], marines [17], soda lakes [30] 
and thermal springs [16]. Microbial production of 
xylanases from bacteria, such as Bacillus, 
Cellulomonas, Micrococcus, Staphylococcus, 
Paenibacillus, have been reported [9, 31, 32, 33]. 
Because thermostability is a desired characteristic, 
thermostable xylanases have a great importance 
among industrial enzymes. An extreme 
thermophile Rhodothermus marinus producing 
xylanases active at 80 °C have been identified 
[34]. Some other thermostable xylanases for 
example Bacillus spp., Thermotoga sp., Thermus 
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sp., and Streptomyces sp. were also reported that 
active at 60-70 °C [35]. Xylanase producing 
thermophilic Geobacillus and Anoxybacillus 
strains were also reported [36, 37, 38, 39]. In this 
work, all of the Thermus, Aneurinibacillus, and 
Proteobacter isolates exhibited xylanase positive 
features. The only one Paenibacillus isolate 
included in this work was also degraded the xylan. 
Only a few of the Anoxybacillus, Geobacillus and 
Brevibacillus samples were negative for xylanase 
production.  

3.2. Glucose Isomerase activity 

Glucose isomerase activity was determined based 
on the method of Lee et al. [28]. All of the 68 
thermophilic isolates were inoculated onto glucose 
isomerase specific plates. After an incubation 
period of 5-6 days, only 16 of the isolates have 
showed a dark brown color around colonies, which 
nine of them belongs to the genus Geobacillus, and 
the others include five Anoxybacillus, a 
Brevibacillus and a Thermus isolates (Table 1). 
Spectrophotometric measurements were carried 
out with cysteine-carbazole-sulfuric acid method 
for verifying the results. Among the sixteen 
isolates screened, five Geobacillus and an 
Anoxybacillus isolates showed maximum glucose 
isomerase activity. Brevibacillus and Thermus 
samples exhibited relatively poor activity. 

Pseudomonas hydrophila was the first discovered 
microorganism that catalyse the isomerization of 
D-glucose to D-fructose [40], since then a large 
number of microbial species has been detected for 
glucose isomerase activity [41, 42]. Lactobacillus 
[43], Streptomyces [44], Bacillus [45, 46], 
Arthrobacter [47] are some of the glucose 
isomerase producing bacteria reported. 
Paenibacillus, Aneurinibacillus and Proteobacter 
isolates used in this work did not exhibit glucose 
isomerase activity. There is also no evidence for 
Aneurinibacillus and Proteobacter genera about 
GI activity in literature, whereas D-xylose 
isomerase activity have been reported for 
Paenibacillus sp. strain by Moneke et al. [48]. 
Some of the isolates belong to the genera 
Geobacillus, Anoxybacillus, Brevibacillus and 
Thermus were positive for GI activity in our 
screening results. There is already some reports in 
literature about glucose isomerase activity of 
Anoxybacillus [49], Geobacillus [50], Thermus 
[51], and Brevibacillus [52] strains. Because of the 
industrial importance of Glucose isomerases, 
especially thermostable and acid-stable ones, 
further investigations are already under way.  
 
 

  

Table 1. Production of xylanase and glucose isomerase by various bacterial isolates 

 
Genus Strain Place (Hot Spring) Glucose 

Isomerase 
Xylanase 

Anoxybacillus PDF 1 Germencik/ Aydin - + 
Anoxybacillus PDF 2 Germencik/ Aydin - - 
Anoxybacillus PDF 3 Karakoç/Izmir - + 
Anoxybacillus PDF 15 Camkoy/ Aydin - + 
Anoxybacillus PDF 16 Camkoy/ Aydin - + 
Anoxybacillus PDF 18 Karakoc/Izmir - + 
Anoxybacillus PDF 21 Karakoc/Izmir + + 
Anoxybacillus PTF 26 Karakoc/Izmir - + 
Anoxybacillus PTF 37 Karakoc/Izmir - + 
Anoxybacillus PTF 38 Kaynarca/Izmir - + 
Anoxybacillus DF 1 Germencik/ Aydin + + 
Anoxybacillus DF 2 Germencik/ Aydin - + 
Anoxybacillus DF 3 Karakoc/Izmir - + 
Anoxybacillus DF 5 Kaynarca/Izmir - + 
Anoxybacillus DF 8 Kaynarca/Izmir - + 
Anoxybacillus DF 10 Kaynarca/Izmir - + 
Anoxybacillus DF 11 Kaynarca/Izmir - + 
Anoxybacillus DF 14 Alangullu/Aydin - - 
Anoxybacillus DF 15 Alangullu/Aydin + - 
Anoxybacillus DF 16 Alangullu/Aydin - + 
Anoxybacillus DF 17 Camkoy/ Aydin - + 
Anoxybacillus DF 18 Camkoy/ Aydin - + 
Anoxybacillus DF 19 Camkoy/ Aydin - - 
Anoxybacillus TF 15 Karakoc/Izmir ++ + 
Anoxybacillus TH 4 Nebiler/Izmir - - 
Anoxybacillus TH5 Camkoy/ Aydin + + 
Brevibacillus PDF 4 Camkoy/ Aydin - + 
Brevibacillus PDF 10 Camkoy/ Aydin - + 
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Brevibacillus PDC 1 Germencik/ Aydin - + 
Brevibacillus PDC 2 Karakoc/Izmir - + 
Brevibacillus PDC 3 Alangullu/Aydin - + 
Brevibacillus PDC 4 Germencik/ Aydin - + 
Brevibacillus PDC 5 Nebiler/Izmir + + 
Brevibacillus PDC 6 Alangullu/Aydin - + 
Brevibacillus PDC 7 Kaynarca/Izmir - + 
Brevibacillus PDF 23 Germencik/ Aydin - - 
Brevibacillus PTF 25 Karakoc/Izmir - + 
Brevibacillus PTF 30 Karakoc/Izmir - - 
Brevibacillus PTF 33 Camkoy/ Aydin - + 
Brevibacillus PTF 40 Kaynarca/Izmir - + 
Brevibacillus PDF 41 Kaynarca/Izmir - - 
Paenibacillus PTF 34 Nebiler/Izmir - + 

Aneurinibacillus PDF 6 Alangullu/Aydin - + 
Aneurinibacillus PDF 13 Nebiler/Izmir - + 
Aneurinibacillus PDF 24 Nebiler/Izmir - + 
Aneurinibacillus PTF 32 Alangullu/Aydin - + 

Proteobacter PDF 20 Nebiler/Izmir - + 
Proteobacter PTF 31 Nebiler/Izmir - + 
Geobacillus DF 20 Germencik/ Aydin ++ + 
Geobacillus TF 11 Alangullu/Aydin ++ + 
Geobacillus TF 12 Karakoc/Izmir + + 
Geobacillus PDC 8 Kaynarca/Izmir + + 
Geobacillus PDC 9 Alangullu/Aydin ++ + 
Geobacillus PDC 10 Alangullu/Aydin + + 
Geobacillus PDC 11 Germencik/ Aydin ++ + 
Geobacillus PDC 12 Germencik/ Aydin + - 
Geobacillus PDC 13 Camkoy/ Aydin - + 
Geobacillus PDC 14 Karakoc/Izmir - + 
Geobacillus TH 2 Camkoy/ Aydin ++ + 
Geobacillus TH 3 Camkoy/ Aydin - + 
Geobacillus TH 6 Karakoc/Izmir - + 

Thermus TF 2 Germencik/ Aydin - + 
Thermus TF 3 Germencik/ Aydin + + 
Thermus TF 5 Nebiler/Izmir - + 
Thermus TF 6 Kaynarca/Izmir - + 
Thermus TF 7 Karakoc/Izmir - + 
Thermus TF 8 Kaynarca/Izmir - + 
Thermus TF 9 Germencik/ Aydin - + 

4. CONCLUSIONS 

In this study it is aimed to find out new 
thermophilic xylanase and/or glucose isomerase 
producing strains for industrial applications. For 
this purpose, formerly identified sixty eight 
thermophilic isolates collected from hot springs, 
located in the west side of Turkey, were screened 
for xylanase and glucose isomerase activity. 
Among sixty eight isolates, fifty nine of them 
exhibited xylanase activity which indicates that 
most of the bacteria derived from hot springs can 
degrade xylan. However only sixteen of the 
isolates showed glucose isomerase activity that is 
glucose degradation is not a common feature for 
these bacteria. Fourteen of the isolates were 
positive for both xylanase and glucose isomerase 
but further analyses should be done for 
determining that which substrate (xylan or 
glucose) is more preferable for these bacteria. The 
optimal enzyme activity of the isolates was 

between 50-60 °C, which make them potential 
tools for industrial applications.  
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Metheylene Blue Adsorption and Preparation Silver Bound to Activated Carbon with 
Sol-Gel Methods 

Esra Altıntığ*, Ömer Faruk Soydan 

 Abstract 

This study examines the characterization and adsorption features of silver that was added to oxygen 
containing activated carbons using the sol-gel method. The surface area of the silver coated activated carbon 
(AC/Ag) Nano-composites, which were prepared using the sol-gel method, was measured with the 
Braunauer-Emmett-Teller surface area calculation method according to N2 adsorption at 77 K. The 
microstructure and surface morphologies of the AC/Ag Nano-composite samples were examined with the 
use of Scanning Electron Microscope. Methylene Blue removal was performed with AC/Ag-1 with a 
highest surface area of 658.488 m2/g, and the Qmax value was calculated as 416. 66 mg/g. 
Keywords: Wild chestnut, silver, sol-gel, activated carbon, adsorption, desorption 

 
 
 

1. INTRODUCTION 
 

Environmental deterioriation has recently been 
undergone with the advent of technology-oriented 
advancements. The soil and water pollutants may 
appear on the ground and deeper layers of earth 
due to the contributing factors such as rapid 
industrial expansion in association with growing 
population worldwide and even in domestic lands, 
and unawareness of chemicals used in agricultural 
and healthcare sectors. It should be remembered 
that the water pollution in particular has much 
catastrophic effects on our biologies especially 
when waste waters become non-clean or even 
uncleanable drinking waters. Keeping the vital 
elements secured from these beasts means lots of 
money and labor to have to be withdrawn from the 
productive economic actions and transferred into 
the protecting and cleaning issues of secondary 
importance. The adsorption method is one out of 
myriad ways of recovering from this natural 
disease, which is effective in cleaning air and 

                                                 
* Esra Altintig 

water from detrimental substances [1]. The 
material that has been for a long time used as 
adsorbent is the activated carbon (AC) preferable 
in this technique. This is currently produced from 
a substance mostly constituted by carbon atoms 
active in the soil pollutants. Production of clean 
water is made through distillation and purification 
of waste water using ACs. A carbon atom has an 
interior part and too much porous structure and 
however cannot be formulated or analyzed 
chemically [2]. Interestingly, there are three 
potential ways to get AC: (1) the chemical way, (2) 
the physical way, and (3) both in combination. 
Raw materials are carbonized and coal produced 
and heat-treated. The processing way is how the 
carbons in coal are physically activated at an 
optimum temperature through oxidization by gas 
[3]. Chemical operation can be performed using 
chemicals such as NaOH, ZnCl2, H3PO4, and KOH 
together with carbonization [4]. The activated 
carbons produced in these ways are very popular 
in cleaning water by filtrating or distillating [5]. 
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Having both chemical and biochemical potentials, 
for example, silver-coated ACs are appropriate 
substances to have pure water [6]. Lately, various 
studies on silve nano materials (AgNPs) have been 
conducted in the fields of medicine, paint, textile 
etc. because of their special characteristics [7-9]. 
Photochemical synthesis [10], laser melting [11], 
wet chemical synthesis [12], sol gel [13] or any 
other methods are used for synthesis of AgNPs. 
This reaction is performed through Ag0 reduction 
and ligand usage along with both reduction and 
reservation of character solutions following 
decomposition (Ag+1) in a proper solution by 
chemical synthesis. 
The activated carbons that were produced through 
the sol-gel method in the previous study and in this 
study were coated with silver substances which 
were then characterized to analyze the features of 
the adsorption process.  
 

2. MATERIALS AND METHODS 

Materials 

AgNO3 (Merck), HNO3 (Merck) (Trisodium 
citrate) Na3Ct (Merck), Dimethylaminoethanol 
(DMAE) was used during the silver while binding 
the silver. Methylene Blue (MB). The obtained 
activated carbon samples were washed with 
ethanol (Merck). A Precisa XB 220A precision 
scale was used to measure the amounts in the 
experiments, while the mixing processes were 
handled with Wisestir MSH-20A and IKA RCT 
Classic magnetic mixers. All chemicals used are of 
analytical grade. Ultra-pure water produced by the 
Millipore Milli Q-system was used in these 
experiments.  
Methods 

 

Activated carbon which was produced and 
characteristics were determined previously was 
used in the study [14]. The activated carbons were 
first oxidized with 69% HNO3. The obtained AC 
(1g) was impregnated in a 50 mL AgNO3 solution 
and stirred for 1 hour at room temperature. The 
activated carbons coated with Ag+ ions were then 
filtered. A 50 mL trisodium citrate (Na3Ct) 
solution was added into the AC/Ag+1 composite. 
Then, a 1mL dimethyl ethanolamine (DMEA) 
solution was added drop wise into the mixture, and 
the reaction system was stirred for 3 hours at 90 
°C. After the solid material was filtered and 

washed with distilled water, it was dried in the 
oven for 12 hours at 70° C [8]. As a result, AC/Ag 
Nano-composite products were obtained. The 
preparation conditions of the AC/Ag Nano-
composites are identified in Table 1.   
 
Table 1. Preparation parameters of AC/Ag nano-composites 

 
Sample AgNO3(g)  Na3Ct (g)   DMEA (g)  

AC/Ag-1 0.5 0.75 0.03  

AC/Ag-2 1 1.5 0.06  

AC/Ag-3 2 3 0.12  

AC/Ag-4 4 4.5 0.18  

 
Devices 
 

Scanning Electron Microscope (SEM) images of 
the materials were taken with a Scanning Electron 
Microscope Jeol JSM-6060L. Fourier Transform 
Infrared Spectroscopy (FTIR) measurements were 
performed with SHIMADZU IR Prestige 21, and 
MB amounts were conducted with a UV 
HITACHI U-2900 Spectrophotometer. The 
Braunauer-Emmett-Teller (BET) surface area of 
the obtained products was handled in Bilecik Seyh 
Edebali University with a MICROMERITIC 
ASAP 2020. The BET surface area, and pore size 
were identified by using N2 adsorption data with 
an analyzer (Gemini Model 2380).  
 
The qualitative structure analysis of the samples 
was investigated between the positions with 2θ 
angles of 10-90o by using Rigaku model XRD 
instrument.  An ICP-OES Spectro Arcos 
spectrometer (SPECTRO Analytical Instruments, 
Kleve, Germany) was used for determination of 
silver concentration. The operating parameters of 
the ICP-OES were set as recommended by the 
manufacturer. 
 
Adsorption Work 
 
Methylene Blue (MB) was chosen in this study due 
to its wide application and known strong 
adsorption onto solids This value is mostly used 
for the determination of the surface area of pores 
over 15 A. This shows the value of the adsorbed 
MB molecules in mg and identifies the adsorption 
capacity of bigger molecular structures of 
activated carbon [14].  MB stock solution was 
prepared by dissolving an accurat amount of MB 
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in distilled water to achieve a concentration of 
1000 mg L−1, and subsequently diluted to the 
required concentrations. The methylene blue 
adsorption was made using the mixture of 0.1g AC 
and 100 mL MB solution blended at the 
concentration of 100 mg/L for one hour. For the 
measurement, the MB adsorption UV 
spectrometry of 664 nm was used. The below 
equation was used to calculate the MB quantity 
adsorped from the water solution. 
 

�� =
(�� − ��)

�
�� 

 

Where Co and Ce are the initial and equilibrium 
MB concentration in mg/L respectively, m is the 
mass of adsorbent (g) and V is the volume of 
solution (L). 
 
The removal (%) of MB was calculated using the 
following equation: 
 

Dye removal (%) =
(�����)

��
�100 

All adsorption results were reported as the average 
values for three times experiments.   
 
 

Desorption Work 
 
AC/Ag covered samples were incinerated at 550 
ºC for 16 hours. The samples were then dissolved 
in 50 mL 10% HNO3. After the samples were 
dissolved, the solution was washed and filtered 
with the blue filter paper. ICP-OES (Inductively 
coupled plasma - optical emission spectrometry) 
was the method to specify the silver ions (Ag 
quantities) present in each of the filtrated but dried 
sample solutions. Results were given in the table 2 
and table 3. 
 
 

3. SONUÇLAR VE TARTIŞMA (CONCLUSIONS 
AND DISCUSSION) 

 

Properties of AC/Ag1-AC/Ag-4 nano 
composites 
Characterization 
The AC/Ag-1-AC/Ag-4 structures were 
characterized by their silver particle size. The 
dispersion and accidence of the nanoparticles have 
been characterized using FT-IR. 
 

 
Figure 1. FTIR spectrums of AC/Ag-1-AC/Ag-4 nano 

composites 

On FTIR spectrum the maximum level displayed 
vibration tension of C=O around 1739 cm−1 and C-
H at 2971 cm−1 in AC/Ag-1 to AC/Ag-4 
composites as presented in Fig. 1. The peak around 
1739 cm−1 showed C=O vibration tension. The 
adsorbent differences between 1366 and 1217 cm-

1 frequency were caused by C-H bond bendings 
and C-O bond tensions. The peak in 1029 cm-1 
refers to alcohol groups. Similar results are seen in 
the literature [14, 16].  

 
Figure 2. XRD patterns of AC/Ag-1-AC/Ag-4 

nano composites 
When the comparative XRD spectrums of AC/Ag-
1-AC/Ag-4 in Figure 2 were examined, 2ɵ 
reflection peaks that support the existence of silver 
were showed at 38.039º, 44.180º, 64.360º. the 
index values were demonstrated silver level as 
(111), (200), (220) respectively [17]. The intensity 
was increased with the silver addition and 
activated carbons were passed to crystal structure 
from amorphous structure. It can be told metallic 
silver was existed in surface centered cubic 
structure. It was seen that XRD diffracted patterns 
that belong to AC/Ag mixtures; AgNO3 in the 
environment was in the structure as impurity.     
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By means of their enormous surfaces, the activated 
carbons best fit to hold metal nanoparticles. To 
evaluate the influence of Ag particles on the 
microporous structures of AC, the specific surface 
area (SBET) and pore volume of AC/Ag-1- 
AC/Ag-4 were determined.  The results are listed 
in Table 2. 
 
Table 2.BET parameters of AC/Ag-1-Ag-4 Nano-
composites 
 

Propreties AC/Ag-1 
AC/Ag-
2 

AC/Ag-
3 

AC/Ag-
4 

BET surface 
area (m2 g−1) 

658.488 540.837  386.360 205.051 

t-Plot 
Micropore 
Area (m2 g−1) 

303.988 300.050  293.874 146.811 

Average pore 
diameter (A) 

30.644 30.487 28.978 27.383 

pore volume 
(cm3/g 

0.091 0.0611 0.039 0.049 

Silver content 
(wt%) 

14.012          27.568                   67.547           83.771 

 

The silver ions coated on the activated carbon 
surface are reduced to metallic silver. [18]. As the 
amount of silver increases due to the direct 
trapping of silver particles in the pores, the BET 
surface area, total pore volume and average pore 
diameter of the AC/Ag nanoparticles decrease. A 
little amount of energy can help oxygen strongly 
attract silver toward itself because silver is 
extremely closer to the oxygen and the latter is 
superior to silver [19]. For this reason, the oxygen 
atoms can easily penetrate into the crystal cage and 
fill the octahedral void of silver which forms the 
nucleus for the silver crystals [20, 21]. 
 

 

 

Figure. 3. SEM image of AC/Ag-1 and Ag/AC-4 
nanosamples 

  
SEM images display the morphological data of surface area as well 
as type and size of particles, and EDX analysis of elements. On the 
activated carbons are covering more silver in quantities, and the 
silver nanoparticles exhibit the characteristic of homogenous 
distribution over the AC surface. However, as seen in Figure 3, 
silver amounts varied between 200 and 400 nanometers. 

 
 

Figure 4.EDS analysis of the AC/Ag-4 sample 
 

The result of the EDS analysis of the AC/Ag-4 sample is identified 
in Figure 4. For AC/Ag-4 sample, EDS analysis provides the 
recognition of the peak level of silver amount. The silver particles 
appear to be nanosized, in the range of<1. 
 
 

.  
 

Figure. 5. The effect of mixing time on adsorption of MB 
(MB concentration: 100 mg/L, temperature: 298 K). 

 

The adsorption process was performed by keeping 
all variables constant and taking samples in 
determined periods. Maximum dyestuff 
adsorption was observed within 30 minutes after 
the experiment started. The contact time required 
to reach equililibrium was found to be 60 minutes. 
 
Adsorption studies 
 
0.02 g of adsorbent was dispersed in solution by 
the agitation of the solution at 600 rpm, at room 
temperature, and at optimum pH 7. Langmuir and 
Freundlich isotherms were used for the calculation 
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of the adsorption studies. The Langmuir 
adsorption isotherm is shown below: 
 

1

�
= ��/����(

1

��
) + 1/���� 

Qmax = maximum adsorption capacity (mg/g) 
Ce =   liquid phase dyestuff concentration balanced 
with adsorbent (mg/L) 
KL = Langmuir adsorption constant (mg/L) 
 
In the line graph, the vertical axis is of 1/qe and the 
horizontal axis of 1/Ce, and the slope displays 
l/qmax and K/qmax values when transferred [22].  
 
The Freundlich adsorption isotherm is shown 
below: 

 
Figure. 6. AC/Ag-4 a) Langmiur and b) Freundlich 

Isotherms 
 

Freundlich and Langmuir isotherm parameters 
were found when the experimental parameters at 
different concentrations were examined. It can be 
concluded from the studies that there is positive 
strong correlation between adsorption capacity 
and concentration amount. In the Freundlich 
isotherm equation, k represents the adsorption 
capacity, and n, a constant while in the Langmuir 
model Qmax is the adsorption capacity, and KL, a 
constant of energy need for adsorption. [24]. 
 

Table 3. Adsorption isotherms parameters of MB onto 
AC/Ag-4. 
 

Sample Langmuir Isotherms Freundlich Isotherms 

    Qmax (mg g-1) 
KL ×10 
(L mg-1) 

R 2 KF (mg g-1) n R2 

AC/Ag-4 416.66 0.028 0.87 1.091 1.517 0.97 

 
 
The Table 3 shows that the AC/Ag-4 have highest adsorption 
capacity and shortest time to reach adsorption equilibrium 

compared with most of previous reports. 
 

Table 4.Previous representative reports of adsorbents in 
application of MB removal. 

 

Adsorbent 

Amount 
of 
Adsorbent 
(g) 

Initial (MB) 
concentration 
(mg/L) 

Adsorption 
capacity 
(mg/g) 

References 

AgCl-NRs-
AC 

0.015 25 227.27 [25] 

Ag NPs-AC 0.02 5 34.5 [26] 

Ag/AC 0.2 500 240 [27] 

Mn2O3/MCM-
41 

1 50 50 [28] 

AgNP-CMSs 0.12 30 250 [29] 

AC/Ag-4 0.2 100 416.66 This study 

 

Desorption and recycling efficiency 
 
Desorption studies were performed with water, 0.1 
M HCl, 0.1 M NH3 and 0.1 M NaOH. AC/Ag-4 
(100 mg/100 mL) saturated with 100 mg/L of MB 
was placed in different desorption media and was 
constantly stirred on a rotatory shaker at 100 rpm 
for one hour. The adsorbent was separated and 
washed with distilled water.  
 
93.4% of MB was desorbed in 60 min using HCl 
as a desorption medium (Figure 7.). 
 

 
 

Figure. 7. Desorption studies of MB dye 
 

In order to evaluate the possibility of regeneration 
and reuse of the AC/Ag-4 adsorbent, desorption 
experiments have been performed. 
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Figure 8. Recycling performance of the prepared AC/Ag-4 

nanocomposites for MB removal  (temperature: 298 K, 
adsorbent dosage: 0.1 g/100 mL), agitation: 120 rpm, 

contact time: 60 min, pH: 7). 
 

Recycling efficiency of AC/Ag-4 was investigated 
for the removal of MB. After six cycles, the 
adsorption efficiency of AC/Ag-4 was reduced to 
45% from 93.4% (Fig. 7). After every cycle, HCl 
was used as a desorption medium to remove 
adsorbed MB ions from the AC/Ag-4 surface. 
 

SONUÇLAR (CONCLUSION) 
 

In this study, the sol-gel method proved itself as an 
effective way to sythesize silver nanoparticles to 
cover the activate carbons. XRD, SEM and EDS 
were applied to characterize the adsorption 
process. The maximum level of AC/Ag-1 nano 
composites was determined as 416.66 mg/g by 
means of analyzing the adsorption. Langmuir and 
Freundlich techniques provided isotherms 
captured by observing various heat levels during 
MM adsorption. From the Langmuir model, higher 
levels of correlation coefficients in the adsorbents 
were an expected result because the surface was 
wider and homogenous. Therefore, AC-Ag 
composites can be preferable to remove dye thanks 
to the advantages of cost, efficiency and 
environment.   
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A Clinical Trial Of The Evaluation Of Environmental Exposure In Yttrium 90 
Radioembolization 

Handan Tanyıldızı*1,2 , Iffet Cavdar2, Muhammed Abuqebitah3, Mustafa Demir3 

Abstract 

The aim of this study is to measure the dose rate of two different forms of Y-90 microsphere used for 
radioembolization and to evaluate the results according to radiation safety regularities. 19 patients were 
enrolled in study (Age:61±1.5, F/M:12/7). As a result of the evaluation of the physicians, 7 patients were 
treated with TheraSphere and 12 patients were treated with SIR-Sphere. Dose rate measurements were 
taken at the stage of activity preparation, injection, radioactive wastes and discharge of patients using an 
electronic dosimeter (ED). The staff was exposed to dose rate of 1.3x10-4 μSv/MBq.h during activity 
preparation stage, 2.4x10-4 μSv/MBq.h in injection stage for Therapshere application. For SIR-spheres 
application, the staff was exposed to dose rate of 24.5x10-4 μSv/MBq.h during activity preparation stage, 
10.1x10-4 μSv/MBq.h in injection stage. The average amount of dose received per operation was calculated 
0.92±0.48 μSv in TheraSphere and 3.22±0.89 μSv in SIR-Spheres. For discharge of the patients, the average 
dose rate recorded from 1 m was found 4.0±0.28 μGy/h for TheraSphere and 3.2±0.15 μGy/h for SIR-
Spheres. The dose rate of radioactive wastes measured from the surface of the container which contained 
the radioactive wastes generated after the application was 0.5±0.1 μSv/h for TheraSphere and 1.1±0.08 
μSv/h for SIR-Spheres. It is emphasized that Y-90 Therasphere application provides radiation safety more 
than SIR-Spheres because of its closed system, even so both applications shows low dose rate around the 
patient and short-term storage of radioactive wastes after application would be sufficient. 

Keywords: Exposure, radioembolization, yttrium 90, radiation protection. 

 

1. INTRODUCTION 

The use of microspheres filled with a beta-emitting 
radionuclide, typically Y-90, has only become 
clinically relevant since the middle-1980s [1]. The 
application of microspheres to the liver requires an 
interventional-technical procedure in the field of 
multidisciplinary as radiology and nuclear 
medicine departments and it is described in 
literature [2,3]. In a typical Y-90 microsphere 
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treatment, the aim is to deliver the maximum dose 
to tumor without causing toxical damage to the 
liver parenchyma [4]. In addition, the amount of 
Y-90 activity administered to the patient can be 
calculated with a patient spesific dosimetry 
including several parameters such as volume of 
tumor and normal liver tissue, lung shunt fraction, 
tumor to liver count ratio, etc.  

 Y-90 filled microspheres are used in two 
different forms as glass in Therasphere and resin 
in SIR-Sphere. Although some production features 
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are different, their basic physical properties are 
similar and they do the same physical interactions 
in the tissue. Y-90 has a physical half-life of 64.2 
hours, and it decays to stable Zirconium 90. Y-90 
emits pure high-energy beta rays (energy 
maximum, 2.27 MeV; mean, 0.9367 MeV) [5].  
Irradiation from Y-90 microspheres is essentially 
confined to the liver because of 3.8 mm mean 
range and approximately 10-mm maximum range 
of β-particles in soft tissue [6]. However, the 
physical interactions that take place in the path 
length of the electrons within the tissue, leads to 
emit  Bremsstrahlung radiation whose energy 
range from 20 to 500 keV [7]. 

 

Figure 1. Bremmstrahlung spectrum of Y-90 microspheres 
formed along their range in the tissue [8]. 

Bremsstrahlung radiation is scattered at four 
different stages as Y-90 microsphere activity 
preparation, injection, patient and radioactive 
wastes. In all stages, medical staff who provide the 
care to the patient are exposed to the risk of 
Bremsstrahlung radiation. Therefore it is 
important to monitor dose rate measurements.  

According to the recommendations based on 
Australian Radiation Protection and Nuclear 
Safety Agency (ARPANSA) and adopted by the 
Turkish Atomic Energy Authority (TAEK), the 
patients undergone radionuclide therapy 
discharged when the dose rate taken from 1 m far 
from patient between 25-40 μSv/h [9]. This 
condition was determined by the European Atomic 
Energy Community (EURATOM) as 20-40 μSv/h 
[10]. Radioactive wastes generated after injection 
should be placed in a plastic container labeled with 
a warning sign containing information about the 
type of radionuclide and the amount of activity. 
The plastic container’s storage was carried out 
according to the recommendations published by 
International Atomic Energy Agency (IAEA) [11]. 

In this study, we aimed to measure the dose rate of 
Bremmstrahlung radiation released into the 
environment in two different forms of Y-90 
microsphere therapy, to assess the results in terms 
of national and international radiation safety 
regularities and to evaluate the radiation protection 
conditions.  

According to the measurement results, the 
radiation doses that health workers will be exposed 
per process will be calculated. It will also be tested 
whether the radiation protection rules applied 
during the process are sufficient. 

2. MATERIAL AND METHODS 

This study included 19 patients who applied to 
Cerrahpasa Medical Faculty/ Nuclear Medicine 
Department/ Radionuclide Therapy Service for Y-
90 radioembolization and all radiation 
measurements that occur throughout the operation. 
All dose rate measurement was done in four 
different stages with using an electronic dosimeter 
(Polimaster PM1621 model, energy range 10keV-
20MeV). ED is a suitable for detecting and 
monitoring radiation in the areas of nuclear 
facility. It gives instantaneous radiation exposure 
and very useful in non routine work in which 
radiation level vary considerably and may be quite 
hazardous e.g. Y-90 radioembolization. This 
detector is filled with gas. Radiation produced 
ionization in gas resulting positive and negative 
ions are produced inside the detector volume. Ions 
drift to the electrodes due to the applied voltage 
between electrodes. In an outer circuit the current 
is measured which is proportional to the number of 
ion pair produced per second.   

2.1. Activity Preparation 

The first measurement was taken from 0, 0.5 and 
1 m from the activity vial isolated by lead shielding 
considered as a reference for the stage of Y-90 
Theraspheres and SIR-Spheres activity 
preparation in hot lab. Total operation time was 
recorded for activity preparation.  

2.2. Injection 

The second measurement was taken over the liver 
after the injection in the interventional radiology 
department. Total operation time was recorded for 
injection. 
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2.3. Radioactive Wastes 

The third measurement was taken from the plastic 
container surface (0 cm) containing radioactive 
waste generated after Y-90 application. The 
measurements were used to determine transport 
and storage conditions. 

2.4. Discharge 

Discharge of the patient means the return of the 
patient into the community and so the radiation 
dose level must be taken under control. According 
to the national and international regulations, the 
measurement was taken at a distance of 1 m from 
the patients to be discharging dose rate. 

2.5. Annual Dose Calculation and Radiation 
Protection Instrumentation 

The total body dose absorbed per application was 
calculated by multiplying the staff dose rate 
(μSv/h) at the working distance with recorded and 
application time (h). The contribution rate of the 
dose absorbed per application to annual dose was 
determined. 

The precautions taken during the application for 
radiation protection are detailed in Table 1. 

3. RESULTS 

The change in the dose rate of Y-90 activity during 
stage of preparation and injection across variable 
distances (cm) was shown in Tables 2 and 3 for 
Theraspheres and SIR-Spheres therapy. 

In Therasphere, the dose rates irradiated from 
Bremsstrahlung radiation were quite low in the 
stage of preparation and injection. While the 
average amount of activity injected into the patient 
was 3596.4±8.56 MBq. In this context, staff was 
exposed to 1.3x10-4 μSv/MBq.h in the stage of 
preparation and 2.4x10-4 μSv/MBq.h in the stage 
of injection. 

In SIR-Spheres application, staff was exposed to 
24.5x10-4 μSv/MBq.h in the stage of preparation 
and 10.1x10-4 μSv/MBq.h in the phase of 
injection. According to these results, the dose rates 
due to Bremsstrahlung radiation were found low in 
the phase of preparation and injection. Unlike the 
other measurements, it was seen that the 
measurement taken from 0 m was 24 μSv/h in the 
stage of preparation and 162 μSv/h in the stage of 

injection in the application indicated by the 
number 9.  

By considering the staff has worked during Y-90 
avtivity loading from an average distance of 50 cm 
and with a total time of 0.5 h in the stage of 
preparation and injection, the average effective 
dose taken by staff per an application was 
calculated 0.92±0.48 μSv for TheraSphere and 
3.22±0.89 μSv for SIR-Spheres. 

The dose rate measurements recorded from 
radioactive wastes generated after application with 
TheraSpheres and SIR-Spheres application were 
given in Tables 4 and 5. 

The mean dose rate measurement taken from the 
liver after Therasphere injection was found 
19.75±0.63 μSv/h and the mean dose rate 1 m from 
patients after 24 h at discharging time was 4±0.28 
μSv/h. These dose rate measurements found to be 
lower than previously reported values [12]. The 
dose rate measured from the surface of the plastic 
container including collected radioactive waste in 
Therasphere therapy was found 0.5±0.1 μSv/h. In 
light of these results, it was observed that the dose 
rate measurements of radioactive waste were 
obtained below 1 μSv/h. 

The mean dose rate measurement taken from the 
liver after SIR-Spheres injection was 44.85±0.95 
μSv/h and the mean dose rate from 1 m to patients 
after 24 h at discharging was found 3.2±0.15 
μSv/h. These dose rate measurements were found 
to be lower than previously reported values [12]. 
The dose rate measured from the surface of the 
plastic container including radioactive waste 
generated SIR-Spheres application was found 
1.1±0.08 μSv/h.  

Statistical analysis was performed with t-test 
(Student’s t-test) to determine whether there was a 
difference in dose rate measurements recorded 
from the surface of the plastic container for 
Theraspheres and SIR-Spheres application. There 
was a significant difference between the 
measurements of radioactive wastes for 
Therasphere and SIR-Spheres (P: 0.001287). 

4. DISCUSSION 

Y-90 radioisotope in the treatment of primary and 
metastatic liver tumor is increasingly used due to 
its clinical suitability and encouraging results after 
treatment. It is also advantageous to be safer in 
sense of radiation protection, unlike in other 
Peptide Receptor Radionuclide Therapy (PRRT) 
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which has beta and high energy gamma rays such 
as Lu-177, I-131. In the field of radiation 
protection related to Y-90 are emphasized mainly 
the calibration procedures and the treatment 
method in the literature, on the other hand, the 
exposed doses to staff have been reported rarely 
[12-14]. Our results were found to be consistent 
with the work of Aubert et al. [13] which is about 
absorbed radiation dose of exposed to staff per 
application. 

Y-90 microsphere treatment is performed 
approximately twice a week in our clinic, an 
average of 96 patients are treated per year. 
Considering the annual patient population, the 
dose contribution of Y-90 applications showed 
very low percentage to the annual permissible dose 
(0.44% for Therasphere and 1.5% for SIR-
Spheres) for staff. 

A comparative study was carried out by evaluating 
the environmental dose rate measurements 
between the Theraspheres and the SIR-Spheres. 
The environmental exposure level varied in both 
Y-90 applications in terms of our results, in the 
phase of preparation and injection, the 
environmental exposure resulting from SIR-
Spheres application are higher than TheraSphere 
application. The reason for this difference is 
probably attributed to the open system of SIR-
Spheres, therefore contamination probability had 
increased when the activity fraction was done in 
the laboratory. 

External dose rate limits have not been yet 
established due to biodistribution of Y-90 and its 
pure beta emitting inside the body. According to 
the ICRP 2009 report, a limit was not shown 
because the Y-90 dose rate was too low [15]. On 
the other hand, in the study reported by R. Smart 
et al., the dose rate at 1 m distance from a patient 
given 4400 MBq Y-90 microsphere activity was 
found to be approximately 5 μSv/h [16].  

It was observed that the average dose rates 
measured at 1 m distance from patients at 
discharging were below 4 μSv/h and the dose rates 
measured from radioactive wastes generated after 
the applications both Therasphere and SIR-
Spheres were below 1 μSv/h as our results are 
compatible with the study reported by Cremonesi 
M. et al [17] and literature listed. Eventually, the 
environmental exposure doses originated from 
both SIR-Sphere and TheraSphere application are 
in compliance with the legislation.  

In our study, it was enlighted that the staff was 
generally exposed to low doses, but when they 
performed an applicationt with SIR-Spheres, they 
received about 3.5 times more dose than 
TheraSphere. 

5. CONCLUSION 

In SIR-Spheres applications, slightly higher levels 
of environmental exposure were observed due to 
contamination. Contamination can be summarized 
as misinterpreting the activity, spreading the 
activity while dividing the activity, and not 
releasing the wastes generated during the division 
process. Nonetheless, the staff of interventional 
radiology and nuclear medicine were exposed to 
low doses in both SIR-Spheres and Theraspheres 
applications. Further, radioactive wastes collected 
after SIR-Spheres application should be stored for 
3 days -during this time the dose will be further 
reduced by half-time-, while that of Therasphere 
was not necessary to store before disposing.  

Considering the instrumentation used in 
applications, it was found that using plexy material 
shielding to protect the environmental exposure 
providing more radiation protection against large-
scaled beta paricles as Y-90. It was also observed 
that the use of hot cell and lead aprons greatly 
reduce the absorbed dose from Bremmstrahlung. 
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APPENDICES 

Table 1. Devices and instruments used for radiation protection in the different phases of therapy 

Phases of therapy   Devices/instruments   Purpose 

Hot Lab.    Hot cell    To shield Y-90 β- rays and bremsstrahlung 

    Latex gloves   To avoid contamination 

    Long tongs   To handle the Y-90 vial and reduce dose rate 

    Polymethylmethacrylate cylindrical case To shield Y-90 vials and syringes 

    Lead aprons   To reduce the exposure to bremsstrahlung 

    Electronic dosimeter   To monitor the dose rate outside the vial 

Activity Administration  Infusion system   -  

    Latex gloves   To avoid contamination 

    Lead aprons   To reduce the exposure to bremsstrahlung 

Electronic dosimeter To monitor the dose rate outside the vial and the radioactive waste 

Patient hospitalisation   Lead aprons   To reduce the exposure to bremsstrahlung 

Electronic dosimeter To monitor the spreading dose rate from patient at 1 meter 
 

Table 2. Dose rate measurement in Y-90 Theraspheres therapy 

Patient No  Activity  Time  Distance    Stage of Preparation  Stage of Injection 

(MBq)  (h)  (cm)   (μSv/h)    (μSv/h) 

1  2397.6  0.5  0   11.7   4.2 

50   1.2   1.8 

100   0.7   0.9 

2  4695.3  0.5  0   28.7   2.8 

50   1.5   2.5 

100   0.9   0.9 

3   2997.0  0.5  0   1.8   3.8 

50   0.4   1.2 

100   0.2   0.4 

4  3496.5  0.5  0   22   2 

50   1.5   1.3 

100   0.7   1 

5  4095.9  0.5  0   24.4   3.8 

50   1.4   2.5 

100   0.3   0.7 

6  2497.5  0.5  0   10   10 

50   1.5   4 

100   0.1   1.6 

7  4995.0  0.5  0   6.7   4.1 

50   2.1   2.9 

100   0.4   0.6 

Mean±SD.: 3596.4±8.56 0.5  0   15   4.4 

      50   1.4   2.3 

      100   0.47±0.10   0.87±0.13 
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Table 3. Dose rate measurement in Y-90 SIR-Spheres therapy 

Patient No  Activity  Time  Distance    Phase of Preparation  Phase of Injection 

(MBq)  (h)  (cm)   (μSv/h)   (μSv/h)  

1   1295  0.5  0   23   80 

50   7.8   4 

100   2.3   1.5 

Continues... 

2  1554  0.5  0   45   27 

50   7.1   1 

100   2   0.6 

3  1480  0.5  0   41   60 

50   5.6   4 

100   0.8   0.13 

4  1295  0.5  0   21   16 

50   6.2   1 

100   1.7   0.8 

5  1295  0.5  0   27   17 

50   8.2   1.4 

100   1.3   0.7  

6  1665  0.5  0   31   72 

50   6.3   9 

100   2.4   2.1 

7  1554  0.5  0   49   56 

50   6   7 

100   1.8   1.1 

8  1665  0.5  0   35   31 

50   4.3   3.5 

100   1.4   0.9 

9*  1480  0.5  0   24   162 

50   7.6   1.9 

100   2.6   0.6 

10  1295  0.5  0   38   21.3 

50   18   5.6 

100   8   2.2 

11  1480  0.5  0   28   34 

50   18   8.8 

100   6   2.7 

12  1110  0.5  0   25   18.5 

50   9   3 

100   3   0.8 

Mean±SD.: 1464.14±5.46 0.5  0   32.2   49.6 

      50   8.7   4.2 

      100   3.6±0.27   1.48±0.17 

* Application that is thought to be contamination. 
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Table 4. Dose rate measurements which are taken from patients and their radioactive wastes in Y-90 Therasphere therapy 

Patient No                Activity            Discharge Measurement                     Dose rates taken                              Dose rate of radiactive wastes 

                               (MBq)                                (μSv/h)                        from liver after injection (μSv/h)                                 (μSv/h) 

1  2397.6   3.8   28    0.4 

2   4695.3   2.7   14.4    0.28 

3  2997.0   6.4   17    0.39 

4  3496.5   5.2   18    0.28 

5  4095.9   3.8   24    1.7 

6  2497.5   3.9   20.1    0.23 

7  4995.0   2.4   16.8    0.29 

Mean±SD. 3596.4±8.56  4±0.28   19.75±0.63   0.5±0.1 

 

Table 5. Dose rate measurements which are taken from patients and their radioactive wastes in Y-90 SIR-sphere therapy 

Patient No                Activity                     Discharge Measurement                    Dose rates  taken                               Dose rate of radiactive wastes 

                             (MBq)                                    (μSv/h)                     from liver after injection (μSv/h)                                  (μSv/h)                                                        

1  1295   4.6    58    1.1 

2  1554   3.1    22.3    1.3 

3  1480   2.6    20    1.5 

4  1295   2.2    19    1.2 

5  1295   3.7    32    1 

6  1665   4.5    60    1.3 

7  1554   3.7    55    1.1 

8  1665   3.2    52    1.2 

9  1480   2.8    37    0.9 

10  1295   2.6    35    0.9 

11     1480   2.9    42    1.2 

12  1110   2.5    33    1 

Mean:  1464.14±5.46  3.2±0.15   44.85±0.95   1.1±0.08   
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Co-Mg ferrite nanocomposite as a humidity sensor device prepared by                    
Co-Precipitation method  

 
Tuğba Şaşmaz Kuru*1 and Volkan Eyüpoğlu2 

Abstract 

In the present study, the humidity sensing properties of Co-Mg nanocomposite prepared by chemically co-
precipitated have been investigated by impedance analysis. The correlation between the impedance patterns 
and relative humidity have shown remarkable results for further investigation. Whereas, the humidity 
measurement capability of the sensor was high at low frequencies. Also, we identified that this ability was 
continuously diminished at higher frequencies. So, the hysteresis value for successive adsorption and 
desorption of the humidity on ferrite nanocomposite material was also determined as small and also the 
long time measurement stability was excellent. The response and the recovery times for nanocomposite 
materials were identified as 60 s and 300 s respectively. Finally, a direct relationship between the active 
electron and transport mechanism of the humidity onto the nanocomposite has been identified as an 
advanced investigation. 

Keywords: Ferrite nanocomposite, Humidity sensor, Co-Precipitation method, Response and recovery time, 
Impedance. 

 

1. INTRODUCTION 

The sensors are the converters a physical response 
to another one like from pressure to electricity, 
from humidity to electricity, from light to 
electricity, etc. In today's world, we can come 
across lots of different sensors in a different field 
of the life from our homes to advanced 
technological devices. So, the novel exploration, 
development an also improvement of the materials 
which is used in the sensor production, have 
gained more attention among scientists and 
technologists for last three decades [1]. The sensor 
usage in our life is almost an obligation to run and 
control lots of machines and tools to increase their 
life quality and standards [2]. The humidity or 
moisture is a critical parameter for many industrial 
applications and daily life requirements especially 
in food, paper, wood, textile, electronic industries 
and etc.  Moisture regulation and its control are 
                                                      
* Corresponding Author 
1 Vocational School of Health Services, Radiotherapy Program, Okan University, 34959, Istanbul Turkey 
2 Department of Chemistry, Çankırı Karatekin University, Uluyazı Campus, Çankırı, Turkey 

also a necessity for a lot of industrial production 
processes and moisture sense requiring devices 
like air conditioners and refrigerators as a simple 
sample [3]. In the light of these explanations, we 
can see that the humidity sensing and 
measurement can be applied to full range materials 
like polymer [4], crystal [5], thin film [6,7] and 
ceramic [8]. The higher impedance gap versus 
higher sensitivity [9], the stability in an extended 
period of time measurements [10], narrow 
hysteresis [11] properties of the sensors are sought 
as the essential requirements of the humidity 
sensor. The desired material, which should have 
lower response-recovery time interval, is another 
challenging issue of scientific studies [12]. In 
addition to these above, the economy of the sensor 
is another important factor to produce this material 
and so, it should be cheaper, durable, small size 
and constant resistivity towards ambient gases 
[13]. When we think about the mentioned 
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properties of the humidity sensors, exploring the 
right material providing all features mentioned 
above is almost impossible.  So, in much sensor-
based research, scientists try to improve the 
optimization of the certain properties of the sensor 
materials.  

In recent years, ferrite-based nanoparticles have 
been investigated as a newly discovered 
nanoparticle family [14]. Many experimental and 
theoretical studies have been conducted on this 
particle to illuminate their electrical, magnetic and 
structural properties and their applications in 
different fields [15-17]. However, their humidity 
sensing feature has not been already reviewed 
comprehensively and their humidity sensing 
capability and applicability in ambient weather 
conditions is considered as a remarkable topic in 
recent years [18]. The humidity sensor 
applicability tests of the materials can be 
performed by considering some physical analysis 
like impedance measurements [19,20], frequency 
shifting  [21,22], capacitance [23,24] and current-
resistance [25]. Therefore, phase quartz crystal 
microbalance, impedance, and two temperature 
[26] methods have been utilized in many different 
researches. However, lots of methods are still 
employed to control the relative humidity in 
different aspects to determine humidity with a 
humidifier or saturated salt solution [27,28]. 

In the current study, ferrite-based Co-Mg 
containing ferrite nanocomposite material was 
synthesized, and its applicability of humidity 
sensor was illuminated by impedance 
measurements giving the water by dropwise to the 
analysis environment. Thus, the conduction 
mechanism and the performance of 
nanocomposite material in sensor were clarified to 
verify the applicability of synthesized ferrite 
nanoparticles for the long-life humidity sensor. 

2. EXPERİMENTAL 

Co(NO3)26H2O, Mg(NO3)2, Fe(NO3)39H2O and 
NaOH were purchased from (Merck, Germany, 
>99.0%) and directly used for the synthesis of 
Co0.5Mg0.5Fe2O4 based ferrite nanoparticle sample 
without further purifications. All aqueous 
solutions were prepared with deionized water 
(Milli-Q ultrapure water). Ferrite nanoparticle was 
synthesized according to the chemical co-

precipitation procedure [29]. All preparatory steps 
are shown in Fig. 1. 

3. RESULTS AND DISCUSSIONS 

The morphology and microstructures of the Co-
Mg ferrite characterized by a scanning electron 
microscope (SEM, model JEOL—JSM 6060 LV) 
at an acceleration voltage of 20 kV. Fig. 1 shows 
SEM images of the sample. As seen from the 
figure, there is dewetting on the powder sample 
which also prevents us from commenting on grain 
size. However, some planar and spinel formations 
were observed. It means that such a structure is 
likely to make the adsorption process of water 
molecules easier because of the capillary pore and 
large surface area. 

The energy dispersive X-ray (EDX) analysis result 
was also given in Fig. 2, to analyze the chemical 
composition of Co-Mg ferrite nanocomposite. All 
the peaks belong to the main elements of Fe, Co, 
O and Mg and there is no impurity. According to 
EDX results, the sample was successfully formed 
in the desired composition. 

In the current study, the Fig. 3 represents the 
relationship between impedance frequency and 
humidity map of the ferrite nanoparticles. The 
figure apparently put forwards that the sample has 
extraordinary humidity map. According to the 
figure, it is noteworthy that the humidity value is 
obviously changed against tested frequency gap. 
The impedance value of the investigated sample 
was decreased in a constant humidity condition. 
The adsorbed water molecules on the sample have 
prevented the rotation against applied emd [30]. It 
is clear that the impedance values decreased 
exponentially in the frequency range between 
20Hz-10kHz. For example, in 20 Hz test 
frequency, the impedance values were rapidly 
reduced from 4.44x107 ohm to 3.4x104 ohm. 
Especially at low frequencies, the rapid increase in 
the conductivity may be attributed to a result of the 
contribution to the conductivity of the water 
molecules. In that conditions, the conductivity 
occurs via surface conductivity mechanism. The 
rapid increase of the conductivity was related to 
the adsorbed water molecules from the sample 
surface [31]. It means that the sample absorbed 
more water molecules on its surface at low 
humidity and low-frequency conditions. We can 
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even say that this value is almost decreased 
linearly in higher frequency values greater than 10 
kHz. As a remarkable result that impedance value 
is almost independent of the humidity at the 
frequency higher than 1 MHz. The decreasing 
impedance value with increasing relative humidity 
(RH) value can be explained by the adsorption 
mechanism of the water molecules. Also, there is 
an impedance dispersion at low frequencies, and it 
shows a shift towards higher frequencies with 
increasing ambient humidity values [32]. We can 
interpret that the investigated sample has a 
hydrophobic structure at a higher humidity than 70 
% and up to 105 kHz frequency value that the 

impedance value almost stable in this humidity 
and frequency interval [33]. 

The above results, which are logarithmically 
decreased,  are well fitted to the Eq. 1.  

 

� =  � exp(−�/�) + �                            (1) 

 

Here, R2=0.99399, a, b and c values are -184036 
ohm, 876584220 and 7.5 ohm respectively.  

The humidity measurement sensitivity of the 
investigated sample was calculated with Eq. 2

 

 

Figure 1. Preparation steps.
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Figure 2. SEM micrographs at different magnitude and 
EDX analysis of Co-Mg ferrite nanoparticle  

 

 

Figure 3. Humidity, impedance and frequency map of Co-
Mg ferrit. 

 

�% =  �
�������������

���
� �100                              (2)                 

In this equation, ��� and ��������� values belong 
to the impedance values at 20% humidity and 

measured [34]. The moisture measurement 
sensitivity versus ambient humidity for some 
different frequencies was given in Fig. 4. It can be 
clearly seen from the figure that the sensitivity is 
higher at low-frequency values. The sensitivity 
values lower than 1 kHz are more and more 
reliable, and their measurement accuracy for 40% 
RH increases up to 95% sensitivity. It is because 
of rapid changing of impedance with humidity at 
low frequencies. The sensitivity values increase 
with increasing ambient humidity. When the 
ambient humidity decreased below 40%, the 
sensitivity was also decreased rapidly. This 
situation is a result of slow changes in impedance 
values at the lower frequency region. 

 

Figure 4. The sensitivity of the sensor device.  

In the literature, impedance measurements were 
made for the definition of the answer of changing 
humidity in sensing materials. Hysteresis loop of 
humidity exhibits adsorption and desorption 
process of humidity sensors [35]. It is one of the 
critical parameters for the humidity sensor. 
Naturally, a hysteresis characteristic is used for 
testing a sensor's reliability [36]. Fig. 5. shows the 
hysteresis loops between adsorption and 
desorption processes that measured whole 
humidity range for seven % RH value, at 1 V, 10 
kHz, and room temperature, and results given as a 
function of RH%. Co-Mg ferrite impedance 
decrease in a range of 22%-90% with increasing 
RH%. This figure demonstrates that the 
impedance values within desorption process 
nearly settle the amounts under the adsorption. 
This is the general feature of humidity sensors. As 
clearly seen from the figure Co-Mg ferrite exhibits 
a narrow hysteresis loop and this is one of the most 
desirable properties of humidity sensors for 
stability. Nevertheless, the sensing curves did not 
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overlap. Instead, a closed loop was noticed in the 
range of middle humidity. 

 

Figure 5. Humidity Hysteresis loop of the Co-Mg sample. 

Response and recovery time is one of the key 
feature demonstrating the performance of the 
device. Fig. 5. shows response and recovery time 
of Co-Mg nanocomposite ferrite material. During 
the adsorption and desorption process, impedance 
measurements were made as a function of time, at 
10 kHz and between 22% - 90% RH. As seen from 
the Fig. 6 that the response and the recovery curve 
is repeated. Response and recovery time is known 
as elapsed time of the total impedance change of 
the sample to the value reached in amounts 
corresponding to 90% during adsorption and 
desorption. According to this, the response time of 
the sample is 300 s while recovery time is 60 s. 
Thus, recovery time is shorter than response time. 
The reason for this is because adsorption is faster 
than desorption of the sample. The point to be 
noted here, in the laboratory conditions value of 
RH is 20%. It may be thought that these times will 
be shortened by lowering to smaller humidity 
values. Furthermore, as seen in the figure, the 
repeatability of the assay was confirmed. 
In this study, Co-Mg ferrite measured different 
relative humidity. Fig. 7. demonstrates long-term 
stability at five different RH% levels. Impedance 
was measured every ten days for 60 days (first 10 
days, it was measured more frequently). As seen, 
no significant changes have been observed in 
impedance at lower humidity. For all that, there is 
a small charge at 90% humidity. These results 
underline that Co-Mg ferrite has an excellent 
stability and it can be correctly applied to practical 
humidity sensors [37]. 

 

Figure 6. Response and recovery loops. 

 

Figure 7. Long time stability of the sample at from 

humidities. 

Nyquist’s plots are necessary to introduce the 
sample conductivity mechanism. In Fig. 8. 
Nyquist plots of the sample being investigated are 
shown. These curves reveal one of the intrinsic 
features of impedance which belongs to sample 
[38]. A tail at low-frequency region represents the 
ionic case. However, as seen from all curves, tail, 
which is not the low-frequency side, has the 
meaning of appropriate electronic conductivity 
mechanisms. Undefined half circles at low 
humidities show that electronic conductivity 
mechanism is still active at much lower 
frequencies. Completed half loops are seen at 48% 
and higher humidity values. For these circuits, 
although electronic conductivity mechanism is 
completely active, this means a sign for possible 
ionic conductivity. The essence of the matter, the 
absence of ionic conductivity with increasing 
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humidity is a cause of non-increased conductivity. 
Semicircle suppressed by the low frequency 
indicates the Havriliak-Negami type relaxation 
mechanism. This situation defines the equivalent 
circuit formed by the parallel connected resistor-
capacitor combination [39]. Equivalent circuits’ 
resistance decreases from 5x107 ohm to 2.5x104 
ohm, capacitor decreases from 18 pF to 3 pF while 
RH increase from 22% to 90%. This behavior of 
half loops means that same conductivity 
mechanism works for all RH values. 

 

Figure 8. Co-Mg ferrites impedance measurement for 
Argand diagram. 

4. CONCLUSION 

Co-Mg ferrite nanoparticle prepared by chemical 
co-precipitation was studied as a humidity sensor 
material. Many features that are important for 
humidity sensors have been researched. Along 
with this investigation examined sample reveals 
excellent humidity, impedance and frequency 
map. According to this map, higher precision 
humidity measurements have demonstrated at the 
low-frequency region. According to design for a 
possible device, the low-frequency impedance-
humidity fitting curve has been found to decrease 
logarithmically. Also, hysteresis curve, during 
adsorption and desorption, seems to be normal 
range. Although response and recovery times are a 
bit long, measurements covering a long time have 
shown, impedance remains stable for different 
humidity values. Finally, electronic conductivity 
mechanism has understood to be suitable for 
increasing relative humidity. According to these 
features, the investigated sample is interesting for 
humidity sensor application. 
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A Note On Convergence of Nonlinear General Type Two Dimensional Singular 
Integral Operators 

Mine Menekşe Yılmaz*1  

Abstract 

The object of this study is to present both the pointwise convergence and the rate of convergence of the 
nonlinear integral operators given by 

��(�, �; �) = � ����, �, �, �; �(�, �)�����

�

, (�, �) ∈ Ω, � ∈ � 

where Ω = 〈�, �〉 × 〈�, �〉 is arbitrary bounded region in ℝ� or Ω = ℝ�, morever, � is a set of nonnegative 
numbers, �� is an accumulation point of E, and the function � is Lebesgue- integrable function on Ω. 

Keywords: Lebesgue point, nonlinear singular integral, Lipschitz condition, pointwise convergence. 

 

1. INTRODUCTION 

In [1], Musielak introduced a new type 
convergence problem using the nonlinear integral 
operatorsin the following form 

���(�) = ∫ ���� − �, �(�)�
�

�
��, � ∈ 〈�, �〉      (1)

       

and by assuming the whose kernel �� satisfies 
the generalized Lipschitz condition. 

By using this idea, Bardaro et al. ([1], [3]) and in 
[4], Karsli studied the special cases of equation (1) 
in some Lebesgue spaces. Also, in [5], Swiderski 
and Wachnicki gave the theorems on pointwise 
aproximation of the operators of equation (1) in the 
class of integrable and periodic functions. For 
further informations on nonlinear integral 
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operators, we mention some of studies as [1]-[12]. 
Also, the several approximation properties of 
many new type integral operators have been 
studied and discussed by some authors, see [13]-
[15]. 

In this note, first, we present the pointwise 
convergence, and in the sequel, we give the rate of 
convergence of general type nonlinear two 
dimensional singular integral operators of the 
following type: 

��(�, �; �) = � ����, �, �, �; �(�, �)�����,

�

 

(�, �) ∈ Ω, � ∈ E    (2) 

under various assumptions on �(�, �) and (��)�∈� . 

By ��(Ω), we denote the class of all functions 
�(�, �) Lebesgue-integrable over the rectangle 
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Ω = 〈�, �〉 × 〈�, �〉 or Ω = ℝ� and E is a set of 
positive numbers and �� is an accumulation point 
of E. 

First, we shall give the basic concepts which are 
used in this paper. 

Definition 1.1. A point (��, ��) ∈  Ω is a �-
generalized Lebesgue point of function � ∈ ��(Ω) 
if  

lim
(�,�)→(�,�)

1

�(ℎ, �)
� � ��(�� ± �, �� ± �)

�

�

�

�

− ��(��, ��)������ = 0 

where 0 < ℎ ≤ � − �, 0 < � ≤ � − � and 

�(ℎ, �) = ∫ ∫ �(�, �)����
�

�

�

�
 

is non-negative function provided �(�, �) is 
nonnegative Lebesgue integrable function defined 
on [0, � − �] × [0, � − �] (see [16]). 

We have created the following definition by taking 
advantage of the article [11] and [17]. 

Definition 1.2. If the family of functions 

����
�∈�

,��: ℝ� × ℝ� × E →  ℝ, holds the 

following condition and then we say that ����
�∈�

 

belongs to class �: 

a) ��(�, �, �, �, 0) = 0, for every �, �, �, � ∈ ℝ 

and � ∈ E. 

b) Let ��: ℝ� × ℝ� × Λ →  ℝ�
� be a function 

such that  

���(�, �, �, �; �) − ��(�, �, �, �; �)�

≤ ��(�, �; �, �)|� − �|, 

for every �, �, �, � ∈ ℝ and � ∈ �. 
Moreover, for any fixed (�, �) ∈ Ω, 
��(�, �, �, �) is integrable function of (�, �). 

c) For every � ∈ ℝ and any fixed (�, �) ∈ Ω 

lim
�→��

�� ��(�, �, �, �; �)���� − � 

ℝ�

� = 0 

d) For any fixed (�, �) ∈ Ω and for every � >
0 

lim
�→��

� sup
(�,�)∈ℝ�\��(�,�)

��(�, �; �, �)� = 0 

where  

��(�, �) = (� − �, � + �) × (� − �, � + �). 

e) For any fixed (�, �) ∈ Ω 

lim
�→��

� ��(�, �, �, �, �)���� 

ℝ�\��(�,�)

= 0 

f) For every � ∈ E 

���(. )�
���ℝ��

≤ � < ∞, 

g) For any fixed � ∈ 〈�, �〉, ��(�, �; �, �) is 

non-increasing as a function of � on 
⟨� − �, �] and non-decreasing function on 
[�, � + �⟩, for each fixed � ∈ Λ. Similarly, 
for any fixed � ∈ 〈�, �〉, ��(�, �, �, �) is 

non-increasing as a function of � on 
⟨� − �, �] and non-decreasing function on 
[�, � + �⟩ for each fixed � ∈ E. 

Analogously, for any fixed (�, �) ∈ Ω and 
fixed � ∈ E, ��(�, �, �, �) is bimonotonically 
increasing with respect to (�, �) on both 
〈�, � + �〉 × 〈�, � + �〉 and ⟨� − �, �] × ⟨� −
�, �]. Similiarly, ��(�, �; �, �) is 

bimonotonically increasing with respect to 
(�, �) on both [�, � + �⟩ × ⟨� − �, �] and 
⟨� − �, �] × [�, � + �⟩. 

2. POINTWISE CONVERGENCE 

Now we shall prove the existence of the integral 
operators in equation (2) by the Theorem 2.1. 

Theorem 2.1. If � ∈ ��(Ω), then for every � ∈ E,  

�� ∈ ��(Ω) and ����
��(�)

≤ �‖�‖��(�)  

Proof.We define a function  

ℎ(�, �) = �
�(�, �),        (�, �) ∈ Ω

0,             (�, �) ∈ ℝ\Ω
               (3) 

Using Fubini’s Theorem (see, e.g., [18]) and 
conditions (a), (b) and (f) of class � we get the 
following inequalities: 

���(�, �; �)�
��(�)

= �� ����, �, �, �; �(�, �)�����

�

� ���� 

≤ � � � � |ℎ(�, �)|��(�, �, �, �)

�

��

�

��

�����

�

���� 

≤ ‖�‖��(�)����
���ℝ��

. 

The proof is completed for this case. 
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Now we assume that Ω = ℝ�. Following similar 
steps, as in the first case, we have 

���(�, �; �)�
��(�)

≤ ����
���ℝ��

‖�‖���ℝ�� 

≤ �‖�‖���ℝ��. 

The proof is completed. 

We shall show to pointwise convergence of the 
operator (2) at the μ-generalized Lebesgue point. 

For � > 0, let �� denote the set 

⎩
⎪
⎨

⎪
⎧ (�, �, �) ∈ ℝ� × �:

� �
{��(�, �; ��, ��) ×

�(|� − ��|, |� − ��|)����}

����

����

����

����

    < �

⎭
⎪
⎬

⎪
⎫

 

Theorem 2.2. Let (��, ��) be a � −generalized 
Lebesgue point of function � ∈ ��(Ω) and 
functions �� satisfies the assumptions listed in 

class �, then for any � > 0 and (�, �, �) ∈ ��  

lim
�→�0

����0, �0; �� = � ��0, �0�. 

Proof. Suppose that (��, ��) ∈ Ω is the 
� −generalized Lebesgue point of function � ∈
��(Ω) and 

0 < �� − � <
�

�
 and 0 < �� − � <

�

�
 for all � > 0 

satisfying 

�� + � < �, �� − � > �, 

�� + � < �, �� − � > �.  

For the remaining cases, the proof follows a 
similar line. From Definition 1.1, for a given � >
0 there exists a � > 0 such that for all ℎ and � 
satisfying 0 < ℎ, � ≤ � the inequality: 

� � |�(�, �) − �(�� − ��)|���� < ��(ℎ, �)

��

����

����

��

 

holds. 

By conditions (�) and (�) of class �, and from 
equation (3) using the extention �(�, �) of �(�, �), 
we get the following inequality: 

���(��, ��; �) − �(��, ��)� 

≤ �|�(�, �) − �(�� − ��)|��(�, �; ��, ��)����

�

 

+|�(��, ��)| � ��(�, �; ��, ��)����

ℝ�∖�

 

+�∬ ����, �; ��, ��; �(��, ��)�����
ℝ� −

�(��, ��)� 

= �� + �� + ��. 

The necessity of (�) and (�) of class � provides 
the �� → 0 and �� → 0 as � → ��, respectively. 

Splitting �� into two parts, we get the following: 

�� = 

� |�(�, �) − �(��, ��)|��(�, �; ��, ��)����

�∖��

 

+ �|�(�, �) − �(��, ��)|��(�, �; ��, ��)����

��

 

= ��� + ��� 

where �� = (�� − � , �� + �) × (�� − �, �� + �) 
stands for the family of all neigborhoods of 
(��, ��) in ℝ�. 

For the integral ��� we may write the following 

��� = 

� |�(�, �) − �(��, ��)|��(�, �; ��, ��)����

�∖��

 

≤ � sup
(�,�)∈ℝ�\��(�,�)

��(�, �; ��, ��)� 

× �‖�‖��(�) + �(��, ��)|� − �||� − �|� 

by condition (�), ��� → 0 as � tends to ��. 

Now, we focus on the integral ���. It is easy to see 
that ��� can be written in the following form: 

��� = 

� � � +

��

����

����

��

� � + � � +

����

��

��

����

� �

����

��

����

��

��

����

��

����

� 

|�(�, �) − �(��, ��)|��(�, �; ��, ��)���� 

= ����+���� + ���� + ����. 

We shall prove ��� → 0 as � → ��. It is enough to 
show that the integrals ����, ����,  ���� and ���� 
tend to zero as � → �� on ��. 

Let us define a new function as such: 
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�(�, �) ≔ � � |�(�, �) − �(��, ��)|����.
��

�

�

��

 

Then, for all � and � satisfying � − �� ≤ � and 
�� − � ≤ � we have 

|�(�, �)| ≤ ��(� − ��, �� − �)  (4) 

The following equality holds for the integral ����: 

|����| = � � � |�(�, �)

��

����

����

��

− �(��, ��)|��(�, �; ��, ��)����� 

= �(��) � � ��(�, �; ��, ��)����[−�(�, �)]

��

����

����

��

�, 

where (��) means Lebesgue-Stieltjes integral. 

Using the integration by parts (see [20]) to the 
Lebesgue-Steltjes integral ����, we have the 
following inequality: 

|����| ≤ � � � �(�, �)�������(�, �; ��, ��)�

��

����

����

��

� 

+ � � �(�, �� − �)�����(�, �� − �; ��, ��)�

����

��

� 

+ � �(�� + �, �)�����(�� + �, �; �, �)�

��

����

 

+��(�� + �, �� − �)���(�� − �, �� − �; �, �)��. 

from equation (4), we have the following 
inequality: 

Ι��� ≤ �{ � � �(� − ��, �� − �)

��

����

����

��

 

�������(�, �; ��, ��)�} 

+� � �(� − ��, �)

����

��

������(�, �� − �; ��, ��)�� 

+� � �(�, �� − �)

��

����

������(�� + �, �; ��, ��)�� 

+��(�, �)��(�� + �, �� − �; ��, ��) 

= �� + �� + �� + ��. 

Using the condition (�) and applying the 
integration by parts to each integral, the following 
inequality is obtained (for the rest of the operations 
see [19] and [20]). 

|����| ≤ � � � ��(�, �; ��, ��)

��

����

����

��

 

�(|� − ��|, |� − ��|)����. 

Computing the integrals ����, ���� and ���� with the 
same method, and combining the obtained 
inequalities we have the following inequality 

|Ι��| ≤ � � � ��(�, �; ��, ��)

����

����

����

����

 

�(|� − ��|, |� − ��|)���� 

which in viev of the definition of the set �� tends 
to zero as � → ��. 

Thus the proof of the theorem is completed. 

Theorem 2.3. Let (��, ��) ∈ ℝ� be a 
� −generalized Lebesgue point of function � ∈
��(ℝ�) and function �� satisfies the assumptions 

listed in class �, then for any � > 0 and 
(�, �, �) ∈ ��  

lim
�→�0

����0, �0; �� = � ��0, �0�. 

Proof. The proof can be shown analogous to the 
proof of Theorem 2.2. 

3. RATE OF CONVERGENCE 

In this part, we establish the rate of pointwise 
convergence which we got in the Section 2. 

Theorem 3.1. Suppose that the hypothesis of 
Theorem 2.2 is satisfied. Let 
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Δ(�, �, ��, ��) = � � ��(�, �; ��, ��)

����

����

����

����

 

�(|� − ��|, |� − ��|)���� 

for 0 < � < �� and the following assumptions be 
satisfied: 

i. Δ(�, �, ��, ��) → 0 as � → �� for some 
� > 0. 

ii. For (��, ��) ∈ Ω 

� ��(�, �; ��, ��)����

ℝ�∖��

= ��Δ(�, �, ��, ��)� 

as � → ��. 

iii. For (��, ��) ∈ Ω 

�� ��(�, �; �, �, �)����

ℝ�

− ��

= ��Δ(�, �, ��, ��)� 

as � → �� 

iv.  For (��, ��) ∈ Ω 

sup
(�,�)∈ℝ�\��

��(�, �; ��, ��) = ��Δ(�, �, ��, ��)� 

� > 0, as � → ��. 

Then, at each � −generalized Lebesgue point of 
� ∈ ��(Ω) and we have as � → ��. 

���(��, ��; �) − �(��, ��)� = ��Δ(�, �, ��, ��)�. 

Proof. Omitted. 
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The explanation of metallic nature of BBi(110) surface 

Sadık BAĞCI*1 

Abstract 

In this study, the structural, elastic and electronic properties for zinc-blende BBi have been investigated by using 
plane wave ab initio calculations within the density functional theory. The local density approximation was employed 
to take account of electronic exchange and correlation energies. The lattice constant and bulk modulus are in good 
agreement with previous theoretical results. The elastic constants are also calculated using the volume-conserving 
tetragonal and monoclinic strains. The electronic band structure and density of states of BBi are also presented and 
discussed in detail. Using our results for bulk properties of BBi, we have obtained the atomic relaxed geometry and 
electronic band structure of the (110) surface of BBi for the first time in the literature. We have also discussed total 
and partial electronic density of states for BBi(110) surface to explain metallic nature of this surface. At the end of 
our study, we have compared our surface electronic structure with other metallic (110) surfaces of AlBi, GaBi and 
InBi.  

Keywords: Ab initio calculations, BBi(110) surface, Surface electronic structure, Surface electronic DOS 

 

1. INTRODUCTION 

In recent years, III-Bi compounds and their alloys have 
attracted the attention of the researchers because of 
their remarkable physical properties [1-13]. The first 
member of this series Boron Bismuth (BBi) has been 
reported in several theoretical studies [1-13] due to its 
interesting properties such as a small band gap, low 
ionicity, high mechanical strength and high melting 
point [14-18]. Although there are several theoretical 
works about physical properties of BBi, it has not been 
synthesized yet. In some of these theoretical works, the 
ground state phase of BBi is confirmed as zinc-blend 
(ZB) [4-6]. The ground state properties and also 
electronic and optical properties of BBi have been 
investigated by several theoretical research group in 
recent years [1-12]. Ferhat and Zaoui have reported 
negative band gap for BBi using full potential 
linearized augmented plane-wave (FLAPW) method 
[4]. On the other hand, Shouxin et al. have obtained 
indirect band gap for BBi by using generalized gradient 
approximation (GGA) [2]. In addition, Wang and Ye 
[7] have also attained similar result for energy band gap 

                                                      
* Sadık Bağcı(sbagci@sakarya.edu.tr)  
1 Sakarya Üniversitesi Fen Edebiyat Fakültesi Fizik Bölümü Esentepe Kampüsü Serdivan / SAKARYA 

of BBi using local density approximation (LDA). 
Otherwise, Madouri and Ferhat [6], Deligoz et al. [3] 
and B. G. Yalcin et al. [8,9] have calculated direct band 
gap for BBi compound using DFT. The dynamical 
properties of BBi are also presented by Deligoz et al. 
[3] and Belabbes et al. [13] in different studies.    

In this study, the structural properties such as lattice 
parameter and bulk modulus of BBi have been 
calculated by using an ab initio pseudopotential method 
based on the density functional theory within the local 
density approximation. Using calculated lattice 
parameters, the cubic elastic constants, C11, C12 and C44, 
have been obtained under favour of volume-conserving 
tetragonal and monoclinic strains. The electronic band 
structure and density of states (DOS) of bulk BBi have 
been investigated and discussed in detail. All obtained 
bulk properties for BBi have been also compared with 
previous theoretical works. Although there are wide 
range of theoretical works related to bulk properties of 
BBi, its surface properties are totally paid no attention 
in the literature. However, the surface properties of a 
material play an important role to obtain the application 
areas in electronic and optical devices. Therefore, using 
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bulk properties of BBi, we have obtained theoretical 
results of the relaxed atomic geometry of (110) surface 
of BBi, first time in the literature. The relaxed geometry 
of BBi(110) is similar with other III-V(110) surfaces: 
the cation-anion chain become tilted with the anions 
being raised. In addition to relaxed geometry of 
BBi(110), the surface electronic band structure and 
DOS have been also obtained and discussed. We have 
compared surface electronic states with projected bulk 
electronic spectrum to obtain surface electronic band 
structure of BBi(110) surface.  

2. THEORY 

The first principles calculations based on the density 
functional theory with the local density approximation 
have been performed by using the QUANTUM 
ESPRESSO package [19] in this study. 

For the exchange and correlation effects were solved 
using local density approximation (LDA) [20,21]. The 
pseudopotentials for B and Bi are generated using a 
Troullier-Martin norm conserving scheme [22]. The 40 
Ry cut off energy has been implemented to expand the 
electronic wave functions. We use ten special k points 
in the irreducible part of the Brillouin zone. We have 
used 15 atomic layers atomic slab and five atomic 
layers vacuum region to model a supercell geometry for 
the (110) surface of BBi. The Kohn-Sham equations 
have been used to achieve relaxation of atomic and 
electronic degrees of freedom [23]. For the relaxation 
of atomic geometry, all atoms were allowed to relax 
except the central plane of the atomic slab. The 
equilibrium positions of the atoms in the supercell 
geometry are ascertained by using the forces smaller 
than 0.1 mRy/au on the atoms. We have used nine 
special k points for surface calculations 

The elastic constants for the ZB phase were extracted 
using the procedure discussed by Wang and Ye [7]. It 
is clearly known that three independent elastic 
constants namely C11, C12 and C44 are used to describe 
elastic properties of a cubic crystal, basically. In this 
study we have used the volume-conserving tetragonal 
and monoclinic strains to calculate C11–C12 and C44, 
respectively. After these calculations, the elastic 
constants of C11 and C12 have been obtained by using 
the relation B=1/3(C11+2C12). B is determined as bulk 
modulus in this relation.   

3. RESULTS AND DISCUSSIONS 

3.1. Structural and Electronic Properties of BBi 

First of all, we have calculated total energy of the unit 
cell using different lattice parameters (a) to attain the 

equilibrium lattice constant (a0) of the zinc blende 
phase BBi. By means of this lattice parameter, the 
equilibrium bulk modulus (B) and its pressure 
derivative (��) have been also determined by 
Murnaghan equations [24]. Table 1 presents our 
calculated results for BBi, in comparison with available 
theoretical studies [1-4,9]. In this table, we have 
compared our obtained structural parameters with other 
previous theoretical studies. It can be seen from Table 
1 that our results and previous studies are in good 
agreement to each other. We have also presented our 
calculated cubic elastic constants (C11, C12 and C44) and 
available previous theoretical values for BBi in this 
table. According to the our knowledge, BBi has never 
been synthesized, yet. Therefore, it is important to 
investigate the mechanical stability for zinc blende 
phase of BBi. It is clearly known that there are four 
requirements to determine mechanical stability in cubic 
crystal: C11>0, C44>0, C11-C12>0 and C11+2C12>0. It 
can be seen from Table 1 that, our obtained elastic 
constants obey these stability conditions similar with 
other previous theoretical results. 

 

Table 1. Structural and elastic properties of BBi and their 
comparison with previous theoretical results. 

Source 
(Method) 

a   (Å) B 
(GPa) 

�� C11 

(GPa) 
C12 
(GPa) 

C44 
(GPa) 

This work  
(LDA) 

5.365 87.70 4.09 122.16 70.47 85.97 

Theory [1] 
(TBIP) 

5.415 99.30 - 197.78 85.87 105.9 

Theory [2] 
(GGA) 

5.464 81.89 4.32 147.35 46.16 83.81 

Theory [3] 
(LDA) 

5.415 99.30 4.51 164.06 66.92 90.75 

Theory 
[4] (LDA) 

5.416 86.27 4.60 163.80 28.30 86.30 

Theory 
[9] (GGA) 

5.528 66.48 5.76 - - - 

 

We have presented the calculated electronic band 
structure of BBi in Figure 1. The calculated overall 
band structures of BBi are similar with the obtained 
electronic band spectrum for the B-V compounds [25]. 
It can be seen from Fig. 1 that BBi has an indirect band 
gap with the valence band maximum locates at the  
point and the conduction band minimum is along the -
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X direction close to the X point. The calculated band 
gap value of BBi is 0.56 eV.  

 

 

Figure 1. The electronic band structure for BBi. 

 

Figure 2. Total and partial density of states (DOS) for BBi. 

 

The total and partial density of states (DOS) for BBi 
are presented in Figure 2, in order to explain all band 
characters, clearly. There are three distinct regions 
named V1, V2 and V3 in the total valence DOS. V1 is 
localized between -16 eV and -11 eV and consist of B-
2s, B-2p and Bi-6s orbitals. V2 is the sharpest peak 
localized nearly -7 eV and the main contributions to 
this peak comes from the 6p bands of Bi atom and 2s 
bands of B atom. V3 is occured by B and Bi p orbitals 
with the nearly same contributions. It can be seen from 
Fig. 2 that there is a strong p-p mixing in the V3 band 
which is mainly composed of Bi 6p hybridized with B 
2p. For the conduction bands, main contribution to 
DOS comes from B 2p orbital hybridized with B 2s. As 
can be seen from Fig.2, there is also small contribution 
from Bi 6p orbital to DOS of conduction bands.  

 

3.2. Structural and Electronic Properties of 
BBi(110) Surface 

The clean cleaved (110) surface of zinc-blende 
materials retains the primitive (11) periodicity and the 
outermost layer of an ideal (110) surface contain 
equivalent cation and anion atoms. In our calculations, 
positions of the fourth layer atoms have been found to 
be very near the their classic bulk positions. Therefore, 
the relaxation of the (110) surface structure of BBi may 
be explained in terms of the tilt angles of the atomic 
chains in the three outermost layers. In Fig. 3, the 
schematic diagram of the relaxed top three layers of the 
BBi(110) surface and the key structural parameters 
have been presented. The relaxation of these surfaces 
is explained by the well known cation-anion chains 
become tilted with anions being raised, as displayed in 
Fig. 3.  

Our computed surface structural parameters, defined in 
Fig. 3, are listed in Table 2 together with the previous 
theoretical results of other B-V(110) surfaces [25,26]. 
Our calculated surface bond length of top-layer atoms 
(2.285Å) is 2 % less than the calculated bulk bond 
length value of 2.323 Å. This shortening on the atomic 
bond length clearly indicates that interatomic bonding 
on BBi(110) surface is stronger than the corresponding 
bulk BBi bonding. 
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Figure 3. Schematic representation of the relaxed atomic 
positions indicating the key structural parameters for the 

cubic (110) surface of BBi. 

 

The surface tilt angle of BBi(110) is found to be 27.40. 
This means that the tilt angles of B-V(110) surfaces 
increases from BN(110) to BBi(110) as can be seen 
from Table 2. The another important surface structural 
parameter, the surface buckling 1, for BBi(110) is 
found to be 0.587 Å which is convenient to raise from 
BN(110) towards BBi(110). Thus, these results are 
confirmed by Duke law says that 1, increase almost 
monotonically with the dsb. 

 

Table 2. Calculated structural parameters (in Å) defined in 
Fig. 3 for BBi(110) surface and their comparison with other 

(110) surfaces of boron compounds. 

BV(110) 
surface 

1, 1,y 2,y d12, d23, dsb  

BBi(110
) 

0.58
7 

1.131 1.337 
1.30

6 
1.72

2 
2.28

5 
27.4

0 

BSb(11
0) [25] 

0.54
9 

1.102 1.421 
1.28

4 
1.67

4 
2.22

4 
26.5

0 
BAs(11
0) [25] 

0.48
5 

0.99
2 

1.161 1.177 
1.52

4 
2.00

7 
26.1

0 
BP(110) 
[25] 

0.42
3 

0.93
7 

1.091 1.119 
1.44

1 
1.89

5 
24.4

0 
BN(110
) [26] 

0.21
3 

0.66
0 

0.87
0 

1.12
4 

1.30
0 

1.44
0 

17.9
0 

 

The surface electronic band structure of BBi(110) is 
presented along the several symmetry directions of the 
surface Brillouin zone in Figure 4. In this figure, the 
solid curves are localized surface states for relaxed 
BBi(110) while the surface states in the fundamental 
gap shown as dotted curves are obtained from 
unrelaxed BBi(110) surface. It can be seen from Fig. 4 
that the general pattern of surface electronic structure 
of BBi(110) is similar with other III-V(110) surfaces 
[25-28].  

 

 

Figure 4. The electronic band structure of the BBi(110) 
surface. The projected bulk spectrum is shown by hatched 
regions. The localized surface states of the relaxed (solid 

curves) and unrelaxed (dotted red curves) BBi(110) surface. 
The Fermi level corresponds to 0 eV. 

 

It is very important to note that BBi(110) surface is 
clearly metallic for both relaxed and unrelaxed 
structures with at least one surface state crossing the 
Fermi level, in contrast with bulk BBi is a narrow gap 
semiconductor. For the relaxed BBi(110) surface, there 
are five surface states in the gap regions between the 
projected bulk spectrum where the bulk states are not 
located in. Characters of these surface states are 
explained using electronic total and partial DOS shown 
in Figure 5. This figure presents total DOS for first 
three layer of BBi(110) and contribution of first, 
second and third layer atoms to total DOS, separately. 
The lowest surface state is derived from first and third 
layer Bi-6s orbitals, dominantly. Second layer Bi-6s 
and all three layer B-2p orbitals provide a small 
contribution to this surface state. There are two surface 
states in the stomach gap region. These surface states 
show strong dispersion along the �� − ����� direction. 
These bands come from both Bi-6s and B-2s 
orbitals of all three layers. Other surface state with 
energy of -1 eV is nearly flat along the �� −�� − ����� 
directions, and occured by Bi-6p and B-2p orbitals with 
together. The highest surface state, in the fundamental 
gap between the valence band and the conduction band, 
are mainly due to all three layer B atoms.  
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Figure 5. The total and partial density of states for first 
three layer of BBi(110) surface. 

 

In addition, (110) surfaces of AlBi, GaBi and InBi are 
also metallic but only AlBi(110) has an insulator-metal 
transition with very narrow, nearly zero, energy band 
gap of bulk AlBi [29,30]. It is very interesting to note 
that BBi(110) surface shows more accurate transition 
from insulator to metal according to AlBi(110), 
because energy gap of bulk BBi clearly differ from 
zero. The first reason for insulator-metal transition for 

BBi(110) is that the Eg value for surface become 
narrow according to corresponding bulk result of 
energy gap and this difference leads a transition when 
bulk valueof energy gap is small enough. The second 
reason of this transition is binding characters of surface 
atoms are different from corresponding bulk ones.   

4. CONCLUSION 

In this study, the structural, elastic and and electronic 
properties of zinc-blende BBi have been presented by 
applying local density approximation within the 
density functional theory. The structural parameters are 
in good agreement with previous theoretical results. 
The calculated elastic constants of BBi indicates that 
the zinc-blende phase of BBi is mechanically stable. 
The electronic band gap of BBi is also calculated as 
0.56 eV. The structural and electronic properties of 
BBi(110) surface are obtained using our calculated 
bulk properties of BBi, The relaxed geometry of 
BBi(110) is similar with other III-V(110) surfaces: the 
cation-anion chain become tilted with the anions being 
raised. The tilt angle of BBi(110) is 27.40 very close to 
the corresponding tilt angles 26.10 for BAs(110) and 
26.50 for BSb(110) surfaces. It is very important to note 
that BBi(110) surface is found to be metallic in contrast 
with bulk BBi is a narrow gap semiconductor. We have 
also presented total and partial electronic density of 
states for BBi(110) surface to explain metallic nature 
of this surface. At the end of our study, we have 
compared our surface electronic structure with other 
metallic (110) surfaces like AlBi, GaBi and InBi.  
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Application of Monte Carlo Method for Gamma ray Attenuation Properties of Lead 
Zinc Borate Glasses 

Urkiye AKAR TARIM1, Orhan GÜRLER 

Abstract 

This work aims to introduce an useful computational model, based in Monte Carlo simulation, which can 
be used in practical application, and this paper presents values determined using a Monte Carlo algorithm 
for linear attenuation coefficient of lead zinc borate glasses with different percentages of PbO. The 
simulation results have been verified with predictions from the XCOM program in the studied energy region 
from 1 keV to 2000 keV and experimental results. Thus, this verification indicated that this research method 
can be followed to determine the interaction and attenuation of gamma rays with the several energies in 
different materials. Also, the values of mean free path and the half-value layer were calculated using the 
values of the linear attenuation coefficient. The dependence of these radiation shielding parameters on the 
energy of impinging gamma ray and the ratio of substances changes has been examined. 
 
Keywords: Monte Carlo, gamma ray, attenuation, glass, shielding 
 

1. INTRODUCTION 

Monte Carlo method has for long been accepted as 
the most precise method for all the calculations 
that require the information of the probability 
distribution of responses of uncertain systems to 
uncertain inputs [1]. By the Monte Carlo 
technique, the works on particles’ transport in 
materails can be performed successfully, with the 
knowledge of the elementary collision processes 
of particles. Monte Carlo method enables the 
simulation of particle transport processes with a 
physical reality. In these simulations, the traced 
particle is emitted according to distributions that 
describe the source. It travels in a path that 
determined by a probability distribution depending 
on the total interaction cross section and arrives to 
the site of a collision. According to the 
corresponding differential cross section, it scatters 
into another direction by an another energy. This 

                                                      
1 uakar@uludag.edu.tr 

process is continued until the particle is absorbed 
in slowing down material or leaves the geometry 
under consideration. Interested physical quantities 
can be achieved by calculations that use the 
average over a set of Monte Carlo particle 
histories. The statistical uncertainties of the 
calculations using simulation outputs depend on 
the number of simulated particle histories [2]. 

Monte Carlo simulation is the most reliable way to 
predict the effects of a gamma ray beam. Because 
fast computers are available, many codes have 
been developed that allow a detailed simulation of 
the passage of radiation through matter and 
provide information about attenuation of it in 
matter [3]. Moreover, it is very flexible, there is 
virtually no limit to the analysis. It can generally 
be easily extended and developed as required [4]. 

The linear attenuation coefficient is one of the 
important characteristics that need to be studied 
and determined prior to using a material in 
radiation applications since the accurate 
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attenuation coefficient values of materials are a 
very essential parameter in nuclear and radiation 
physics, radiation dosimetry, spectrometry, 
biological, medical, agricultural, environmental 
and industrial [5]. It qualifies the diffusion and 
penetration of gamma radiation in matter and 
represents the probability per unit path length of 
gamma radiation that the gamma ray will have an 
interaction with absorber atom. It is the basic 
parameter to acquire several other parameters 
related to dosimetry and shielding, such as mass-
energy absorption coefficient, molecular, atomic 
and electronic cross-sections, effective atomic 
numbers, electron densities, half-value layer and 
tenth-value layer thickness for shielding 
effectiveness [6]. 

Monte Carlo technique that considered as a 
powerful and reliable computational tool, was 
used in many studies regarding the 
characterization of several shielding materials [7-
12]. In the present work, a computer simulation 
program based on Monte Carlo method was 
written to be as virtual experimental system,  
instead of the real experimental system, 
concerning evaluation of attenuation properties for 
studied glass materials. 

2. MATERIALS AND METHOD 

In this paper, shielding properties of lead zinc 
borate glasses (ZnO-PbO-B2O3) have been 
investigated by Monte Carlo technique. Chemical 
compositions and densities of studied glass 
samples [13] are shown in Table 1. Increasing the 
lead oxide (PbO) content of glass sample causes 
the increase in glass density as it is clear from this 
table.  
 
 

Table 1.  Chemical compositions of the studied glass 
samples 

Sample No 
Compositions (wt %) Density 

(g cm-3) B2O3 ZnO PbO 
1 70 10 20 3.675 
2 50 10 40 5.088 
3 25 25 50 5.917 
4 30 10 60 6.212 
5 25 5 70 6.650 

 
Simulations for determination of gamma ray 
shielding properties of the samples were 
performed for gamma ray energies of 80, 356, 662, 
1173 and 1332 keV. Outcomes of the simulation 
code were used to calculate the values of linear 

attenuation coefficient, half-value layer and mean 
free path, three of shielding properties, for the 
investigated samples. The equation below which is 
based on the Lambert–Beer law was used to 
calculate the linear attenuation coefficients (μ) of 
the samples. 
 

� =
�

��
�� �

��

�
�                                                  (1) 

 
where I0 and I are the intensities of incident and 
transmitted gamma rays, respectively, and ts is 
thickness of the attenuating sample. The 
transmitted gamma ray intensity was the outcome 
of the code. 1×107 gamma rays at points in the 
collimated beam were impinged on the glass 
sample and followed in this target. Tracking the 
gamma rays and attenuation of them in the target 
was detailed in our previous study [14]. In our 
algorithm, the free path length of each incident 
gamma ray is sampled according to an exponential 
distribution. Therefore, the cross sections of 
attenuating materials were derived from the 
XCOM program from NIST [15] and the relation 
given in Eq. (2) for fitting was written into the code 
for the calculation of cross sections (CS) for 
photoelectric effect and Compton scattering of 
glass samples for the energy range 10–2000 keV. 
 
�� = ��� (� + �� + ��� + ��� + ���)                   (2) 

 

where x is the natural logarithm of the gamma ray 
energy and “a”, “b”, “c”, “d” and “e” are the 
parameters for fitting photoelectric effect and 
Compton scattering cross sections. These 
parameters are acquired separately for each of 
glass samples. 

In algorithm, gamma rays that arrive the detector 
are counted and this value is defined as the 
transmitted intensity (I) of gamma rays. The slope 
of a linear fit of ln(I0/I) versus thickness of sample 
target (see Fig. 1) is obtained and this value of 
slope is utilized in Eq. (1). 
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Figure 1. Plot of ln (I0/I) versus attenuator material 
thickness (for Sample 3, %50 PbO, and 1332 keV gamma 

rays) 

 

By using the linear attenuation coefficients 
achieved by the results from Monte Carlo 
simulations, half-value layer values were obtained 
for all samples by using the Eq. (3). 

 
��� =

�.���

�
                                                  (3) 

 
 
On the other hand, mean free path (MFP) values 
were calculated by the following relation that 
relates to linear attenuation coefficient: 
 
 
��� =

�

�
                                                  (4) 

 

3. RESULTS AND DISCUSSION 

In this paper, we present a calculation method 
based on Monte Carlo algorithm to evaluate 
gamma ray attenuation properties of materials. 
Simulations were carried out using collimated 
beam of gamma rays with five different energies, 
80, 356, 662, 1173 and 1332 keV. 

The results for linear attenuation coefficient of 
glass samples obtained by simulation outputs have 
been successfully verified with experimental 
results [13] and theoretical ones [15]. The current 
calculated results and the published ones, 
experimental [13] and theoretical [15], are in good 
agreement as it is clear from Table 2. Small 
deviations observed between simulation results 
and literature values for all glass samples can be 
due to the experimental errors or utilization of fit 
function of cross-sections for glass samples in the 
written code. 

 
Table 2. The linear attenuation coefficients of glass samples with different weight fraction of PbO at different gamma ray 

energies 

Energy  
Linear attenuation coefficients (cm-1) 

Sample 1 
(%20 PbO) 

Sample 2 
(%40 PbO) 

Sample 3 
(%50 PbO) 

Sample 4 
(%60 PbO) 

Sample 5 
(%70 PbO) 

 
80 keV 

 

Monte Carlo  2.0390 4.8298 7.1207 7.9735 9.4431 

Experiment --- --- --- --- --- 

XCOM 2.0830 4.7334 7.0176 8.0383 9.6492 

356 keV 

Monte Carlo 0.4587 0.8346 1.0377 1.1957 1.3793 

Experiment --- --- --- --- --- 

XCOM 0.4876 0.8516 1.0942 1.2551 1.4589 

662 keV 

Monte Carlo 0.2938 0.4375 0.5212 0.5531 0.6452 

Experiment 0.3072 0.4536 0.5399 0.5918 0.6582 

XCOM 0.2985 0.4426 0.5297 0.5762 0.6369 

1173 keV 

Monte Carlo 0.2097 0.2928 0.3336 0.3631 0.3912 

Experiment 0.2161 0.3082 0.3616 0.3850 0.4274 

XCOM 0.2127 0.2970 0.3449 0.3657 0.3939 

1332 keV 

Monte Carlo 0.1957 0.2732 0.3021 0.3379 0.3612 

Experiment 0.2049 0.2845 0.3283 0.3468 0.3787 

XCOM 0.1983 0.2754 0.3191 0.3374 0.3625 
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It is clear from Table 2 that the linear attenuation 
coefficient increases with the increasing density of 
the glass samples for both gamma ray energies. 

Half-value layer (HVL) and mean free path (MFP) 
thicknesses of studied samples were calculated as 
being parameters for helping to quantify both the 
penetrating capability of gamma rays and the 
penetration through specified objects and plotted 
against the lead oxide content of them for the 
studied gamma ray energies in Figures 2 and 3. 
When HVL values are known, the penetration 
through other thicknesses can be easily 
determined. 

 

 
Figure 2. The half-value layer of glass samples versus lead 

oxide content for different gamma ray energies 
 
 

  
Figure 3. The mean free path of glass samples versus lead 

oxide content for different gamma ray energies 

 
In Figures 2 and 3, both the half-value layer and 
the mean free path increase with the increase in the 
energy of gamma rays and decrease with 
increasing the lead oxide content, as an expected 
result.  

All the calculations performed in the paper are 
required for the researchers who work with gamma 
radiation. Obtained quantities describe the 
shielding effectiveness of studied samples. Since 

the choice of shielding material and determination 
of thickness of shielding material are dependent on 
incident gamma ray energy, we present each 
quantity depending on the energy. 

 

4. CONCLUSIONS 

The aim of this study has been to provide a 
computational tool that would perform 
calculations of important physical quantities for 
gamma ray attenuation. Designed program 
simulates gamma ray interactions in matter. Linear 
attenuation coefficient, HVL and MFP values for 
glasses with different composition and densities 
were calculated for energies of 80, 356, 662, 1173 
and 1332 keV. It can be concluded from this work 
that the effect of gamma rays can be minimized by 
increasing material density, indirectly reducing the 
materials’ HVL and TVL thickness. On the other 
hand, the values of linear attenuation coefficient 
(μ) decrease with increasing gamma ray energy but 
the mean free path and half-value layer increase 
with increase in the energy of gamma rays. 
Observed good agreement among Monte Carlo 
simulation, XCOM program and experimental 
data indicates that the algorithm may be employed 
to make calculations for characterization of several 
shielding materials. 
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A Sequence Bounded Above by the Lucas Numbers 

Engin Özkan1 Ali Aydoğdu*2 Aykut Göçer1 

Abstract 

In this work, we consider the sequence whose ��� term is the number of ℎ-vectors of length �. The set of 
integer vectors �(�) is introduced. For � ≥ 2, the cardinality of �(�) is the ��� Lucas number �� is 
showed. The relation between the set of ℎ-vectors �(�) and the set of integer vectors �(�) is given. 
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1. Introduction 

Firstly, we give the well-known definitions of the 
Fibonacci and Lucas numbers. The Fibonacci 
numbers �� are the terms of the sequence 
1,1,2,3,5,8,13,21,34,55,89,… . Every Fibonacci 
number, except the first two, is the sum of the two 
previous Fibonacci numbers. The numbers �� 
satisfy the second order linear recurrence relation. 

�� = ���� + ���� , � = 2,3,4,    (1) 

with initial values �� = 0, �� = 1. 

The Lucas numbers �� are defined 

�� = ���� + ���� , � = 2,3,4, …   (2) 

with initial conditions �� = 2, �� = 1. The first a 
few Lucas numbers are 
2,1,3,4,7,11,18,29,47,76,… . 

Hilbert functions of graded rings are more 
convenient for many applications and are known 
to relate to many different subjects such as 
dimensions, multiplicity and Betti numbers (see: 
Bruns and Herzog, [1]). In [2], Enkoskoy and 
Stone introduced recursion formulas related to 
Hilbert functions. They showed the ��� term of 
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sequence, whose ��� term is the number of ℎ-
vectors of length �, is bounded above by the ��� 
Fibonacci number. Ozkan et al. [4] introduced the 
cardinality of the M-sequence of length � is 
bounded above by the ��� Lucas number. 

The aim of this paper is to show the sequence 
defined by the number of ℎ-vectors of length � is 
bounded above by the sequence of Lucas numbers. 
This paper is organized as follows. In Section 2 we 
give some concepts of ℎ-vectors. Section 3 
presents main results of this paper. 

2. Materials and Methods 

We first give some necessary background on 
Hilbert functions and ℎ −vectors. 

Let � = �[��, ��, … ��]  be a polynomial ring 
over a field � with the standard grading. In 
particular, ����� = 1 for 1 ≤ � ≤ �.  If � is a 

graded ideal, the quotient ring � ��   is also graded 

and we denote by   ( �
��  )�  the � vector space of 

all degree � homogeneous elements of   � ��  . The 

Hilbert function � �
�� : ℤ�� → ℤ�� is defined to be 

the � vector space dimension of each graded 
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component, i.e. �  � �� (�) ≔ ����� �
��  �

�
. If the 

Krull dimension of the graded quotient ring is zero, 
there exists an � ≥ 0 such that �  � �� (�) ≠ 0 but 

�  � �� (�) = 0 for all � > �. In this case the ℎ-vector 

of  � ��  is defined as 

ℎ� �
�� � =

��  � �� (0), �  � �� (1), �  � �� (2), … , �  � �� (�)�  (3) 

Thus the ℎ-vector of   � � �  has finitely many non-

zero entries. The length of  �
��  is the � vector 

space dimension of   �
��  , denoted  �� �

�� �. In 

particular �� �
�� � = ∑ �  � �� (�)�

��� . Throughout 

this paper we will refer to �� �
�� � as the length of 

 ℎ� �
�� �. 

The sequence {�(�)}��� is defined by the number 
of ℎ-vectors of length �. In particular, for � ≥ 1 
we define 

�(�) = {ℎ = (ℎ�, ℎ�, … ) | ℎ �� �� ℎ −
                 ������ ��� ∑ ℎ�� = �}  (4) 

and set �(�) = |�(�)|. 

Using Macaulay’s Theorem, the authors of [2] 
constructed the ℎ-vectors of length at most 7. The 
ℎ-vectors of length at most 6 is given in Table 1. 
We write ���� … �� for the ℎ-vector (��, ��, … , ��). 

 

Table 1 

� 1 2 3 4 5 6 

 1 11 111 1111 11111 111111 
   12 121 1211 12111 
    13 122 1221 
     131 123 
     14 1311 
      132 
      141 
      15 

Total 1 1 2 3 5 8 

 

Definition 2.1. [3] For � ≥  1, the set of integer 
vectors �(�) is defined recursively as follows: 

1. �(1)  = {(1)}, 

2. �(2)  = {(1,1)}, 

3. For  � ≥ 3 define  �(�) ∶=  �(�)  ∪  �(�) 
where 

�(�) ∶= {(1, ��, . . . , ��, 1) | (1, ��, . . . , ��)  
∈  �(� −  1)} 

�(�) ≔ {(1, ��, … �� +  1)|(1, ��, … , ��) 
                    ∈  �(� −  1), ���ℎ 
                    �� − 1 >  1 �� � =  1}. 

Theorem 2.2. [3] The cardinality of �(�) is the 
��� Fibonacci number ��. 

Theorem 2.3. [2] For all � ≥ 1, �(�)  ⊆
 �(�).  In particular the sequence of the cardinality 
of �(�) is bounded above by the Fibonacci 
sequence. 

Definition 2.4. For � ≥  1, the set of integer 
vectors �(�) is defined recursively as follows: 

1. �(1) = {(1)}, 

2. �(2) = {(1,1,1), (1), (1,2)}, 

3. For � ≥ 3 define �(�) ∶=  �(�)  ∪  �(�) 
where 

�(�) ∶= {(1, ��, . . . , ��, 1) | (1, ��, . . . , ��)  
∈  �(� −  1)}, 

�(�): = {(1, ��, … , �� +  1)|(1, ��, … , ��)
∈  �(� −  1), with ����

>  1 or � =  1}. 

We set �(�) = |�(�)|. 

Remark 2.5. It is worth noticing that the sets �(�) 
and �(�) of Definition 2.4 form a set partition of 
�(�). 

The first few sets  �(�) are 

�(1) =  {(1)}, 

�(2) =  {(1,1,1), (1), (1,2)}, 

�(3) =  {(1,1,1,1), (1,1), (1,2,1), (1,3)},  

�(4) =  {(1,1,1,1,1), (1,1,1), (1,2,1,1), (1,2,2), 
                (1,3,1), (1,2), (1,4)}, 

�(5) = {(1,1,1,1,1,1), (1,1,1,1), (1,2,1,1,1),  

               (1,2,2,1), (1,3,1,1), (1,2,1), (1,4,1) 

               (1,2,3), (1,3,2), (1,3), (1,5)}. 

In Table 2, the integer vectors of length at most 6 
and cardinality of integer sets is given. We write 
���� … �� for the ℎ-vector (��, ��, … , ��). 
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Table 2 

� 1 2 3 4 5 6 

 1 111 

1 

12 

1111 

11 

121 

13 

11111 

111 

1211 

122 

12 

14 

111111 

1111 

12111 

1221 

1311 

121 

141 

123 

132 

13 

15 

1111111 

11111 

121111 

12211 

1231 

1321 

1411 

1211 

131 

151 

1222 

124 

133 

142 

122 

14 

16 

Total 1 3 4 7 11 18 

 

3. Main Results 

Theorem 3.1. The �(�) is the ��� Lucas number 
��, for � ≥ 2. 

Proof. We shall prove by induction that, for all  
� ≥ 1. When � = 1, the claim is true, since   
�(1) = �� = 1. Since �(2) = �� = 3, the claim is 
true for � = 2. 

Suppose the claim is true for all � = �, that is 
�(�) = ��. Then  

�(�) + �(� − 1) = ��  + ���� =  ����.  (5) 

Thus the claim holds for � = � + 1, that is 
�(� + 1) = |�(� + 1)| = ����. 

Theorem 3.2. For all � ≥  2, �(� + 1)  ⊆  �(�). 
In particular, the sequence �(� + 1) is bounded 
from above by the Lucas sequence. 

Proof. Note that �(�) is the set of all integer 
vectors (1, ��, . . . , ��) with 1 + �� + �� + ⋯ + �� =

� + 1  and the property that if �� = 1 then �� = 1 

for all  � ≥ �. We will prove this by induction for 
all � ≥ 2. For � = 2 , the claim is true, since 
�(3) ⊆ �(2): 

�(3) = {(1,1,1), (1,2)} and �(2) =
{(1,1,1), (1), (1,2)}. 

When � = 3, the claim is true, since �(4) ⊆ �(3): 

�(4) = {(1,1,1,1), (1,2,1), (1,3)} and  �(3) =
 {(1,1,1,1), (1,1), (1,2,1), (1,3)}. 

Suppose �(� + 1) ⊆ �(�), for � = �. We have to 
show that the claim is true for � = � + 1, that is, 
�(� + 2) ⊆ �(� + 1). 

Denote the number of element of a set � by �(�). 
Then 

�(�) ⊆ �(� − 1)  ⇒     ���(�)�  ≤ ���(� − 1)�, 

�(� + 1) ⊆ �(�)  ⇒     ���(� + 1)�  ≤ ���(�)�, 

Since �(�) ∩ �(� + 1) = ∅, this also gives 

���(�) ∪ �(� + 1)� = ���(�)� + ���(� + 1)�. 

Since �(�) ⊆ �(� − 1) and �(� + 1) ⊆ �(�), we 

set 

�(�) ∪ �(� + 1) ⊆  �(� − 1) ∪ �(�).   (7) 

Similarly, since �(� − 1) ∩ �(�) = ∅, we get 

���(� − 1) ∪ �(�)� = ���(� − 1)� + ���(�)�. 

We then get from (7) 

���(�)� + ���(� + 1)� ≤  ���(� − 1)� +

���(�)�.     (8) 

Hence 

���(�)� + ���(� + 1)� = ���(� + 2)�, 

���(� − 1)� + ���(�)� = ���(� + 1)�. 

We know ���(� + 2)� ≤ ���(� + 1)�. Hence 

�(� + 2) ⊆ �(� + 1). 

Theorem 3.3. For all � ≥ 2, we have the relation 

�(�) ∖ �(� + 1) = �(� − 1). 

Proof. We will prove this by induction for all � ≥
2. When � = 2 , the claim is true, since �(2) ∖
�(3) = �(1). For � = 3 , the claim is true, since 
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�(3) ∖ �(4) = �(2). Suppose that the claim is 
true for � = �, that is �(�) ∖ �(� + 1) = �(� −
1). 

We have to show that the claim is true for � = � +
1, that is, �(� + 1) ∖ �(� + 2) = �(�). 

The identity �(�) ∖ �(� + 1) = �(� − 1) implies 
�(�) = �(� − 1) ∪ �(� + 1). From the last 
equality, it can be easily seen that 

�(� + 1) ∖ �(� + 2) = �(�).   (9) 

Example 3.4. 

 �(4)\�(5) = {(1,1,1,1,1), (1,1,1), (1,2,1,1), 

(1,2,2), (1,3,1), (1,2), (1,4)}\{(1,1,1,1,1), 

(1,2,1,1), (1,2,2), (1,3,1), (1,4)} 

= {(1,1,1), (1,2)} = �(3) 

Corollary 3.5. For all � ≥ 2, we have |�(�)| −
|�(� + 1)| = |�(� − 1)|. 
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Asymptotically ���-statistical equivalence of sequences of sets defined by a modulus 
functions 

Nimet P. Akın1, Erdinç Dündar*2, Uğur ULUSU3 

Abstract  

We investigate the notions of strongly asymptotically ���-equivalence, f-asymptotically ���-equivalence, strongly 
f-asymptotically ���-equivalence and asymptotically ���-statistical equivalence for sequences of sets. Also, we 
investigate some relationships among these concepts. 

Keywords: asymptotic equivalence, modulus function, ℐ-convergence, lacunary ℐ-Invariant equivalence 

 

1. INTRODUCTION 

Recently, concepts of statistical convergence and ideal 
convergence were studied and dealt with by several 
authors. Fast [1] and Schoenberg [2] independently 
introduced statistical convergence and this concept 
studied by many authors. Lacunary statistical 
convergence was defined by Fridy and Orhan [3] using 
the notion of lacunary sequence � = {��}. Kostyrko et 
al. [4] introduced and dealt with the idea of ℐ-
convergence. ℐ-statistical convergence and ℐ-lacunary 
statistical convergence were introduced by Das et al. 
[5].  

Several authors studied some convergence types of the 
notion of set sequences. Nuray and Rhoades [6] defined  
statistical convergence of set sequences. Lacunary 
statistical convergence of set sequences was introduced 
by Ulusu and Nuray [7] and they gave some examples 
and  investigated some properties of this notion. ℐ-
convergence of set sequences was studied by Kişi and 
Nuray [8]. On ℐ-lacunary statistical convergence of set 
sequences was studied by Ulusu and Dündar [9]. Also, 
after these important studies, the notions of statistical 
convergence, ideal convergence and ℐ-statistical 
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convergence of set sequences and some properties  was 
studied and dealt with by several authors. 

Several authors including Raimi [10], Schaefer [11], 
Mursaleen [12,13], Savaş [14,15], Mursaleen and 
Edely [16], Pancarog�lu and Nuray [17,18] and some 
authors have studied invariant convergent sequences. 
The notion of strong  �-convergence was defined by 
Savaş [16]. Savaş and Nuray [19] defined the ideas of 
�-statistical convergence and lacunary �-statistically 
convergence and gave some inclusion relations. Then, 
Pancaroğlu and Nuray [17] introduced the ideas of ��-
summability and the space [���]�. Recently, Ulusu and 

Nuray [20] defined the notions of ��-uniform density 
of subsets A of ℕ, ℐ��-convergence and investigated 
relationships between ℐ��-convergence and lacunary 
invariant convergence also ℐ��-convergence and 
[���]�-convergence. 

Asymptotically equivalent and asymptotic regular 
matrices were peresented by Marouf [21]. Patterson 
and Savaş [22,23] introduced asymptotically lacunary 
statistically equivalent sequences and also 
asymptotically ��-statistical equivalent sequences. 
Ulusu and Nuray [24] defined the ideas of some basic 
asymptotically equivalence for sequences of sets. 
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Pancaroğlu et al. [25] studided asymptotically ��-
statistical equivalent sequences of sets. Ulusu and 
Gülle [26] introduced asymptotically ℐ�-equivalence of 
sequences of sets. 

Nakano [27] introduced modulus function. Maddox 
[28], Pehlivan and Fisher [29], Pancaroğlu and Nuray 
[30,31] and several authors define some new concepts 
and give inclusion theorems using a modulus function 
�. Kumar and Sharma [32] studied ℐ�-equivalent 
sequences using a modulus function �. Kişi et al. [33] 
introduced �-asymptotically ℐ�-equivalent set 
sequences. P. Akın et al. [34] introduced �-
asymptotically ℐ-invariant statistical equivalence of set 
sequences. 

Now, we recall the basic concepts and some definitions 
and notations (See [18, 21, 24-26, 28, 29, 32, 33, 35-
42]). 

Two nonnegative sequences � = (��) and � = (��) 
are said to be asymptotically equivalent if  

lim
�

��

��
= 1 

(denoted by �~�).  

Throughout this study, we let (�, �) be a metric space 
and �, �� and �� (� = 1,2, . . . ) be non-empty closed 
subsets of �.  

For any point � ∈ � and any non-empty subset � of �, 
we define the distance from � to  � by  

�(�, �) = inf
�∈�

�(�, �). 

Let ��, �� ⊆ � such that �(�, ��) > 0 and �(�, ��) >
0, for each � ∈ �. The sequences {��} and {��} are 
asymptotically equivalent if for each � ∈ �, 

lim
�

�(�, ��)

�(�, ��)
= 1 

(denoted by ��~��). 

Let ��, �� ⊆ � such that �(�, ��) > 0 and �(�, ��) >
0, for each � ∈ �. The sequences {��} and {��} are 
asymptotically statistical equivalent of multiple � if for 
every � > 0 and for each � ∈ �, 

lim
�

1

�
��� ≤ �: �

�(�, ��)

�(�, ��)
− �� ≥ ��� = 0 

(denoted by �� ~
���

��).  

Let � be a mapping of the positive integers into itself. 
A continuous linear functional � on ℓ�, the space of 
real bounded sequences, is said to be an invariant mean 
or a � mean if and only if   

1.  �(�) ≥ 0, when the sequence � = (��) has �� ≥

0 for all �,  

2.  �(�) = 1, where � = (1,1,1. . . ),  

3.  �(��(�)) = �(�) for all � ∈ ℓ�.  

The mappings � are assumed to be one-to-one and such 
that ��(�) ≠ � for all positive integers � and �, where 
��(�) denotes the �th iterate of the mapping � at �. 
Thus � extends the limit functional on �, the space of 
convergent sequences, in the sense that �(�) = lim� 
for all � ∈ �. If � is a translation mappings that is 
�(�) = � + 1, the � mean is often called a Banach limit.  

By a lacunary sequence we mean an increasing integer 
sequence � = {��} such that �� = 0 and ℎ� = �� −
���� → ∞ as � → ∞. Throughout the paper, we let � =
{��} be a lacunary sequence.  

A sequence {��} is Wijsman ��-statistically 
convergent to � if for every � > 0 and for each � ∈ �,  

lim
�→�

1

ℎ�
|{� ∈ ��: |�(�, ���(�)) − �(�, �)| ≥ �}| = 0 

uniformly in �. It is denoted by �� → �([����]). 

For non-empty closed subsets ��,  �� of � define 
�(�; ��, ��) as follows: 

�(�; ��, ��) =

⎩
⎨

⎧
�(�, ��)

�(�, ��)
,  � ∉  �� ∪ ��; 

       �      ,  � ∈  �� ∪  ��.

 

The sequences {��} and {��}are Wijsman strongly 
asymptotically ��-equivalent of multiple � if for each 
� ∈ �,  

lim
�→�

1

ℎ�
�

�∈��

��(�; ���(�), ���(�)) − �� = 0 

uniformly in �, (denoted by �� ~
[��]��

�

��). 

The sequences {��} and {��} are Wijsman 
asymptotically ��-statistical equivalent of multiple � 
if for each � ∈ �,  

lim
�→�

1

ℎ�

��� ∈ ��: |�(�; ���(�), ���(�)) − �| ≥ ��� = 0 

uniformly in �, (denoted by �� ~
����

�

��). 

A family of sets ℐ ⊆ 2ℕ is called an ideal if and only if 

(�)  ∅ ∈ ℐ,  

(��)  For each �, � ∈ ℐ we have � ∪ � ∈ ℐ,   

(���)  For each � ∈ ℐ and each � ⊆ � we have � ∈ ℐ. 
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If ℕ ∉ ℐ, ℐ is called non-trivial and if {�} ∈ ℐ for each 
� ∈ ℕ, a non-trivial ideal is called admissible ideal. 
Throughout this study, we let ℐ be an admissible ideal. 

Let � ⊆ ℕ and 

�� = min
�

{|� ∩ {��(�): � ∈ ��}|}     

and 

�� = max
�

{|� ∩ {��(�): � ∈ ��}|}. 

If the limits 

��(�) = lim�→�

��

ℎ�
   and    ��(�) = lim�→�

��

ℎ�
 

exist, then they are called a lower lacunary �-uniform 
(lower ��-uniform) density and an upper lacunary          
�-uniform (upper ��-uniform) density of the set �, 

respectively. If ��(�) = ��(�), then  

��(�) = ��(�) = ��(�) 

is called the lacunary �-uniform density or ��-uniform 
density of �. 

Denoted by ℐ��, we denote the class of all � ⊆ ℕ with 
��(�) = 0. 

A sequence {��} is said to be Wijsman lacunary ℐ-
invariant convergent or ℐ��

� -convergent to � if for 
every � > 0 and for each � ∈ �, the set  

�(�, �) = {�: |�(�, ��) − �(�, �)| ≥ �} 

belongs to ℐ��, that is, ��(�(�, �)) = 0. It is shown by 
�� → �(ℐ��

� ). 

A function �: [0, ∞) → [0, ∞) is called a modulus if   

1. �(�) = 0 if and only if � = 0,  

2.   �(� + �) ≤ �(�) + �(�)  

3.   � is increasing  

4.   � is continuous from the right at 0.  

A modulus may be unbounded (for example �(�) = �, 

0 < � < 1) or bounded (for example �(�) =
�

���
). 

Throughout this study, we let � be a modulus function.  

The sequences {��} and {��} are said to be Wijsman 
�-asymptotically ℐ-equivalent of multiple � if for 
every � > 0 and for each � ∈ �,  

{� ∈ ℕ: �(|�(�; ��, ��) − �|) ≥ �} ∈ ℐ 

(denoted by �� ~
ℐ�(�)

��). 

The sequences {��} and {��} are said to be strongly 
Wijsman �-asymptotically ℐ�-equivalent of multiple � 
if for every � > 0 and for each � ∈ �,  

�� ∈ ℕ:
1

ℎ�
�

�∈��

�(|�(�; ��, ��) − �|) ≥ �� ∈ ℐ 

(denoted by �� ~
��

�
(ℐ�)

��). 

The sequences {��} and {��} are said to be strongly 
Wijsman asymptotically ℐ-invariant equivalent of 
multiple � if for every � > 0 and for each � ∈ �,  

�� ∈ ℕ:
1

�
�

�

���

|�(�; ��, ��) − �| ≥ �� ∈ ℐ� 

(denoted by �� ~
[�ℐ�

� ]

��). 

The sequences {��} and {��} are said to be Wijsman 
�-asymptotically ℐ-invariant equivalent of multiple � 
if for every � > 0 and for each � ∈ �,  

{� ∈ ℕ: �(|�(�; ��, ��) − �|) ≥ �} ∈ ℐ� 

(denoted by �� ~
�ℐ�

� (�)

��). 

The sequences {��} and {��} are said to be strongly �-
asymptotically ℐ-invariant equivalent of multiple � if 
for every � > 0 and for each � ∈ �,  

�� ∈ ℕ:
1

�
�

�

���

�(|�(�; ��, ��) − �|) ≥ �� ∈ ℐ� 

(denoted by �� ~
[�ℐ�

� (�)]

��) . 

The sequences {��} and {��} are said to be 
asymptotically ℐ-invariant statistical equivalent of 
multiple � if for every � > 0, � > 0 and for each � ∈
�,  

�� ∈ ℕ:
1

�
|{� ≤ �: |�(�; ��, ��) − �| ≥ �}| ≥ �� ∈ ℐ� 

(denoted by �� ~
�ℐ�

� (�)

��). 

Lemma 1 [29] Let 0 < � < 1. Then, for each � ≥ � 
we have �(�) ≤ 2�(1)����. 

2. MAIN RESULTS 

Definition 2.1 The sequences {��} and {��} are said to 
be strongly Wijsman asymptotically ℐ��-equivalent of 
multiple � if for every � > 0 and for each � ∈ �,  
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�� ∈ ℕ:
1

ℎ�
�

�∈��

|�(�; ��, ��) − �| ≥ �� ∈ ℐ�� 

(denoted by �� ~
[�ℐ��

� ]

��). 

Definition 2.2 {��} and {��} are said to be Wijsman 
�-asymptotically ℐ��-equivalent of multiple � if for 
every � > 0 and for each � ∈ �,  

{� ∈ ℕ: �(|�(�; ��, ��) − �|) ≥ �} ∈ ℐ�� 

(denoted by �� ~
�ℐ��

� (�)

��).  

Definition 2.3 {��} and {��} are said to be strongly 
Wijsman �-asymptotically ℐ��-equivalent of multiple 
� if for every � > 0 and for each � ∈ �,  

�� ∈ ℕ:
1

ℎ�
�

�∈��

�(|�(�; ��, ��) − �|) ≥ �� ∈ ℐ�� 

(denoted by �� ~
[�ℐ��

� (�)]

��).  

Theorem 2.1 For each � ∈ �, we have 

�� ~
[�ℐ��

� ]

�� ⇒ �� ~
[�ℐ��

� (�)]

��. 

Proof. Let �� ~
[�ℐ��

� ]

�� and � > 0 be given. Select 0 <
� < 1 such that �(�) < � for 0 ≤ � ≤ �. So, for each 
� ∈ � and for � = 1,2, …, we can write   

1

ℎ�
�

�∈��

������; ���(�), ���(�)� − ��� = 

1

ℎ�

�

�∈��

����;�
��(�)

,�
��(�)

������

������; ���(�), ���(�)� − ��� 

+
1

ℎ�

�

�∈��

����;�
��(�),�

��(�)������

������; ���(�), ���(�)� − ��� 

and so, by Lemma 1, we have 

1

ℎ�
�

�∈��

������; ���(�), ���(�)� − ��� 

< ε + (
��(�)

�
)

�

��
∑�∈��

����; ���(�), ���(�)� − �� 

uniformly in �. Thus, for every � > 0 and for each � ∈
�, 

�� ∈ ℕ:
1

ℎ�

�

�∈��

������; ���(�), ���(�)� − ��� ≥ �� 

⊆ �� ∈ ℕ:
1

ℎ�

�

�∈��

|���; ���(�), ���(�)� − �| ≥
(� − �)�

2�(1)
� 

uniformly in �.   

Since �� ~
[�ℐ��

� ]

��, the second set belongs to ℐ�� and 
thus, the first set belongs to ℐ��. This proves that 

�� ~
[�ℐ��

� (�)]

��.  

Theorem 2.2 If ���
�→�

�(�)

�
= � > 0, then 

             �� ~
[�ℐ��

� ]

�� ⇔ �� ~
[�ℐ��

� (�)]

��. 

Proof. If ���
�→�

�(�)

�
= � > 0, then we have �(�) ≥ �� for 

all � ≥ 0. Assume that �� ~
[�ℐ��

� (�)]

��. Since for � =
1,2, … and for each � ∈ � 

1

ℎ�
�

�∈��

������; ���(�), ���(�)� − ��� 

≥
1

ℎ�
�

�∈��

������; ���(�), ���(�)� − ���      

=  � �
1

ℎ�
�

�∈��

����; ���(�), ���(�)� − ���, 

 it follows that for each � > 0, we have  

�� ∈ ℕ:
1

ℎ�

�

�∈��

|���; ���(�), ���(�)� − �| ≥ �� 

⊆ �� ∈ ℕ:
1

ℎ�

�

�∈��

�(|���; ���(�), ���(�)� − �|) ≥ ��� 

uniformly in �. Since �� ~
[�ℐ��

� (�)]

��, it follows that 
second set belongs to ℐ��. This proves that  

�� ~
[�ℐ��

� ]

�� ⇔ �� ~
[�ℐ��

� (�)]

��. 

Definition 2.4 We say that the sequences {��} and 
{��} are said to be Wijsman asymptotically lacunary ℐ-
invariant statistical equivalent of multiple �, if for 
every �, � > 0 and for each � ∈ �  

�� ∈ ℕ:
1

ℎ�

|{� ∈ ��: |�(�; ��, ��) − �| ≥ �}| ≥ �� ∈ ℐ��  

(denoted by �� ~
�ℐ��

� (�)

��).  

Theorem 2.3  For each � ∈ �, we have  
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�� ~
[�ℐ��

� (�)]

�� ⇒ �� ~
�ℐ��

� (�)

��. 

Proof. Assume that �� ~
[�ℐ��

� (�)]

�� and � > 0 be given. 
Since for each � ∈ � and for � = 1,2, …  

1

ℎ�
�

�∈��

������; ���(�), ���(�)� − ��� ≥ 

1

ℎ�

�

�∈��

����;�
��(�),�

��(�)������

������; ���(�), ���(�)� − ��� 

≥ �(�).
1

ℎ�

��� ∈ ��: ����; ���(�), ���(�)� − �� ≥ ���, 

then for any � > 0 and for each � ∈ �  

{� ∈ ℕ:
1

ℎ�

|{� ∈ ��: ����; ���(�), ���(�)� − �� ≥ �}| ≥
�

�(�)
} 

⊆ �� ∈ ℕ:
1

ℎ�

�

�∈��

������; ���(�), ���(�)� − ��� ≥ �� 

uniformly in �. Since �� ~
[�ℐ��

� (�)]

��, the last set 
belongs to ℐ��. So, the first set belongs to ℐ�� and  

�� ~
�ℐ��

� (�)

��.  

Theorem 2.4 If � is bounded, then for each � ∈ �  

�� ~
[�ℐ��

� (�)]

�� ⇔ �� ~
�ℐ��

� (�)

��. 

Proof. Let � be bounded and �� ~
�ℐ��

� (�)

��. Then, there 
exists a � > 0 such that |�(�)| ≤ � for all � ≥ 0. 
Further using the fact, for � = 1,2, …, we have  

1

ℎ�
�

�∈��

������; ���(�), ���(�)� − ��� = 

1

ℎ�

�

�∈��

����;�
��(�)

,�
��(�)

������

������; ���(�), ���(�)� − ��� 

+
1

ℎ�

�

�∈��

����;�
��(�)

,�
��(�)

������

������; ���(�), ���(�)� − ��� 

 

≤
�

ℎ�

��� ∈ ��: ����; ���(�), ���(�)� − �� ≥ ��� + �(�) 

uniformly in �. This proves that �� ~
[�ℐ��

� (�)]

��. 

ACKNOWLEDGEMENT 

 

This study is supported by Afyon Kocatepe University 
Scientific Research Coordination Unit with the project 
number 18. KARİYER.76 conducted by Erdinç 
DÜNDAR. 

REFERENCES 

[1]  H. Fast, “Sur la convergence statistique,” 
Colloq. Math., vol. 2, pp. 241-244, 1951. 

[2]  I. J. Schoenberg, “The integrability of certain 
functions and related summability methods,” 
Amer. Math. Monthly, vol. 66, pp. 361-375, 
1959. 

[3]  J. A. Fridy, and C. Orhan, “Lacunary statistical 
convergence,” Pacific J. Math., vol. 160, no. 1, 
pp. 43-51, 1993.  

[4]  P. Kostyrko, T. Šalát, and W. Wilczyński, “ℐ-
Convergence,” Real Anal. Exchange, vol. 26, no. 
2, pp. 669-686, 2000. 

[5]  P. Das, E. Savaş and S. Kr. Ghosal, “On 
generalizations of certain summability methods 
using ideals,” Appl. Math. Lett., vol. 24, no. 9, 
pp. 1509-1514, 2011. 

[6]  F. Nuray, and B. E. Rhoades, “Statistical 
convergence of sequences of sets,” Fasc. Math., 
vol. 49, pp. 87-99, 2012. 

[7]  U. Ulusu, and F. Nuray, “Lacunary statistical 
convergence of sequence of sets,” Progress in 
Applied Mathematics, vol. 4, no. 2, pp. 99-109, 
2012. 

[8]  Ö. Kişi, and F. Nuray, “A new convergence for 
sequences of sets, Abstract and Applied 
Analysis, Article ID 852796, 6 pages, 2013. 

[9]  U. Ulusu, and E. Dündar, “ℐ-Lacunary Statistical 
Convergence of Sequences of Sets,” Filomat, 
vol. 28, no. 8, pp. 1567-1574, 2013. 

[10]  R. A. Raimi, “Invariant means and invariant 
matrix methods of summability,” Duke Math. J., 
vol. 30 , pp. 81-94, 1963. 

[11]  P. Schaefer, “Infinite matrices and invariant 
means,” Proc. Amer. Math. Soc., vol. 36, pp. 
104-110, 1972. 

[12]  M. Mursaleen, “Invariant means and some 
matrix transformations,” Tamkang J. Math., vol. 
10, no. 2, pp. 183-188, 1979.  

[13]  M. Mursaleen, “Matrix transformation between 
some new sequence spaces,” Houston J. Math., 
vol. 9 , no. 4, pp. 505-509, 1983. 

[14]  E. Savaş, “Some sequence spaces involving 
invariant means,” Indian J. Math., vol. 31, pp. 1-
8, 1989. 

1861Sakarya University Journal of Science, 22 (6), 1857-1862, 2018.



"Nimet P. Akın, Erdinç Dundar, Uğur UlusuAsymptotically lacunary i-invariant statistical equivalence of sequences of sets defined by a modulus 
function…"

 

 

[15]  E. Savaş, “Strong σ-convergent sequences,” 
Bull. Calcutta Math., vol. 81, pp. 295-300, 1989. 

[16]  M. Mursaleen, and O. H. H. Edely, “On the 
invariant mean and statistical convergence,” 
Appl. Math. Lett., vol. 22, no. 11, pp. 1700-1704, 
2009.  

[17]  N. Pancarog�lu, and F. Nuray, “Statistical 
lacunary invariant summability,” Theoretical 
Mathematics and Applications, vol. 3, no. 2, pp. 
71-78, 2013. 

[18]  N. Pancaroğlu, and F. Nuray, “On Invariant 
Statistically Convergence and Lacunary 
Invariant Statistically Convergence of 
Sequences of Sets,” Progress in Applied 
Mathematics, vol. 5, no. 2, pp. 23-29, 2013. 

[19]  E. Savaş, and F. Nuray, “On σ-statistically con- 
vergence and lacunary σ-statistically 
convergence,” Math. Slovaca, vol. 43, no. 3, 
309-315, 1993. 

[20] U. Ulusu, and F. Nuray, “Lacunary  ℐ�-
convergence,” (under review). 

[21]  M. Marouf, “Asymptotic equivalence and 
summability,” Int. J. Math. Math. Sci., vol. 16, 
no. 4, pp. 755-762, 1993.  

[22]  R. F. Patterson, and E. Savaş,” On 
asymptotically lacunary statistically equivalent 
sequences,” Thai J. Math., vol. 4, no. 2,  pp. 267-
272, 2006. 

[23]  E. Savaş,  and R. F. Patterson, “σ-asympto- 
tically lacunary statistical equivalent 
sequences,” Central European Journal of 
Mathematics, vol. 4, no. 4, pp. 648-655, 2006. 

[24]  U. Ulusu, and F. Nuray, “On asymptotically 
lacunary statistical equivalent set sequences,” 
Journal of Mathematics, Article ID 310438, 5 
pages, 2013. 

[25]  N. Pancaroğlu, F. Nuray, and E. Savaş, “On 
asymptotically lacunary invariant statistical 
equivalent set sequence,” AIP Conf. Proc., 
1558:780, 2013. 

[26] U. Ulusu, and E. Gülle, “Asymptotically “ℐ�-
equivalence of sequences of sets,” (under 
review). 

[27]  H. Nakano, “Concave modulars,” J. Math. Soc. 
Japan,  vol. 5, pp. 29-49, 1953. 

[28]  I. J. Maddox, “Sequence spaces defined by a 
modulus,” Math. Proc. Camb. Phil. Soc., vol. 
100, pp. 161-166, 1986. 

[29]  S. Pehlivan, and B. Fisher, “Some sequences 
spaces defined by a modulus,” Mathematica 
Slovaca, vol. 45, pp. 275-280, 1995. 

[30]  N. Pancaroğlu, and F. Nuray, “Invariant 
Statistical Convergence of Sequences of Sets 

with respect to a Modulus Function,” Abstract 
and Applied Analysis, Article ID 818020, 5 
pages, 2014. 

[31]  N. Pancaroğlu, and F. Nuray, “Lacunary 
Invariant Statistical Convergence of Sequences 
of Sets with respect to a Modulus Function,” 
Journal of Mathematics and System Science, vol. 
5, pp. 122-126, 2015. 

[32]  V. Kumar, and A. Sharma, “Asymptotically 
lacunary equivalent sequences defined by ideals 
and modulus function,” Mathematical Sciences, 
vol. 6, no. 23, 5 pages, 2012. 

[33]  Ö. Kişi, H. Gümüş, and F. Nuray, “ℐ-
Asymptotically lacunary equivalent set 
sequences defined by modulus function,” Acta 
Universitatis Apulensis, vol. 41, pp. 141-151, 
2015.  

[34]  N. P. Akın, and E. Dündar, “Asymptotically ℐ-
Invariant Statistical Equivalence of Sequences of 
Set Defined By A Modulus Function,” (under 
review). 

[35]   R. A. Wijsman, “Convergence of sequences of 
convex sets, cones and functions,” Bull. Amer. 
Math. Soc., vol. 70, pp. 186-188, 1964. 

[36]  G. Beer, “On convergence of closed sets in a 
metric space and distance functions,” Bull. Aust. 
Math. Soc., vol. 31, pp. 421-432, 1985. 

[37]  M. Baronti, and P. Papini, “Convergence of 
sequences of sets,” In Methods of Functional 
Analysis in Approximation Theory, ISNM 76, 
Birkhäuser, Basel, pp. 133-155, 1986. 

[38]  F. Nuray, H. Gök, and U. Ulusu, ℐ�-
convergence, Math. Commun., vol. 16, pp. 531-
538, 2011. 

[39]  E. E. Kara, and M. İlkhan, “On some 
paranormed A-ideal convergent sequence spaces 
defined by Orlicz function,” Asian J. Math. 
Comput. Research, vol. 4, no. 4, pp. 183-194, 
2015. 

[40]  E. E. Kara, and M. İlkhan, “Lacunary  ℐ-
convergent and lacunary ℐ-bounded sequence 
spaces define by an Orlicz function,” Electron. 
J. Math. Anal. Appl., vol.  4, no. 2, pp. 87-94, 
2016. 

[41]  E. E. Kara, M. Dastan, and M İlkhan, “On 
lacunary ideal convergence of some sequence,” 
New Trends in Mathematical Science, vol. 5, no. 
1, pp. 234-242, 2017. 

[42]  U. Ulusu, and E. Dündar, “Asymptottically ℐ-
Cesaro equivalence of sequences of sets,” 
Universal Journal of Mathematics and 
Applications, vol. 1, no. 2, pp. 101-1015, 2018. 

 

1862Sakarya University Journal of Science, 22 (6), 1857-1862, 2018.



 

SAKARYA UNIVERSITY  
JOURNAL OF SCIENCE 

 

e-ISSN: 2147-835X 
http://www.saujs.sakarya.edu.tr 

Rece�ved 
19-06-2018 
Accepted 

05-09-2018 

Do� 
10.16984/saufenb�lder.434801 

 

 

AW(k)-type Salkowski Curves in the Euclidean 3-Space 3IE  

İlim KİŞİ* 

ABSTRACT 
 
We deal with AW(k)-type )3 and ,2,1k(   Salkowski (anti-Salkowski) curves with constant 0  )0(   

in the Euclidean 3-space. We show that there is no AW(1)-type Salkowski curve and AW(1)-type anti-

Salkowski curve in 3IE . Also, we handle weak AW(2)-type and weak AW(3)-type Salkowski (anti-

Salkowski) curves. Also, we show that there is no weak AW(2)-type Salkowski curve in 3IE . 

Keywords: AW(k)-type, Salkowski curve 

 
 

1. INTRODUCTION 

In study [1], AW(k)-type curves and submanifolds 
were defined by Arslan and West. Thereafter, 
many works related to this topic were handled by 
so many authors. In [2,3], the authors gave some 

features of the AW(k)-type curves in mIE . In [4], 
the authors considered AW(k)-type (k=1,2, and 3) 
surfaces and curves. They gave some examples of 
surfaces and curves that satisfy AW(k)-type 
situations as well. In [5,6], the authors studied 
these types of curves with the parallel transport 

frame in Euclidean spaces 3IE  and 4IE . In [7], 
Yoon studied these types of curves in the Lie group 
G . Also, the same author characterized AW(k)-
type general helices in G . 

The term "helix" is used in other sciences apart 
from mathematics because of its properties and 
applicability. Helices arise in DNA molecules, 
structures of proteins, and carbon nano tubes, and 
the like. [8,9]. Also, helices are used in fractal 
geometry, e.g. hyper helices [10]. Moreover, 
helices are used for the design of highways or 
kinematic motion simulations [11]. In the sense of 

                                                      
* Corresponding Author 

geometry, a helix is a kind of curve having a non-
zero constant curvature and a non-zero constant 
torsion [12,13]. This curve is called as W-curve by 
F. Klein and S. Lie in [14]. 

A regular curve having constant Frenet curvature 
ratios is a ccr-curve [15]. In [16], authors give a 

characterization of these curves in mIE . In that 
study, authors show that every W-curve is a ccr-
curve. As is well-known, generalized helices in 

3IE  are characterized by the fact that the quotient 




 is constant. It is in this sense that ccr-curves are 

generalization to mIE  of generalized helices in 
3IE . 

Salkowski curves (anti-Salkowski curves), having 
constant curvature (having constant torsion), were 
introduced by Salkowski in 1909 in [17]. 
Thereafter, in [18,19], author studied non-lightlike 

Salkowski curves in 3
1IE . In [20], the authors 

investigated Salkowski type Manheim curves in 
3IE . In [21], the author characterized the 
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Salkowski curve whose principal normal vector 
and a fixed line constitute a constant angle. 

This article is arranged as follows: In section 2, 

some basic concepts of curves in 3IE  are given and 
the AW(k)-type curve concept is presented. In 
sections 3 and 4, AW(k)-type Salkowski curves 
and AW(k)-type anti-Salkowski curves are 
handled respectively. 

2. BASIC CONCEPTS 

Let 3IEI:)s(   be a curve parametrized 

with the arc length function s in the Euclidean 

space 3IE . If the derivatives )s( and ),s(),s(     
of   are linearly independant and 

)s(),s(),s(),s( )ıv(     are linearly dependent 

for all Is , then   is a Frenet curve of osculating 

order 3. For each curve of osculating order 3, we 
can correlate an orthonormal 3-frame }B,N,T{  

called as Frenet frame of the curve   along   (

)s(T)s(  ) and functions IRI:,   called as 

the Frenet curvatures of the curve  . Then the 

famous Frenet frame formula of   is given as 

follows: 
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[22]. 

 

Now, we introduce AW(k)-type Frenet curves. 

Proposition 2.1. Let   be a Frenet curve of 

osculating order 3 in 3IE . Thus, one can conclude: 

 ).s(B)}s()s()s()s(2{              

)s(N)}s()s()s()s({              

)s(T)s()s(3)s(

),s(B)s()s()s(N)s()s(T)s()s(

),s(N)s()s(T)s(

),s(T)s(

23

)ıv(
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[2]. 

Notation 2.2. Let us write  

 ).s(B)}s()s()s()s(2{             

)s(N)}s()s()s()s({)s(N

),s(B)s()s()s(N)s()s(N

),s(N)s()s(N

23
3

2

1



 





           (1) 

[2]. 

Definition 2.3. Frenet curves of osculating order 3 
are 

i) of type weak AW(2) if they enable 

)s(N)s(N),s(N)s(N 2233
 ,                           (2) 

ii) of type weak AW(3) if they enable 

)s(N)s(N),s(N)s(N 1133
 ,                           (3) 

where 

)s(B
)s(N)s(N),s(N)s(N

)s(N)s(N),s(N)s(N
)s(N

),s(N
)s(N

)s(N
)s(N

1122

1122

2

1

1
1

















 (4) 

[2]. 

Definition 2.4. Frenet curves of osculating order 3 
are 

i) of type AW(1) if they enable 

0)s(N3  ,                                                         (5) 

ii) of type AW(2) if they enable 

)s(N)s(N),s(N)s(N)s(N 2233

2

2                (6) 

 iii) of type AW(3) if they enable 

)s(N)s(N),s(N)s(N)s(N 1133

2

1                 (7) 

[2]. 

3. AW(k)-TYPE SALKOWSKI CURVES IN 
3IE  

Here, we handle AW(k)-type Salkowski curves in 
3IE . 

Let   be a Salkowski curve parametrized with the 

arc length function, and }B,N,T{  be the Frenet 

frame of the curve in 3IE . Since   is a Salkowski 

curve, the curvature   of the curve is a non-zero 
constant. Thus, the equations (1) become 
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From Definition 2.3, we have the following 
theorems: 

Theorem 3.1. There is no weak AW(2)-type 

Salkowski curve with constant 0  in 3IE . 

Proof. Let   be a Salkowski curve which is 

parametrized by the arc length function and given 

with constant 0  in 3IE . From the equations 

(2), (4) and (8), we get 0)( 22  , which is 

a contradiction. Thus, there is no weak AW(2)-

type Salkowski curve with constant 0  in 3IE . 

Theorem 3.2. Let   be a Salkowski curve which 

is parametrized by the arc length function and 

given with constant 0  in 3IE . If   is of type 

weak AW(3),   is a W-curve. 

Proof. Let   be a unit speed Salkowski curve with 

constant 0  and   is of type weak AW(3) in 
3IE . From the equations (3), (4) and (8), we get 

0 . Since 0 , 0 , i.e.   is a constant. 
Hence,   is a W-curve. 

From Definition 2.4, we have the following 
theorems: 

Theorem 3.3. There is no AW(1)-type Salkowski 

curve with constant 0  in 3IE . 

Proof. Let   be a Salkowski curve which is 

parametrized by the arc length function and given 

with constant 0  in 3IE . From the equations (5) 

and (8), we obtain 0)( 22   and 0 . 

Since 0 , we get 0 , i.e.   is a constant. 

Considering   is a constant in 0)( 22  , 

we get a contradiction. Thus, there is no AW(1)-

type Salkowski curve in 3IE . 

Theorem 3.4. Let   be a Salkowski curve which 

is parametrized by the arc length function and 

given with constant 0  in 3IE . If   is of type 

AW(2), then   is a circle. 

Proof. Let   be a unit speed Salkowski curve with 

constant 0  and   is of type AW(2). Using the 

equations (6) and (8), we obtain 

0)( 2223  . Since 0 , we get 0 , 

which means that γ is a circle. 

Theorem 3.5. Let   be a Salkowski curve which 

is parametrized by the arc length function and 

given with constant 0  in 3IE . If   is of type 

AW(3), then   is a W-curve. 

Proof. Let   be a unit speed Salkowski curve with 

constant 0  and   is of type AW(3). Using the 

equations (7) and (8), we obtain 03  . Since 
0 , we get 0 , i.e.   is a constant. Thus,   

is a W-curve. 

 

4. AW(k)-TYPE ANTI-SALKOWSKI 

CURVES IN 3IE  

 

Here, we handle AW(k)-type anti-Salkowski 

curves in 3IE . 

 Let   be a unit speed anti-Salkowski curve, and 

}B,N,T{  be Frenet frame of the curve   in 3IE . 

Since   is an anti-Salkowski curve with a non-

zero constant torsion, the equations (1) become 
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From Definition 2.3, we have Theorem 4.1 and 
Theorem 4.2: 

Theorem 4.1. Let   be an anti-Salkowski curve 

which is parametrized by the arc length function 

and given with constant 0  in 3IE . If γ is of type 
weak AW(2), the differential equation 

0)s()s()s( 23    

with the curvatures of   holds. 

Proof. Let   be a unit speed anti-Salkowski curve 

with constant 0  and   is of type weak AW(2) 

in 3IE . From the equations (2), (4) and (9), we get 
the solution. 
Theorem 4.2. Let   be an anti-Salkowski curve 

which is parametrized by the arc length function 

and given with constant 0  in 3IE . If   is of 

type weak AW(3),   is a W-curve. 

Proof. Let   be a unit speed anti-Salkowski curve 

with constant 0  and   is of type weak AW(3) 

in 3IE . From the equations (3), (4) and (9), we get 
02  . Since 0 , 0 , i.e.   is a constant. 

Hence,   is a W-curve. 

From Definition 2.4, we have the following 
theorems: 
Theorem 4.3. There is no AW(1)-type anti-

Salkowski curve with constant 0  in 3IE . 
Proof. Let   be an anti-Salkowski curve which is 

parametrized by the arc length function and given 

with constant 0  in 3IE . From the equations (5) 

and (9), we obtain 023    and 02 
. Since 0 , 0 , i.e.   is a constant. 

Considering   is a constant in 023   , 
we get a contradiction. Thus, there is no AW(1)-
type anti-Salkowski curve with constant 0  in 

3IE . 
Theorem 4.4. Let   be an anti-Salkowski curve 

which is parametrized by the arc length function 

and given with constant 0  in 3IE . If   is of 

type AW(2), then the differential equation 

0)s()s()s()s())s((2 2242    

with the curvatures of   holds. 

Proof. Let   be a unit speed anti-Salkowski curve 

with constant 0  and   is of type AW(2). Using 

the equations (6) and (9), we get 
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From the definition of AW(2)-type, we get 

)()(

))()((
232

23222

 

 
 

and 

)())((2 23222   , 

which completes the proof. 
Theorem 4.5. Let   be an anti-Salkowski curve 

which is parametrized by the arc length function 

and given with constant 0  in 3IE . If   is of 

type AW(3), then   is a W-curve. 

Proof. Let   be a unit speed anti-Salkowski curve 

with constant 0  and   is of type AW(3). Using 

the equations (7) and (9), we obtain 02 2  . 
Since 0  and 0 , we get 0 , i.e.   is a 
constant. Thus,   is a W-curve. 

 
REFERENCES 

 
[1] K. Arslan and A. West, “Product 

submanifols with pointwise 3-planar normal 
sections,” Glasgow Math. J., vol.37, pp. 73-
81, 1995. 

[2] K. Arslan and C. Özgür, “Curves and 
surfaces of AW(k) type,” Geometry and 
topology of Submanifolds IX, World 
Scientific, 21-26, 1997. 

[3] C. Özgür and F. Gezgin,.”On some curves of 
AW(k)-type,”. Differential Geometry-
Dynamical Systems, vol. 7, pp. 74.80, 2005. 

[4] B. Kılıç and K. Arslan, “On curves and 
surfaces of AW(k)-type,” BAÜ Fen Bil. 
Enst. Dergisi, vol. 6, no. 1, pp. 52-61, 2004. 

[5] I. Kişi, S. Büyükkütük, Deepmala, and G. 
Öztürk, “AW(k)-type curves according to 
parallel transport frame in Euclidean space 

4IE ,” Facta Universitaties, Series: 
Mathematics and Informatics, vol. 31, no. 4, 
pp. 885-905, 2016. 

1866Sakarya University Journal of Science, 22 (6), 1863-1867, 2018.



"İlim Kişi
Aw(k)-type salkowski curves in euclidean 3-space ie^3…"

 

 

[6] I. Kişi and G. Öztürk, “AW(k)-type curves 
according to the Bishop frame,” 
arXiv:1305.3381v1 [math.DG], 2013. 

[7] D. W. Yoon, “General helices of Aw(k)-type 
in the Lie group,” J. Appl. Math., pp.1-10, 
2012. 

[8] N. Chouaieb, A. Goriely, and J.H. 
Maddocks, “Helices,” PANS, 103, 
9398.9403, 2006. 

[9] A. A. Lucas and P. Lambin, “Diffraction by 
DNA, carbon nanotubes and other helical 
nanostructures,” Rep. Prog. Phys., vol. 68, 
1181.1249, 2005. 

[10] C. D. Toledo-Suarez, “On the arithmetic of 
fractal dimension using hyperhelices,” 
Chaos Solitons and Fractals, vol. 39, pp. 
342.349, 2009. 

[11] X. Yang, “High accuracy approximation of 
helices by quintic curve,” Comput. Aided 
Geometric Design, vol. 20, pp. 303.317, 
2003. 

[12] A. Gray, “Modern differential geometry of 
curves and surface,” CRS Press, Inc., 1993. 

[13] H. Gluck, “Higher curvatures of curves in 
Euclidean space,” Amer. Math. Monthly, 
vol. 73, pp. 699-704, 1966. 

[14] F. Klein and S. Lie, “Uber diejenigen 
ebenenen kurven welche durch ein 
geschlossenes system von einfach unendlich 
vielen vartauschbaren lin-earen 
transformationen in sich übergehen,” Math. 
Ann,. vol. 4, pp. 50-84, 1871. 

[15] J. Monterde, “Curves with constant 
curvature ratios,” Bulletin of Mexican 

Mathematic Society,” vol. 13, pp. 177-186, 
2007. 

[16] G. Öztürk, K. Arslan, and H.H. 
Hacisalihoğlu, “A characterization of ccr-

curves in mIR ,” Proc. Estonian Acad. 
Sciences, vol. 57, pp. 217-224, 2008. 

[17] E. Salkowski, “Zur transformation von 
raumkurven,” Math. Ann., vol. 66, pp. 517-
557, 1909. 

[18] A.T. Ali, “Spacelike Salkowski and anti-
Salkowski curves with spacelike principal 
normal in Minkowski 3-space,” Int. J. Open 
Problems Comp. Math., vol. 2, pp. 451.460, 
2009. 

[19] A.T. Ali, “Timelike Salkowski and anti-
Salkowski curves in Minkowski 3-space,” J. 
Adv. Res. Dyn. Cont. Syst., vol. 2, pp. 17.26, 
2010. 

[20] F. Kaymaz and F. K. Aksoyak, “Some 
special curves and Manheim curves in three 
dimensional Euclidean space,” 
Mathematical Sciences and applications E-
Notes, vol. 5, no. 1, pp. 34-39, 2017. 

[21] J. Monterde, “Salkowski curves revisited: A 
family of curves with constant curvature and 
non-constant torsion,” Computer Aided 
Geometric Design, vol. 26, no. 3, pp. 271-
278, 2009. 

[22] M. P. Do Carmo, “Differential geometry of 
curves and surfaces”, Prentice 
Hall, Englewood Cliffs, N. J. 1976. 

 

 

1867Sakarya University Journal of Science, 22 (6), 1863-1867, 2018.



 

SAKARYA UNIVERSITY  
JOURNAL OF SCIENCE 

 

e-ISSN: 2147-835X 
http://www.saujs.sakarya.edu.tr 

Rece�ved 
21-05-2018 
Accepted 

24-09-2018 

Do� 
10.16984/saufenb�lder.425519 

 
 

 

Curves According to the Successor Frame in Euclidean 3-Space  

Melek Masal * 

Abstract 

In the present study, the successor formulae of the successor curves defined by Menninger [1] are given. Then, by 
defining the successor planes, the geometric meanings of the successor curvatures are investigated and the relations 
across the components of the position vectors of successor curves are found. Furthermore, in this study, it is proven 
that lies in the 3rd.type successor plane,  lies in the 1st type successor plane and by defining the involute-evolute S-
pair, the distance between the corresponding points of these curves is found. 

Keywords: Successor frame; Successor curves; Slant helix, Involute-evolute curves. 

 

 

1. INTRODUCTION 

The geometry of the curves may be surrounded by the 
topics on general helices, involute-evolute curves, 
Mannheim curves and Bertrand curves (see [2-10]). 
Such special curves are investigated and used to solve 
some real-world problems; such as problems of 
mechanical design or robotics by the help of well-
known Frenet-Serret equations since the curves can be 
thought as the path of a moving particle in the 
Euclidean Space.After that, some researchers in the 
field aimed to determine another moving frame for a 
regular curve [11,12,13]. Menninger, for example, 
pioneered “Successor frame” using parallel vector 
fields [1].  

In the original part of this study, the successor formulae 
of the successor curves in 3-dimensional Euclidean 

space 3E are provided, and the successor curvatures of 
the successor curves in a geometrical treatment are 

described by specifying the thi successor plane. 
Afterwards, by referring to the position vector of a 
successor curve as 1 1 2 1 3 1v T v N v B    , the relations 

between the components .iv are obtained. In the fourth 

                                                 

* Corresponding Author: Sakarya University, Faculty of Education, Mathematics and Science Education Deparment, 54300 
Hendek, Sakarya, Turkiye, mmasal@sakarya.edu.tr 

section, we define helix concerning the successor 
system and prove that 1T -helix and 1B -helix, 

respectively, lie in the 3rd type successor plane and the 
1st type successor plane. We also see that there is no 

successor curve as 1N -helix in 3E . In the fifth section, 

we define the involute-evolute S-pair, and then, we find 
the distance between the corresponding points of these 
curves. 
 

2. SUCCESSOR TRANSFORMATION OF 
FRENET APPARATUS  

The Euclidean 3-space provided with the standard flat 
metric is given by 

2 2 2
1 2 3, dx dx dx      

where  1 2 3, ,x x x
 
is a rectangular coordinate system of 

3E . Recall that the norm of an arbitrary vector X  is 

given by ,X X X   . Let 3: I E    be an 

arbitrary curve in the Euclidean space 3E . The curve   

is stated to be a unit speed if the inner product 

1868
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, 1
d d

ds ds

 
  is satisfied. Throughout this paper, we 

will assume that all curves are unit speed curves. For 
any arbitrary unit speed curve, the Frenet-Serret 
Formulae are given by 

,

,

.

T N

N T B

B N



 



 

   

  

                                             (1) 

 
Here , ,T N B  are completely determined by the 

curvature   and torsion  , as a function of parameter 
,s  [4]. 

Definition 2.1 

Let T  be the unit tangent vector of the curve : ( )s  . 

A curve : ( )s   that has T  as the principal normal is 

called the successor curve of the curve  , and the 

frame  1 1 1, ,T N B
 
is called the successor frame of the 

Frenet frame  , ,T N B
 
if 1N T , [1]. 

Theorem 2.1 

Every Frenet curve has a family of successor curves. 

Given a Frenet system  , , , ,F T N B   , the totality 

of successor systems  1 1 1 1 1 1, , , ,F T N B   is as 

follows: 
 

1

1

1

cos sin ,

,

sin cos ,

T N B

N T

B N B

 

 

  



 

                                (2)                     

1 1 0cos , sin , ( ) ( )s s ds                       (3)      

Depending on a parameter, 0  
is a constant real 

number. The Darboux vector of the successor frame is

1D B , [1]. 

Remark 2.1 

The inverse of the successor transformation may be 
denoted as predecessor transformation. Bilinski 
described it for the case, but it is not well-defined in 
general, [1].  

3. SUCCESSOR CURVES 

In this section, initially the successor formulae of the 
successor curves in 3-dimensional Euclidean space   are 
given, and the successor curvatures of the successor 
curves are interpreted geometrically by describing the 
successor plane. Afterwards, by referring to the 
position vector of the successor curve as, the relations 
among the components   are obtained. 

Theorem 3.1 

If   is the successor curve of the Frenet curve   is 

given with the Frenet system , , , ,T N B    , and if 

 1 1 1 1 1, , , ,T N B    is the successor system of   in
3E , 

then there exists the following formulae:  

1

1 1 1

1 1 1 1

1 1 1

,

,

.

T N

N T B

B N



 





   

  

 

Proof 

Let   be the successor curve of the curve   given 

with the Frenet system  , , , ,T N B    and let 

 1 1 1 1 1, , , ,T N B    be the successor system of   in
3E . 

Then, if we differentiate each side of the Equation (2) 
with respect to s , the following is found: 
 

1

1

1

sin cos cos sin ,

,

cos sin sin cos .

T N N B B

N T

B N N B B

     

     

       

 

       
 

 
If the Frenet-Serret formulae, Equations (2), (3) and the 
Remark 2.1 are substituted in these last equations, then 
following equations are obtained: 
 

 
1

1 1 1

1 1 1 1

1 1 1

,

,

.

T N

N T B

B N



 





   

  
 

After that, the formulae, defined in Theorem 3.1 , will 
be called as Successor Formulae.  

Definition 3.1 

Let   be the successor curve of the curve   given 

with the Frenet system  , , , ,T N B    and let

 1 1 1 1 1, , , ,T N B    be the successor system of  in 3E . 

The subspace  1 1,Sp T N  is called the 1st type successor 

plane of  , the subspace  1 1,Sp T B  is called the 2nd 

type successor plane of   , and the subspace 

 1 1,Sp N B  is called the 3rd type successor plane of  . 

Theorem 3.2 

The Let   be the successor curve of the Frenet curve 

  in
3E .

 
i) If    is a successor curve, then the successor 
approximation of the successor curve   can be 
obtained as; 
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0 10 10 0 10 0 10 10
ˆ( ) (0) ( ) (1 ) ( )s s T s N s B          . 

 
ii) If 1 0  , then the successor curve  lies in the 3rd 

type successor plane. 
iii) If 1 0  , then the successor curve   lies in the 1st 

type successor plane. 

Proof 

Let   be the successor curve of the curve   given 

with the Frenet system  , , , ,T N B    and let

 1 1 1 1 1, , , ,T N B    be the successor system of  in 3E . 

From the Definition 2.1, we can write, (Figure 3.1)
  

( ) ( ) ( ) ( )s s s T s     

 

 

Figure 3.1
 

For Taylor expansion of the successor curve   in a 
neighborhood of 0s , we can write 

2 3

( ) (0) (0) (0) (0) ...
2 6

s s
s s                          (5) 

where 0 0s  . If successor system is called by

 10 10 10 10 10, , , ,T N B    at the point (0) and the Frenet 

system is called by  0 0 0 0 0, , , ,T N B    at the point (0)  

, and if we differentiate each side of the Equation 4 with 
respect to s, following equations are obtained. 

  
     

     
     

0 10 10 0 10 0 10 10

0 10 0 10 10

2 2
0 0 10 10 10 0 10 0 10 10

2 2
10 10 10 0 10 0 10 10

2 2
0 10 10 0 0 10 10 10 10

(0) ( ) (1 ) ( ) ,

(0) 2 1

2 1 ,

(0) 3 3 1

3 1 3

T N B

T

N B

T

N

     

    

       

         

        

     

      

      

         

         

     
10

2 2
0 10 0 10 0 10 10 10 10 103 3 1 .B                

 

If the above equations are put in the Equation (5), the 
following equation is found: 

    
     

    

     
    

2

0 10 0 10 0 10

3
2 2

10 0 0 10 10 0 10 0 10 10

2
2 2

0 0 0 10 10

3
2 2

0 10 10 0 0 10 10 10 10 10

2

0 10 0 10 0 10

( ) (0)

( 2 1
2

3 3 1 ...)
6

( 1
2

3 1 3 ...)
6

( 2 1
2

s

s
s

s
T

s
s

s
N

s
s

 

     

        

    

        

     



       

         

      

         

    

      10

3
2 2

0 10 0 10 0 10 10 10 103 3 1 ...)
6

s
B        



        

 

If 2 3 4, , ,....s s s  are omitted here, and the obtained 

piece is denoted by


, this is found 

0 10 10 0 10 0 10 10
ˆ ( ) (0) ( ) (1 ) ( )s s T s N s B            (6) 

This equation will be called as the successor 
approximation of the successor curve .  

As a result of Equation (6), if 10 0  ,
 
the curve lies in 

a plane spanning by  10 10,N B
 
and also if 10 0   , the 

curve lies in a plane spanning by  10 10,T N . The 

geometric mean of 1  
measures measures to an extent 

which the successor curve departs from a 3rd type 

successor plane whereas 1  measures to an extent 

which the successor curve departs from a 1st type 
successor plane. 

Theorem 3.3 

If 1 1 2 1 3 1T N B       is the position vector of the 

successor curve  , then the coefficients 

( ) 1,2,3i i s and i  
 

satisfy the following 

relations:  

 

 

1 1 2

2 1 1 3 1

3 1 2

,

1 ,

.

v v

v v v

v v

 

  

 

  

    

   
 

Where, the distance of the successor curve   to the 
Frenet curve   is .   

Proof 

Let 1 1 2 1 3 1 ( )i iv T v N v B and v v s      be the position 

vectors of the successor curve . If we take the 
derivative of the position vector of the successor curve 
in view of the Theorem 3.1, the following can be 
obtained:  

     1 2 1 1 1 1 2 3 1 1 2 1 3 1v v T v v v N v v B               (7)  
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Furthermore, if equation 4 is differentiated, then the 

     1 1 1 1 11T N B                           (8) 

equation where the distance of the successor curve   
to the Frenet curve   is   is obtained. 

Thus, the Equations (7) and (8) give us  

 

 

 

1 1 2

2 1 1 3 1

3 1 2

,

1 ,

.

v v

v v v

v v

 

  

 

  

    

   
 

So, from the Definition 3.1, Theorem 3.2 and Theorem 
3.3, we can reach the following result:  

Corollary 3.1 

Let 1 1 2 1 3 1T N B       be the position vector of the 

successor curve   , and the distance of the successor 
curve   to the Frenet curve   is .     

i) If   is in the 1st type successor plane, then we get the 
following equation: 

  1 2 1 2 1 1 1v v v v            

ii) If   is in the 2nd type successor plane, then we get 
the following equation: 

  2 2
1 1 1 1 3 1v v          

 
 

iii) If   is in the 3rd type successor plane, then we get 
the following equation: 

  2 3 1 3 2 1 1v v v v            

4. HELIX ACCORDING TO SUCCESSOR 
SYSTEM 

In this section, the helix concerning the successor 
system is defined, and furthermore, 1T -helix and      1B

-helix, respectively, lie in the 3rd type successor plane, 
and the 1st type successor plane is proven. It can also be 
observed that there is no successor curve as 1N -helix 

in 3E . 

Definition 4.1 

Let  1 1 1( ), ( ), ( )T s N s B s  be the successor system of a 

successor curve . If 1T  at any point of the successor 

curve   makes a constant angle with a fixed line, then
  is called 1T -helix, and if 1N  at any point of the   
makes a constant angle with a fixed line, then the   is 
called 1N -helix, and if 1B  at any point of   makes a 

constant angle with a fixed line, then   is called 1B -

helix. 

Theorem 4.1 

If the successor curve   is a 1T -helix, then 

1

1

constant



  

Proof 

Assume that the successor curve   is a 1T -helix. In 

this case, the following can be written by taking the 
definition into consideration: 

1, cos constant 0T U                             (9) 

where U  is aconstant vector. If we differentiate the 
Equation (9) and consider Theorem 3.1, we get; 

1 1, 0.N U    

This shows  1 1,PU S T B . Therefore, the following 

can be written: 

1 1 2 1, constant. (10)iU u T u B u  

Taking derivative of the Equation (10), the Successor 
formulae give

 
 1 1 2 1 0u u  

  
 Then, it is seen that  

 1

1

constant



  

Theorem 4.2 

There is no successor curve as 1N -helix in 3E . 

Proof 

Let the successor curve   be the 1N -helix, assuming 

that there is a constant vector V  which satisfies 

1, cos constantN V    
                         

(11) 

Differentiating the Equation (11) and considering 
Theorem 3.1, the following is seen: 

1 1 1 1, 0,T B V     

which means that  1PV S N . Then, it is seen that; 

1 , constantV N                                (12)                  

If we differentiate the Equation (12), we get 1 0 
 
and

1 0  . The curve  cannot be a 1N -helix, due to the 

fact that 1 and 1  cannot vanish at the same time for 

any successor curve . 

Theorem 4.3 

If the successor curve   is 1B -helix, the 1

1

constant



  

Proof 

Suppose that the successor curve   is -helix. Then, 
there is a constant vector W  such as; 
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1, cos constantB W                            (13) 
From the equation presented above,  

1 1, 0N W 
                                              

(14) 
is found. So, we can call  

1 1 2 1 , constantiW T B     .  

If we differentiate the Equation (14), we get  
 1 1 2 1 0      

and  

 1

1

constant





 

5.  INVOLUTE-EVOLUTE CURVES 
ACCORDING TO THE SUCCESSOR 

SYSTEM 

In this section the involute-evolute S-pair is defined, 
and the distance between the corresponding points of 
these curves are found.  

Definition 5.1 

Let  1 1 1 1 1, , , ,T N B    be the successor system of the 

successor curve   and let * * * * *
1 1 1 1 1, , , ,T N B    be the 

successor system of the successor curve * . If 
*

1 1, 0N N   , then the curve pair  *,   is called the 

involute-evolute successor pair or shortly involute-
evolute S-pair according to the successor system. 

Theorem 5.1 

Let   be the successor curve of the Frenet curve   

and * be the successor curve of the Frenet curve * .  

If  *, 
 
is the involute-evolute S-pair, then  

  *
1( ) ( ) ( )s s s c N s        

and 

 * *
1s c     

Where c and 1c  are constants of integration. 

Proof 

Let   be the successor curve of the Frenet curve   

and * be the successor curve of the Frenet curve * . 

If  , , , ,T N B    and  * * * * *, , , ,T N B   are Frenet 

systems of the Frenet curves   and * respectively, 

and  1 1 1 1 1, , , ,T N B    and  * * * * *
1 1 1 1 1, , , ,T N B   are 

successor systems of the successor curves    and *  
respectively, then from the Definition 2.1, we can 
write;  

 
* * * * * * * *

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

s s s T s

s s s T s

  

  

 

 
                 (15) 

If  *,   is the involute-evolute S-pair, then from the 

Definition 5.1, the following can be written:  

           
*

1( ) ( ) ( ) ( )s s s N s   
                             

(16)
                                           

From Equations (15) and (16), we have; 

   
* * *

1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )s s T s s s T s a s N s               
(17)

    
If we differentiate each side of the Equation (17) with 
respect to s  and consider Theorem 3.1, the following 
is obtained:  

      
       

*
* * * * * * * *

1 1 1 1 1

1 1 1 1 1

1

1

ds
T N B

ds

a T a N a B

    

    

    

       

  

 
 From the Definition 5.1, we get 

 *1 0 , 1 0a          

Thus,  

 * *
1 ,c s a s c                      (18)               

Where c  and 1c  are constants of integration. 

If the Equation (18) is replaced by the Equation (16), 
then  

  *
1( ) ( ) ( )s s s c N s        

is obtained. 

6. CONCLUSION 

In this paper, thegeometric meanings of the successor 
curvatures, the involute-evolute successor curves, the 
successor helices and some properties of these special 
curves have been introduced. This frame is new for the 
differential geometricians; thus, we expect that it will 
broaden the horizon of the geometricians in the field. 
We also hope that this new frame will attract 
geometricians as the other special frames do (e.g. 
Sabban frame, Bishop frame, Darboux frame and so 
forth).  
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Rings and Modules Whose Socles are Relative Ejective 

Nuray Eroğlu*1 

Abstract 

Lifting homomorphism from modules to modules or even from certain submodule to the modules have been 
important both in ring and module theory. In this note we study rings and modules whose socles are relative ejective. 
Moreover we reduce our consideration to rings and modules with injective socles which provides the dual notion to 
PS−modules. 

Keywords:  Socle, M−injective module, radical of a module 

1. INTRODUCTION 

Throughout this paper all rings are associative 
with identity and all modules are unital right 
modules. Let � be a ring and let � be an �–
module. Then the radical of � is defined by the 
intersection of all maximal submodules of � or � 
if � has no maximal submodule and denoted 
����. Recall that for a right �–module � the 
singular submodule is defined by 
�(�) = {� ∈ �: �� = 0 for some essential 

right ideal � of �} 
and a module � is called nonsingular provided 
that �(�) = 0 (see [2]). Note that W.K. 
Nicholson and J.F. Watters called a module � a 
��–module if every simple submodule of � is 
projective, equivalently ���� is projective (see 
[4]). To this end it is natural to think of rings with 
injective radical dual to ��–rings. In this case it is 
easy to see that the Jacobson radical of � is zero. 
Recently relative ejectivity was defined (see [1] 
and [8]). Let �, � be �–modules. Then � is 
called �–ejective if for each submodule � of � 
and each homomorphism �: � → � there exist a 
homomorphism �: � → � and an essential 
submodule � of � such that �|� = �|� i.e.; 
�(�) = �(�) for all � ∈ �. It is clear that every 

�–injective module is �–ejective. However, the 
converse is not true in general (see for example 
[1]). 

In this paper we deal with modules and 
rings with �–ejective socles or injective socles. 
To this end, we obtain basic properties of ���–
modules and make sure that the class of ���–
modules is different from the class of weak ��–
modules. For; unexplained terminology and 
notation we refer to [2], [3], [5]. So: 

 

2. ���–RINGS AND MODULES 
Definition 1. Let � be an �–module. Then � is 
called an ��� (respectively ���)–module if ���� 
is �–ejective (respectively injective). The ring � 
is said to be right ��� (INS)–ring whenever the 
right �–module � is an ��� (INS)–module. 
Example 1.  Let � be an �–module. 

i. If ���� is injective or �–injective then � 
is an ���–module. 

ii. If ���� = 0 then � is an ���–module.  
Observe that Example 1(ii) yields that in 

particular the rings of integers ℤ and the 
polynomial ring �[�] over a ring � are ���–rings. 

The following Lemma is the part of 
Corollary 2.5 in [1] which motivates our work. 
Lemma 1.  [1, Corollary 2.5] If ���� is essential 
in �, then � is �–ejective if and only if for each 

1874

Sakarya University Journal of Science, 22 (6), 1874-1877, 2018.



"Nuray Eroğlu
Rings and modules whose socles are relative ejective…"

 

 

homomorphism �: ���� → � there exists a 
homomorphism �: � → � such that �|���� = �. 
In other words, the diagram  

 
commutes where � denotes the inclusion mapping.  

As the following example illustrates the 
condition ���� is being essential in � is not 
superfluous in Lemma 1. 
Example 2. Let � be any prime integer and let 
� = (ℤ/ℤ�) ⊕ ℚ be the ℤ–module. Then 

i. ���� is not �–ejective. 
ii. Any � ∈ ���ℤ(����, ����) can be 

lifted to � ∈ ���ℤ(�, ����). 
Proof. First of all note that 

���� = ℤ/ℤ� ⊕ 0 = � 
is not essential in �ℤ. 

i. Assume to the contrary and let �: ℤ → � 
be the canonical epimorphism. Thus there exists a 
homomorphism �: � → � such that �|ℤ = �. In 
particular � = �|ℚ: ℚ → � lifts � i.e.; �|ℤ = �. 

 
Now �(1/�) = � + ℤ� for some � ∈ ℤ. 

Thus ��(1/�) = �(1) = �(1) = 1 + ℤ�. It 
follows that �� + ℤ� = 1 + ℤ� and hence 1 ≡ 0 
(��� �), a contradiction. Hence ���� is not �–
ejective. 

ii. Let �: � → � be any homomorphism. If 
� = 0 then we have done. It follows that � = �. 
Define �: � → � by �(� + ℤ�, �) = � + ℤ�. It 

is clear that �|� = �.                                           

Proposition 1. Assume ���� is essential in �. 
Then � is an ���–module if and only if � is 
semisimple.  
Proof. (⇐) This part is clear. 
           (⇒) Suppose � is an ���–module. Let 
�: ���� → ���� be the identity mapping. By 
Lemma 1, there exists a homomorphism �: � →
���� such that �|���� = �. Then � = ���� +
����. Let � ∈ ���� ∩ ����. Thus  

� = �(�) = 0. 
Hence � = ���� ⊕ ����. Since ���� is 
essential in �, we obtain that  

���� = � 

i.e.; � is semisimple.                                          
Our next objective is to give an example 

which illustrates the former result. Incidentally, 
recall that a module � is called weak �� if every 
semisimple submodule is essential in a direct 
summand of �, see for example [7] or related 
references there in. 
Example 3. Let � be prime number and � be ℤ–
module (ℤ/ℤ�) ⊕ (ℤ/ℤ��). Then � is a weak 
��–module with essential socle which is not ���–
module.  
Proof. It is clear that ���� ≤� �ℤ. Now let us 
show that � is a weak ��–module. Note that � has 
uniform dimension 2. Let � be a semisimple 
submodule of �. If � is not simple, � ≤� �. 
Suppose that � is simple. Then � = (� +
ℤ�, ��� + ℤ��)ℤ for some integers �, � such that 
0 ≤ �, � ≤ � − 1. If � = 0, then � ≤� � = 0 ⊕
(ℤ/ℤ��). If � ≠ 0, then � = � ⊕ �. Thus, in any 
case, � is essential in a direct summand of �. Thus 
�ℤ is a weak ��–module. Since �ℤ is not 
semisimple, it is not ���–module by Proposition 

1.                                                      

One might expect that whether the ��� 
property implies weak �� condition or not? 
However there are several examples which 
eliminate this possibility. For example, let � be 
prime number and let � = (ℤ/ℤ�) ⊕ ℤ be the ℤ–
module. Now, let us form the trivial extension of 
ℤ with � i.e.; 

� = �
ℤ �
0 ℤ

� = ��
� (�̅, �)
0    �

� : � ∈ ℤ, (�̅, �) ∈ ��. 

Then ���(��) = �
0 ℤ/ℤ� ⊕ 0
0         0

� which is not 

essential in ��. It follows that �� is not a weak 
��–module. On the other hand, it is 
straightforward to see that �� is an ���–module. 
Lemma 2. Let � be an Abelian group (i.e.; ℤ–
module). Then 

i. ���� = ⋂ ��� ����� . 

ii. If � is torsion then ���� = 0 if and only 
if � is semisimple. 

Proof. i. It is easy to check. 
ii. (⇐) Clear. 
    (⇒) Let � =⊕�  ����� �� where �� is a torsion 

�–group. Let � be any prime such that � ≠ �. Let 
� ∈ ��. Then ��� = 0 for some � ≥ 1. Also 1 =

�� + ��� for some �, � ∈ ℤ. It follows that � =
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��� + ���� = �(��) ∈ ���. Therefore �� =

��� for all primes � ≠ �. Thus  

����� = �⋂ ����  �����,   ��� � ⋂�����  

                    = �� ⋂ ��� = 0. 

It follows that �� ≅ ��/��� so �� is semisimple 

and hence � is semisimple.              

Combining Lemma 2(ii) together with 
Proposition 1, we have the next result. 
Theorem 1. Let � be a torsion Abelian group. 
Then the following statements are equivalent. 

i. ���� = 0. 
ii. � is semisimple. 

iii. � is an ���–module. 
Proof. (i) ⇔ (ii) By Lemma 2(ii). 

(ii) ⇔ (iii) By Proposition 1.                  

Proposition 2. Let � be an ���–ring. Then every 
projective simple right �–module is an ���–
module. 
Proof. Suppose � is projective simple �–module. 
Then � = �� for some 0 ≠ � ∈ �. Since �/
�(�) ≅ � is projective simple where �(�) is the 
right annihilator of � in �. Then � = �(�) ⊕ � 
for some � ≤ �. Now  

� ≅ �/�(�) 
is projective simple. Hence � ≤ ����. Then 
���� = � ⊕ � for some right ideal � of �. Thus 
� is an ���–module. Therefore  

� ≅ �/�(�) ≅ � 

is an ���–module.                                               

Now we focus on the case in which that 
���� is an injective module. Recall that a module 
� is called an ���–module if ���� is injective. 
Also a ring � is called right ���–ring if �� is an 
���–module. We continue with the following 
easy Lemma. 
Lemma 3. The class of ���–modules is closed 
under direct products, submodules and essential 
extensions.  

Proof. It is straightforward to check.                  

Proposition 3. Let � be a ring. Then � is a right 
���–ring if and only if � has a faithful right ���–
module. 
Proof. (⇒) Obvious. 
           (⇐) Suppose � is an ���–module. Then 
�� embeds in  ∏ �. Thus � ≅ � ≤ ∏ �. Since 

���� ≅ ���� ≤ ���(∏ �), ���� is injective. 

Theorem 2. Let R be a ring. Then � is an ���–
ring if and only if the following conditions hold. 

i. ���� is finitely generated and projective. 
ii. Every projective simple right �–module is 

injective. 
Proof. Assume that (i) and (ii) hold. ���� =
�� ⊕ �� ⊕ … ⊕ �� where ��’s are simple and 
projective. Thus ���� is injective. 

Assume that � is an ���–ring. By 
hypothesis, � = ���� ⊕ � for some right ideal � 
of �. Thus ���� is cyclic and projective. Now 

Proposition 2 completes the proof.                     

Theorem 3. Let � be a ring. Then ���� = �� for 
some �� = � ∈ � if and only if � = � ⊕ � where 
� is semiprime Artinian ring and � is a ring with 
zero right socle. 
Proof. Suppose ���� = �� where �� = � ∈ �. 
Thus (1 − �)�� = 0. Hence 

� ≅ �
���       ��(1 − �)
0 (1 − �)�(1 − �)

� = �
� �
0 �

�. 

Now ���� = �
� �
0 0

�. Since 

�
0 �
0 0

� ≤ �   and   �
0 �
0 0

� ≤ ����, 

�
0 �
0 0

� = �� for some �� = � ∈ �. It follows 

that � = 0. So [6] yields that � ≅ � ⊕ � where 
� is semiprime Artinian and � has zero socle. 

Conversely, let � be a right ideal of � and 
let �: � → � be homomorphism. Now �(�) ≤ � 
and �(�) = �(�)� = �(��) ≤ �(� ∩ �) =
�(0) = 0. Hence � = 0. Thus � lifts to �. It 
follows that � is �–injective and �–injective. 

Therefore � is injective.                                      

Corollary 1. If � is an ���–ring then � ≅ � ⊕ � 
where � is a semiprime Artinian ring and � is a 
ring with zero right socle.  

Proof. Immediate by Theorem 3.                        

Our next objective is to clarify when a 
nonsingular right �–module is an ���–module. 
To this end a nonsingular right �–module has a 
projective socle i.e.; it is a ��–module (see [4]). 

Example 4.  Let � = [� �] and � = �
� �
0 �

� 

where � is field. Then � is right nonsingular right 
�–module which is not an ���–module.  
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Proof. Suppose ���� = [0 �] is injective. 

Define a homomorphism �: �
0 �
0 0

� → [0 �] by 

� ��
0 �
0 0

�� = [0 �] for � ∈ �. Hence  

[0 1] = � ��
0 1
0 0

�� = [0 �] �
0 1
0 0

� 

                                            = [0 0] 
for some � ∈ �. Which is a contradiction. It 
follows that ���� is not injective. However it is 

clear that � is nonsingular.                                

Corollary 2. Let � be commutative Noetherian 
ring and let � be a nonsingular �–module. Then 
� is an ���–module. 
Proof. It is not difficult to see that any nonsingular 

simple �–module is injective.         

Observe that Theorem 3 leads us to think of 
generalized triangular matrix ��� (���)–rings. 
For, let � be ring as in Example 4. It can be seen 
easily that � is not ��� (and hence not ���)–ring 
(see [8]). Incidentally, we should mention that 
there are trivial extensions which are not ���–
rings (see [8]). Furtermore, it will be an essential 
search to investigate relationships between the 
class of ���–modules and generalizations of 
extending modules. 
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Determining the Effect of Some Biasing Parameter Selection Methods for the Two 
Stage Ridge Regression Estimator 
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ABSTRACT 

The use of biased estimation techniques is inevitable in connection with multicollinearity in simultaneous 
equations model. Two stage ridge estimator is a pioneer biased estimator which is used to recover the 
problems that are originated from the multicollinearity. The noteworthy issue regarding two stage ridge 
estimator is selection of its biasing parameter. Based on the works in the literature related to ridge estimator 
in a linear regression model, several methods on selection of the biasing parameter of the two stage ridge 
estimator are investigated in this paper. To demonstrate the best estimators of the biasing parameter, a 
Monte Carlo experiment is conducted. The utility of the proposed estimators of the biasing parameter for 
two stage ridge estimator is observed in terms of mean square error criterion. 

Keywords: biasing parameter, multicollinearity, ridge estimator, two stage least squares  
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1. INTRODUCTION 

Let  ��×� and ��×� be matrices of observations, 
��×� and ��×� be the matrices of structural 
coefficients and ��×� be the matrix of structural 
disturbances. Then, simultaneous equations 
model is shown in the matrix form below: 

�� + �� = �               (1) 

where the elements of  � are nonstochastic and 
fixed with ����(�) = � ≤ � and the structural 
disturbances have zero mean and they are 
homoscedastic. The reduced form of the model 
(1) can be written as follows: 

� = �� + �.                                     (2) 

In equation (2) 

� = −����                                                (3) 

 and 

� = ����                                     (4) 

are the reduced form coefficients. 

�� =  ���� + ���� + ��                           (5) 

is the first equation of the system which is 
derived according to zero restrictions criterion. 
For  �� + 1 included and ��

∗ = � − �� − 1 
excluded jointly dependent variables and �� 
included and ��

∗ = � − �� excluded  
predetermined variables, � = [�� �� ��

∗] 
and � = [�� ��

∗] are assumed to be variables 
with the size of � × ��, � × ��

∗,  � × �� and 
� × ��

∗ corresponding to ��, ��
∗, �� and ��

∗. 
�.� = [1 −�� 0 ]

� and �.� = [−�� 0 ]
� are 

assumed to be variables with the size of  �� × 1 
and �� × 1 corresponding to �� and �� and �� is 
the first column of �. [�� �� ��

∗] =

[�� ��
∗] �

π�� Π�� Π��
∗

π�� Π�� Π��
∗ � 

                          +[�� �� ��
∗],                                 

is the partition of the reduced form equation (2) 
with the variables 

�� = ��� + ��                    

and 

�� =  �Π� + ��,                             (6) 

where �� = [��� ���]� and                            Π� =
[Π�� Π��]� are assumed to be variables having 

the size of �� × 1, ��
∗ × 1, �� × ��, ��

∗ × ��, 
� × 1 and � × �� corresponding to ���, ���, 
Π��, Π��, �� and ��. Three subsequent equations 
show the identifiability relationship between the 
structural parameters and the reduced form 
parameters for the first equation: 

��� = Π���� + ��,                        

��� = Π����                    

and 

 �� = ���� + ��                         (7) 

by taking account of only the first column of �, 
� and U in the reduced form coefficients (3) and 
(4). 

With the notations  

�� = [ �� ��]�×��
,                                           

and 

�� = [ �� �� ]��×�
�                                             

where �� = �� + ��, the first equation of the 
system (5) is obtained as 

�� = ���� + ��.                         (8) 

The structural equation (8) is formed as below 
by replacing the equations (6) and (7), 

 ��  =  [ �Π� �� ] �
��

��
� + ��.            (9) 

Reconsidering the equation (9), the final form 
reveals as follows: 

��  =  �̅���  +  ��,                       (10) 

where �̅�  =  �(��)  =  [ �Π� �� ], �(��) =
0 and �(����

� )  =  ���. 

As a most common technique, two stage least 
squares (TSLS) estimation is applied to 
simultaneous equations model to estimate the 
structural parameters. The way for this purpose 
in the first stage is to replace explanatory 
endogenous variables by their instrumental 
variables which are ordinary least squares 
(OLS) estimates that are obtained by using the 
exogenous variables. Next for the second stage, 
the regression coefficients are estimated again 
by the OLS estimator. TSLS estimator is defined 
as follows 

��
�� = (�̅�

� �̅�)���̅�
� ��.                       (11) 

Since �̅� is unknown,  
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Π�� = (�′�)���′��                   

is used at the first stage to constitute 

�̅�� = [ �Π�� ��].                  

By substituting this estimation of �̅� in the 
equation (11), the operational form of the TSLS 
estimator is derived as follows: 

���
�� = ��̅��

� �̅���
��

�̅��
� ��.                  

Despite ease of computation of the TSLS 
estimator, running into multicollinearity in 
simultaneous equations model leads us to find 
alternative biased estimation methods to the 
TSLS estimation. Within this context, widely 
used estimator is ridge estimator (RE) (Hoerl 
and Kennard [1]) which is recommended for 
estimating parameters in simultaneous 
equations model by Vinod and Ullah [2].  Thus, 
two stage RE of Vinod and Ullah [2] plays a 
prominent role to eliminate the 
multicollinearity. Ordinary and operational 
forms of the two stage RE are  

��
�� = (�̅�

� �̅� + ��)���̅�
� ��,   

���
�� = ��̅��

� �̅�� + ���
��

�̅��
� ��,                  

where � > 0.  

2. MATERIAL AND METHOD 

The model (10) can be written in a canonical 
form as follows 

�� =  ��� + ��,   

where � = �̅��,  �� = ����  and � is an 
orthogonal matrix such that ��� = ���̅�

� �̅�� =
Λ� = ��������, … , ����

� where ��� are the 

eigenvalues of �̅�
� �̅�. By using this canonical 

form, the TSLS estimator can be written as 

��
�� = Λ�

������.                   

In practice, this estimator is used as follows 

���
�� = Λ��

�������,                   

where Λ� is substituted by Λ�� = ���̅��
� �̅��� for 

the unknown Λ� and �� = �̅��� is put in the place 
of �. 

Let us write the two stage RE in the canonical 
form as  

��
�� = (Λ� + ��)������.                                

This estimator is used practically as follows: 

���
�� = �Λ�� + ���

��
�����.                    

As for comparing the performance of the 
estimators, the scalar mean square error (���) 
is the most practical and efficient tool of 
measure. The ��� of the TSLS estimator and 
the two stage RE are  

���(��
��) = �� ∑

�

���

��
���  ,                                   

���(��
��) = �� ∑

���

(�����)�

��
���   

                  +�� ∑
���

�

(�����)�

��
��� ,                      (12) 

where the first part of the equation (12) 
represents the function of variance while the 
second part shows the function of squared bias.  

Two stage RE is preferable to the TSLS 
estimator with regard to more reliable 
calculations in the existence of 
multicollinearity. In the meantime, there is a 
difficulty in using the two stage RE depending 
on the selection of its biasing parameter. To 
eliminate this problem, we consider various 
methods which are also examined for linear 
regression model in the literature: Hoerl and 
Kennard [1], Hoerl et al. [3], Lawless and Wang 
[4], Hocking et al. [5], Kibria [6], Khalaf and 
Shukur [7], Alkhamisi et al. [8], Alkhamisi and 
Shukur [9], Muniz and Kibria [10] and Muniz et 
al. [11]. The aforementioned studies are broadly 
summarized in Mansson et al. [12], hence we 
follow this article to estimate the biasing 
parameter of the two stage RE. 

We mainly investigate the estimators of the 
biasing parameter of the two stage RE below: 

Hoerl and Kennard [1]:  

��� =
���

������
�  , 

where ��� is the unbiased estimator of �� and 
������ is the maximum element of ���. 

Hoerl et al. [3]: 

��� =
�����

∑ ����
���

���

.  

Lawless and Wang [4]: 
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��� =
�����

∑ �������
���

���

. 

Hocking et al. [5]: 

��� = ��� ∑ (�������)���
���

(∑ �������
���

���
)�

. 

Kibria [6]: 

��� =
�

��
∑

���

����
�

��
��� ,  ��� =

���

�∏ ����
���

���
�

�
��

 ,  

��� = ������ �
���

����
� �. 

Khalaf and Shukur [7]: 

��� =
��������

(����)���������������
�  , 

where ����� is the maximum eigenvalue of 
�̅�

� �̅�. 

Alkhamisi et al. [8]: 

��� = ��� �
������

(����)�����������
� � , 

���� = ������ �
������

(����)�����������
� �. 

Muniz and Kibria [10]: 

���� = �∏
������

(����)�����������
�

��
��� �

�

��
, 

���� = ��� �
�

���� ����
��

�,  

���� = �∏
�

���� ����
��

��
��� �

�

��

,   ���� =

�∏ ���� ����
�⁄��

��� �

�

��

,           

���� = ������ �
�

���� ����
��

�. 

Muniz et al. [11]: 

���� = ��� �
(����)�������������

�

�������� �,  

���� = ��� �
��������

(����)�������������
� �,    

���� = �∏
(����)�������������

�

��������

��
��� �

�

��
, 

���� = �∏
��������

(����)�������������
�

��
��� �

�

��
,   

���� = ������ �
(����)�������������

�

�������� �. 

3. AN APPLICATION: A MONTE 
CARLO SIMULATION 

A Monte Carlo simulation is a prominent way to 
demonstrate how the estimators of the biasing 
parameter effect the mastery of the two stage 
RE. These are the papers in which some Monte 
Carlo studies are handled in the simultaneous 
equations model: Wagnar [13], Hendry [14], 
Park [15], Capps Jr and Grubbs [16], Johnston 
and Dinardo [17], Geweke [18], Agunbiade 
[19,20] and Agunbiade and Iyaniwura [21].  

The structural form of the model built by 
Agunbiade and Iyaniwura [21] corresponding to 
three structural equations Equation 1, Equation 
2 and Equation 3 is as follows: 

��� =  ������  +  ������  + ������ + ���,     

��� = ��� ���  +  ������ +  ������ + ���,     

��� = ��� ���  +  ������ + ������ + ���.      

Arbitrary model parameters for this structural 
model are also given as: 

��� = 1.8, ��� = 0.2, ��� = 1.2,   

��� = 1.5, ��� = 2.5, ��� = 2.1,   

��� = 0.9, ��� = 0.4, ��� = 3.3.   

Taking account of different levels of error 
variance  (�) and multicollinearity degree (�) 
with sample size  � = 60 and using the root 
mean square error (����) criterion, the TSLS 
estimator and the two stage RE are compared 
empirically. 

We generate predetermined variables having 
��(0, Σ) where Σ is assumed to be as a 
correlation matrix with a given correlation �. 
Similarly, multivariate normal distribution is 
used to generate the error terms according to 
variance-covariance matrix  below with the 
parameter �:  

� × �
7.0 5.0 4.0
5.0 4.5 3.5
4.0 3.5 3.0

�.  

1881Sakarya University Journal of Science, 22 (6), 1878-1885, 2018.



"Nimet Özbay, Selma Toker
Determining the effect of some biasing parameter selection methods for the two stage ridge regression estimator…"

 

Different choices of values that are used for the 
parameters are � = 0.70, 0.80, 0.90, 0.99 and 
� = 0.1, 1, 10, 100. The experiment is repeated 
10000 times by using MATLAB program. After 
the sample is generated, the estimated ���� is 
calculated by 

����� ���� = �
�

�����
∑ ���� − ��

�
���� − �������

��� , 

where � is the parameter vector of a given 

structural equation, �� is the estimator of this 
parameter vector and ���  is the estimation of the 

parameter vector in the �-�ℎ replication. The 
results are summarized in Tables 1-3 
corresponding to Equation 1, Equation 2 and 
Equation 3 for the TSLS estimator and the two 
stage RE. 

4. RESULTS AND DISCUSSION 

According to Tables 1-3, to outperform the 
TSLS estimator is a general conclusion for the 
two stage RE with different estimations of the 
biasing parameter. At the same time, for the 
smallest value of the error variance (� = 0.1) 
the superiority of the TSLS estimator may be 
observed. The point need to focus on is the 
noteworthy influence of the proposed estimators 
of the biasing parameter on efficiency of the two 
stage RE. By virtue of this simulation study, 
which estimator of the biasing parameter will be 
preferred is demonstrated. Thus, the difficulty in 
the selection of the biasing parameter of the two 

stage RE is dispelled. In consequence, ���, ��� , 

���� and ���� seem to be the best performed 
biasing parameters for the efficiency of the two 
stage RE. In connection to the variation in the 
level of the error variance and multicollinearity, 
the estimation ability of the two stage RE 
changes through the recommended estimators of 
the biasing parameter. Increasing both the level 
of multicollinearity and the error variance has a 
positive effect on the estimated ���e values of 
the two stage RE.  

Based on Tables 1-3, let us comment on the 
Equations 1-3 separately. Considering Table 1, 

two stage RE with ��� gives the smallest 
estimated ���� values in general. However, we 
cannot reach a certain conclusion for a quite 
high level of multicollinearity. When the level 
of multicollinearity is lower the results are 

convincing for ���� according to Table 2, in 

contrast ��� is preferable when the level of 
multicollinearity is higher. In Table 3, taking 
into consideration of the estimators of the 

biasing parameter, it is deduced that ��� and ����  
surpass their competitors. Moreover, Equation 1 
yields the smallest estimated ���� values 
among all the equations. 

5. CONCLUDING REMARKS 

The usage of the two stage RE in order to 
estimate the exogenous variables of a structural 
equation compels us to concentrate on the 
selection of its biasing parameter. We clarify 
this problem in this article since there are not too 
many papers that are prone to this issue in the 
literature. We find out the best estimator of the 

biasing parameter within ��� to ���� by a 
comprehensive application.  

As for summarizing the outcomes of the Monte 
Carlo experiment, it is inferred that the level of 
the error variance and multicollinearity is an 
indicator which alters the estimated ���� 
values of the estimators. An increment in the 
magnitude of the error variance and 
multicollinearity results in an increment in the 
estimated ���� values of the two stage RE.  

Generally, each estimator of the biasing 
parameter provides its own effect for two stage 
RE to be outperform the TSLS estimator. But, 

especially ���, ��� , ���� and ���� give the smallest 
estimated rmse values for two stage RE. As a 
result, we advise researchers, who confront with 
simultaneous equations model exposed to 
multicollinearity, that one of the proposed 
estimators of the biasing parameter for two stage 
RE can be preferred.  
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Table 1. Estimated ���� values of the estimators in Equation 1

 
Table 2. Estimated ���� values of the estimators in Equation 2 

 

Equation 1 

   Two stage RE with different �� values 

� � 
TSLS 
estimator 

��� ��� ��� ��� ��� ��� ��� ��� ��� ���� 

0.70 0.1 0.3190 0.4580 0.3667 0.1891 0.2881 0.4140 0.3920 0.4580 0.4306 0.2848 0.2155 
 1 1.5333 1.2525 1.0873 0.5251 0.9142 1.1970 1.1533 1.2455 1.0176 0.8359 0.5426 
 10 246.3471 1.8468 1.4123 1.1244 1.3533 1.7830 1.5962 1.8468 1.2808 1.2654 1.1284 
 100 152.8417 2.1725 1.4335 2.0220 1.4356 2.1725 2.0964 1.4359 1.3220 1.3214 1.9960 
0.80 0.1 0.3884 0.5853 0.4748 0.2271 0.3706 0.5381 0.5089 0.5853 0.5533 0.3657 0.2543 
 1 26.8411 1.3493 1.2031 0.6179 1.0455 1.3046 1.2665 1.3326 1.1541 0.9734 0.6342 
 10 202.8415 2.1717 1.4345 1.2748 1.3908 2.1701 2.0605 2.0590 1.3550 1.3468 1.2762 
 100 2329.8874 2.1446 1.3877 2.6943 1.4420 2.0938 1.6165 1.4424 1.3586 1.3591 2.6750 
0.90 0.1 0.5625 0.8613 0.7015 0.3113 0.5520 0.7928 0.7522 0.8613 0.8208 0.5442 0.3375 
 1 35.1412 1.4507 1.3443 0.8101 1.2315 1.4235 1.3972 1.4238 1.3240 1.1792 0.8226 
 10 278.8939 2.1251 1.4494 1.5941 1.4296 2.0455 1.6333 1.5294 1.4339 1.4376 1.5832 
 100 302.7489 2.0248 1.3840 3.8961 1.4486 1.8450 1.4593 1.4492 1.3950 1.3967 4.0281 
0.99 0.1 146.6652 1.4852 1.3721 0.8381 1.2544 1.4689 1.4375 1.4419 1.4684 1.2480 0.8501 
 1 176.0489 1.6970 1.4860 1.7629 1.4938 1.5468 1.4857 1.4843 1.4859 1.4989 1.7470 
 10 121.6339 1.5018 1.5609 3.3718 1.4687 1.4679 1.4773 1.4687 1.5120 1.5278 3.5032 
 100 801.3517 1.7149 1.6326 4.0039 1.4572 1.5579 1.4094 1.4581 1.7184 1.4364 5.6537 

   Two stage RE with different �� continued values 

� � 
TSLS 
estimator 

���� ���� ���� ���� ���� ���� ���� ���� ���� ���� 

0.70 0.1 0.3190 0.2188 0.2429 0.2256 0.3076 0.2198 0.2348 0.4452 0.2115 0.3738 0.2053 
 1 1.5333 0.5601 0.5337 0.5297 0.7494 0.5284 0.5277 1.0176 0.5263 0.9550 0.5258 
 10 246.3471 1.1352 1.1235 1.1230 1.2786 1.1229 1.1230 1.2809 1.1230 1.2757 1.1230 
 100 152.8417 1.7921 2.2490 2.2591 1.3348 2.2523 2.2571 1.3220 2.2573 1.3214 2.2573 
0.80 0.1 0.3884 0.2624 0.3062 0.2808 0.3973 0.2727 0.2943 0.5820 0.2598 0.4859 0.2512 
 1 26.8411 0.6555 0.6299 0.6239 0.8959 0.6222 0.6215 1.1541 0.6194 1.0928 0.6188 
 10 202.8415 1.2792 1.2743 1.2740 1.3894 1.2740 1.2741 1.3550 1.2740 1.3523 1.2740 
 100 2329.8874 2.2707 3.2301 3.2668 1.3646 3.2576 3.2696 1.3586 3.2712 1.3596 3.2716 
0.90 0.1 0.5625 0.3545 0.4502 0.4049 0.5957 0.3888 0.4301 0.8351 0.3676 0.7220 0.3506 
 1 35.1412 0.8460 0.8279 0.8173 1.1429 0.8154 0.8154 1.3240 0.8120 1.2771 0.8111 
 10 278.8939 1.5567 1.6015 1.6064 1.4348 1.6057 1.6060 1.4339 1.6064 1.4352 1.6065 
 100 302.7489 3.1621 5.4807 5.7750 1.4358 5.7703 5.7953 1.3950 5.8239 1.4037 5.8323 
0.99 0.1 146.6652 0.8783 1.1492 1.0159 1.3452 1.0104 1.1206 1.4684 0.9390 1.4123 0.9204 
 1 176.0489 1.6890 1.6493 1.7123 1.4986 1.6923 1.7115 1.4859 1.7415 1.4900 1.7453 
 10 121.6339 2.8040 2.6592 3.9992 1.6897 4.2288 3.7955 1.5120 4.9547 1.5683 5.2621 
 100 801.3517 5.0154 5.2434 19.9796 1.5913 23.5878 9.0615 1.4335 23.7658 1.5182 26.7838 

Equation 2 

   Two stage RE with different �� values 

� � 
TSLS 
estimator 

��� ��� ��� ��� ��� ��� ��� ��� ��� ���� 

0.70 0.1 1.7328 2.4038 1.5714 1.0048 2.7424 2.4438 2.1268 2.4038 2.3885 2.7291 0.4568 
 1 139.4882 3.2571 2.4577 4.8516 3.3082 3.2587 3.1719 3.2571 3.2423 3.2796 1.9585 
 10 68.1909 3.4147 3.4153 4.7518 3.4141 3.4148 3.4150 3.4147 3.4340 3.4321 4.7233 
 100 37.4451 3.3788 3.3808 4.0811 3.3853 3.3814 3.3811 3.3809 3.4435 3.4404 4.0905 
0.80 0.1 35.1409 2.6655 1.8982 1.2808 2.9073 2.6926 2.4313 2.6655 2.6547 2.8968 0.5330 
 1 308.9423 21.9702 9.8668 4.0395 3.3469 3.3096 3.3177 3.3079 21.9704 3.3261 3.4147 
 10 161.9416 3.4166 3.4151 4.3654 3.4144 3.4139 3.4142 3.4143 3.4295 3.4332 4.3700 
 100 218.0851 3.3761 3.3763 4.0589 3.3826 3.3779 3.3771 3.3791 3.4325 3.4260 4.0787 
0.90 0.1 905.6709 2.9698 2.3482 2.0754 3.0989 2.9812 2.8107 2.9698 2.9644 3.0921 0.6846 
 1 127.8484 3.5823 3.4065 7.5497 3.3907 3.3716 3.3572 3.3694 3.5856 3.3804 5.4459 
 10 296.5322 3.4187 3.4131 3.9617 3.4124 3.4181 3.4120 3.4124 3.4358 3.4285 3.9695 
 100 240.9072 3.3794 3.3714 4.1613 3.3788 3.3770 3.3728 3.3789 3.4209 3.4061 4.2422 
0.99 0.1 169.8761 3.5599 3.3837 7.4558 3.3875 3.3623 3.3398 3.3587 3.5602 3.3859 5.2985 
 1 248.7308 3.4291 3.4254 3.8590 3.4246 3.4233 3.4241 3.4246 3.4303 3.4257 3.8724 
 10 215.3956 3.4913 3.4044 3.8136 3.4039 3.4383 3.4049 3.4039 3.4044 3.4050 4.0347 
 100 579.4789 3.4869 3.3788 4.5570 3.3726 3.4221 3.3655 3.3726 3.3730 3.3741 5.5796 
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Table 3. Estimated ���� values of the estimators in Equation 3 

Table 2 continued 
Equation 2 

   Two stage RE with different �� continued values 

� � 
TSLS 
estimator 

���� ���� ���� ���� ���� ���� ���� ���� ���� ���� 

0.70 0.1 1.7328 0.2842 2.3125 1.6939 1.9928 1.4974 2.6415 2.7291 1.5578 2.1062 1.1447 
 1 139.4882 0.9873 3.1098 2.4657 3.0907 1.7203 3.1891 3.2796 1.8527 3.1568 1.5822 
 10 68.1909 4.4597 4.8340 4.8432 3.5721 4.8446 4.8718 3.4321 4.8730 3.4350 4.8733 
 100 37.4451 4.0466 4.1006 4.1007 3.6164 4.1007 4.1010 3.4404 4.1010 3.4419 4.1010 
0.80 0.1 35.1409 0.3618 2.6305 2.1256 2.3385 1.9354 2.8751 2.8968 2.0274 2.4154 1.6033 
 1 308.9423 4.2634 3.3318 3.3151 3.3168 3.3974 3.4251 3.3261 3.3075 3.3251 3.6322 
 10 161.9416 4.2090 4.4047 4.4139 3.5265 4.4134 4.4249 3.4295 4.4259 3.4342 4.4260 
 100 218.0851 4.0054 4.1000 4.1005 3.5938 4.1006 4.1013 3.4260 4.1013 3.4284 4.1014 
0.90 0.1 905.6709 0.5167 2.9919 2.7126 2.7803 2.5743 3.1352 3.0921 2.6865 2.8019 2.3591 
 1 127.8484 5.0335 3.6549 4.1843 3.4092 4.4624 3.6782 3.3804 5.1432 3.3577 6.1487 
 10 296.5322 3.9140 3.9719 3.9755 3.4821 3.9745 3.9776 3.4242 3.9779 3.4290 3.9780 
 100 240.9072 4.0185 4.3300 4.3359 3.5440 4.3372 4.3403 3.4052 4.3406 3.4103 4.3408 
0.99 0.1 169.8761 4.8314 3.3739 3.3399 3.3398 3.3393 3.4056 3.3859 3.3402 3.3395 3.3477 
 1 248.7308 3.7827 3.7012 3.7746 3.4360 3.7604 3.8136 3.4238 3.8515 3.4256 3.8510 
 10 215.3956 3.6011 3.8614 4.1275 3.4119 4.0974 4.1603 3.4044 4.2188 3.4058 4.2308 
 100 579.4789 4.2689 7.0720 8.2100 3.4409 8.2841 8.2728 3.3730 8.4380 3.3850 8.4737 

Equation 3 

   Two stage RE with different �� values 

� � 
TSLS 
estimator 

��� ��� ��� ��� ��� ��� ��� ��� ��� ���� 

0.70 0.1 0.8464 3.3219 1.4327 0.3946 2.9240 3.2077 2.7137 2.9301 3.2828 2.9008 1.1065 
 1 134.3958 3.4250 2.9649 0.9547 3.3232 3.4096 3.3662 3.3242 3.3458 3.2766 1.3593 
 10 5261.5765 3.3870 3.3368 1.7763 3.3714 3.3783 3.3663 3.3717 3.3090 3.2994 1.8970 
 100 77.9728 3.3743 3.3721 2.7899 3.3658 3.3748 3.3735 3.3743 3.3102 3.3092 2.7982 
0.80 0.1 1.7157 3.3436 1.7013 0.4664 3.0263 3.2606 2.8731 3.0297 3.3145 3.0067 1.0946 
 1 514.3002 3.4434 3.0861 1.0880 3.3384 3.4425 3.3898 3.3389 3.3576 3.3034 1.4187 
 10 272.4579 3.3834 3.3522 1.9536 3.3730 3.3762 3.3684 3.3731 3.3243 3.3175 2.0408 
 100 83.0514 3.3805 3.3770 3.0741 3.3659 3.4314 3.4007 3.3805 3.3225 3.3214 3.0748 
0.90 0.1 31.9403 3.3701 2.2007 0.6066 3.1702 3.3279 3.0975 3.1713 3.3534 3.1570 1.1274 
 1 142.9223 3.3990 3.2329 1.3311 3.3585 3.3924 3.3703 3.3587 3.3706 3.3378 1.5675 
 10 362.4192 3.3803 3.3686 2.2808 3.3752 3.3756 3.3728 3.3753 3.3422 3.3388 2.3211 
 100 94.7380 3.3618 3.3660 3.6151 3.3662 3.3697 3.3676 3.3662 3.3331 3.3340 3.6302 
0.99 0.1 166.4569 3.4011 3.2376 1.3090 3.3615 3.3952 3.3839 3.3615 3.3916 3.3594 1.5551 
 1 65.6271 3.3860 3.3764 2.3546 3.3823 3.3824 3.3800 3.3823 3.3809 3.3773 2.3759 
 10 225.4804 3.3666 3.3738 3.5326 3.3777 3.3762 3.3752 3.3777 3.3509 3.3603 3.6387 
 100 252.5844 3.2694 3.3161 4.5658 3.3663 3.3664 3.3571 3.3663 3.2648 3.3430 5.3532 

   Two stage RE with different �� continued values 

� � 
TSLS 
estimator 

���� ���� ���� ���� ���� ���� ���� ���� ���� ���� 

0.70 0.1 0.8464 1.0678 2.1807 1.1539 2.2325 1.0267 2.6362 3.2828 0.8628 2.6203 0.6755 
 1 134.3958 1.6437 1.3952 0.9967 3.0480 1.0403 1.2012 3.3458 0.9593 3.1978 0.9411 
 10 5261.5765 2.1444 1.7272 1.7031 3.0630 1.7010 1.6945 3.3090 1.6912 3.2798 1.6904 
 100 77.9728 2.8800 2.7391 2.7389 3.2412 2.7389 2.7384 3.3107 2.7384 3.3100 2.7384 
0.80 0.1 1.7157 1.1487 2.3837 1.3627 2.4544 1.2362 2.7747 3.3145 1.0306 2.7941 0.8249 
 1 514.3002 1.7494 1.5706 1.0918 3.2532 1.1929 1.3490 3.3576 1.0933 3.2488 1.0738 
 10 272.4579 2.2885 1.8988 1.8770 3.1254 1.8744 1.8656 3.3243 1.8628 3.3052 1.8620 
 100 83.0514 3.0938 3.0620 3.0619 3.3017 3.0619 3.0618 3.3233 3.0618 3.3224 3.0618 
0.90 0.1 31.9403 1.3151 2.7055 1.7665 2.8006 1.6603 2.9797 3.3534 1.3715 3.0418 1.1474 
 1 142.9223 1.9512 1.8909 1.4428 3.1851 1.4791 1.6164 3.3706 1.3374 3.3098 1.3144 
 10 362.4192 2.5452 2.2103 2.1950 3.2118 2.1926 2.1788 3.3422 2.1771 3.3345 2.1766 
 100 94.7380 3.4682 3.7871 3.7885 3.2850 3.7882 3.7912 3.3348 3.7913 3.3340 3.7913 
0.99 0.1 166.4569 2.0174 3.2507 2.6857 3.3476 2.9361 3.2938 3.3916 2.5141 3.3608 2.5367 
 1 65.6271 2.7011 2.7847 2.6490 3.3236 2.6190 2.4656 3.3809 2.3484 3.3742 2.3243 
 10 225.4804 3.3801 3.7603 3.8286 3.2855 3.8555 3.9546 3.3604 3.9657 3.3576 3.9702 
 100 252.5844 4.3857 7.1006 9.1136 3.2635 9.4450 9.1312 3.3435 9.6483 3.3263 9.7321 
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Characterization of 3 fluoro-4-formylphenylboronic acid molecule with Density 
Functional Theory 

Emine BABUR ŞAŞ*1, Mustafa KURT2 

Abstract 

The geometric structure of 3-fluoro-4-fomylphenylboronic acid (3-4FPBA) molecule were investigated with 
DFT/B3LYP/6-311++G(d,p) level. The FT-IR and FT-Raman spectra were recorded for the title molecule. 
Theoretical wavenumber and Mulliken charges were also calculated by using the same method and compared 
theoretical wavenumber with experimental wavenumbers (FT-IR and FT-Raman) which have a good agreement. 
Furthermore, electronic structure properties of in the title molecule such as HOMO-LUMO and Molecular 
Electrostatic Potential (MEP) were investigated by TD-DFT method. 
Keywords: 3-fluoro-4-fomylphenylboronic acid, 3-4FPBA, DFT, HOMO-LUMO. 
 

1. INTRODUCTION 

Boronic acids and their derivatives have an important 
place among the compounds due to their wide use. 
Boronic acids are naturally absent, but have been in the 
literature since 1860 [1]. Boronic acids and their 
derivatives have many applications in the field such as 
material science, analytical chemistry, medicine, 
biology, catalysis, organic synthesis and crystal 
engineering [2]. 

Biomedical applications of boronic acid-containing 
polymers and biological applications of specific 
dichlorophenylboronic acids have been investigated [3-
5]. Half of the boronic acids are incorporated into 
nucleosides and amino acids as antiviral agents and 
anti-tumor [6]. In addition, derivatives of biologically 
important compounds have been synthesized as anti-
metabolites for possible attack against cancer [7-9]. 

Phenylboronic acid is a compound that is soluble in 
most polar organic solvents. Phenylboronic acids are a 
versatile building block in organic synthesis. It is an 
important intermediate in the synthesis of active 
compounds in the pesticide and pharmaceutical 
industry [10]. Boronic acids, such as phenylboronic 
acid, are known to inhibit lipase (enzyme) acids [11]. 
This property of phenyl boronic acids has been used to 

                                                      
* Corresponding Author Emine BABUR ŞAŞ Tel: +90 386 280 4748   e–mail address: baburemine@gmail.com 
1 Technical Sciences Vocational Schools, Ahi Evran University, Kırsehir, Turkey 
2 Department of Physics, Ahi Evran University, Kırsehir, Turkey 

disrupt epithelial barrier function to enhance the 
absorption of topically applied active agents [12]. Boric 
acid and certain phenyl boronic acids are some beta-
lactamase inhibitors. Phenyl boronic acids have been 
shown to be effective against beta-lactam antibiotic-
resistant bacteria as a consequence of Porin mutation 
[13, 14]. 

The infrared spectrum of phenylboronic acid was 
obtained by Fanniran and Shurvell in 1968 [15]. 
Crystal structure was first described by Retting and 
Trotter in 1977 with the x-ray diffraction method [16]. 
In the literature, no studies have been found on the 
structural and vibrational spectroscopy of 3-4FPBA 
molecules. 

In this study, molecular geometric parameters, 
vibrational modes, HOMO-LUMO, MEP and Mulliken 
charge quantum chemical DFT / B3LYP method and 6-
311G ++ (d,p) basis set of 3-4FPBA molecules were 
obtained and interpreted. 

 

2. EXPERIMENTAL DETAILS 

The 3-4 FPBA molecule was 97% pure from Across 
Organics and powder samples were supplied. 
Molecular FT-IR and FT Raman spectra were recorded 
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at 4000-400 cm-1 and 3500 -10 cm-1 regions. The FT-
IR spectrum was obtained from a Perkin Elmer BX 
spectrometer using the KBr disc technique. The 
Dispersive Raman spectrum was also obtained using a 
Bruker RFS 100 / S FT-Raman instrument using a 1064 
nm stimulated YAG laser. 

3. COMPUTATIONAL DETAILS 

All calculations in this study were performed with the 
Gaussian 09 program [17], DFT / B3LYP / 6-311G ++ 
(d,p) basis set [18,19]. By optimizing the molecule with 
this basis set, the molecular geometrical parameters, 
vibrational frequencies were calculated. In order to 
approximate the calculated vibration frequencies to the 
experimental vibration frequencies, these frequencies 
were multiplied by the scaling factor taken from certain 
references. 

The molecular electrostatic potential surface (MEP) 
was demonstrated and evaluated in 2D and 3D 
dimensions, with a map showing the electron density 
of a molecule. The temperature capacity, entropy and 
enthalpy values were investigated for the different 
temperatures of the title molecule (100K-700K). 

4. RESULTS 

4.1. Geometric Optimization 

The crystal structure of the working molecule is not 
present. Thus, the optimized molecule was compared 
to similar molecules [20, 21]. The 3-4FPBA molecule 
consists of a benzene ring, a group C = OH and a group 
B(OH)2. First, the possible four conformation of the 3-
4FPBA molecule was determined by the orientation of 
the group B (OH) 2 and was named C1, C2, C3 and C4. 
The determined conformations were divided into new 
conformations according to the orientation of the 
oxygen atom in the C = OH group, and these 
conformations were named C1A, C2A, C3A and C4A. 
The conformation with the lowest energy was 
determined by calculating the energies of eight 
determined conformation. All conformations of the 
molecule are shown in Figure 1 and the energy values 
of conformation are given in Table 1.  

 

Table 1 Calculated energies and energy differences for 
eight possible conformers of 3-4FPBA. 
Conformers  Energy (Hartree) Energy 

Differences(Hartree) 

C1A -621.00362825 0.01477 
C2A -621.01429300   0.00411 
C3A -620.99751615 0.02089 
C4A -621.00863912 0.00976 
C1 -621.01586806 0.00253 
C2 -621.01840131 0.00000 

C3 -621.01840132   0.00000 
C4 -621.01256937 0.00583 

 

The calculation results show that C3 conformation is 
the lowest energy conformation of the 3-4 FPBA 
molecule and the lowest energy structure is shown in 
Fig 1. All data calculated for the molecule were made 
using this conformation. 

First, the C3 conformation is optimized and the source 
[20] of the single molecule is given in Table 2 together 
with experimental X-ray data and the like molecule 
[21] to compare the geometrical parameters (bond 
lengths and angles) of this conformation. 

 

Figure 1. The possible conformation of the 3-4FPBA 
molecule 

 

The bond lengths of the molecular boronic acid and the 
phenyl ring are compatible with each other as shown in 
Table 2. However, there are slight differences between 
the theoretical and experimental results. These 
differences can be attributed to the fact that theoretical 
calculations are made with the molecular gas and the 
experimental calculations are made with the solid state 
of the molecule. 

The bond lengths indicated by the maximum deviation 
(deviation) of the 3-4FPBA molecule are the C-H 
bonds, which depend on the phenyl ring. The maximum 
deviation at the bond angles is seen at bond angle B12-
O13-H16. The difference in these geometric 
parameters (bond angle and bond length) may be due 
to the intramolecular interaction of the fluorine atom 
and the boronic acid group attached to the phenyl ring. 
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Figure 2. The lowest energy C3 conformation of the 3-
4FPBA molecule 

4.2. Vibration spectra 

In the C3 conformation, 3-4FPBA molecules with C1 
symmetry group have 18 atoms and 48 fundamental 
vibrations. Wavenumbers are calculated according to 
this conformation in the basis set of 6-311G ++(d,p) 
and are given in Table 3 by comparison with 
experimental values. For the calculated wave numbers 
to be fitted experimentally, the vibrational frequencies 
less than 1700 cm-1 are multiplied by 0.983 and the 
larger vibrational frequencies are multiplied by the 
0.958 scale factors [22]. Experimental FT-IR, 
dispersive Raman spectra and theoretical Infrared and 
Raman spectra for 3-4FPA molecules is shown at Fig 
3. 

Table 2 The some geometrical parameters optimized in 3-
4FPBA 

Bond Length 3-4FPBA X-Ray [1] 3FPBA [2] 

C1-C2 1.4774 - - 
C1-O17 1.2176 - - 
C1-H18 1.1017 - - 
C2-C3 1.3975 1.365 1.387 
C2-C4 1.4034 1.375 1.393 
C3-C5 1.3823 1.377 1.384 
C3-F11 1.3576 1.377 1.357 
C4-C6 1.3864 1.387 1.393 
C4-H7 1.084 0.93 1.084 
C5-C8 1.4028 1.406 1.404 
C5-H9 1.0835 0.93 1.083 
C6-C8 1.4076 1.398 1.404 
C6-H10 1.0853 0.93 1.086 
C8-B12 1.5768 1.562 1.569 
B12-O13 1.3676 1.366 1.373 
B12-O14 1.3659 1.343 1.366 
O13-H16 0.9631 0.855 0.96 
O14-H15 0.9659 0.851 0.963 
Bond Angles 

C3-C2-C4 117.3 118.4 118.2 
C2-C3-C5 122.8 123.9 122.6 
C2-C3-F11 119.0 118.1 118.5 
C5-C3-F11 118.3 118 118.9 
C2-C4-C6 120.8 119.7 120.2 
C2-C4-H7 118.4 120.2 119.6 
C6-C4-H7 120.8 120.2 120.3 
C3-C5-C8 119.8 118.6 119.6 
C3-C5-H9 119.3 120.7 119.7 
C8-C5-H9 120.9 120.7 120.7 
C4-C6-C8 121.3 121.8 121.4 
C4-C6-H10 118.1 119.1 118.1 
C8-C6-H10 120.7 119.1 120.5 
C5-C8-C6 118.2 117.6 118.1 
C5-C8-B12 119.0 120.1 119.3 
C6-C8-B12 122.8 122.1 122.6 

C8-B12-O13 124.6 122.7 124.3 
C8-B12-O14 117.5 119 118.3 
O13-B12-
O14 117.8 118.2 117.4 
B12-O13-
H16 116.6 124 115.1 
B12-O14-
H15 113.3 116 112.6 

Table 3. Comparison of the calculated and experimental 
vibrational wavenumbers (cm-1) of 3-4FPBA. 

Experimental 
wavenumbers 

Theoretical 
wavenumbers 

No.  FT-IR FT-Raman Scaled I
IR

 S
ra

 I
ra

 

1   33 6.23 0.23 0.00 

2   71 2.59 1.44 0.01 

3  121 129 8.86 0.71 0.00 

4   137 16.93 4.38 0.01 

5  166 189 6.93 7.71 0.01 

6  211 202 4.20 2.09 0.00 

7   273 0.45 1.99 0.00 

8   289 8.76 6.80 0.01 

9  333 330 3.65 2.29 0.00 

10   418 29.44 3.42 0.00 

11   441 39.55 0.31 0.00 

12   451 277.70 0.93 0.02 

13   498 51.74 1.11 0.02 

14 502  506 25.68 1.12 0.02 

15  524 534 17.61 15.30 0.27 

16   581 44.37 1.52 0.02 

17   602 7.10 1.27 0.02 

18 671  673 58.18 42.94 0.45 

19  686 677 70.72 3.54 0.04 

20 723  724 38.12 2.67 0.02 

21 803 804 798 53.08 28.12 0.20 

22   827 29.64 0.65 0.00 

23 890  896 49.48 17.16 0.09 

24 906 906 906 17.72 0.30 0.00 

25   965 50.42 0.45 0.00 

26   970 244.73 1.46 0.01 

27   1010 230.67 3.55 0.01 

28   1011 1.03 6.04 0.02 

29 1078  1080 117.58 48.01 0.16 

30  113 1120 30.43 8.25 0.03 

31   1187 115.40 143.41 0.38 

32 1217 1223 1207 104.81 51.68 0.13 

33  1267 1273 28.41 55.01 0.12 

34   1299 121.57 25.07 0.05 

35   1327 853.17 79.01 0.16 

36 1341  1345 289.05 6.71 0.01 

37 1410 1397 1406 346.22 2.37 0.00 

38   1416 33.99 31.16 0.05 

39 1495 1494 1502 129.63 25.08 0.04 

40 1560  1562 58.80 20.99 0.03 

41 1620 1621 1628 86.69 871.05 1.00 

42 1674 1672 1655 571.52 453.11 0.46 

43 2967 2883 2874 111.97 298.32 0.05 

44   3038 26.61 177.12 0.02 

45   3067 9.51 157.88 0.02 

46 3219 3072 3072 1.87 296.56 0.04 

47 3450  3631 99.84 310.14 0.02 

48   3665 73.28 108.90 0.01 
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The O-H strenght vibration is observed in boronic 
acids, usually close to 3300-3200 cm-1. This band was 
found to be 3467 cm-1 in FT-IR for 2-
fluorophenylboronic acid [24] at 3280 cm-1 in IR for 
the phenylboronic acid molecule [23], 3400 and 3332 
cm-1 in FT-IR at 2,3 difluorophenylboronic acid 
molecule, and it was calculated to be 3685 and 3692 
cm-1 [25]. It was calculated at 3631 and 3665 cm-1 in 3-
4FPBA molecules and at 3450 cm-1 in FT-IR. 

C-F stretching vibration is a mode in which the 
molecule is mixed with other modes. The C-F 
stretching vibration was generally observed as a strong 
band at 1000-1300 cm-1 in the IR spectrum [26, 27]. 
Narasimham et al. Observed a C-F stretching vibration 
at 1250 cm-1 in the IR spectrum [28]. This vibration 
band was calculated as 1187 and 1207 cm-1 in the 3-
4FPBA molecule and 1217 cm-1 in the FT-IR. 

The B-O asymmetric stretching vibration was observed 
at 1350 cm-1 in the IR spectrum of the phenylboronic 
acid molecule [22], 1385 cm-1 in the FT-IR spectrum 
and 1370 cm-1 in the FT-Raman spectrum of the 2-
fluorophenylboronic acid molecule [23]. Vargas and 
colleagues in the boron complexes deposited the band 
1370 cm-1 as the B-O stretching vibration band [29]. A 
symmetric strenght vibration at 1327 cm-1 in the 3-
4FPBA molecule was calculated. These modes are 
theoretically calculated at a range of 1400-1350 cm-1 
[30-32]. 

The C-H stretching vibration in the phenyl ring is 
observed in the range of 3000-3100 cm-1, which is 
characteristic for these vibrations [29]. In this study, C-
H stretching vibrations were calculated at 3038-3072 
cm-1, and this vibration was observed at 3072 cm-1 in 
FT-Raman and 3219 cm-1 in FT-IR. These bands are 
100% pure bands. 

 

4.3. Frontier molecular orbital analysis 

  

The HOMO-LUMO orbital energies and energy 
difference, called frontier molecule orbitals (FMO), 
were calculated using the TD-DFT method in the basis 
set of 6-311++G(d,p). The difference between the 
HOMO-LUMO energy values is an important 
parameter in determining the energy range, the 
electrical properties of the molecule. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The experimental and theoretical IR and Raman spectra 

of the 3-4FPBA molecule 

The energy range also describes the chemical stability 
of the molecule and the charge transfer involved in the 
molecule. Basically, the energy range determines the 
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energy required to pass from the most stable core state 
in the molecule to an excited state [33]. 
 

 
 
Figure 4. The frontier molecular orbitals of the 3-4FPBA for 
gas phase 
 
 
The HOMO energy for the 3-4 FPBA molecule was 
calculated as -7.50 eV, the LUMO energy was -2.67 
eV, the HOMO-LUMO energy difference was 4.83 eV, 
and it is given in Fig 4. In this graph, the red color is 
the positive phase and the green color is the negative 
phase. While the HOMO orbitals are concentrated in 
the ring, the LUMO orbitals are concentrated in the 
entire structure except hydrogen atoms. 

 
Some parameters can be calculated using HOMO and 
LUMO energy values for a molecule. Chemical 
hardness, electronegativity and electrophilic index 
values in 3-4FPBA molecules were also calculated and 
given in Table 4. Intramolecular charge transfer of 
molecules with high chemical hardness values is low 
[34] 
 
4. 4 Molecular Electrostatic Potential (MEP) 
 
Molecular electrostatic potential (MEP) is a surface 
map showing the electron density of a molecule. A 
computational technique that is often used to determine 
effects such as nucleophilic reactions and electrophilic 
attack in a molecule. Reactants with a high tendency to 
give electrons when entering or exiting a reaction are 
called nucleophiles, while those with high tendency to 
take electrons are called electrofilms. 
 
Nucleophilic and electrophilic reactions are displayed 
in different colors on the MEP surface map. The red 
color observed on this map has a negative potential, 
that is, blue and green colors showing electron-
donating reactions show positive regions, that is, 
electron-withdrawing reactions. According to these 
results on the MEP surface map, the positive potential 
region (blue color) is around hydrogen and hydrogen 
atoms, while the negative potential region (red color) 
concentrates on electronegative atoms.

 
Table 4. The calculated energies values of 3-4FPBA 

C1simetri Gas DMSO Ethanol 

Etotal (Hartree) -474.5699 -474.5813 -474.4034 

EHOMO (eV) -6.34 -6.45 -6.45 

ELUMO (eV) -1.04 -1.25 -1.24 

EHOMO−1 (eV) -6.53 -6.62 -6.61 

ELUMO+1 (eV) -0.54 -0.62 -0.62 

EHOMO−1–LUMO+1 gap (eV) 5.99 6.00 6.00 

EHOMO–LUMO gap (eV) 5.30 5.21 5.21 

Chemical hardness (h) 2.65 2.60 2.61 

Electronegativity (χ) 3.69  3.85 3.84 

Chemical Potential (μ) -3.69 -3.85 -3.84 

Electrophilic index (ω) 2.57 2.85 2.83 

 
These colors for the molecule -0.08751 a.u. (dark red) 
0.08751 a.u. (dark blue) values and the electrostatic 
potential surface (MEP) of the molecule is given in 
Figure 5 as 3D surface. The highest positive potential 
in the molecule is around the hydrogen atom in the O-
H group, with the most negative potential around the C 
= O double bond oxygen atom. In this case, the H atom 
contains a strong electron attractor and the O atom 
contains strong electron repulsion reactions. 
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Figure 5. Molecular electrostatic potential (MEPs) 3D map 
for 3-4FPBA molecule 
 
4.5. Mulliken atomic charges  
 
Mulliken charge give a qualitative picture of a 
molecular population distribution [35]. However, this 
distribution does not fully reflect the electronegativities 
of each element. In some cases, an orbital can give a 
negative electron population, or an orbital can calculate 
more electrons than one. These depend strongly on the 
basis set used. Atomic charges are also used to define 
the molecular polarity of molecules [36]. The Mulliken 
charges distribution method is widely used despite 
some shortcomings. Mulliken charges experimental 
results are often used to make a qualitative set of 
estimates [37]. 
 

 
Figure 6. The Mulliken charge distribution for 3-4FPBA 
 
 
The Mulliken atomic charges of the 3-4FPA molecule 
were calculated using the DFT/B3LYP method and the 
basis set of 6-311++G(d,p) and in given Fig. 6. The 
values of the Mulliken atomic charges of the molecule 
are compared in Table 5 with 3-FFPA and FBA it is 
given. 
 

In all of the molecules that are compared, the atom of 
bromine leads to the redistribution of the electron 
density. The C2 atom in the phenyl ring of the 3-4 
FPBA molecule has a more positive value than the 3-
FFBA molecule. The C2 carbon atom's Mulliken 
charge is so high from other molecules that it can 
originate from the group of the formula linked to that 
atom (C = OH). In the 3-FFBA and 3-4FPBA 
molecules, the fluorine-bonded (C-F) C3 atom has the 
most negative charge in the ring. This is because the 
electronegativity due to the halogen group of the 
fluorine atom is a high atom. 
 

Table 5. Mulliken atomic charges of the 
molecule FBA, 3-FFBA ve 3-4FPBA  
Atom FBA  3-FPBA  3-4FPBA 
C1   -0.30 
C2 -0.02 0.44 1.47 
C3 -0.44 -0.86 -1.38 
C4 -0.35 -0.44 0.44 
C5 0.19 0.60 -0.16 
C6 0.21 0.14 -0.33 
H7 0.16 0.17 0.32 
C8 -0.68 -0.75 -0.82 
H9 0.20 0.23 0.35 
H10 0.11 0.12 0.29 
F11/H 0.16 -0.17 -0.21 
B12 0.53 0.53 0.54 
O13 -0.37 -0.37 -0.47 
O14 -0.38 -0.37 -0.49 
H15 0.29 0.29 0.41 
H16 0.23 0.24 0.35 
O17   -0.28 
H18   0.29 

 
 

5. DISCUSSION 

In conclusion, conformation of 3-4 FPBA molecule 
was determined and geometric optimization was done 
for lowest energy conformation. After the optimization, 
the vibrational spectra of the molecules were 
investigated experimentally and theoretically and these 
values were compared. The electronic properties of the 
molecule (HOMO-LUMO and MEP) were then looked 
at, and the calculations revealed that the electrophilic 
and nucleophilic reactions took place around which 
atoms. Calculated and experimentally obtained values 
were compared and it was seen that the fit between 
them was good. 
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Some remarks on completeness and compactness in G-metric spaces 

Merve İlkhan*1 , Emrah Evren Kara2  

ABSTRACT 

Complete metric spaces have great importance in functional analysis and its applications. The purpose of this paper 
is to introduce and study on some types of completeness in generalized metric spaces by the aid of Bourbaki Cauchy 
and cofinally Bourbaki-Cauchy sequences which are belonging to the class bigger than the class of Cauchy 
sequences. Moreover, by transporting some topological concepts to generalized metric spaces, the relations between 
these concepts and these new types of completeness properties are given. 

Keywords: generalized metric spaces, compactness, completeness 

1. INTRODUCTION 

In mathematics and applied sciences, metric 
spaces play a central role. So several 
generalizations of the notion of a metric space 
have been proposed by many authors. Also, 
complete metric spaces have great importance to 
prove fundamental results in functional analysis 
which have many fascinating applications. For 
instance, Baire category theorem which is 
obtained when investigating the behavior of 
continuous functions is a very useful property to 
lighten the structure of complete metric spaces. 
Some applications of this theorem reveal various 
significant properties of complete metric spaces. 
Furthermore, Banach fixed point theorem is an 
important tool in the theory of complete metric 
spaces. By virtue of a great deal of applications in 
areas such as variational and linear inequalities, 
optimization and approximation theory, the 
progress of fixed point theory in metric spaces has 
drawn great interest. A large list of references can 
be found in the papers [1, 2, 3, 4, 6, 9, 10, 11, 12, 
13, 14, 16] related to the fixed point results in 
generalized metric spaces. Many authors introduce 
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1 Department of Mathematics, Düzce University, Düzce, Turkey  E-mail address: merveilkhan@gmail.com 
2 Department of Mathematics, Düzce University, Düzce, Turkey  E-mail address: karaeevren@gmail.com 

some new concepts between compactness and 
completeness in metric spaces and they give a 
number of new characterizations of these 
properties. For example, Beer [5] give some 
characterizations of cofinally complete metric 
spaces which implies that every cofinally Cauchy 
sequence has a convergent subsequence. More 
recently, Garrido and Merono [7] define Bourbaki-
Cauchy sequences and cofinally Bourbaki-Cauchy 
sequences in metric spaces and they introduce two 
new types of completeness by using these new 
classes of generalized Cauchy sequences. Hence, 
these new concepts of completeness become 
properties stronger than the usual completeness. In 
[15], the authors define a new structure called as 
generalized metric or briefly G-metric and carry 
many concepts from metric spaces to the G-metric 
spaces. A generalized metric is a real valued 
function G defined on � × � × � for a non-empty 
set � satisfying the following conditions.  

(G1) �(�, �, �)  =  0 if � = � = �, 

(G2) �(�, �, �) > 0 for all �, � ∈ � with � ≠ �,  

(G3) �(�, �, �) ≤ �(�, �, �) for all �, �, � ∈ � 
with � ≠ �,  
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(G4) �(�, �, �)  =  �(�, �, �)  =  �(�, �, �)  = . .. 
(symmetry in all three variables), 

 (G5) �(�, �, �)  ≤  �(�, �, �)  +  �(�, �, �) for all 
�, �, �, � ∈  � (rectangle inequality).  

The pair (�, �) is called a �-metric space. By �, 
one can construct a metric on � as follows: 

��(�, �)  =  �(�, �, �)  +  �(�, �, �) 
for all �, � ∈  �. Also, the inequality 

�(�, �, �)  ≤  2�(�, �, �) 
holds for every �, � ∈  �. 

The �-open ball (resp., �-closed ball) with centred 
� ∈ � and radius � is defined as ��(�, �)  =  {� ∈
� ∶  �(�, �, �) < �}           (resp., ��[�, �]  =  {� ∈
� ∶  �(�, �, �) ≤ �}). The collection of all �-open 
balls in � generates a topology � (�) on � and this 
topology is called �-metric topology. The sets of 
� (�) are called as �-open. In a �-metric space, a 
sequence (��) is said to be �-convergent to � ∈
 �, if �(��, ��, �)  →  0 or equivalently    
�(��, �, �)  →  0 as � →  ∞. A sequence (��) is 
said to be �-Cauchy if �(��, ��, ��)  →  0 as 
�, �, � →  ∞ or equivalently �(��, ��, ��)  →  0 
as �, � →  ∞. If every �-Cauchy sequence in a �-
metric space is �-convergent, then the space is 
called as �-complete. A subset � in a �-metric 
space � is �-totally bounded if for every � >  0 
there exist finitely many elements ��, ��, . . . , �� in 
� such that 

� ⊂ � ��(��, �).

�

���

 

A �-metric space is said to be �-compact if the 
space is a compact topological space with respect 
to the �-metric topology, that is every � -open 
cover of � has a finite subcover or equivalently 
every sequence in the space has a � -convergent 
subsequence. Further, a � -metric space is � -
compact if and only if it is � -complete and � -
totally bounded. For more concepts and some 
characteristic properties of � -metric spaces, one 
can see [8].  

This paper is devoted to introduce and study on 
some new properties in generalized metric spaces 
which are stronger than completeness but weaker 
than compactness. For this purpose, we define 
some new classes of generalized Cauchy 
sequences. Also, we transport some concepts in 
metric spaces to generalized metric spaces and 

give the relations between these concepts with new 
properties. 

2. MAIN RESULTS 

For � ∈  ℕ, ��
�(x, δ)  consists of points � in � 

such that there exists ��, ��, . . . , ���� ∈ � 
satisfying �(�, ��, ��) < �, �(��, ��, ��) < �,
. . . , �(����, �, �) <  �. The open �-enlargement 
of a subset � in a �-metric space is defined as 

�� = �  ��(�, �).

�∈�

 

Hence, it can be easily seen that ��
�(�, δ) =

(��
���(�, δ))�.  

In a �-metric space, we call a subset as �-closed if 
its complement is in � (�). As in a usual metric 
space, a set � is �-closed if and only if � ∈  � 
whenever (��) is a sequence in � which is         �-
convergent to �. Also  �-closed subsets of a      �-
compact set is � -compact. 

By the �-neighborhood of a point �, we mean any 
set � in � (�) containing �. � − Cl(�) stands for 
the �-closure of � which consists of points � in � 
such that every �-neighborhood of � and � has a 
nonempty intersection.  

Lemma 2.1. Let (�, �) be a �-metric space. Then 
for all � ∈  �, � >  0 and � ∈ ℕ we have (1) 
��

�(�, �) ⊆ ��(�, ��),  

(2) ��
�(�, �/3) ⊆ ���

� (�, �) ⊆ ��
�(�, �). 

Proof.   

(1) Let � ∈ ��
�(�, �). Then there exist 

��, ��, . . . ���� ∈ � such that �(�, ��, ��) <  �,
�(��, ��, ��) <  �, . . . , �(����, �, �) < �. From 
(G5), we obtain  

�(�, �, �) ≤ �(�, ��, ��) + �(��, �, �) 

≤ �(�, ��, ��) + �(��, ��, ��) + �(��, �, �) 

⋮ 

≤ �(�, ��, ��) + �(��, ��, ��) + ⋯
+ �(����, �, �) 

< � + � + ⋯ � = �� 

which implies � ∈ ��(�, ��). 

(2) Choose � ∈ ��
� ��,

�

�
�. For � =  0, … , � −  1 

we have ���� ∈ �� ���,
�

�
�, where �� =
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�, ��, … , �� =  � ∈ �. From the definition of the 
metric ��  with (G4) and (G5), we obtain 
��(��, ����) =  �(��, ����, ����) +  �(��, ��, ����)

≤  �(��, ����, ����)
+  �(��, ����, ����)
+ �(����, ��, ����)  
=  �(��, ����, ����)
+  �(��, ����, ����)
+ �(��, ����, ����)  
< � /3 + � /3 + � /3 =  � 

for � = 0, . . . , � −  1. This proves the first part of 
the inclusion in (2). The second part can be easily 
seen in a similar way. 

A set � in a �-metric space (�, �) is called as �-
Bourbaki bounded if for every � > 0 there exist a 
finite number of elements ��, ��, . . . , �� in � and 
� ∈ ℕ such that 

� ⊂ � ��
�(��, �).

�

���

 

A sequence (��)  in (�, �) is said to be             �-
cofinally Cauchy if for every � > 0 there exists an 
infinite subset ℕ� of ℕ such that for every �, �, � ∈

ℕ�, ����, ��, ��� < �. It is called as �-Bourbaki-

Cauchy if for every � >  0 there exist � ∈ ℕ an 
�� ∈ ℕ such that for every � ≥ ��, � ∈ ��

�(� , �) 
(� ∈  �) and �-cofinally Bourbaki-Cauchy if for 
every � >  0 there exist an infinite subset ℕ� of ℕ 
and � ∈ ℕ such that for every � ∈ ℕ�, �� ∈
��

�(� , �) (� ∈  �). We have the following 
corollaries whose proof follow from (2) in Lemma 
2.1.  

Corollary 2.2. Let (�, �) be a �-metric space and 
� be a subset of �. The following statements are 
equivalent.  

(1) � is �-Bourbaki bounded. 

(2) � is Bourbaki bounded with respect to the 
metric �� .  

Corollary 2.3. Let (�, �) be a �-metric space. The 
following statements are equivalent.  

(1) The sequence (��) is �-cofinally Cauchy.  

(2) The sequence (��)  is a cofinally Cauchy 
sequence with respect to the metric ��.  

Corollary 2.4. Let (�, �) be a �-metric space. The 
following statements are equivalent.  

(1) The sequence (��)  is �-Bourbaki-Cauchy.  

(2) The sequence (��)  is a Bourbaki-Cauchy 
sequence with respect to the metric �� .  

Corollary 2.5. Let (�, �) be a �-metric space. The 
following statements are equivalent.  

(1) The sequence (��)  is �-cofinally Bourbaki-
Cauchy.  

(2) The sequence (��) is a cofinally Bourbaki-
Cauchy sequence with respect to the metric �� . 

Theorem 2.6. Let (�, �) be a �-metric space and 
� be a subset of �. Then the following statements 
are equivalent:  

(1) � is �-Bourbaki bounded.  

(2) Any countable subset of � is �-Bourbaki 
bounded in �.  

(3) Any sequence in � has a �-Bourbaki-Cauchy 
subsequence in �.  

(4) Any sequence in � is �-cofinally Bourbaki-
Cauchy in �.  

Proof. If � is �-Bourbaki bounded, then every 
subset of � is �-Bourbaki bounded in �. Also, if a 
sequence has a �-Bourbaki-Cauchy subsequence, 
then the sequence itself is �-cofinally Bourbaki-
Cauchy. Hence it is sufficient to show that the 
statements (2) ⇒ (3) and (4) ⇒ (1) hold.  

(2) ⇒ (3) Let (��) be a sequence in �. Then, the 
set {�� ∶  � ∈ ℕ} is �-Bourbaki bounded from the 
second statement. Hence for  �� =  1 there exist 
�� ∈ ℕ and ��

�, … , ���

� ∈ � such that 

{�� ∶  � ∈ ℕ} ⊂ � ��
��

��

���
(��

�, 1). 

At least one of the �-open balls in this union, say 
��

��(���

� , 1), contains infinitely many terms of the 

sequence (��) and so there is a subsequence (��
�) 

of the sequence (��) in ��
��(���

� , 1). For for  �� =

 1/2 there exist �� ∈ ℕ and ��
�, … , ���

� ∈ � such 

that 

{��
� ∶  � ∈ ℕ} ⊂ � ��

��
��

���
(��

�, 1/2) 

since the set {��
� ∶  � ∈ ℕ} is also �-Bourbaki 

bounded. Similarly, we say ��
��(���

� , 1/2) contains 

infinitely many terms of the sequence (��
�) and so 

there is a subsequence (��
�) of the sequence (��

�) 
in ��

��(���

� , 1/2). Given any  � > 0, there exists 
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�� ∈ ℕ such that 
�

��
< �. By continuing the above 

process for �� =  
�

��
, we obtain 

���
����

∶  � ∈ ℕ� ⊂ � ��

���
���

���
���

��,
1

��
� , 

where  ���
∈ ℕ and ��

��, … , ����

�� ∈ � and there is 

a subsequence (��
��) of the sequence (��

����
) in 

��

��� (����

�� , 1/��). Hence for all � ≥ �� we have 

��
� ∈ ��

��� (����

�� , �) which means that the diagonal 

subsequence (��
�)  is a �-Bourbaki-Cauchy 

subsequence of (��) in �.  

(4) ⇒ (1) Now, let every sequence in � be          �-
cofinally Bourbaki-Cauchy and suppose that � is 
not �-Bourbaki bounded in �. Then, there is an 
�� > 0 such that for any finite subset {��, … , ��} of 
� and for all � ∈ ℕ, the union of �-open balls 
��

�(��, ��), … , ��
�(��, ��) do not cover �. 

Construct a sequence (��) in � such that for every 
� ∈ ℕ and fixed �� ∈ �,                      �� ∈
�\��

�(��, ��), where � =  0, . . . , � −  1. By our 
assumption, this sequence is �-cofinally 
Bourbaki-Cauchy and therefore there exist �� ∈
ℕ and an infinite subset ℕ��

 of ℕ such that for 

every � ∈ ℕ��
, we have �� ∈ ��

��(��, ��/2) (�� ∈

�). Choose �� ∈ ℕ��
. Hence we obtain �� ∈

��
���(���

, ��)  for all � ∈ ℕ��
 which contradicts 

the construction of the sequence (��). 

A �-metric space (�, �) is said to be �-cofinally 
complete, �-Bourbaki complete or �-cofinally 
Bourbaki complete if every �-cofinally Cauchy, 
�-Bourbaki-Cauchy or �-cofinally Bourbaki-
Cauchy sequence, respectively has a                  �-
convergent subsequence in the space.  

A subset in (�, �) is said to be �-relatively 
compact if �-closure of that subset is �-compact. 
(�, �) is said to be �-uniformly locally compact if 
there is a � > 0 such that for every � ∈ � the set 
�-Cl(��(�, �)) is �-compact. Also, we call a 
subset in (�, �) as �-locally compact, �-locally 
totally bounded or �-locally Bourbaki bounded if 
each element in this set has a �-compact, �-totally 
bounded or �-Bourbaki bounded neighborhood, 
respectively.  

Since every sequence in a compact �-metric space 
has a �-convergent subsequence, this space is also 

�-Bourbaki complete. Further, a compact �-
metric space is �-totally bounded and therefore it 
is �-Bourbaki bounded. On the contrary, if a �-
metric space �-Bourbaki bounded and �-Bourbaki 
complete, then any sequence in this space has a �-
Bourbaki-Cauchy subsequence from the preceding 
theorem and this subsequence has a �-convergent 
subsequence. Hence, this space is �-compact. 
Moreover, �-cofinally Bourbaki completeness is a 
stronger property than �-Bourbaki completeness 
since the class of �-cofinally Bourbaki Cauchy 
sequences is bigger than the class of � -Bourbaki-
Cauchy sequences. Hence, we obtain the following 
results.  

Theorem 2.7. A � -metric space is � -Bourbaki 
bounded and � -Bourbaki complete if and only if 
it is �-compact. 

Theorem 2.8. A �-metric space is �-Bourbaki 
bounded and �-cofinally Bourbaki complete if and 
only if it is �-compact. 

In the following theorem, a different 
characterization of �-Bourbaki completeness is 
given by �-relatively compactness of �-Bourbaki 
bounded subsets. Firstly, we prove a lemma which 
will be useful.  

Lemma 2.9. The �-closure of a �-Bourbaki 
bounded subset in a �-metric space (�, �) is     �-
Bourbaki bounded. 

Proof. Let � be a �-Bourbaki bounded subset in � 
and � > 0. Then, we find some � ∈ ℕ and 
��, . . . , �� ∈  � such that 

� ⊂ � ��
�

�

���

(�� , �/2). 

Take � ∈ �-Cl(�). Then, we have �(�, �, �)  <
 �/2, where � belongs to ��

�(���
, �/2) for some 

�� ∈ {1, . . . , �}. Hence, we can choose some points 

��, . . . , ���� ∈ � satisfying �����
 , ��, ��� <  �,

�(��, ��, 2)  <  �, . . . , �(����, �, �)  < �. Put 
�� =  �. Hence we obtain that � ∈ ��

���(���
, �). 

Thus, the inclusion 
� − ��(�) ⊂  ��

���(���
, �)  

holds and therefore �-Cl(�) is �-Bourbaki 
bounded. 

Theorem 2.10. A �-metric space (�, �) is        �-
Bourbaki complete if and only if every           �-
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Bourbaki bounded subset in � is �-relatively 
compact.  

Proof. Let � be �-Bourbaki complete and � be a 
�-Bourbaki bounded subset in �. Take any 
sequence (��) in �-Cl(�). Since �-Cl(�) is also 
�-Bourbaki bounded, from Theorem 2.6, (��) has 
a �-Bourbaki-Cauchy subsequence. By       G-
Bourbaki completeness of �, it follows that this 
subsequence has a �-convergent subsequence. 
Since �-Cl(�) is �-closed, we conclude that �-
Cl(�) is �-compact.  

For the converse, let (��) be a �-Bourbaki Cauchy 
sequence in � and � =  {��: � ∈ ℕ}. Then every 
sequence in � has a �-Bourbaki Cauchy 
subsequence and so from Theorem 2.6,   S is �-
Bourbaki bounded. By hypothesis,          �-Cl(�) 
is �-compact. Hence (��) has a           �-convergent 
subsequence. This implies that � is �-Bourbaki 
complete.  

It is clear that �-compactness implies �-Bourbaki 
completeness and �-cofinally Bourbaki 
completeness. Moreover, we will prove that the 
property of �-uniform local compactness is 
stronger than these two types of �-completeness. 
To show that, we give the following lemma. 

Lemma 2.11. Let (�, �) be a �-uniformly locally 
compact space. If � is a �-compact subset in �, 
then �-Cl(��/�) is �-compact for some � > 0.  

Proof. Let � be �-uniformly locally compact 
space. Then there is a � > 0 such that for every 
� ∈ � the set �-Cl(��(�, �)) is �-compact. Now, 
let � be a �-compact subset in �. The �-open 
cover {��(�, �/2) ∶  � ∈ �} of � has a finite       �-
subcover { ��(��, �/2) ∶  �� ∈ �, � =  1, . . . , �}, 
that is 

� ⊂  � ��

�

���
(�� , �/2).                                      (1) 

Now, suppose that � ∉ (��(�� , �/2))�/� for � =
 1, . . . , �. Then for every � ∈ ��(�� , �/2) (� =
 1, . . . , �), we have � ∉ ��(� , �/2). From inclusion 

(1), we obtain � ∉ ⋃{�� �� ,
�

�
� : � ∈ �} and this 

implies that 

��/� ⊂ �(��(�� , �/2))�/�

�

���

 .                             (2) 

Choose � ∈ (��(�� , �/2))�/� for some � =
 1, . . . , �. Then there exists � ∈ ��(�� , �/2) such 
that � ∈ ��(� , �/2). Thus, by using rectangle 
inequality, we have 

�(��, �, �) ≤  �(��, �, �) +  �(�, �, �) <  �, 
that is � ∈ ��(�� , �) and so � ∈ �-Cl(��(�� , �)). 
Hence, we write 

�(��(�� , �/2))�/�

�

���

⊂ � � − Cl(��(�� , �).

�

���

(3) 

By combining inclusions (2) and (3), we obtain 

� − Cl ��
�
� � ⊂ � � − Cl(��(�� , �).

�

���

               (4) 

It is clear that the set in the right side of inclusion 
(4) is �-compact since it is the finite union of     �-
compact sets. We conclude that �-Cl(��/�) is �-
compact since it is �-closed subset of a           �-
compact set. 

Theorem 2.12. Let (�, �) be a �-metric space. If 
� is �-uniformly locally compact, then it is       �-
cofinally Bourbaki complete.  

Proof. By hypothesis, there exits � > 0 such that 
the set �-Cl(��(�, �/2)) is �-compact for all � ∈
� and hence we obtain from Lemma 2.11 that �-

Cl[(�-Cl(��(�,
�

�
)))�/�] is �-compact. The 

inclusion 

� − Cl[(��(�,
�

2
))�/�]  

⊂ � − Cl[(� − Cl(�� ��,
�

2
�))�/�] 

implies that                       � − Cl[(��(�,
�

�
))�/�] =

� − Cl(��
�(x,�/2))        is �-compact.  

Again, from Lemma 2.11, the set � − Cl[(� −

Cl(��
� �x,

�

�
�))�/� ] is �-compact and from the 

inclusion 

� − Cl[(��
� �x,

�

2
�))�/� ]  

⊂ � − Cl[(�
− Cl(��

�(�, �/2)))�/� ] 

we have that � − Cl[���
� ��,

�

�
��

�

�
]  =  � −

Cl(��
�(�,

�

�
)) is �-compact.  

Continuing this process, we observe that         � −

Cl(��
�(�,

�

�
))  is �-compact for all � ∈ ℕ.  
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Now, let (��) be a cofinally Bourbaki-Cauchy 
sequence in �. Then, we find � ∈ ℕ and a subset 
ℕ�/� = {�� < �� < . . . } ⊂ ℕ such that �� ∈

��
�(�, �/2) for all � ∈ ℕ�/� and some � ∈ �. 

Hence, (���
) is a sequence in                           � −

Cl(��
�(�, �/2)) which is �-compact and so it has 

�-convergent subsequence. Thus, we conclude 
that � is �-cofinally Bourbaki complete. 

Now, we have two lemmas to give some 
equivalent conditions for �-uniformly locally 
compactness of a generalized metric space.  

Lemma 2.13. Let (�, �) be a �-metric space.  

(1) If � is �-locally totally bounded and            �-
cofinally complete, then it is �-locally compact.  

(2) If � is �-locally Bourbaki bounded and        �-
cofinally Bourbaki complete, then it is           �-
locally compact. 

Proof. Let � ∈ � and � be a �-totally bounded (�-
Bourbaki bounded) neighborhood of �. Choose a 
�-closed ball ��[�, �] contained in �. Since every 
subset of �-totally bounded (�-Bourbaki 
bounded) set is �-totally bounded (�-Bourbaki 
bounded), the �-closed ball ��[�, �] is also �-
totally bounded (�-Bourbaki bounded). Take a �-
cofinally Cauchy (�-cofinally Bourbaki-Cauchy) 
sequence in ��[�, �]. By �-cofinally completeness 
(�-cofinally Bourbaki completeness) of �, we say 
that this sequence has a �-convergent subsequence 
and by �-closedness of ��[�, �], we conclude that 
��[�, �] is �-cofinally complete (�-cofinally 
Bourbaki complete) and so �-complete. Hence we 
obtain a �-compact neighborhood of � which 
means � is �-locally compact. 

Lemma 2.14. Let (�, �) be �-locally compact and 
(��) be a sequence in � such that                 �-
Cl(��(��, 1/�)) is not �-compact for all � ∈ ℕ. 
Then (��) has no �-convergent subsequence.  

Proof. Suppose that there is a �-compact 
neighborhood of every point in �. Take a sequence 
(��) in � such that �-Cl(��(��, 1/�)) is not �-
compact for all � ∈ ℕ. We assume that the 
subsequence (���

) is �-convergent to �. By 

hypothesis, � has a �-compact neighborhood �. 
Let � > 0 such that ��(�, �) ⊂ �. We have for 

some �� ∈ ℕ that 
�

��
<

�

�
. Also there exits �� ∈ ℕ 

such that �(���
 , ���

 , �)  <  �/2 for all � ≥  ��. 

Put �′ = ���{��, ��}. We choose � from 
��( ����

, 1/���). Then by using rectangle 

inequality, we obtain 

�(�, �, �) ≤ � ��, ��
�� , ��

�� � + � ���
�� , �, ��

< � 
and so we have � ∈ ��(�, �) which yields the 
inclusion 

� − Cl(��(����
 , 1/��� )) ⊂ ��(�, �)  ⊂ �. 

Since �-closed subset of a �-compact set is �-
compact � − Cl(��(����

 , 1/���)) is �-compact 

which is a contradiction. Hence the sequence (��) 
constructed in the above way has no �-convergent 
subsequence. 

Theorem 2.15. Let (�, �) be a �-metric space. 
Then the following statements are equivalent:  

(1) � is �-locally totally bounded and �-cofinally 
complete.  

(2) � is �-locally Bourbaki bounded and �-
cofinally Bourbaki complete.  

(3) � is �-uniformly locally compact.  

Proof. Firstly, let � be �-locally totally bounded 
and �-cofinally complete space. From Lemma 
2.13, � is �-locally compact. Now, we assume that 
� is not �-uniformly locally compact. Then there 
is a point �� in � such that                      � −
Cl(��(��, 1/�)) is not �-compact for every � ∈
ℕ. Hence from Lemma 2.14, we say that the 
sequence (��) has no �-convergent subsequence. 
We can choose a sequence (��

�) in                  � −
Cl(��(��, 1/�))  for each � ∈ ℕ such that it has no 
�-convergent subsequence. Let ℕ = ⋃ ��

�
��� , 

where �� is infinite subset of ℕ and �� ∩ �� = ∅ 

for distinct �, � ∈ ℕ. Construct a sequence (��) in 
the way that �� = ��

� if � ∈ ��. Given any � > 0 

there exists �� ∈ ℕ such that 
�

��
<

�

�
. Since ��

�� ∈

� − Cl(��(���
, 1/��)) for all � ∈ ℕ, we have 

�(��
��, ���

, ���
)  

≤ �(��
��, �, �) + �(�, ���

, ���
)  

≤ �(��
��, �, �) + 2�(���

, �, �)  

<
3

��
  

for some � ∈ ��(��
��, 1/��) ∩ ��(���

, 1/��). 

Then for �, �, � ∈ ���
, the inequality 
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�(��, ��, ��)  =  �(��
��, ��

��, ��
��)  

≤  �(��
��, ���

, ���
)  

+  �(���
, ��

��, ��
��)  

≤  �(��
��, ���

, ���
)  

+ �(��
��, ���

, ���
)

+ �(���
, ���

, ��
��)

<
3

��
+

3

��
 +

3

��
<  � 

holds which means that (��) is �-cofinally 
Cauchy sequence in �. However it has no �-
convergent subsequence which contradicts the fact 
that � is �-cofinally complete. Thus, � must be �-
uniformly locally compact. Secondly, let � be �-
uniformly locally compact space. Then we have 
that ��(�, �) is �-Bourbaki bounded 
neighborhood of � owing to the fact that � is a 
positive real number such that � − Cl(��(�, �)) is 
�-compact and so it is �-Bourbaki bounded for 
every � ∈  �. Hence, it follows that �-uniformly 
locally compactness of � implies both �-locally 
Bourbaki boundedness of � and �-cofinally 
Bourbaki completeness of � which is proved in 
Theorem 2.12. Lastly, let � be �-locally Bourbaki 
bounded and �-cofinally Bourbaki complete 
space. Again, from Lemma 2.13, � is �-locally 
compact. Then every point in � has a �-compact 
neighborhood and thus �-totally bounded 
neighborhood which means � is �-locally totally 
bounded. Moreover, as we mention before that �-
cofinally Bourbaki completeness implies �-
cofinally completeness. Consequently, if � is �-
locally Bourbaki bounded and �-cofinally 
Bourbaki complete, then it is �-locally totally 
bounded and �-cofinally complete. 
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Investigation of Magnetic Properties of Spin 5/2 Ising Chain by Using Transfer 
Matrix Method 

Mehmet Gökhan Şensoy*1, Mehmet Batı2 

Abstract 

A magnetic property of the one dimensional spin 5/2 Ising model under the magnetic field has been 
investigated by means of transfer matrix method. Thermodynamic response functions are also obtained for 
varying values of temperature (in K) and scaling magnetic field. Entropy and heat capacity of the system 
were calculated by benefiting from the temperature dependencies of Helmholtz free energy.  We observed 
that the heat capacity tends to shift to the relatively higher temperature regions as the strength of the 
magnetic field is increased, and these findings are consistent with previous results for the low spin values 
in one dimensional Ising systems. 
Keywords: Magnetic properties, Ising chain, Transfer matrix method, Low dimensional systems 

 

1. INTRODUCTİON 

Recent years, the thermodynamic properties of 
magnetic materials have been studied in many 
experimental and theoretical studies because of 
their potentials in nanotechnology industry [1-3]. 
These materials can be produced in the laboratory 
and their magnetic properties can be 
experimentally measured to use in industrial 
applications such as storage devices, industrial 
magnets and sensors [1-3].   
 
The size of the nanomaterial affects significantly 
the magnetic properties in small-scale 
applications. Many theoretical models such as 
mean field theory [4], effective field theory [5], 
Monte Carlo simulation method [6], Green’s 
function formalism [7] and transfer matrix method 
[8] have been used to investigate the unique 
properties of these materials in one-dimensional 
(1D) and two-dimensional (2D) systems. Ising 
model [9], can be used to describe the material 
                                                      
* Corresponding Author (mehmet.sensoy@erdogan.edu.tr) 
1 Recep Tayyip Erdogan University, Department of Physics, 53100, Rize, Turkey, mehmet.sensoy@erdogan.edu.tr 
2 Recep Tayyip Erdogan University, Department of Physics, 53100, Rize, Turkey, mehmet.bati@erdogan.edu.tr 

properties such as phase transition and temperature 
dependent magnetization. 
Recent works are mainly focused on exactly 
solvable spin 1/2 and spin 1 systems based on 
Monte Carlo and Ising models [10, 11]. This kind 
of spin chain compounds shows a 1D 
ferromagnetic behavior modeled by spin chains 
[12]. In many theoretical studies on the 
thermodynamic properties, the spin 1/2 Ising 
system is used for the 1D chain structures. 
The exact solution for the 1D Ising systems under 
external magnetic field was reported in previous 
work by Kassan-Ogly [13] including nearest 
neighbor and next-nearest neighbor interactions.   
The temperature behavior of the spin-correlation 
function in 1D spin 1 Ising model has been still 
studied in many theoretical works [11, 14]. Using 
only spin 1/2 and 1 is too idealized in theoretical 
studies, and this cannot represent the magnetic 
materials used in industrial applications such as 
permanent magnet. Therefore, the studies are 
expanded to higher spin systems greater than spin 
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1. It is well known that the analysis of spin systems 
becomes difficult for the higher spin values.  
The investigation of higher-order spin systems has 
been theoretically studied many decades ago by 
Anderson [15] and Kittel [16]. Then, in many 
experimental studies, the higher-order spin 
couplings have been observed in some magnetic 
compounds such as MnO and NiO [17]. The 
magnetic properties of this kind of complex 
systems were originally introduced by Iwashita et 
al. [18]. To understand the spin interactions for 
magnetic materials, the investigation of higher-
order spin system such as 1D spin 2 or 5/2 systems 
becomes important. For instance, the disordered 
Fe(1-q) Alq alloys show higher-order spin values, 
spin 2 and spin 5/2, for Fe+2 and Fe+3, respectively 
[19], and these spin 5/2 systems have been 
modeled by using different theoretical methods 
[20-22]. 
In this work, we study the spin 5/2 in 1D chain 
system by using Ising model with transfer matrix 
method (TMM). This model is successfully 
applied to investigate numerically the magnetic 
properties of 1D system due to the hardness of 
exactly solving the higher-order spin systems. 

2. MODEL AND METHOD 

The Hamiltonian for the 1D spin 5/2 Ising model 
with the presence of an external field is given by 

 ℋ = −� ∑ ����〈��〉 − � ∑ ���                           (1) 

where � denotes the exchange coupling of 
ferromagnetic type (J > 0), 〈��〉 represents nearest 
neighbor interaction and the field H is units of 
energy. � spin values can be taken as 

 � = ±
�

�
, ±

�

�
, ±

�

�
                                           (2) 

The partition function constructed by using 
periodic boundary conditions is given as  

� = � ���ℋ({��})

{��}

= � �
�� ∑ �����������

�������
�

���

{��}

 

(3) 

Here � = 1/���,  �� is the Boltzmann constant. 
We have used the transfer matrix method (TMM) 
[23, 24] to perform the statistical analysis of the 

considered system. The matrix elements of 
transfer matrix can be defined by 

 

⟨��|��|����⟩ = ��� �� �������� + 
1

2
�(�� + ����)�� 

  (4) 

Transfer matrix of the 1D spin 5/2-system is given 
as 

(5) 

 
where we use the dimensionless parameters for 
numerical simplicity.  

We scale our parameter with � so �� =
�

�
= 1.0, 

where ℎ = �/�  scaling field parameter and �� =
�/��� scaling inverse thermodynamic 
temperature. 
Since the matrix is identical for (����), (����) and 
so on, the partition function is then given by 
� = ∑ (��)� = �� (��)� = ∑ ��

��
���{��}          (6) 

while � ≫ 1 the Helmholtz free energy is � =
−�����(��) where �� is the biggest eigenvalues 
of TM in equation (5). We can construct 
thermodynamic expressions as internal energy E 
equation (7), ferromagnetic order parameter 
(magnetization) m equation (8), the magnetic 
susceptibility � equation (9), entropy S equation  
(10)  and the specific heat � equation  (11) by 
using Helmholtz free energy F.   

� = − �
�������

��
�

�
                                            (7) 

 � = − �
��

��
�

�
                                              (8) 

 � = − �
���

����
�

= �
��

��
�

�
                            (9) 

 � = − �
��

��
�

�
                                                   (10) 

� = −� �
���

����
�

= � �
��

��
�

�
                              (11) 
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3. RESULTS 

We studied the magnetic properties of 1D spin 5/2 
system by using the transfer matrix method. In 1D 
Ising model (N >> 1) the phase transition to the 
ferromagnetic behavior happens at the critical 
temperature 0. Free energy is clearly analytic for 
finite temperature, and there can not be seen any 
phase transition at any finite temperature (T > 0). 
Thus in the linear-chain Ising model, spontaneous 
magnetization is not possible. 
We have performed the magnetization behavior as 
a function of applied magnetic field to understand 
the differences between the low spin order and 
higher order spin systems, see Figure 1. It is easy 
to say that the maximum magnetization value for 
the spin 1/2 system is 0.5, while the maximum 
magnetization value for the spin 5/2 system is 2.5 
as we expected. 

 

 
 
The magnetizations were calculated at T = 5, 100 
and 300 K as functions of reduced magnetic field. 
The magnetization (m) behavior at lower (T=5, 
100 K) and higher temperatures (T=300 K), and 
the magnetization as a function of dimensionless 
magnetic field (h) and temperature are given in 
Figure 2. 
The magnetization for any value of h at absolute 
zero is equal to the saturation value 5/2, which 
implies ferromagnetic order in considering system. 
This means that phase transition occurs at T=0, 

and no phase transition occurs at any finite 
temperature. At low temperature the spins align 
easily but contrary at high temperature to align the 
spins a strong magnetic field should be applied. 
We observed that the magnetization behavior with 
the change of magnetic field becomes more 
smooth and wider with the increase of the 
temperature, see Figure 2 a). When the 
temperature is close the critical temperature, the 
response of magnetization to the field becomes 
sharper. The magnetization becomes a step 

function at T=0 K (� → ∞). In 1-D system the 
critical temperature is 0 K, and the linear response 
of magnetization for a small magnetic field 
infinitely sharp. The changes in temperature 
determine how sharply magnetization saturates 
with the change of applied magnetic field.  Results 
show that the saturation at low temperature 
requires a small magnetic field, but at higher 
temperature values it requires ha igher magnetic 
field. 

 

 

It is worth mentioning that the magnetization 
responds extremely sensitive to the applied 
magnetic field in the limit of the low temperature 
values. 

We have also observed that the magnetization can 
be controlled by tuning the energy (E) and entropy 
(S). The energy favors the largest possible value of 

Figure 2.  a) Magnetization behavior of 1D spin 5/2 system 
as a function of applied magnetic field at 5, 100 and 300 K. 
b) Magnetization (m) as a function of temperature (0 K-
1000 K) and magnetic field. 

a) b) 

Figure 1. Magnetization as a function of dimensionless 
magnetic field (h) for spin 1/2 and 5/2 at 10 K. The 
exchange copuling parameter (J) is 1. 
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m which is aligned with the applied field. 
Therefore, the equilibrium m value can be 
minimized by the Helmholtz free energy (F), see 
Figure 3. 
The equilibrium value of m is that minimizes F. In 
Figure 3, we see that only one minimum for all 
different temperature values and the free energy is 
minimum at m = 0. This supports the reason of 
being only one phase for the considering system. 
The ferromagnetic system can either have +5/2 or 
-5/2 values and thus, the F would choose only one 
favorite value. 
The changes in entropy and internal energy of 
considered system with respect to temperature for 
different magnetic field (h = 0.1, 1.0 and 2.5) are 
given in Figure 4. 

 
Results show that the higher h values (h=2.5) at 
critical temperature give rise to higher internal 
energy, and the internal energy converges to the 
zero at higher temperature values.  At low T and h, 
the entropy becomes constant rapidly, while the 
energy becomes constant at higher temperatures 
for higher h values, see Figure 4 a). 

 
 

In the limit of T→0 entropy goes to zero S →0. An 

ideal Ising chain would certainly obtain all its 
entropy of ordering above 0 K.  To increase the 
temperature of the system, one needs to apply heat 
and adding heat to the system increases its entropy.  
As the field increases, more thermal energy is 
required to achieve saturation values of entropy 
(see Figure 4). 
The magnetic susceptibility (χ) of the system is 
calculated by the derivative of magnetization. The 
magnetic field dependence of the susceptibility is 
reported in Figure 5 in the case of T=5, 100 and 
300 K. The susceptibility peaks show that the 
maximum of χ is larger for low temperature value. 
The critical point is h=0 and diverges as T→0. 

However, it is important to note that the singularity 
is not of the power law type instead it is 
exponential [22]. Figure 3. Helmholtz free energy as a function of 

magnetization at T=5, 100 and 300 K. 

a) 
b) 

Figure 4. a) Entropy and b) Energy as a function of 
temperature for h=0.1, 1.0 and 2.5. 
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We know how much energy changes with 
increasing of the temperature from the specific 
heat (C). The specific heat is a smooth function of 
temperature (finite at all temperatures) and 
vanishing at zero temperature. As expected there 
is no critical point at a finite temperature which 
corresponds to the singular behavior of specific 
heat. Specific heat values at T=15, 102 and 246 K 
are presented with the maximum for h=0.1, 1.0 and 
2.5, respectively in Figure 6. If the magnetic field 
is increased, the peak of the specific heat at 
constant volume is shifted to higher temperature 
region as seen in Figure 6.  

 

4. CONCLUSİON 

Equilibrium properties of one dimensional spin 5/2 
Ising system under magnetic field were studied by 
using transfer matrix method. Thermodynamic 
response functions are obtained for varying values 
of temperature and scaled magnetic field. We 
obtained the internal energy and specific heat as a 
function of temperature. Our numerical results 
show that heat capacity tends to shift to the 
relatively higher temperature regions as the 
magnetic field is increased and the curves are a 
broad maximum for higher magnetic field values. 
We have presented the graph in a magnetization-
free energy (m-F) plane for different temperature 
values. Because of Helmholtz free energy has only 
one minimum, there is one phase for the 
considering system. Our results are conceptually 
consistent with the previous results for the lower 
spin systems in one dimensional Ising chain. 
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On the Butterflies of Savur District (Mardin Province, Southeastern Turkey) 
 

Erdem Seven*1 Cihan Yıldız2 
 

 

Abstract 

In this study, butterfly species collected from Savur district of Mardin Province in 2016 and 2017, are 
presented. A total of 35 species are given in the Papilionidae (2), Pieridae (11),  Satyridae (8), Argynnidae 
(4), Lycaenidae (5) and Hesperiidae (5) families from the research area that has not been studied previously 
on the butterflies. Original reference, synonyms, examined materials and distributions of each species are 
added. However, 6 species: Euchloe ausonia (Hübner, [1804]), Pieris brassicae (Linnaeus, 1758) 
(Pieridae), Melitaea phoebe (Goeze, 1779) (Argynnidae), Plebejus zephyrinus (Christoph, 1884)  
(Lycaenidae), Carcharodus lavatherae (Esper, [1783]) and Eogenes alcides Herrich-Schäffer, [1852] 
(Hesperiidae) are the first record for Mardin Province. 

Keywords: Fauna, Butterfly, Savur, Mardin 

 

 

1. INTRODUCTION 

In Turkey, 5577 Lepidoptera species are known 
and, among them 412 species belong to the 
Rhopalocera (Butterfly) group [1]. When 
compared to other nearby areas in Turkey, it is 
seen that studies on the Lepidoptera fauna of 
Mardin Province is not adequate and 
comprehensive researches have not been 
undertaken. In the 19th century, collected samples 
of Lepidoptera species from Mardin Province by 
Armenian collectors were generally described by 
O. Staudinger and most of them were stored in 
various Natural History Museums in Germany.  
 
In 1995, Hesselbarth et al., [2], were given 
Turkey's butterfly fauna and they also included 
some species captured from Mardin Province, on 
their extensive studies in 3 volumes. Otherwise, 

                                                 
* Corresponding Author 
1 Batman University, School of Tourism and Hotel Management, 72060, Batman 
2 Tepe Dicle Middle School, Bismil, 21500, Diyarbakır 

Kemal and Koçak [3] were presented first 
exhaustive study on the synonymic list of 81 
butterfies species in 2006 and afterwards, Kemal 
et al., [4] were listed totally 274 Lepidopteran 
species from Mardin Province. Furthermore, the 
last current list of 83 butterfly species were given 
by Koçak and Kemal [5] again, in their paper on 
Mardin's Lepidoptera species. Also, Kocak and 
Kemal was published a revised synonymous and 
distributional list of butterfly and moth species 
showing distribution in Turkey in 2018. But, there 
is no study on the butterfly fauna of Savur district 
so far. Therefore, presented research results will 
contribute to the Lepidoptera fauna of Savur 
district and Mardin Province.  
 
In addition to these papers, studies carried out in 
the nearby areas: Seven [6, 7], Özkol [8], Hardy 
[9],  Koçak and Kemal [10], Akın [11], Kemal and 
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Aydın [12, 13]  and Tshikolovets et al. [14] were 
also evaluated. 

 

2. MATERIAL AND METHOD 

547 samples were collected from Savur district of 
Mardin Province between April 2016 and April-
July 2017. The materials, which were packed and 
taken to the storage boxes, were caught with the 
aid of insect nets. Researches were conducted in 6 
localities (Figure 1). For each locality, habitat 
type, altitude, collecting date and coordinate 
informations are as follows: 

1. Savur: Sparse oak field, 840 m, 12.04.2016, 
37°33’20”N 40°54’33”E.  

2. Kırdirek: Steppe area, 740 m, 27.05.2017, 
37°40’24”N 40°44’26”E.  

3. Hisarkaya 12 km SW: Moorland area, 750 m, 
14-15.05.2017, 37°38’03”N 40°53’39”E.  

4. Savur road 15 km NE: Arable field and steppe 
area, 900 m, 20-27.04.2017, 37°33’10”N 
40°56’03”E. 

5. Şenocak road 4 km E: Steppe area with sparse 
oaks, 800 m, 13.06.2017, 37°38’17”N 
40°41’35”E.  

6. Çınarönü road 3 km NW: Moorland area, 1000 
m, 02-03.07.2017, 37°35’52”N 40°40’38”E. 

 

 

Figure 1. Studied locations in Savur district 

 

Afterwards, the samples, which were streched by 
being softened, were diagnosed according to 
Hesselbarth et al. [2]. Species that have been 
systematically identified are protected in Batman 
University, Faculty of Science and Arts, Biology 
Laboratory. 

 

For each species original reference, synonyms, 
examined materials and distributions are 
presented. In regulating the distribution areas of 
the species, paper of Koçak and Kemal [1] was 
used. International country codes have been 
utilized to indicate the distribution of the species 
in the world and following spread of the species in 
Turkey are given with the plate code of the 
provinces. 

 
Abbreviations used herein:  
 
For the distribution of the species in the World: AF 
Afghanistan, AL Albania, AM Armenia, AU 
Australia, AT Austria, AZ Azerbaycan, BE 
Belgium, BF Burkina-Faso, BG Bulgaria, BH 
Bahrain, B-H Bosnia-Herzegowina, Bl 
Baluchistan, BJ Benin, BY Byelorussia, BW 
Botswana, BZ Belize, CA Canada, CF Central 
African Republic, CG Congo, CH Switzerland, 
CI Ivory Coast, CM Cameroon, CN China, CY 
Cyprus, CZ Czech Republic, DE Deutschland, DJ 
Djibuti, DK Denmark, DZ Algeria, EE Estonia, 
EG Egypt, EH Western Sahara, ER Eritrea, ES 
Spain, ET Ethiopia,  FI Finnland, FR France, GA 
Gabon, GB United Kingdom, GG Georgia, GH 
Ghana, GM Gambia, GN Guinea, GO Equatorial 
Guinea, GW Guinea-Bissau, GR Greece, HU 
Hungary, HV Croatia, IE Ireland, IL Israel, IN 
India, IQ Iraq, IR Iran, IS Iceland, IT Italy, JO 
Jordan, JP Japan, KE Kenya, KG Kazachstan, 
KK Kyrgyzstan, KM Comoro Islands, KP North 
Korea, KR South Korea, KW Kuwait, LB 
Lebanon, LT Lituania, LR Liberia, LS Lesotho, 
LU Luxemburg, LV Latvia, LY Libya, MA 
Morocco, MD Moldova, MG Madagascar, ML 
Mali, MK Makedonia, MN Mongolia, MT Malta, 
MR Mauretania, MW Malawi, MX Mexico, MZ 
Mozambik, NA Namibia, NE Niger, NG Nigeria, 
NL Netherlands, NO Norway, NP Nepal, OM 
Oman, PH Philippine Islands, PK Pakistan, PL 
Poland, PT Portugal, QA Qatar, RO Romania, RU 
Russia Federation, RW Rwanda, SA Saudi 
Arabia, SC Seychelles, SD Sudan, SE Sweden, SI 
Sikkim, SK Slovakia, SL Sierra Leone, SN 
Senegal, SO Somalia, SS Slovenia, ST Sao Tome 
& Principe Islands, SY Syria, SZ Swaziland, TD 
Chad, TG Togo, TH Thailand, TJ Tajikistan, TM 
Turkmenistan, TN Tunisia, TR Turkey, T-S Tian 
Shan Mountains, TW Taiwan, TZ Tanzania, UA 
Ukraine, UG Uganda, US United States of 
America, UZ Uzbekistan, VI Virgin Islands, VN 
Viet Nam, YE Yemen, YU Yugoslavia, ZA 
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Republic of South Africa, ZM Zambia, ZR Zaire, 
ZW Zimbabwe.  
 
And for the distribution of the species in Turkey: 
01 Adana, 02 Adıyaman, 03 Afyon, 04 Ağrı, 05 
Amasya, 06 Ankara, 07 Antalya, 08 Artvin, 09 
Aydın, 10 Balıkesir, 11 Bilecik, 12 Bingöl, 13 
Bitlis, 14 Bolu, 15 Burdur, 16 Bursa, 17 
Çanakkale, 18 Çankırı, 19 Çorum, 20 Denizli, 21 
Diyarbakır, 22 Edirne, 23 Elazığ, 24 Erzincan, 25 
Erzurum, 26 Eskişehir, 27 Gaziantep, 28 Giresun, 
29 Gümüşhane, 30 Hakkâri, 31 Hatay, 32 Isparta, 
33 İçel, 34 İstanbul, 35 İzmir, 36 Kars, 37 
Kastamonu, 38 Kayseri, 39 Kırklareli, 40 Kırşehir, 
41 Kocaeli, 42 Konya, 43 Kütahya, 44 Malatya, 45 
Manisa, 46 Kahramanmaraş, 47 Mardin, 48 
Muğla, 49 Muş, 50 Nevşehir, 51 Niğde, 52 Ordu, 
53 Rize, 54 Sakarya, 55 Samsun, 56 Siirt, 57 
Sinop, 58 Sivas, 59 Tekirdağ, 60 Tokat, 61 
Trabzon, 62 Tunceli, 63 Şanlıurfa, 64 Uşak, 65 
Van, 66 Yozgat, 67 Zonguldak, 68 Aksaray, 69 
Bayburt, 70 Karaman, 71 Kırıkkale, 72  Batman, 
73 Şırnak, 74 Bartın, 75 Ardahan, 76 Iğdır, 77 
Yalova, 78 Karabük, 79 Kilis, 80 Osmaniye, 81 
Düzce. 
 

3. RESULTS 

In this study, a total of 35 butterfly species are 
presented within the families in alphabetical order 
as follows: 
 
Papilionidae 
 
Archon apollinaris (Staudinger, [1892])  
Original reference: Doritis apollinus var. 
apollinaris Staudinger, [1892], Dt. ent. Z., Iris 4: 
225. Syntypes: [Türkei]: nordöstlichen Kleinasien: 
Goman Otti, 1500 m. Synonym(s): apollinaris 
Staudinger, [1892]; pallidior Spuler, 1892; 
#mardina Stichel, 1907. Examined materials: 3♂ 
1♀ Savur, 840 m, 12.04.2016. Distribution in the 
world: IR IQ TR. Distribution in Turkey: 13 21 
23 24 30 47 49 56 62 65 73. 
 
Zerynthia deyrollei (Oberthür, 1869)  
Original reference: Thais deyrollei Oberthür, 
1869, Pet. Nouv. Ent. (2): 7. Syntypes: [Turquie]: 
Alpes-Pontiques [Gümüşhane]. Synonym(s): 
deyrollei Oberthür, 1869; eisneri Bernardi, 1970; 
lycaoniae Eisner & Wagener, 1974; 
#flavomaculata Verity, 1905; #ochracea Verity, 
1905; #obscurior Verity, 1905; #subflava Schultz, 

1908; #deflexa Schultz, 1908; #charis Schultz, 
1908; #separata Sheljuzhko, 1927. Examined 
materials: 7♂ 2♀ Savur road 15 km NE, 900 m, 
27.04.2017. Distribution in the world: IL IQ IR 
JO LB TR. Distribution in Turkey: 01 02 03 05 
06 07 12 13 14 15 18 19 21 23 24 25 26 27 28 29 
30 31 32 33 37 38 42 43 44 46 47 49 50 51 56 58 
60 62 63 64 65 66 68 70 71 73 80. 
 
Pieridae 
 
Anthocharis cardamines (Linnaeus, 1758) 
Original reference: Papilio cardamines 
Linnaeus, 1758, Syst. Nat. (Edn.10)1: 468. Type: 
[Europe]. Synonym(s): cardamines Linnaeus, 
1758; hesperides Newman, 1894; britannica 
Verity, 1908; meridionalis Verity, 1908 nec 
Lederer, 1852; montivaga Turati &Verity, 1911. 
Examined materials: 8♂ 4♀ Savur road 15 km 
NE, 900 m, 27.04.2017. Distribution in the 
world: AL AM AT BE BG B-H BY CH CN CY 
CZ DE DK EE ES FI FR GB GR HU HV IE IL IQ 
IR IT KG KK LB LT LU LV MK NL NO PL PT 
RO RU SE SK SS SY TM TR T-S UA Vl YU. 
Distribution in Turkey: 01 03 04 05 06 07 08 09 
10 13 14 15 16 17 18 20 21 23 24 25 27 28 29 30 
31 32 33 34 35 36 37 39 41 42 43 44 45 46 47 48 
51 52 53 55 56 58 60 61 62 65 66 70 71 73 74 75 
76 78. 
 
Anthocharis grueneri Herrich-Schäffer, [1851] 
Original reference: Anthocaris gruneri Herrich- 
Schäffer, [1851], Syst. Bearb. Schmett. Eur. 6: 20 
ibid. I: pl. 115, figs. 551- 554 [uninominal]. 
Syntypes: ? Creta [Kleinasien]. Synonym(s): 
grueneri Herrich- Schäffer, [1851]; #diluta Röber, 
1907; eros Röber, 1907. Examined materials: 4♂ 
2♀ Savur road 15 km NE, 900 m, 20.04.2017. 
Distribution in the world: AM AZ BG GG GR 
IL IQ IR LB MK SY TR. Distribution in Turkey: 
01 02 03 04 05 06 07 12 13 21 24 25 27 29 30 31 
32 33 35 36 38 42 43 44 45 46 47 50 51 56 58 60 
62 65 66 70 71 73 76. 
 
Aporia crataegi (Linnaeus, 1758)  
Original reference: Papilio crataegi Linnaeus, 
1758, Syst. Nat. (Edn. 10) 1: 467. Type: [Europe]. 
Synonym(s): crataegi Linnaeus, 1758; 
nigronervosus Retzius, 1783; minör Verity, 1907; 
basanius Fruhstorfer, 1910; crataegiaugusta 
Verity, 1937. Examined materials: 6♂ 2♀ 
Kırdirek, 740 m, 27.05.2017. Distribution in the 
world: AF AL AM AT AZ BE BG B-H BY CH 
CN CY CZ DE DK DZ EE ES FI FR GG GR HU 
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HV IL IQ IR IT JP KG KK KP LB LT LU LV JO 
MA MK MN NL NO PT RO RU SE SK SS SY TJ 
TM TR UA Vl T-S TN. Distribution in Turkey: 
01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 
17 18 19 20 21 22 23 24 25 26 27 29 30 31 32 33 
34 35 36 37 38 39 40 41 42 43 44 46 47 48 49 50 
51 53 54 55 56 58 60 61 62 63 65 66 69 70 71 72 
73 74 75 76 78 80 81. 
 
Colias crocea (Fourcroy, 1785)  
Original reference: Papilio croceus Fourcroy, 
1785, Entomologia Parisiensis: 250. Type: 
[France]: Paris. Synonym(s): crocea Fourcroy, 
1785; pyrenaica Groum-Grshimailo, 1893. 
Examined materials: 2♂ Savur, 840 m, 
12.04.2016; 6♂ 1♀ Kırdirek, 740 m, 27.05.2017; 
5♂ Şenocak road 4 km E, 800 m, 13.06.2017; 5♂ 
Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: AL AM AT AZ BE 
BG B-H BY CH CY CZ DE DK DZ EG ES FI FR 
GB GG GR HV IQ IR IT KG LB LT LU LY LV 
MA MK MT NL NO PL PT RO RU SA SD SE SK 
SS SY TR TN UA Vl YU TD. Distribution in 
Turkey: 01 02 03 04 05 06 07 08 09 10 11 12 13 
14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 
46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 
62 63 65 66 68 69 70 71 72 73 74 75 76 77 78 79 
80 81.  
 
Euchloe ausonia (Hübner, [1804]) 
Original reference: Papilio ausonia Hübner, 
[1804], Samml. eur. Schmett. 1: pl.113, figs. 582-
583; 64-65. Syntypes: Italien. Synonym(s): 
ausonia Hübner, [1804]; marchandae Geyer, 
[1832]. Examined materials: 3♂ 2♀ Savur road 
15 km NE, 900 m, 20.04.2017. Distribution in the 
world: AF AL AM AZ BE BG B-H BY CH CN 
CY DZ FR GG GR HV IL IQ IR IT JO KG LB LY 
MA MK RO RU SS SY TM TR TN T-S UA YU. 
Distribution in Turkey: 01 02 03 04 05 06 07 09 
10 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 
44 45 46 48 50 51 54 56 58 60 62 63 65 66 68 70 
71 73 74 76 77 78 80. 
 
Pieris ergane (Geyer, [1828]) 
Original reference: Papilio ergane Geyer, 
[1828], [in] Hübner, Samml. eur. Schmett. 1: Taf. 
184 figs. 904- 907. Syntypes: [Crotia]: Ragusa. 
Synonym(s): ergane Geyer, [1828]; narcaea 
Freyer, [1828]. Examined materials: 13♂ 4♀ 
Şenocak road 4 km E, 800 m, 13.06.2017. 
Distribution in the world: AL AM AT AZ BG B-

H ES FR GG GR HU HV IQ IR IT LB MK RO SS 
TR YU. Distribution in Turkey: 01 02 03 04 05 
06 07 08 12 13 14 15 16 18 21 23 24 25 26 28 29 
30 31 32 33 36 38 42 43 44 46 47 49 50 51 52 56 
58 60 62 63 65 66 69 71 73 74 76. 
 
Pieris mannii (Mayer, 1851) 
Original reference: Pont. mannii Mayer, 1851, 
Stettin ent. Ztg. 12:151. Type: [Croatia]: Spaloto. 
Synonym(s): mannii Mayer, 1851; manni Verity, 
1908; alpigena Verity, 1911; roberti Eitschberger 
& Steiniger, 1973. Examined materials: 2♂ 2♀ 
Şenocak road 4 km E, 800 m, 13.06.2017; 2♂ 5♀ 
Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: AL AT BG B-H CH 
CZ ES FR GR HU HV IT IR MA MK RU SK SS 
TR UA YU. Distribution in Turkey: 01 02 03 06 
07 08 10 11 13 14 17 18 21 23 24 25 26 28 29 30 
31 32 33 34 35 36 37 38 39 42 43 44 45 46 47 48 
49 50 51 53 56 61 62 65 67 69 73 74 75 76 78 80. 
 
Pieris pseudorapae Verity, 1908  
Original reference: Pieris napi var. pseudorapae 
Verity, [1908], Rhopalocera palaearctica: 144, pl. 
32, 33, figs. Lectotype: [Lebanon]: Beyrouth 
(Bowden & Riley, 1967). Synonym(s): 
pseudorapae Verity, 1908. Examined materials: 
3♂ Savur, 840 m, 12.04.2016; 9♂ 5♀ Kırdirek, 
740 m, 27.05.2017; 11♂ 3♀ Şenocak road 4 km E, 
800 m, 13.06.2017. Distribution in the world: 
AM AZ BG B-H GG GR HV IQ JO LB MD MK 
RO RU SY TR UA YU. Distribution in Turkey: 
01 03 04 05 06 07 08 10 11 12 13 14 16 17 18 20 
21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 
37 38 39 41 42 43 44 45 46 47 48 49 50 51 52 53 
54 56 58 59 60 61 62 63 65 66 67 68 71 73 74 75 
76 77 78 80 81.  
 
Pieris rapae (Linnaeus, 1758)  
Original reference: Papilio rapae Linnaeus, 
1758, Syst. Nat. (Edn.10) 1: 468. Type: [Sweden 
(Verity, 1947)]. Synonym(s): rapae Linnaeus, 
1758; nelo Bergsträßer, 1780; metra Stephens, 
1827; alpica Rossi, 1929. Examined materials: 
12♂ 6♀ Kırdirek, 740 m, 27.05.2017; 3♀ 
Hisarkaya 12 km SW, 750 m, 14.05.2017; 7♂ 3♀ 
Şenocak road 4 km E, 800 m, 13.06.2017; 2♂ 4♀ 
Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: AF AL AM AU AT 
AZ BE BG BH B-H BY CH CN CY CZ DE DK 
DZ EE ES FI FR GB GG GR HU HV IE IN IQ IR 
IS IT JO JP KG KK KW LT LU LV MA MK MN 
MT MX NL NO OM PK PL PT QA RO RU SA 
SE SK SS SY TJ TM TN TR T-S TW UA US UZ 
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Vl VN YU. Distribution in Turkey: 01 02 03 04 
05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 
21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 
37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 
53 54 55 56 58 59 60 61 62 63 64 65 66 68 69 70 
71 73 74 75 76 77 78 79 80. 
 
Pieris brassicae (Linnaeus, 1758) 
Original reference: Papilio brassicae Linnaeus, 
1758, Syst. Nat. (Edn. 10) 1: 468. Type: [Europe]. 
Synonym(s): brassicae Linnaeus, 1758; chariclea 
Stephens, 1827; #venata Verity, 1908; cyniphia 
Turati, 1924. Examined materials: 5♂ 2♀ 
Kırdirek, 740 m, 27.05.2017. Distribution in the 
world: AF AL AT BE BG B-H BY CH CN CY 
CZ DE DK DZ EE ER ES FI FR GB GR HU HV 
IE IL IN IQ IR IS IT JO KG KK LB LT LU LV 
LY MA MK MT NL NO NP PK PL PT RO RU 
SK SY TM TR UA UZ TN T-S TH. Distribution 
in Turkey: 01 02 03 04 05 06 07 08 09 10 12 13 
14 15 16 17 20 21 22 23 24 25 26 27 29 30 31 32 
33 34 35 36 37 38 39 41 42 43 44 45 46 48 49 50 
51 52 53 54 55 56 58 60 61 63 65 66 70 71 73 74 
75 76 77 78 80 81. 
 
Pontia edusa (Fabricius, 1777) 
Original reference: Papilio edusa Fabricius, 
1777, Genera Insectorum: 255. Type: 
[Deutschland]: Chilonii. Synonym(s): edusa 
Fabricius, 1777; bellidice Ochsenheimer, 1808; 
persica Bienert, 1869; #nitida Verity, [1908]. 
Examined materials: 6♂ 4♀ Çınarönü road 3 km 
NW, 1000 m, 02.07.2017. Distribution in the 
world: BG CN CY DE GG GR IQ IR IT KG KK 
MK RU SY TJ TM TR T-S UZ YU. Distribution 
in Turkey: 01 02 03 04 05 06 07 08 09 10 11 12 
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 
29 30 31 32 33 34 35 36 38 39 40 41 42 43 44 46 
47 48 49 50 51 52 53 54 55 56 58 59 60 61 62 63 
65 66 67 68 69 70 71 73 74 75 76 77 78 79 80 81. 
 
Satyridae 
  
Coenonympha pamphilus (Linnaeus, 1758) 
Original reference: Papilio pamphilus Linnaeus, 
1758, Syst. Nat. (Edn. 10) 1: 472. Type: Suecia. 
Synonym(s): pamphilus Linnaeus, 1758; 
menalcas Poda, 1761; nephele Hufnagel, 1766; 
marginata Heyne, 1894; orantia Fruhstorfer, 
1908; scota Verity, 1911; infrarasa Verity, 1926; 
juldusica Verity, 1926; asiaemontium Verity, 
1926; euxina Verity, 1926; posteuxina Verity, 
1926; londonii Verity, 1926; neolyllus De Lattin, 
1950. Examined materials: 9♂ 3♀ Hisarkaya 12 

km SW, 750 m, 15.05.2017; 4♀ Savur road 15 km 
NE, 900 m, 27.04.2017; 7♂ 1♀ Şenocak road 4 km 
E, 800 m, 13.06.2017; 12♂ 2♀ Çınarönü road 3 
km NW, 1000 m, 03.07.2017. Distribution in the 
world: AL AM AT AZ BE BG B-H BY CH CN 
CZ DE DK DZ EE ES FI FR GB GG GR HU HV 
IE IQ IR IT KG KK LB LT LU LV MA MK MT 
NL NO PL RO RU SE SK TM TN TR T-S Vl UZ 
YU. Distribution in Turkey: 01 03 04 05 06 07 
08 09 10 11 12 13 14 16 17 18 19 20 21 22 23 24 
25 26 27 28 29 30 32 33 34 35 36 37 38 39 40 41 
42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 
58 59 60 61 62 65 66 67 68 69 70 71 72 73 74 75 
76 77 78 80 81. 
 
Coenonympha saadi (Kollar, [1849])  
Original reference: Satyrus saadi Kollar, [1849], 
Denkschr. Akad. Wiss. Wien 1850: 11. Type: 
[Iran]: Farsistan, Schiraz (NHMW). Synonym(s): 
saadi Kollar, [1849]; iphias Eversmann, 1851. 
Examined materials: 27♂ 9♀ Kırdirek, 740 m, 
27.05.2017. Distribution in the world: AM IR 
TR IQ. Distribution in Turkey: 02 12 13 21 23 
25 27 30 44 46 47 56 58 62 63 65 72 73 76. 
 
Hyponephele lycaon (Rottemburg, 1775)  
Original reference: Papilio lycaon Rottemburg, 
1775, Naturforscher 6: 17. Type: Deutschland: 
Brandenburg. Synonym(s): lycaon Rottemburg, 
1775; #lycaon Kuhn, 1774; eudora Esper, 1778; 
janirula Esper, 1800; rufomaculata Korb, 2005. 
Examined materials: 7♂ Şenocak road 4 km E, 
800 m, 13.06.2017; 13♂ 5♀ Çınarönü road 3 km 
NW, 1000 m, 02.07.2017. Distribution in the 
world: AL AT BG BY CH CN CZ DE EE ES FI 
FR GR HU IL IT IQ IR KG LB LT LV PL PT RO 
RU SK SY TR T-S UA Vl YU. Distribution in 
Turkey: 01 02 03 04 07 08 09 11 12 13 14 15 16 
20 21 23 24 25 26 27 29 30 32 33 35 36 38 42 43 
44 46 47 48 49 50 51 56 60 62 63 65 70 73 75 76 
78. 
 
Kirinia roxelana (Cramer, [1777])  
Original reference: Papilio roxelana Cramer, 
[1777], Uitl. Kapellen 2:101, pl.161, figs. C-F. 
Syntypes: [Türkei]: Constantinopel [=Istanbul], 
Smyrna [=Izmir]. Synonym(s): roxelana Cramer, 
[1777]; #anatolica Koçak, 1989. Examined 
materials: 3♂ 4♀ Kırdirek, 740 m, 27.05.2017; 
5♂ 1♀ Şenocak road 4 km E, 800 m, 13.06.2017; 
7♂ Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: AL BG CY GR RO 
RU SY LB IQ IR TR UA YU. Distribution in 
Turkey: 01 02 03 05 06 07 08 09 10 11 13 14 15 
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16 17 19 20 21 22 23 25 26 27 29 30 31 32 33 34 
35 38 39 42 43 44 45 46 47 48 49 51 55 56 58 59 
60 62 65 66 71 72 73 78 80. 
 
Lasiommata megera (Linnaeus, 1767) 
Original reference: Papilio megera Linnaeus, 
1767, Syst. Nat. (Edn. 12) 1(2): 771, nr. 142. 
Synonym(s): megera Linnaeus, 1767; caledonia 
Verity, 1911; alticola Verity, 1911; pseudoadrasta 
Stauder, 1922; infrapallens Verity, 1922; 
ocellatior Verity, 1923; pallidedepulverata Verity, 
1923. Examined materials: 7♂ 2♀ Kırdirek, 740 
m, 27.05.2017; 3♀ Şenocak road 4 km E, 800 m, 
13.06.2017. Distribution in the world: AL AT 
BE BG B-H BY CH CY CZ DE DK DZ EE ES FI 
FR GB GR HU HV IE IL IQ IR IT JO LB LT LU 
LV MA MK MT NL NO PL PT RO RU SE SK SS 
SY TM TN TR UA Vl YU. Distribution in 
Turkey: 01 02 05 06 07 08 09 10 11 12 13 14 15 
16 17 20 21 22 23 24 25 26 27 28 30 31 33 34 35 
36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 
52 55 56 57 58 59 60 62 63 65 66 67 70 71 72 73 
74 75 76 77 80. 
 
Maniola telmessia (Zeller, 1847)  
Original reference: Hipparchia telmessia Zeller, 
1847, Isis 1847: 4. Syntypes 2*4+: [Türkei]: Makri 
[Fethiye]: [Greece]: Rhodus. Lectotype*: 
Marmaris (designated by Olivier, 1993) (in 
BMHN). Synonym(s): telmessia Zeller, 1847; 
pallescens Butler, 1868; kurdistana Heyne, 1894; 
oreas Le Cerf, 1912; maniolides Le Cerf, 1912; 
ornata Turati & Fiori, 1930; marenigrans Verity, 
1938; pelekasii Kattulas & Koutsaftikis, 1978. 
Examined materials: 11♂ 6♀ Kırdirek, 740 m, 
27.05.2017. Distribution in the world: GR IL IQ 
IR JO LB SY TR. Distribution in Turkey: 01 02 
03 07 09 10 12 13 15 17 20 21 23 27 30 31 32 33 
35 42 44 45 46 47 48 51 56 62 63 65 70 72 73 80. 
 
Melanargia grumi Standfuss, 1892  
Original reference: Melanargia grumi Standfuss, 
1892, [in] Romanoff, Mém. Lépid. 6: 661-664, 
pl.15 figs. 2a-c. Syntypes: [Türkei]: Mardin. 
Synonym(s): grumi Standfuss, 1892. Examined 
materials: 4♂ Kırdirek, 740 m, 27.05.2017; 8♂ 
7♀ Şenocak road 4 km E, 800 m, 13.06.2017; 9♂ 
5♀ Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: IQ TR IR. 
Distribution in Turkey: 02 13 21 23 30 47 56 63 
72 73. 
 
Pararge aegeria (Linnaeus, 1758) 

Original reference: Papilio aegeria Linnaeus, 
1758, Syst. Nat. (Edn.10) 1: 473. Syntypes: 
Europa, Mauritania. Synonym(s): aegeria 
Linnaeus, 1758; meone Cramer, 1782; egeria 
Ochsenheimer, 1807; sardoa Verity, 1908. 
Examined materials: 7♂ 1♀ Hisarkaya 12 km 
SW, 750 m, 14-15.05.2017; 3♂ 1♀ Şenocak road 
4 km E, 800 m, 13.06.2017; 6♂ 2♀ Çınarönü road 
3 km NW, 1000 m, 02.07.2017. Distribution in 
the world: AL AM AT AZ BE BG BY CH CY 
CZ DE DK DZ EE ES FI FR GB GG GR HU IE 
IQ IR IT LB LT LU LV MA MT NL NO PL PT 
RO RU SE SK SY TN TR UA Vl YU. 
Distribution in Turkey: 01 05 06 07 08 09 11 13 
14 15 16 17 18 20 21 25 26 27 28 29 30 31 32 33 
34 35 38 39 41 42 44 46 47 48 52 53 55 56 58 60 
61 65 67 73 74 75 77 80 81. 
 
Argynnidae  
 
Argynnis pandora ([Denis & Schiffermüller], 
1775) 
Original reference: Papilio pandora [Denis & 
Schiffermüller], 1775, Ankündung syst. Werkes 
Schmett. Wienergegend: 176. Type: Austria: 
Vienna district. Synonym(s): pandora [Denis & 
Schiffermüller], 1775; maja Cramer, 1775 nec 
Fabricius, 1775; cynara Fabricius, 1777; cyrnea 
Schwerda, 1926; transcaucasica Moucha, 1967; 
deserticola Gross & Ebert, 1975. Examined 
materials: 7♂ 2♀ Kırdirek, 740 m, 27.05.2017; 
11♂ 3♀ Şenocak road 4 km E, 800 m, 13.06.2017; 
5♂ Çınarönü road 3 km NW, 1000 m, 03.07.2017. 
Distribution in the world: AF AL AM AT AZ 
BG B-H BY CH CN CY CZ DZ DE EE ES FR GG 
GR HU HV IQ IR IT KK LB MA MK PK PL PT 
RO RU SK SS SY TJ TM TN TR T-S UA UZ Vl 
YU. Distribution in Turkey: 01 02 03 04 05 06 
07 08 09 10 11 12 13 14 15 16 17 18 20 21 22 23 
24 25 26 27 29 30 31 32 33 34 35 36 37 38 39 40 
42 43 44 46 47 48 49 50 51 52 53 55 56 58 60 61 
62 63 65 66 67 69 70 71 72 73 74 76 77 78 80 81. 
 
Melitaea phoebe (Goeze, 1779)  
Original reference: Papilio phoebe Goeze, 1779, 
Ent. Beyträge 3(1) 365. Synonym(s): #phoebe 
[Denis & Schiffermüller], 1775; phoebe Goeze, 
1779; paedotropos Bergsträßer, [1780]; tremulae 
Piller & Mitterpacher, 1783. Examined 
materials: 3♂ Savur road 15 km NE, 900 m, 
27.04.2017. Distribution in the world: AL AM 
AT AZ BE BG B-H BY CH CN CZ DE EE ES FR 
GG GR HU HV IT IR KG LT LU LV MK MN PL 
PT RO RU SK SS TR UA Vl YU. Distribution in 
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Turkey: 01 04 05 06 08 10 11 13 14 16 17 22 23 
24 25 26 27 30 31 33 34 36 39 41 42 44 46 50 51 
55 58 59 60 61 62 65 66 69 71 73 75 77 78 80. 
 
Melitaea arduinna (Fabricius, 1787)  
Original reference: Papilio arduinna Fabricius, 
1787, Mant. Ins. 2: 60, nr.577. Type: [Russia]: 
Russia australiori. Synonym(s): arduinna 
Fabricius, 1787; rhodopensis Freyer, [1836]; 
uralensis Eversmann, 1844; evanescens 
Staudinger, 1886; #fulminans Staudinger, 1886; 
kocaki Wagener & Gross, 1976. Examined 
materials: 3♂ 2♀ Savur road 15 km NE, 900 m, 
27.04.2017. Distribution in the world: AF BG 
CN GR IQ JO KG KK MK RO RU TJ TR T-S UA 
UZ. Distribution in Turkey: 01 02 05 07 10 13 
21 24 25 27 30 31 32 36 39 42 43 44 46 47 49 56 
65 72 73 80. 
 
Vanessa cardui (Linnaeus, 1758)  
Original reference: Papilio cardui Linnaeus, 
1758, Syst. Nat. (Edn. 10) 1: 475. Syntypes: 
Europa, Africa [Sweden (Verity, 1950)]. 
Synonym(s): cardui Linnaeus, 1758; carduelis 
Cramer, 1775; elymi Rambur, 1829; kershawi 
McCoy, 1868; pallida Schoyen, 1881; japonica 
Stichel, 1908; universa Verity, 1919; takesakiana 
Kato, 1925; jacksoni Clark, 1927. Examined 
materials: 4♂ Hisarkaya 12 km SW, 750 m, 
14.05.2017; 3♂ 1♀ Şenocak road 4 km E, 800 m, 
13.06.2017. Distribution in the world: AF AL 
AM AO AZ AT BE BF BG BH B-H BI BJ BW 
BY BZ CF CG CH CI CM CN CY CZ DE DK DJ 
DZ EE EG EH ER ET ES FI FR GA GB GG GH 
GM GN GO GR GW HU HV IE IL IN IQ IR IS 
IT JO KE KG KM JP KK KP KR KW LB LR LS 
LT LU LV LY MA MD MG MK ML MN MR MT 
MW MX MZ NA NE NG NL NO NP PH PK PL 
PT QA RO RU RW SA SC SD SE SL SI SK SN 
SO ST SS SY SZ TJ TD TG TM TN TR T-S TZ 
UA UG US UZ YE YU ZA ZM ZR ZW. 
Distribution in Turkey: 01 02 03 04 05 06 07 08 
09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 
41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 
57 58 59 60 61 62 63 65 66 67 68 69 70 71 72 73 
74 75 76 78 80 81. 
 
Lycaenidae 
 
Glaucopsyche alexis (Poda, 1761)  
Original reference: Papilio alexis Poda, 1761, 
Insecta Musei Graecensis.: 77. Type: [Austria]: 
Steiermark. Synonym(s): alexis Poda, 1761; 

damaetas [Denis & Schiffermüller, 1775; 
#sublugens Strand, 1909; #insulicola Turati & 
Fiori, 1930; mironi Coutsis, 1976. Examined 
materials: 3♂ 5♀ Savur road 15 km NE, 900 m, 
20.04.2017. Distribution in the world: AF AL 
AM AT AZ BE BG BY CH CZ DE DK DZ EE ES 
FI FR GG GR HU IL IR IQ IT KG LT LB LU LV 
MK NO PL PT RO RU SE SK TM TN TR UA Vl 
YU. Distribution in Turkey: 01 02 03 04 05 06 
07 08 09 11 12 13 14 15 16 17 18 19 20 21 23 24 
25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 41 
42 43 44 45 46 47 48 49 50 51 52 56 58 60 61 62 
65 66 68 69 70 71 73 74 76 80. 
 
Lycaena phlaeas (Linnaeus, 1761) 
Original reference: Papilio phlaeas Linnaeus, 
1761, Fauna Suecica (2) : 285. Type: Sweden, 
Westermannia. Synonym(s): phlaeas Linnaeus, 
1761; virgaureae Fourcroy, 1785 nec Linn., 1758; 
eleus Fabricius, 1798; aestivus Zeller, 1850; 
schmidtii Gerhard, 1853. Examined materials: 
7♂ 1♀ Şenocak road 4 km E, 800 m, 13.06.2017. 
Distribution in the world: AF AL AM AT AZ 
BE BG Bl BY CA CH CN CY CZ DE DK DZ EE 
ES ET FI FR GB GG GR HU IE IL IN IQ IR IT 
JO JP KG KK LB LT LU LY LV MA MK MN 
MT NL NO PK PL PT RO RU SA SK SY TM TR 
UA UG US Vl YE YU TN ZR. Distribution in 
Turkey: 01 02 03 04 05 06 07 08 09 10 11 12 13 
14 15 16 17 18 20 21 22 23 24 25 26 27 28 29 30 
31 32 33 34 35 36 37 38 39 41 42 44 45 46 47 48 
49 50 51 52 53 54 55 56 58 59 60 61 62 63 65 66 
68 69 71 72 73 74 76 78 80 81. 
 
Plebejus zephyrinus (Christoph, 1884)  
Original reference: Lycaena zephyrus var. 
zephyrinus Christoph, 1884, [in] Romanoff, Mem. 
Lépid. 1:102. Syntypes: [Turkmenistan]: 
Askhabad. Synonym(s): zephyrinus 
Christoph,1884. Examined materials: 8♂ 
Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: TR AZ GG IQ IR KG 
TM RU UZ. Distribution in Turkey: 13 30 56 65 
72 73 76. 
 
Polyommatus agestis ([Denis & Schiffermüller], 
1775) 
Original reference: Papilio agestis [Denis & 
Schiffermüller], 1775 Ankündung syst. Werkes 
Schmett., Wienergegend: 184. Type: [Austria]: 
Vienna district. Synonym(s): medon Hufnagel, 
1766 nec Linn., 1763; alexis Rottemburg, 1775 
nec Poda, 1761; agestis [Denis & Schiffermüller], 
1775; astrarche Bergsträßer, [1779]. Examined 
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materials: 4♂ 2♀ Kırdirek, 740 m, 27.05.2017; 
2♂ 4♀ Savur road 15 km NE, 900 m, 27.04.2017. 
Distribution in the world: AF AL AM AT AZ 
BE BG B-H BY CH CN CY CZ DE DK FR GB 
GG GR ES HU HV IL IN IQ IR IT JO KG KK LB 
LT LU MK MT NL PK PL RO RU SE SK SS SY 
TM TR T-S UA Vl YU. Distribution in Turkey: 
01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 
17 18 19 20 21 22 23 24 25 26 27 29 30 31 32 33 
34 35 36 37 38 39 40 41 42 44 45 46 47 48 49 50 
51 54 55 56 58 60 61 62 63 65 66 68 69 70 71 72 
73 75 76 78 81. 
 
Polyommatus icarus (Rottemburg, 1775)  
Original reference: Papilio icarus Rottemburg, 
1775, Naturforscher 6: 21. Type: Saxonia. 
Synonym(s): argus Poda, 1761 nec Linn., 1758; 
alexis Scopoli, 1763 nec Pda, 1761; thetis Esper, 
1777 nec Dru., 1773; icarus Rottemburg, 1775; 
pampholyge Bergsträßer, 1779; candybus 
Bergsträßer, 1779; candiope Bergsträßer, 1779; 
candaon Bergsträßer, 1779; oceanus Bergsträßer, 
1779; fusciolus Fourcroy, 1785; icarinus Scriba, 
1795; pusillus Gerhard, 1851; neglectus 
Stradomsky &Arzanov, 1999. Examined 
materials: 8♂ 4♀ Kırdirek, 740 m, 27.05.2017; 
4♂ 1♀ Hisarkaya 12 km SW, 750 m, 14.05.2017. 
Distribution in the world: AF AL AZ AT BE BG 
B-H Bl BY CH CN CY CZ DE DK DZ EE ES FI 
FR GB GR HU HV IE IL IQ IR IT JO KG KK LB 
LT LU LV LY MA MK MN MT NL NO PK PL 
PT RO RU SE SK SS SY TJ TM TN TR T-S UA 
UZ Vl YU. Distribution in Turkey: 01 02 03 04 
05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 
21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 
37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 
53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 
69 70 71 72 73 75 76 78 80 81. 
 
Hesperiidae  
 
Carcharodus lavatherae (Esper, [1783]) 
Original reference: Papilio lavatherae Esper, 
[1783], Die Schmett. 1(2) : 148-149, pl. 82 fig. 4. 
Syntypes: Frankreich Schweis. Synonym(s): 
lavatherae Esper, [1783]; australior Verity, 1919; 
pyrenaicus Ricard, 1948. Examined materials: 
5♂ 1♀ Hisarkaya 12 km SW, 750 m, 14.05.2017; 
2♂ Çınarönü road 3 km NW, 1000 m, 02.07.2017. 
Distribution in the world: AL AT BG B-H BY 
CH DE DZ ES FR GR HU HV IT IR MA MK RO 
RU SK SS TR TN UA Vl YU. Distribution in 
Turkey: 01 03 04 05 06 07 08 12 13 14 17 18 19 
21 23 24 25 29 30 32 33 36 37 38 39 40 41 42 44 

46 49 50 51 56 58 60 62 65 66 68 70 72 73 74 75 
76 78. 
 
Carcharodus alceae (Esper, [1780])  
Original reference: Papilio alceae Esper, [1780], 
Die Schmett. 1 (2): 4, pl. 51, fig. 1. Type: 
Süddeutschland: Erlangen. Synonym(s): alceae 
Esper, [1780]; malvae Hufnagel, 1766 nec Linn., 
1758; malvarum Hoffmannsegg, 1804; 
magnaustralis Verity, 1924; corsicus Picard, 
1948. Examined materials: 4♂ 1♀ Çınarönü road 
3 km NW, 1000 m, 02-03.07.2017. Distribution 
in the world: AF AL AM AT AZ BE BG B-H BY 
CH CN CY CZ DE DZ ES FR GG GR HU HV IL 
IN IQ IR IT KG LB LU MA MK NL PK PL PT 
RO RU SK SS TM TN TR UA Vl YE YU. 
Distribution in Turkey: 01 02 03 04 05 06 07 08 
09 10 12 13 15 16 17 20 21 23 24 25 26 27 29 30 
31 32 33 34 35 36 38 39 41 42 43 44 45 46 47 48 
49 50 51 53 56 58 60 62 63 65 66 67 70 71 72 73 
74 75 76 78 79 80. 
 
Eogenes alcides Herrich-Schäffer, [1852]  
Original reference: Hesperia alcides Herrich-
Schäffer, [1852], Syst. Bearb. Schmett. Eur. 6: 38; 
ibidem 1: pl. 7, figs. 41-42. Syntypes: [Turkei]: 
Amasia. Synonym(s): alcides Herrich-Schäffer, 
[1852]. Examined materials: 3♂ Şenocak road 4 
km E, 800 m, 13.06.2017. Distribution in the 
world: AM AZ Bl CN GG KG IR IQ PK TM TR 
T-S. Distribution in Turkey: 05 08 20 23 24 25 
30 35 36 42 50 56 60 62 63 65 66 72 73. 
 
Thymelicus lineolus (Ochsenheimer, 1808)  
Original reference: Papilio lineola 
Ochsenheimer, 1808, Schmett. Eur. 1 (2) : 230- 
231. Type: Germania. Synonym(s): lineolus 
Ochsenheimer, 1808; virgula Hübner, 1813 nec 
Retz., 1783; ludoviciae Mabille, 1883; pallida 
Tutt, 1896; clara Tutt, 1905; hemmingi Romei, 
1927; melissus Zerny, 1932; fornax Hemming, 
1934. Examined materials: 9♂ 4♀ Kırdirek, 740 
m, 27.05.2017; 12♂ 5♀ Hisarkaya 12 km SW, 750 
m, 14.05.2017. Distribution in the world: AF AL 
AT AZ BG B-H BL BY CH CN CZ DE DK DZ 
EE ES FI FR GB GG GR HU HV IL IR IT JO KG 
KK LB LT LU LV MA MK NL NO PL PT RO 
RU SE SK SS TM TN TR T-S UA US Vl YU. 
Distribution in Turkey: 01 02 03 04 05 06 07 08 
10 12 13 14 15 16 18 19 20 21 22 23 24 25 26 27 
29 30 31 32 33 34 36 38 39 40 42 43 44 46 47 48 
49 50 51 56 58 60 62 63 65 66 69 70 71 73 74 75 
76 78 80. 
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Thymelicus sylvestris (Poda, 1761)  
Original reference: Papilio sylvestris Poda, 1761, 
Insecta Musei Graecensis: 79. Type: [Austria]: 
Graz. Synonym(s): sylvestris Poda, 1761; flava 
Brünnich, 1763; linea Müller, 1764; thaumas 
Hufnagel, 1766; divaricatus Fourcroy, 1785; 
venula Hübner, [1813]; obscura Verity, 1905. 
Examined materials: 6♂ 3♀ Kırdirek, 740 m, 
27.05.2017; 7♂ 2♀ Hisarkaya 12 km SW, 750 m, 
14.05.2017; 4♂ 3♀ Şenocak road 4 km E, 800 m, 
13.06.2017. Distribution in the world: AL AM 
AT AZ BE BG BY CH CZ DE DK DZ EE ES FR 
GB GG GR HU IR IT IQ JO LB LT LU LV MA 
MK NL PL PT RO RU SK SY TR UA Vl YU. 
Distribution in Turkey: 01 02 03 04 05 06 07 08 
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 42 
43 44 45 46 47 48 49 50 51 56 58 60 61 62 63 64 
65 66 67 69 70 71 72 73 74 75 76 78 81. 

 

4. DISCUSSION AND CONCLUSION 

According to the results of the research, 35 species 
are presented within the Papilionidae, Pieridae, 
Satyridae, Argynnidae, Lycaenidae and 
Hesperiidae families from Savur district, whose 
butterfly fauna is unknown until now. This paper 
is intended to contribute to the fauna of the area by 
conducted random field studies between April and 
July. Moreover, the results show that research 
region is comrised approximately 42 % of the 
species, when compared to the total number of 
butterfly species in the province of Mardin [5]. In 
addition, 6 species: Euchloe ausonia (Hübner, 
[1804]), Pieris brassicae (Linnaeus, 1758) 
(Pieridae), Melitaea phoebe (Goeze, 1779) 
(Argynnidae), Plebejus zephyrinus (Christoph, 
1884) (Lycaenidae), Carcharodus lavatherae 
(Esper, [1783]) and Eogenes alcides Herrich-
Schäffer, [1852] (Hesperiidae) are recorded as 
new to Mardin Province.  

 

It is expected that the number of samples will 
increase with the future researches, when habitat 
and land conditions are evaluated and compared to 
other nearby districts [6, 8, 11, 13] and areas [7, 9, 
10, 12, 14]. In this respect, it is thought that 
entomological researches should be more 
supported and increased in the region. 
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Bu çalışma Saü-Fibonacci Q -Tipi Matrisler ve İlişkili Kombinasyonel Özelikler-2018-2-7-51 projesi tarafından 

desteklenmiştir. 

 

3×3  Dimensional Special Matrices Associated with Fibonacci and Lucas Numbers 

Sinan Karakaya, Halim Özdemir*, Tuğba Petik 

ABSTRACT 

In the study, it has been developed a method for deriving special matrices of 3 × 3  dimensions, whose 
powers are related to Fibonacci and Lucas numbers, and some special matrices have been found via the 
method developed.  
 
Keywords: Fibonacci numbers, Lucas numbers, Matrices 

 

1. INTRODUCTION 

 
Fibonacci numbers and the golden ratio have 
attracted the attention of many mathematicians, 
physicists, philosophers, painters, architects and 
musicians since ancient times. The golden ratio, 
which is related to Fibonacci numbers, is 
encountered in many art works. The most known 
of them is the ratio which is seen in the table Mona 
Lisa of Leonardo Da Vinci. Again, it is possible to 
see the golden ratio in Egyptian pyramids. Also, it 
is known that the ratio sequence of numbers 
obtained by dividing each number in the Fibonacci 
sequence by previous number in the sequence 
converges to the golden ratio. Fibonacci numbers 
and golden ratio are seen in many places in nature 
[see, e.g., 1,2].  
 
There are also special number sequences other 
than Fibonacci number sequence. One of them is 
the Lucas numbers sequence. Fibonacci numbers, 
Lucas numbers and golden ratio have been 
involved in many mathematical studies for many 
years [see, e.g., 3-8]. 
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Fibonacci and Lucas numbers are also correlated 
with matrices. It is known that some properties of 
Fibonacci and Lucas numbers can be proved by 
using matrices [see, e.g., 1,2]. 
 
This study has two-stages: First, an approach to the 
derivation of  3 3 dimensional matrix whose 
powers are related to Fibonacci and Lucas 
numbers is presented. Then, based on this 
approach, some special 3 3 dimensional matrices 
are obtained and some related identities are given. 
 

2. PRELIMINARIES  

In this section, some basic concepts and properties, 
which will be used in the study, related to 
Fibonacci and Lucas numbers sequences, are 
given.  

Definition 2.1. Fibonacci sequence  nF  is 

defined by 1 2n n nF F F    for all integers 2n   

with initial conditions 0 0F   and 1 1F   [1]. 
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Definition 2.2. Lucas sequence  nL  is defined by 

1 2n n nL L L    for all integers 2n   with initial 

conditions 0 2L   and 1 1L   [1]. 

 

Definiton 2.3. The special number 
1 5

2


   is 

called as golden ratio [1].  
 
The number   is the positive root of the equation 

2 1 0x x   . The negative root of this equation is 

the number  
1 5

2


    [1]. 

 
Some of the properties related to Fibonacci 
numbers, Lucas numbers and golden ratio are as 
follows:  
 
Theorem 2.4. (Binet Formula) For all non-

negative integer ,n the identitiy
n n

nF
 

 





  

holds [1]. 
 
It can be derived Fibonacci sequence with negative 
subscripts from the Fibonacci sequence 
considering the fact that every term is the sum of 
the two terms preeceding it: 
 

1 1 0 1 0 1F F F      , 

2 0 1 0 1 1F F F       , 

3 1 2 1 ( 1) 2F F F        , 

4 2 3 1 2 3F F F         , 

and so on. 
Similarly, it can be derived Lucas sequence with 
negative subscripts from Lucas sequence: 
 

1 1 0 1 2 1L L L       , 

2 0 1 2 ( 1) 3L L L       , 

3 1 2 1 3 4L L L         , 

4 2 3 3 ( 4) 7L L L        , 

and continue like this. 
 

Theorem 2.5. The identities 1( 1)nn nF F
    and  

( 1)nn nL L    hold for all integers 1n   [1]. 

 

Theorem 2.6.  The identity 1 1n n nL F F    holds 

for all integers 1n   [1]. 
 

Theorem 2.7. The equalities 1
n

n nF F      and 

1
n

n nF F      hold for all integers 0n   [1].  

 

3. SOME SPECIAL MATRICES 

 
In this section, as indicated in the Introduction 
section, by giving an approach for derivating 3 3  
dimensional matrices associated with Fibonacci 
and Lucas numbers, based on this approach, 
special matrices are obtained. 
 

Suppose that 

a b c

S d e f

g h i

 
 

  
 
 

 is any 3 3  matrix 

such that the eigenvalues of it are 
1 5

2


  , 

1 5

2


  , and 0  , and all the entries of  it are 

integers. Represent the eigenvectors 
corresponding the eigenvalues ,  , and  , 

respectively as 

1

2

3

x

x

x

 
 

  
 
 

x , 

1

2

3

y

y

y

 
 

  
 
 

y , and 

1

2

3

z

z

z

 
 

  
 
 

z  

. 

 

For the eigenvalue-eigenvector pairs ( , ) x , 

( , ) y , and ( , ) z , respectively,  it is obtained the  

linear equations systems  

 

1 2 3 1

1 2 3 2

1 2 3 3

ax bx cx x

dx ex fx x

gx hx ix x

   

   

   

,                                     (3.1)  

 

1 2 3 1

1 2 3 2

1 2 3 3

ay by cy y

dy ey fy y

gy hy iy y

   

   

   

,                                    (3.2)                         
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and 
 

1 2 3

1 2 3

1 2 3

0

0

0

az bz cz

dz ez fz

gz hz iz

  

  

  

.                                        (3.3)                                         

 
The matrix S  is diagonalizable since it has 
different eigenvalues. In this case, without loss of 

the generality, it can be written 1,S P P   where 

 

0 0

0 0

0 0 0

 
 

   
 
 

 

 
and P  is a nonsingular matrix.  From this, we get  

1n nS P P   for all integers 1n  .  Considering 

Teorem 2.7,  it is obtained 
 

1

0 0

0 0

0 0 0

n

n nS P P

 
 

  
 
 

 

     

1

1
1

0   0

0    0

0 0 0

n n

n n

F F

P F F P






  
 

   
 
 

 

1
1 1

0  0 1 0 0 0 0 0

( 0   0 0 1 0 0 0 0 )

0 0 0 0 0 1 0 0 1
n n nP F F F P 

     
     

        
     
     

 

1
1 1

0 0 0

( 0 0 0 )

0 0 1
n n nP F F F P

 

 
 

     
 
 

 

1 1 1
1 1

0 0 0

( ) ( ) ( 0 0 0 )

0 0 1
n n nF P P F P P F P P  

 

 
 

      
 
 

, 

that is, 

1
1 1

0 0 0

( 0 0 0 )

0 0 1

n
n n nS F S F F P P

 

 
 

     
 
 

.     (3.4) 

 
Thus, it is seen that the power of the matrix S is 
associated with Fibonacci numbers.   
Now,  if we write 

1

0 0 0

0 0 0

0 0 1

D P P

 
 

  
 
 

, 

then we get 
 

                       1( )n
n nS F S F I D   .            (3.5) 

Since 

1

1
2

3

0 0

0 0

0 0

z

D z P

z



 
 

  
 
 

 

and  

1P =
1

P

2 3 2 3

2 3 2 3

2 3 2 3

y z z y

z x x z

x y y x





 

   

1 3 1 3

1 3 1 3

1 3 1 3

z y y z

x z z x

y x x y







   

1 2 1 2

1 2 1 2

1 2 1 2

y z z y

z x xz

x y y x

 


 
 

, 

it is obtained 
 

1 2 3 2 3 1 1 3 1 3 1 1 2 1 2

2 2 3 2 3 2 1 3 1 3 2 1 2 1 2

3 2 3 2 3 3 1 3 1 3 3 1 2 1 2

( ) ( ) ( )
1

( ) ( ) ( )

( ) ( ) ( )

z x y y x z y x x y z x y y x

D z x y y x z y x x y z x y y x
P
z x y y x z y x x y z x y y x

   
 

    
    

 .   (3.6)  

 
A writing of the determinant of the matrix P  is 
 

1 2 3 2 3 2 1 3 1 3 3 1 2 1 2( ) ( ) ( )P z x y y x z y x x y z x y y x      . 

 
Hence, it can be provided that the entries of the 
matrix D  are also integers with the appropriate 
choices of the terms 2 3 2 3( )x y y x , 1 3 1 3( )y x x y , 

and 1 2 1 2( )x y y x .  

 
Now, it is given some special matrices S  which 
occur for the special cases of the eigenvectors x , 
y , and z  and some identities associated with 

these. 
If it is chosen  
 

1

1 2

3 1

x

x

x

   
   

     
     

x ,
1

1 2

3 1

y

y

y

   
   

     
     

y ,  

 
then, it is necessary to hold the systems (3.1), (3.2) 
, and (3.3)  for being these vectors are eigenvectors 
associated with the eigenvalues  ,  , and  , 

respectively,  of the matrix S . From these, the 
following equations must be hold:. 
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2 3

1

a b c

a b

  

 
,                                                 (3.7) 

 
2 2

0

d e f

e d

   

 
,                                             (3.8)   

 
and 
 

2 1

1

g h i

g h

   

  
.                                               (3.9) 

 
Now, let us consider the different choices of the 
vector z .  
 
For example, if it is chosen as 1z k , 2z k  , and 

3z k  where \{0}k  is arbitrary, then the 

matrix D   in (3.6) is obtained as 

1 1 1

1 1 1

1 1 1

D

 
 

    
 
 

, 

and also,  the equation  (3.3)  turns to the system 
0

0

0

a b c

d e f

g h i

  

  

  

 .                                               (3.10) 

 
From the solutions of the equations systems (3.7), 
(3.8), (3.9), and (3.10) , we get 
 

1 0 1

1 1 0

0 1 1

S

 
 

   
 
 

 .                                      (3.11) 

 
If we use the equality (3.5) for the matrix S  in 
(3.11), then we obtain 
 

1( )n
n nS F S F I D    

     

1 1

1 1 1

1 1

2

n n n n

n n n n n

n n n n

F F F F

F F F F F

F F F F

 

  

 

   
 

     
   

 

      

1 1

2 3 1

1 2

n n n

n n n

n n n

F F F

F F F

F F F

 

  

 

  
 

  
  

 

for all integers 1n  .  Thus, we have been proved 
the folowing theorem: 
 

Theorem 3.1. If 

1 0 1

1 1 0

0 1 1

S

 
 

   
 
 

, then, 

1 1

2 3 1

1 2

n n n

n
n n n

n n n

F F F

S F F F

F F F

 

  

 

  
 

  
  

 for all integers 

1.n   
 
Since one of the eigenvalue of the matrix S is zero, 
the matrix S  is singular. So, the result obtained is 
valid for only all integers 1n  . 
 
Taking different choices of the eigenvectors  x , y

, and z , and progressing similarly to the above,  it 
can be given different matrices S  and related 
results. Now,  it is presented, without proof, some 
of these kind of results, for clarification. 
 

For the choice of ( , )

1

 
 

  
  

, ( , )

1

 
 

  
  

, and 

(0, )

k

k

k

 
 
 
  

: 

Theorem 3.2. 

1 2 3

1 1 2

0 1 1

S

   
 

 
 
 

 and 

2 1

2 1

1 1

n n n

n
n n n

n n n

F F L

S F F L

F F L

 

 

 

   
 

 
 
 

 for all integers 

1.n   
 

For the choice of ( , )

1

 
 

  
  

, ( , )

1

 
 

  
  

, and 

(0, )

k

k

k

 
 
 
 
 

: 
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Theorem 3.3 

3 2 1

1 1 0

2 1 1

S

 
 

   
    

 and 

3 2 1

1 1

2 1

n n n

n
n n n

n n n

F F F

S F F F

F F F

  

 

 

 
 

    
    

 for all integers 

1.n   

For the choice of ( , )

1

 
 

  
 
 

, ( , )

1

 
 

  
 
 

, and 

(0, )

k

k

k

 
 
 
 
 

: 

Teorem 3.4. 

3 2 1

1 1 0

2 1 1

S

  
 

  
   

 and 

3 2 1

1 1

2 1

n n n

n
n n n

n n n

F F F

S F F F

F F F

  

 

 

  
 

   
   

 for all integers 1.n   

 

For the choice of ( , )

1

 
 

  
 
 

, ( , )

1

 
 

  
 
 

, and

(0, )

k

k

k

 
 
 
  

: 

Theorem 3.5. 

1 0 1

1 1 0

0 1 1

S

 
 

  
 
 

 and 

1 1

2 3 1

1 2

n n n

n
n n n

n n n

F F F

S F F F

F F F

 

  

 

 
 

 
 
 

 for all integers 1.n   

 

For the choice of ( , )

1

 
 

  
 
 

, ( , )

1

 
 

  
 
 

, and

(0, )

k

k

k

 
 
 
 
 

: 

Theorem 3.6. 

1 2 3

1 1 2

0 1 1

S

 
 

  
 
 

 and 

2 1

2 1

1 1

n n n

n
n n n

n n n

F F L

S F F L

F F L

 

 

 

 
 

  
  

 for all integers 1.n   

 

For the choice of ( , )

1

 
 

  
 
 

, ( , )

1

 
 

  
 
 

, and

(0, )

k

k

k

 
 
 
 
 

: 

Theorem 3.7. 

1 0 1

1 1 0

0 1 1

S

 
 

  
  

 and 

1 1

2 3 1

1 2

n n n

n
n n n

n n n

F F F

S F F F

F F F

 

  

 

 
 

  
   

 for all integers 

1.n   

For the choice ( , )

1

 
 

  
 
 

, ( , )

1

 
 

  
 
 

, and 

(0, )

k

k

k

 
 
 
  

: 
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Theorem 3.8. 

3 2 1

1 1 0

2 1 1

S

 
 

  
   

 and 

3 2 1

1 1

2 1

n n n

n
n n n

n n n

F F F

S F F F

F F F

  

 

 

 
 

  
   

 for all integers 

1.n   

For the choice ( , )

1

 
 

  
 
 

, ( , )

1

 
 

  
 
 

, and

(0, )

k

k

k

 
 
 
 
 

 :  

Theorem 3.9. 

1 2 3

1 1 2

0 1 1

S

  
 

   
  

  and 

2 1

2 1

1 1

n n n

n
n n n

n n n

F F L

S F F L

F F L

 

 

 

  
 

   
  

 for all integers 

1.n   
 
Note that Teorem 2.6 has been used in Teorem 3.2, 
Teorem 3.6, and Teorem 3.9. 
 
Based on the approach given here, it is seen that it 
can be written any finite dimensional matrix and 

related results. Although the approach is simple, 
we believe that it is important in terms of its role 
and useful in the study related to these subjects. 
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Summability factors between the absolute Cesàro methods 

G. Canan Hazar Güleç* 

Abstract 

If  ∑ ���� is summable by the method � whenever ∑ �� is summable by the method �, then we say that the factor 
� = (��) is of type (�, �) and denote by (�, �). In this study we characterize the sets (|�, �|�, |�, −1|) , � > 1 and 
(|�, −1|, |�, �|�) , � ≥ 1 for � > −1. Also, in the special case, we give some inclusion relations between methods, 
which completes some open problems in literature. 

Keywords: Sequence spaces, Absolute Cesàro summability, Summability Factors. 

 

1. INTRODUCTION 

Let ∑ �� be  an infinite series with partial sum (��), 
and by (��

�) and (��
�) we denote the �-th Cesàro means 

of order � with � > −1 of the sequences (��) and 
(���), respectively, i.e., 

��
� =

1

��
� � ����

���

�

���

�� 

and 

��
� =

1

��
� � ����

���

�

���

���                   (1.1) 

where ��
� = 1,  ��

� = ����
�

�, ���
� = 0, � ≥ 1. The 

series ∑ �� is said to be summable |�, �|�, � ≥ 1, if 
(see [4]) 

� ����

�

���

|��
� − ����

� |� < ∞.               (1.2) 

On the other hand, by the well known identity ��
� =

�(��
� − ����

� ) [8], the condition (1.2) can be stated by 

�
1

�

�

���

|��
�|� < ∞. 

Note that the definition of Flett [4] doesn't include the 
case � = −1, although the Cesàro summability (�, �) 

                                                      
* Corresponding Author 

is studied usually for range � ≥ −1 (see [5]). Hence, 
Thorpe [22] gave the seperate definition for � = −1 as 
follows. If the series to sequence transformation 

�� = � ��

���

���

+ (� + 1)��            (1.3) 

tends to a finite number  � as � tends to infinity, then 
the series  ∑ ��  is summable by Cesàro summability 
(�, −1) to the number � [22]. 

Also, by the definition of Sarıgöl [16] and Thorpe [22], 
the series ∑ �� is said to be summable |�, −1|�, � ≥ 1, 
if (see [6]) 

� ����

�

���

|�� − ����|� < ∞. 

In this context the series spaces |��|�, � ≥ 1, have 
been defined as the set of all series summable by the 
absolute Cesàro summability method |�, �|� in [14] 
and [6] for � > −1 and � = −1, respectively. 

    If ∑ ���� is summable by the method � whenever 
∑ �� is summable by the method �, then the sequence 
� = (��)  is said to be a summability factor of type 
(�, �) and we write it by � ∈ (�, �). In the special case 
if it is taken as � = 1, then 1 ∈ (�, �) leads to the 
comparisons of these methods, where 1 =
(1,1, . . . ) i.e.,  � ⊂ �. 

1923
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    Such types of factors were investigated in detail by 
several authors [1-3, 10-13, 15, 17-21], and recently 
some well known results in [10-13, 15] have been 
extended by Sarıgöl [15] and Sarıgöl & Hazar  [7]. 

    In this study, we deal with the problem of absolute 
Cesàro summability factors. More precisely, we 
characterize the sets (|�, �|�, |�, −1|) , � > 1 and 
(|�, −1|, |�, �|�) , � ≥ 1 for � > −1.  So we give the 
inclusion relations between these methods, which 
completes some open problems in literature. 

2. MAIN RESULTS 

In this section we characterize the sets 
(|�, �|�, |�, −1|) , � > 1 and (|�, −1|, |�, �|�) , � ≥ 1 
for � > −1.  Thus, in the special case, we give the 
inclusion relations between methods. 

Now, we require the following lemmas for our 
investigations. 

Throughout this paper, �∗ denote the conjugate of � >
1, i.e., 1/� + 1/ �∗ = 1, and 1/ �∗ = 0 for � = 1. 

Lemma 2.1. Let 1 < � < ∞.  Then,  �(�) ∈ ℓ 
whenever � ∈ ℓ� if and only if 

� ��|���|

�

���

�

�∗
�

���

< ∞ 

where ℓ� = {� = (��) ∶  ∑|��|� < ∞} [15]. 

Lemma 2.2. Let 1 ≤ � < ∞. Then, �(�) ∈ ℓ� 
whenever � ∈ ℓ if and only if 

sup
�

�|���|�

�

���

< ∞, 

[9]. 

We begin with the characterization of the set 
(|�, �|�, |�, −1|) for � > 1 and � > −1. 

Theorem 2.3. Let � > 1 and � > −1. Then, � ∈
 (|�, �|�, |�, −1|) if and only if  

� �� ��
(� + 1)������

����

�

�

���

�

���

− ����������
���� � �� �⁄ ��

���

�∗

< ∞.                                                  (2.1) 

Proof. Let define ��
� and  �� by (1.1) and 

�� = � ����

���

���

+ (� + 1)���� 

respectively. Using the definitions of  ��
�  and  �� , we 

define the sequences � = (�� )and �� = (��� ) by 

�� =
��

�

�� �⁄
=

1

�� �⁄ ��
� � ����

���

�

���

��� , � ≥ 1  

��� �� = ��                                        (2.2) 

and 

��� = �� − ���� = (� + 1)���� − (� − 1)��������, 
� ≥ 1 ��� ��� = ����                         (2.3) 

respectively. Then, � ∈  (|�, �|�, |�, −1|)  iff �� ∈ ℓ 
whenever � ∈ ℓ�. By inversion of (2.2), we write for 
� ≥ 1 

�� =
1

�
� ����

����

�

���

�� �⁄ ��
���                (2.4) 

Hence, by (2.4) we get for � ≥ 1 

��� = (� + 1)���� − (� − 1)��������

= (� + 1)��

1

�
� ����

����

�

���

�� �⁄ ��
���

− (� − 1) ����

1

� − 1
� ������

����

���

���

�� �⁄ ��
���

= � �
(� + 1)������

����

�
− ����������

���� �

�

���

�� �⁄ ��
���

= � �����

�

���

 

where  

���

= �
�

(� + 1)������
����

�
− ����������

���� � �� �⁄ ��
� ,1 ≤ � ≤ �

0 , � > �.

 

So �� ∈ ℓ whenever � ∈ ℓ� if and only if 

� ��|���|

�

���

�

�∗
�

���

< ∞, 

by Lemma 2.1 or, equivalently, (2.1) holds. Thus the 
proof is completed. 

    Since 1 ∈  (|�, �|�, |�, −1|)  leads us to a 
comparison of summability fields of methods |�, �|� 
and |�, −1|, where 1 = (1,1, . . . ), that is |�, �|� ⊂
|�, −1|, taking �� = 1 for all � ≥ 1 in Theorem 2.3  we 
get the following result. 

Corollary 2.4. If � > 1 and � > −1, then, |�, �|� ⊂
|�, −1| if and only if  
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� �� ��
(� + 1)����

����

�
− ������

���� � �� �⁄ ��
��

�

���

�

�∗
�

���

< ∞.  

Theorem 2.5. Let � ≥ 1 and � > −1. Then the 
necessary and sufficient condition for � ∈
 (|�, −1|, |�, �|�), is 

sup
�

� �
�

�� �⁄ ��
� �

����
�����

� + 1

�

���

�

��

���

< ∞.           (2.5) 

Proof. As in proof of Theorem 2.3, we define 
sequences � = (�� ) and �� = (��� ) by 

�� =
1

�� �⁄ ��
� � ����

���

�

���

����� , � ≥ 1  

��� �� = ����   

and 

��� = (� + 1)�� − (� − 1)����, � ≥ 1 ���  

��� = ��                                    (2.6) 

respectively.   

Then, � ∈  (|�, −1|, |�, �|�)  if and only if � ∈ ℓ� 
whenever �� ∈ ℓ. On the other hand, from (2.6) we write 

�� =
1

�(� + 1)
� �

�

���

��� , � ≥ 1 ��� �� = ���       (2.7) 

Hence, by (2.7) we get for � ≥ 1 

�� =
1

�� �⁄ ��
� � ����

���

�

���

�����

=
1

�� �⁄ ��
� � ����

���

�

���

���

1

�(� + 1)
� �

�

���

��� 

=
1

�� �⁄ ��
� � � ��

����
�����

� + 1

�

���

�

�

���

��� = � ������ 

�

���

 

where  

��� = �

�

�� �⁄ ��
� �

����
�����

� + 1

�

���

 , 1 ≤ � ≤ �

0, � > �.

 

Then, � ∈ ℓ� whenever �� ∈ ℓ if and only if  

sup
�

� �
�

�� �⁄ ��
� �

����
�����

� + 1

�

���

�

��

���

< ∞ 

by Lemma 2.2, which is the same as the condition (2.5). 
This completes the proof. 

    Since 1 ∈  (|�, −1|, |�, �|�) leads us to a 
comparison of summability fields of methods |�, �|� 
and |�, −1|, where 1 = (1,1, . . . ),  that is |�, −1| ⊂
|�, �|�, taking �� = 1 for all � ≥ 1 in Theorem 2.5 we 
get the following result. 

Corollary 2.6. If � ≥ 1 and � > −1, then, |�, −1| ⊂
|�, �|� if and only if 

sup
�

� �
�

�� �⁄ ��
� �

����
���

� + 1

�

���

�

��

���

< ∞. 
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Pseudo-mirror nuclei in the mass regions A~ 170 and A~ 200 

Abstract 

The concept of pseudo-mirror nuclei is based on the ���� scheme introduced as an extension of the ����  

scheme. The ���� scheme tells us that if two nuclei from different mass region have equal number of 
integrated n-p interaction than the  experimental observables E(2+), E(4+)/E(2+) and B(E2; 2+→ 0+) are 
expected to be almost equal, therefore equal number of n-p interaction build similar level schemes up to 
certain spin quantum numbers. Pseudo-mirror nuclei have been introduced for the first time in the mass 
regions A ~ 100 and A ~ 130 for Mo, Zr, Nd and Ce nuclei.  Later, a systematic work carried out over a 
broad region of Segre chart showed that not only the excitation energies but also related B(E2) values of 
excited states in pseudo-mirror nuclei (PMN) are in good agreement. In the present work, we present new 
pseudo-mirror nuclei in the mass region A ~ 170 and A ~ 200 for the first time.  

Keywords: Pseudo-mirror nuclei, n-p interaction, ���� Scheme 

 

1. INTRODUCTION 

Atomic nucleus is a many-body problem in 
applied quantum mechanics since its discovery in 
1911 by Ernest Rutherford [1] while firing alpha 
particles on gold sheets in the University of 
Manchester. The discovery itself is an emergent 
phenomenon. It is quite interesting than nobody 
has assumed the existence until its discovery [2]. 
Soon later, the attention from many scientists 
drawn on nuclei it has been understood that its 
structure is quite complex. However, searching 
symmetries make this complexity rather simple 
over time. Heisenberg introduced the isospin 
concept which indicates neutron and protons are 
only different states of a nucleon [3]. Since then 
mirror nuclei have been a unique laboratory in 
order to investigate the behavior of different state 
of nucleon named proton and neutron under the 

                                                 
1* Ege University, Science Faculty, Physics Department, Izmir, Turkey – bahadir.saygi@ege.edu.tr 

strong nuclear interaction [4,5]. Later, valence 
mirror and pseudo-mirror nuclei (PMN) have 
been introduced to understand the underlying 
structure of isospin symmetry [6-10]. Pseudo-
mirror nuclei have been introduced by Moscrop et 
al [10] over Mo, Zr, Ce and Nd based on the NπNν 
product, where Nπ = pp(h)/2 i.e. half the number of 
valence protons (or holes) and Nν = np(h)/2 is half 
the number of valence neutrons (or holes) from 
the nearest closed shell by considering the 
subshell closure. The NπNν scheme is based on the 
NpNn scheme introduced by Casten [11], where 
the latter is a measure of n-p interaction which 
build the collectivity and deformation in nuclei 
beyond a major shell. Recent studies on the B(E2) 
values of excited states in PMN over a broad 
region of Segre chart revealed that the nuclei 
having equal NπNν quantity show similar nuclear 
structural behavior [12,13].  Figure 1 shows 
108Ru-124Ba pseudo-mirror nuclei both having 
NπNν  = 21. It is quite surprising that these two 
nuclei from different mass regions exhibit similar 
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level schemes based on their valence proton – 
neutron interactions. 100Zr-164Hf, 136Sm-160Yb, 
102Zr-130Nd, 136Sm-160Yb and 168Hf-160Er nuclei 
are some of the examples for PMN introduced by 
Moscrop et.al [10] and Sayğı [12,13].  

 

Figure 1: Excitation energies in 108Ru-124Ba level 
schemes with NπNν  = 21. Level schemes adopted 
from [14,15]. 

In the present work, we are going to introduce 
new PMN from the mass region A ~ 170 and A ~ 
200. The mass region A ~ 200 have not been 
investigated yet from the point view of PMN so 
far. Figure 2 shows the level schemes of 164Os 

(6ph-6np) - 208Ra (6pp-6nh), 166Os (6ph-8np)-206Ra 
(6pp-8nh) and 174Pt (4ph-14np) - 198Rn (4pp-14nh) 
nuclei, where the pp(h) and np(h) are the quantities 
which represent the number of valence proton 
particle (hole) and neutron particle (hole) from the 
nearest closed proton and neutron shells. The key 
point in the PMN is the exchange of particle and 
hole numbers from one of the pairs to the other. 

 

Figure 2: Excitation energies in 164Os [16]-208Ra 
[17] with NπNν  = 9, 166Os [16]-206Ra [18] with 
NπNν  = 12 and 174Pt [19]-198Rn [20] with NπNν  = 
14. 

The nuclei presented in the present manuscript 
follow general trend in the description of pseudo-
mirror nuclei. The energies of excited 2+ state in 
164Os-208Ra, 166Os-206Ra and 174Pt-198Rn are 
almost degenerate. The second quantity which is 
employed quite often to determine the pseudo-
mirror nuclei is the ratio of E(4+)/E(2+). The 
E(4+)/E(2+) is 2.20 for the 164Os and 2.10 for 208Ra 
with NπNν  = 9. The E(4+)/E(2+) is 2.36 for the 
166Os and 2.21 for 206Ra with NπNν  = 12. The 
E(4+)/E(2+) is 2.26 for the 174Pt and 2.20 for 198Rn 
with NπNν  = 14. The difference of 0.1 between the 
E(4+)/E(2+) values in the PMN pairs are in the 
range of the systematics result proceeded by 
Sayğı [12]. The E(4+)/E(2+) quantity is a good 
value which indicates the structural features of the 
nuclei of interest. Therefore, these nuclei are 
meeting the essential criteria to be accepted 
pseudo-mirror nuclei in the framework of the 
NπNν scheme introduced by Moscrop et.al [10]. 
The last and the most important criteria to define 
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a couple of nuclei having equal NπNν quantity is 
the reduced transition probabilities of the related 
excited states in the pseudo-mirror nuclei. 
However, the required data are not available while 
the present manuscript is being written. 
Therefore, we are strongly suggesting the 
measurement of reduced transition probabilities 
of excited states in these nuclei. None of the 
theories provided in Raman [21] systematic work 
predicts a relation between calculated B(E2) 
values for the nuclei presented in here. 
Nonetheless, the |��| deformations calculated by 
Möller [22] for 164Os-208Ra with NπNν  = 9 in 
agreement where the values are 0.129 and 0.125, 
respectively. The theoretical|��|values for 166Os-
206Ra and 174Pt-198Rn differ. The reason for this is 
possible the nuclei of interest in this manuscript 
have not been considered within the pseudo-
mirror nuclei concept. Quadrupole-quadrupole 
interaction is assumed to establish nuclear 
structure beyond the closed shells, however, it 
seems integrated neutron-proton interaction 
dominates the quadrupole-quadrupole interaction 
when the number of valence nucleons either 
particles or holes [23-27]. Therefore, to explain 
the pseudo-mirror nuclei phenomena one should 
take account the neutron-proton interaction. 

In summary, we have introduced the new pseudo-
mirror nuclei 164Os-208Ra with NπNν  = 9, 166Os-
206Ra with NπNν  = 12 and 174Pt-198Rn with NπNν  

= 14 in the mass regions A ~ 170 and A ~ 200 for 
the first time. The available data do not let us to 
examine the reduced transition probabilities of the 
nuclei of interest in the present manuscript. 
However, the E(4+)/E(2+) ratio still let us to 
describe the nuclei in the framework geometric 
collective model limits. Theoretical values have 
been investigated provided by Raman and Möller. 
We suggest that a model should consider the 
integrated proton-neutron interaction to interpret 
the structure of pseudo-mirror nuclei. 
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Normal Stress Analysis In An Infinite Elastic Body With A Locally Curved 

Carbon Nanotube 
 

Kadriye Şimşek Alan 

ABSTRACT 

In this paper, the results of normal stress values in unidirectional fibrous composite with locally 
curved carbon nanotube (CNT)  were obtained as much as the second approximation and the obtained 
results were analyzed.The boundary form perturbation method is used to solve the problem. This 
investigation is made within the framework of a piecewise homogeneous body model by using the 
three-dimensional geometrically nonlinear exact equations of elasticity theory. The concentration of 
carbon nanotubes in the composite is assumed to be low and the interaction between them is 
neglected. Numerous results are obtained for the normal stress distribution and the effect of the 
problem parameters on this stress distribution is analyzed. 

Keywords: Carbon Nanotube, stress distribution, geometric nonlinearity, locally curved 
 
 

1. INTRODUCTION 

One of the most important factors determining 
the stress state in fiber composite materials is 
the curvature of the fibers , [1,5,6,9,10]. For this 
reason, Akbarov and Guz [2] focused on the 
stress state in unidirectional composite. The 
investigation in [2] is made within the 
framework of a piecewise homogeneous body 
model, by using the exact three-dimensional 
equations of elasticity theory. But the 
unidirectional fibrous composites are 
traditional materials.  Nowadays, 
nanotechnology is used in the world and the 
importance of nano materials is increasing day 
by day. For this reason researchers have 
concentrated their work on this field. One of 
these studies  Alan and Akbarov [3]  studied  the 
normal stresses state in the nanocomposite with 
a locally curved covered nanofibers.  In [4], a 
method was given for the investigation of  the 
stress distribution in the nanocomposites with 
unidirectional locally  

curved and hollow nanofiber. Coban and 
Kösker [8] was  
 
considered  the stress distribution in the infinite 
elastic body containing a single locally curved 
carbon nanotube (CNT).  However, results for 
the first approximation were obtained only. 
Increasing the number of approaches is crucial 
in order to increase the sensitivity of the results.  
 

In this study, a mathematical formulation was 
developed to determine the normal stress 
distribution of the infinite elastic body 
containing a single local curved carbon 
nanotube (CNT) as much as up to the second  
approximation on the Carbon nanotube and 
matrix interface . The problem is solved using 
the boundary form perturbation method. In 
addition, an Algorithm is designed to solve the 
related problem.  We obtained the numerous 
numerical results on the normal stress 
distribution on the surface between the CNT 
and matrix . The influence of the problem 
parameters on this distribution were analyzed. 
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The investigation is made in the framework of 
the three-dimensional geometrically nonlinear 
exact equations of elasticity theory.  The model 
“ an infinite body containing a single CNT ” 
regards the case where the concentration of 
carbon nanotubes in the composite is assumed 
to be low, and the interaction between the 
carbon nanotubes is neglected.  

We acknowledge that the statements of some 
results of normal stress distribution in an 
infinite elastic body with a locally curved 
carbon nanotube in this paper were presented at 

2nd International Conference of Mathematical 
Sciences (ICMS 2018) [11]. 

2. FORMULATION OF THE PROBLEM 

 

Infinite elastic body with local curved carbon 
nanotube is given as in figure 1 . 

In this work,  the cross section of the carbon 
nanotube  normal to its axial line is described  
two circles of constant radius R1 and R2 along 
the entire length and  the body is compressed or 
stretched of the uniformly distributed normal 

forces with intensity p acting along 3Ox  axis 

direction.  With the middle line of the carbon 
nanotube , we associate Lagrangian rectilinear 

321 xxOx  and cylindrical zOr  system of 

coordinates (Figure 1).  The carbon nanotube 
and matrix materials are homogeneous, 
isotropic and linear elastic.   
The equation of the carbon nanotube middle 
line is given as follows: 

1 3 3 2x (x ) εδ(x ), x =0 F  ; 
2

3 3
1

2

3 3
3

Aexp cos
L L

εLexp cos εδ(x )
L L

x x
x m

x x
m

    
          

    
           

                   

L

A


                                                          
(1) 

Where   A and L geometrical parameter were 
shown in Figure 1.  We assume that A is smaller 

than L, we describe a small parameter  
A

ε=
L

 

)10(   .  The function j
n  is the local 

curving form of the carbon nanotube .  Assume 
that on the contact surface between the carbon 
nanotube and matrix material is  denoted by S. 
Then S  satisfies   the following equations. 
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We determine the components of the normal 
vector on the contact surface as follows. 
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The Carbon nanotube and matrix material values are 
defined by superscripts (2) and (1), respectively. 
Under this situation which has no motion, the 
following field equations must be satisfied for the 
carbon nanotube and matrix, 
The equilibrum equations : 

 (k)in j (k)j
nσ g 0,i nu     k=1,2            (4)  

The strain-displacement relations:  
( ) ( ) ( ) ( ) ( )2 k k k k n k
jm j m m j j m nu u u u      ,       (5) 

The constitutive equations ( Hooke’s Law): 
( ) ( ) ( ) ( ) ( )
( ) ( )2 ,k k k n k k
in i ine     

)k(
)33(

)k(
)22(

)k(
)11(

)k(e                         (6) 

Where   and   the material constants. 

We use the conventional notation is used In 

Eqs.(4) , (5) and (6) , and ( )k  and  ( )k
jm  denote 

the  physical components of the stress tensors 
and the strain  tensors, respectively.  
For detailed explanations and formulations on 
these notations, we refer to Akbarov and Guz 
[1]     
Also, perfect contact conditions are defined at 
the interfaces S: 
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The conditions are in given eq. (8) 

,)(0, )1()1( zzijp
rijrzz 


          (8) 

where jn  are the covariant components of the 

unit normal vector to the surfaces S.   
 
In this way, the mathematical formulation of the 
problem is completed with the solution of the 
equations systems (4), (5) and (6) within  the 
contact condition (7).  
 

 
Figure 1: The geometry of a Locally Curved 
Carbon Nanotube  and its cross section 
 

3. SOLUTION OF THE PROBLEM 

We solve our problem by using the boundary 
form perturbation method given in Akbarov 
and Guz [1].  According to this method, we can 
write the sought  values  in the series form in 
the small parameter    : 

(k) i (k),i
rr rr
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i
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The quantities  r, z, rn , n  and zn  are also 

given in series forms: 
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by using some routine operations, we can 

calculate the coefficients of the kε  in (10)  , for 
whose details see Akbarov Guz [1].  
 
Substituting the power series (9) into Eq.(5), it  
can be  obtain sets of equations for each 
approximation .  Using relations (10) we expand 
the values of each approximation (9) in series 

3*form in the vicinity  3( , , )R t
 
. If we substitute 

these last expressions in boundary conditions and 
use expressions in equation (10), we obtain 
boundary conditions for each approximation after 
some mathematical transformations.  For the 
zeroth and first approximations see Alan [4]. 
 
Now we will discuss the second approximation. 
We can write the mechanical and the geometrical 
relations for this approximation. 
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By using Akbarov and Guz [1], the contact 
conditions can be writen for the second 
approximation. 
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We used in Eq.(12) the following notation. 
 

 cos)( 31 tf  ,  




 cos
)(

3

3
1

dt

td
R , 














 



 cosR

dt

)t(d

R

)t(
2
3

3
2

3
r , (13) 

3( )
sin ,

t

R



  3

3

( )
cos ,z

d t

dt


  

)cos()exp()( 33 2
3 L

x

L

x
mt


                           

Similar contact conditions can be given for 
subsequent approximation. 
 
By using the method in [1] we can define 
governing equations for the second 

approximation as follows.  We use the physical 
components of the tensors and vectors in this 
equation. 
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These equations coincide with the 3-
dimensional linearized elasticity equations.  
 
If we apply the following exponential Fourier 
transform with respect to z to the contact 
conditions in Eq. (12) and if we substitute the 
expressions for the first approximation in eq. 
(12), we obtain the Fourier transformed states of 
the contact conditions that include  single or 
double integral on the right   side. 
 

isz
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To solve the contact conditions in equation 
(12), we apply the above Fourier transformation 
to the following equations (16) and (17). 
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The functions of (m),q (m),qψ , χ  satisfy the 

following equations: 
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Where, (m)
iξ  (m=1,2; i=1,2,3) are given in the 

following equations:   
 

1934Sakarya University Journal of Science, 22 (6), 1931-1938, 2018.



"Kadriye Şimşek Alan
Normal Stress Analysis In an Infinite Elastic Body With A Locally Curved Carbon Nanotube…"

 

 

( ) ( ),0
(m) zz
1 ( )

μ σ
ξ

μ

m m

m


 , 

( ) ( ),0
(m) zz
2 ( )

μ σ
ξ

μ

m m

m


 ,  

( ) ( ) ( ),0
(m) zz
3 ( ) ( )

λ 2μ σ
ξ

λ 2μ

m m m

m m

 



   

 
After this employing, we obtain the following 
equations  
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r L r L






   

            
 

(2) (2)
12 1 2 1 1

(2),2

(2) (2)
12 1 2 1 1

r
A (s )I (ξ s )

L
ψ sin2θ

r
B (s )K (ξ s )

L
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1

r
s ) cos 2 θ

L






 

 

where )x(In  are Bessel functions of a purely 

imaginary argument and )x(Kn are the 

Macdonald functions.  Moreover, we used the 
Fourier transform parameters s and 1s  in (18) 

and (19) respectively.  Employing  the 

Functions (18) and (19) in boundary-value 
problems of the related approximations, we 
obtain the systems  of the linear equations. If we 
solve this systems  of the linear equations ,   
substituting the solution of the this equation 
systems into the quantities of the stresses, we 

determine the expressions of (1),1 (2),1,..,rr zz  .   If 

we apply the following inverse transform for 
the stresses, we find  the real stress values. 

 




 dseisz
rrrr

1),1(1),1(

2

1



                          

 (20) 
Thus, the boundary value problem related to the 
second approximation was solved 

4. NUMERICAL RESULT AND 
DISCUSSION 

In the numerical investigation, the improved 
integral (20) are calculated by using the Gauss 
integration algorithm.  In order to calculate this 
improper integrals , we replaced this improper 
integrals by the corresponding definite 
integrals.  Hereafter, we divide the interval of 
these improper integrals into certain number of  
short intervals .  
To determine the number of these intervals, we 
use the numerical convergence of the integral 
values i.e.  we use the relation 

 


 
N

0i

S
S

S
00

1i

i

* ds(.)ds(.)ds(.) , 0S0  . 

This process resulted in calculation of triple 
integral.  In these calculating, we used the 
approximation 

(1)
* * ( 2)

*

(1)
1 (2)31 2

j 1* 1

(2 )

(1)

1 1
0

0 0 0 0 0

1
0 0 0

(.) (.)
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i

k

J k

i

S z
S

SNN N
Z S

Z S
i j k S

dsdzds dsdzds

dsdzds


 

  

  





     

   

            (21) 

Where (1) (2)
0 0 0 0S S S    and the values of 1N

, 2N , 3N  and (1) (2)
* * *, ,S Z S  were determined 

from convergence criterion.  In addition,  

1 2 3

(1) (1) (2) (2)
* * *, ,N N NS S Z Z S S   . 

(1)
1 (2)

j 1* 1

(2 )

(1)

1(.)
i
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J k

i

S
Z S

Z S
S

dsdzds


 

  
(1)

1(1) ( 2)
j 1*1 1

(1) ( 2) 1

0

(.)
i

i k

J kİ

S
S Z S

S Z S
dsdzds


 

     

We used the Gauss integration algorithm for the 
calculation of triple integrals . To perform all 
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these operations, we wrote a computer program 
in Fortran 77 . 
 
The  numerical results related to the normal 
stress  are analyzed   on the intersection surfaces 
between the CNT and matrix . Due to 
symmetry, we are only examine the distribution 

of these stresses for 0x3   (and) 0  

(Figure 1).  If 0  (i.e. if the curving is 

absent), the stresses    coincide with zz .        

We assume that    used in all figures and table 
is smaller than its critical values   corresponding 
to microbukling of the fiber in the matrix in [5].   

It is assumed that 3.0)2()1(  , 07.0 , 

0  and LR2 , bk= h R .  )1(Ep  

shows   the effect of geometrical non-linearity 
on  the normal stresses values .   
The relationship between    σ / p  and h R   is 

showed  in Figure 2 .   In this graph, m=0, 1, 3 

at 3 1.0L  , 0.3   , 0.00005  and 

E(2)/E(1)=500. 
 
The same  figure shows also the effect of the 
parameter m on the normal stresses values.  
From the graphs, it is seen that the maximal 
values of normal stresses increase 
monotonically with m. The results obtained 
when we increase the carbon nanotube 
thickness are the same in the case of the single 
local curved nanofiber in the infinite body at the 
same parameter values. 
 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

h/R

1.06

1.08

1.1

1.12

1.14

1.16

1.18

1.2

1.22

1.24

1.26

1.28




/IpI

m=0

m=1

m=3

 

4*Figure 2: The relationship between the 
p  and h /R for E(2)/E(1)=500, 07.0 ,  

0.25  , 0m  , 1m     and 3m   
 

Figure 3 shows the relationships between 

σ / p  and x3 /L for  h/R=0.5 , 0.3   and  

E(2)/E(1)=400.  Likewise, the effect of the 
parameter m on the distribution of normal 
stresses can be seen.  From Figure 3, we can say 
that absolute maximal values of normal stresses 
are monotonically increasing with m.   

0 0.4 0.8 1.2 1.6 2

X3/L

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15




/IpI

m=0

m=1

m=3

 
5*Figure 3: The relationship between the 

p  and Lx3 for E(2)/E(1)=400, 07.0 ,  

0.25  , 0m  , 1m     and 3m    

 
Table 1 shows the effect of various values of 

)1()2( EE , m and   on p/σ  normal stress 

values.   
In this table, p/σ  normal stress values are 

calculated for m = 0, 1 and 3 respectively. In 

this case the values of p/σ  are calculated 

under 0.3  , 0.13 L  for 0m  , 1 and 3 

respectively. From this table it is seen that the 

absolute maximal values of p/σ  normal 

stresses increase monotonically with m.  
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Table 1: The values of p obtained for various   and 
)1()2( EE

 
 
m 

 
 

)1(

)2(

E

E  

 
A
.
N
. 

)1(E

p
  

Tension compression 

0.0005 0.005 0.05 0.03 -0.0005 -0.005 -0.01 -0.015 

0 

300 
1 1.0551 1.0559 1.0554 1.0566 -1.0550 -1.0537 -1.0517 -1.0488 

2 1.2328 1.2337 1.2308 1.0671 -1.2328 -1.2312 -1.0654 -1.0632 

500 
1 1.0312 1.0359 1.0488 1.0466 -1.0311 -1.0248 -1.0160 -1.0035 

2 1.2309 1.0236 1.2486 1.0573 -1.2308 -1.2234 -1.0310 -1.0195 

1000 
1 0.9897 1.0029 1.0403 1.0327 -0.9894 -0.9706 -0.9422 -0.8966 

2 1.2198 1.2348 1.2742 1.0438 -1.2195 -1.1980 -0.9589 -0.9149 

1 

300 
1 1.1593 1.1571 1.1380 1.1460 -1.1593 -1.1613 -1.1631 -1.1644 

2 1.2996 1.2967 1.2715 1.1555 -1.2997 -1.3025 -1.1758 -1.1778 

500 
1 1.1419 1.1428 1.1340 1.1394 -1.1419 -1.1399 -1.1361 -1.1295 

2 1.3017 1.3019 1.2871 1.1493 -1.3016 -1.3002 -1.1501 -1.1445 

1000 
1 1.1093 1.1172 1.1281 1.1293 -1.1091 -1.0968 -1.0767 -1.0424 

2 1.2955 1.3031 1.3084 1.1395 -1.2953 -1.2829 -1.0923 -1.0595 

3 

300 
1 1.4986 1.4866 1.4070 1.4370 -1.4989 -1.5118 -1.5260 -1.5413 

2 1.4940 1.4822 1.4044 1.4487 -1.4942 -1.5069 -1.5376 -1.5528 

500 
1 1.5052 1.4932 1.4120 1.4428 -1.5055 -1.5836 -1.5320 -1.5465 

2 1.5042 1.4924 1.4126 1.4544 -1.5044 -1.5171 -1.5433 -1.5565 

1000 
1 1.5064 1.4954 1.4154 1.4468 -1.5066 -1.5177 -1.5282 -1.5374 

2 1.5104 1.4995 1.4204 1.4578 -1.5106 -1.5216 -1.5392 -1.5477 

In this work, a method was developed to study 
the normal stress distribution in an infinite 
elastic body with a locally curved carbon 
nanotube. In order to examine the normal stress 
distribution, the mathematical formulation of 
the relevant boundary value problem is given. 
In this case, we assume that the concentration 
of an infinite elastic body containing a single 
locally curved carbon nanotube is low. We 
neglect the interaction between the carbon 
6*nanotubes. For the investigation, we used the  
three-dimensional geometrically nonlinear 
exact equations of the theory of elasticity in the 
piecewise homogeneous model.  We have 
developed a method that obtains normal stress 
values as much as  up to the second 
approximation on the interface  the carbon 
nanotube and matrix material.   The numerical 
results were presented for a single locally 
curved and carbon nanotube. As a result of this 
research, the following were obtained : 

(i)  When the radius of hollow 
approach to 0 as a limit , The  
normal stresses values in the carbon 
nanotube  are the same as to the 
locally curved nanofiber in an 

nanocomposite material in same 
parameter values. 

(ii) The absolute maximal values of the 

normal stresses p/σ  increase 

monotonically with m. 
The numerical results obtained agree with well-
known mechanical consideration and, in some 
particular cases, coincide with known results. 
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Timelike Factorable Surfaces in Minkowski Space-Time 

Sezgin Büyükkütük*  

ABSTRACT 

In this study, we discuss timelike factorable surfaces in Minkowski 4 space 4
1IE . We calculate Gaussian and mean 

curvatures of these surfaces and classify timelike flat and minimal factorable surfaces in Minkowski space-time. 

Keywords: factorable surface, timelike surface, Minkowski 4 space 

 

1. INTRODUCTION 

The Minkowski space defined by Lorentzian inner 
product is the mathematical structure in which 
Einstein’s special relativity theory is the most 
appropriately represented. Since the inner product is 
not always positively defined, curves and surfaces vary 
in this space. Spacelike vectors, curves and surfaces 
show similarity to the Euclidean space structure.   

In n dimensional semi-Euclidean space, the 
Lorentzian inner product with t index is defined by 

   
 


t

1i

n

1tj
jjii yxyxY,Xg                               (1) 

where  n1 x,...,xX   and  n1 y,...,yY   [1]. The 

semi-Euclidean space defined by this metric is denoted 

by n
tIE . Especially, for 4 dimensional case with 

index 1t  , the semi-Euclidean space 4
1IE   is called 

Minkowski space-time. In this case, the Lorentzian 
metric (1) is expressed in the form of 

  44332211 yxyxyxyxY,Xg  .               (2)    

Any arbitrary vector  41 x,...,xX   is called 

timelike, null or spacelike if the Lorentzian inner 
product g is negative definite, zero or positive definite, 

respectively. Then, the length of the vector 4
1IEX   is 

calculated by 
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 X,XgX                                                        (3) 

where   4
141 IEx,...,xX  .  

Let S be a surface in four-dimensional Minkowski 

space 4
1IE . Then, the surface is called timelike if the 

induced metric g on S is a metric with index 1. 
Minkowski 4 space can be written by the direct sum 
of the tangent space and the normal space of S at each 
point p: 

STSTIE pp
4
1

                                                     (4) 

Represented by 
~

 and   is the Levi-Civita 

connections on 4
1IE  and S, respectively. Let 1X  and 

2X  indicate the tangent vector fields and let   

indicates the normal vector field on S. Then, Gauss and 
Weingarten formulas are given by the followings: 

 

,DXA
~

,X,XhXX
~

11

11

X1X

212X2X







                               (5) 

where h, D and A  are the second fundamental tensor, 

the normal connection and the shape operator with 
regard to  , respectively [2].  

Let S be a timelike surface in 4
1IE  given by the 

parameterization      2IEUUv,u,v,uF   and 
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 vup F,FspanST   is the tangent space at any point 

 v,uFp  . In the chart (u,v) the coefficients of the 

first fundamental form of S are given by  

     .F,FgG,F,FgF,F,FgE vvvuuu       (6) 

We suppose that   0F,Fg uu  ,   0F,Fg vv  . Thus, 

E<0, F>0 and for the later use we set EGFW 2 

. We choose an orthonormal frame field  21,  of the 

normal bundle, i.e.,   ,1,g 11     1,g 22  . 

Therefore, we give the following derivative formulas: 

,ccFFFF
~

,ccFFFF
~

,ccFFFF
~

2
2
221

1
22v

2
22u

1
22vvvF

2
2
121

1
12v

2
12u

1
12uvvF

2
2
111

1
11v

2
11u

1
11uuuF

v

u

u







    (7) 

where k
ij  are the Christoffel’s symbols and the 

functions 2,1k,j,i,ck
ij   are given by 

   ,,Fgc,,Fgc 2uu
2
111uu

1
11       

   ,,Fgc,,Fgc 2uv
2
121uv

1
12                      (8) 

   .,Fgc,,Fgc 2vv
2
221vv

1
22   

The second fundamental form of the timelike surface 

 v,uF:S  is expressed as follows: 

 
 
  ,ccF,Fh

,ccF,Fh

,ccF,Fh

2
2
221

1
22vv

2
2
121

1
12vu

2
2
111

1
11uu







                                       (9) 

where uF  and vF  are tangent vectors. 

By the use of Gram-Schmidt orthonormalization 
method, we can obtain the orthonormal tangent vectors 
as: 

E

F
X u

1  ,    

.F
E

F
F

W

E
X uv2 








                                         (10) 

Hence, with the help of the orthonormal tangent 
vectors, the second fundamental form can be written as 

 
 
  2

2
221

1
2222

2
2
121

1
1221

2
2
111

1
1111

hhX,Xh

,hhX,Xh

,hhX,Xh







                                  (11) 

where the functions 2,1k,j,i,hk
ij   are given by 

.
EW

cFEFc2cE
h

,
EW

FcEc
h

,
E

c
h

2

k
11

2k
12

k
22

2
k
22

k
11

k
12k

12

k
11k

11









                         (12) 

These coefficients are entries of shape operator 
matrices. Gaussian curvature of a timelike surface 

 v,uF:S  by using the second fundamental form 

coefficients is defined by 

  ,hhhK
2

1k

2k
12

k
22

k
11



                                         (13) 

(see, [3]). 

The mean curvature vector field can be calculated by 

trh
2

1
H  . Therefore, if S is a timelike surface, then 

the mean curvature vector field is 

    2211 X,XhX,Xh
2

1
H  ,                    (14) 

 where  21 X,X  is a local orthonormal frame of the 

tangent bundle such that   1X,Xg 11  , 

  1X,Xg 22  [2]. 

Any surface is said to be flat (minimal), if its Gaussian 
curvature (mean curvature vector) vanishes [4].  

Factorable surfaces (also known homotethical 

surfaces) in 3IE  can be parameterized, locally, as 

   )v(g)u(f,v,uv,uF  , where f and g are smooth 

functions [5, 6].  Some authors have considered 
factorable surfaces in Euclidean space and in semi-
Euclidean spaces [6, 7, 8, 9, 10, 11, 12]. In [5], Van de 
Woestyne proved that the only minimal factorable non-

degenerate surfaces in 3L  are planes and helicoids. 

In [13, 14], the authors gave the surface 
parametrization as 

))v,u(w),v,u(z,v,u()v,u(F                         (15)  

and called it Monge patch in .IE 4  Furthermore, in 
[14], the authors characterized this surface and gave 
some examples. Also, some surfaces and curves in four 
dimensinal spaces can be found in [15, 16, 17, 18, 19, 
20, 21, 22, 23, 24, 25, 26, 27, 28].  

In the present study, we consider timelike factorable 
surfaces in Minkowski 4 space. We characterize 
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such surfaces in terms of their Gaussian curvature and 
mean curvatures and give the conditions for such 
surfaces to become flat and minimal. 

 

2. TIMELIKE FACTORABLE SURFACES IN 
4
1IE  

Definition 1: Let 4
1IES   be a surface in 4

dimensional Minkowski space. If in (15), we take  

)v(g)u(fw),v(g)u(fz 2211  , 

where 2121 g,g,f,f  are differentiable functions in 4
1IE

, then we can define a surface parameterization ( 
Monge patch) which is called factorable surface in 
Minkowski 4 space. 

Therefore, the parameterization of the factorable 
surface can be written as 

   .)v(g)u(f),v(g)u(f,v,uv,uF 2211              (16) 

Let S be a timelike factorable surface given by the 

parameterization (16) in 4
1IE . Then, the tangent space 

of the surface is spanned by the vector fields 

 
,)v(g)u(f),v(g)u(f,0,1

u

v,uF
F 2211u 





 





               

 
.)v(g)u(f),v(g)u(f,1,0

v

v,uF
F 2211v 





 





 (17) 

The first fundamental form coefficients are obtained as  

  ,gfgf1F,FgE
2

22

2

11uu 




 






 

  

  ,ggffggffF,FgF 22221111vu





               (18) 

  .gfgf1F,FgG
2

22

2

11vv 




 






 

              

Here, we suppose E<0, namely the surface S is 

timelike, and so 0FEG 2  . 

The second derivatives of F(u,v) are 

,)v(g)u(f),v(g)u(f,0,0F 2211uu 




 



,)v(g)u(f),v(g)u(f,0,0F 2211uv 




 

              (19) 

.)v(g)u(f),v(g)u(f,0,0F 2211vv 




 

   

Normal space of the timelike surface S is spanned by 
the orthonormal vector fields 

,0,1,gf,gf
A

1
11111 





 




  

,
A,B,gAfgBf

,gBfgAf

AD

1

2211

1122

2 
























                 (20) 

where 

,gfgf1A
2

11

2

11 




 






 

              

,ggffggffB 21212121





              

,gfgf1C
2

22

2

22 




 






 

                               (21) 

.BACD 2              

Since S is timelike surface in 4
1IE  with respect to 

chosen orthonormal frame, A and D are positive 
definite. By the use of the equations (8), (19), and (20), 
we calculate the second fundamental form coefficients 

,
A

gf
c,

A

gf
c 111

22
111

11





               

,
AD

gBfgAf
c,

A

gf
c 11222

12
111

12








  

,
AD

gBfgAf
c 11222

11





                                        (22)    

.
AD

gBfgAf
c 11222

22





    

With the help of (12) and (22), the shape operator 
matrices are 

,
hh

hh
,

hh

hh
2
22

2
12

2
12

2
11

1
22

1
12

1
12

1
11

















 

where the functions 
k
ijh  are given by 

,
AEW

FgfEgf
h,

AE

gf
h 11111

12
111

11










  

,
AEW

FgfEFgf2Egf
h

2

2
1111

2
111

22








  

,
ADE

gBfgAf
h 11222

11





                                    (23) 
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2.1. Timelike flat factorable surfaces 

Theorem 1. Let S be a timelike factorable surface with 

the parametrization (16) in 4
1IE . Then, its Gaussian 

curvature is given by 

.
DW

Agfggff

B
ggff2ggff
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Cgfggff

K
2

2

2

2

22222

21212121

2121

2

1

2

11111




































 




































 




         (24) 

Proof. By the use of the equations (13) and (23), we 
obtain the desired result. 

Theorem 2. Let S be a timelike factorable surface with 

the parameterization (16) in 4
1IE . If S is given by one 

of the following parameterizations, then it is a flat 
surface: 

(1)  ,)v(ga),v(ga,v,u)v,u(F 2211  

(2)  ,)u(fb),u(fb,v,u)v,u(F 2211  

(3)  ,)u(fa),v(ga,v,u)v,u(F 2211  

(4)  ,)v(gb),u(fb,v,u)v,u(F 2211  

(5) ,
)bvaexp()buaexp(

,ba,v,u
)v,u(F

3322

11











  

(6) ,
)bva()bua(

,ba,v,u
)v,u(F

1
33

1

1

22

11
























 

(7) ,
)bv

a

a
aexp()buaexp(

),bvaexp()buaexp(,v,u

)v,u(F
4

j

i
333

2211





















  

(8)  ,vsin)u(f,vcos)u(f,v,u)v,u(F 11  

      the function )u(f1 satisfies 

      



 )u(df

1)u(f

1)u(fa
u 12

1

2

11  

where ji,2,1j,i   and 4,..,1k,b,a kk   are real 

constants. 

Proof. Let S be a timelike factorable surface given with 

the parameterization (16) in 4
1IE . If 0)u(f1 


, 

0)u(f 2 


 or ,0)v(g1 


 0)v(g 2 


 or 0)u(f1 


, 

0)v(g 2 


 ( 0)u(f 2 


, 0)v(g1 


), 

then we obtain the cases (1), (2), (3) and (4). 

If 0)u(f1 


, ,0)v(g1 


 then we have 

.0gfggff
2

2

2

22222 





                                (25) 

Let 
du

df
)u(p 2  and 

dv

dg
)v(q 2 . By the use of (25), 

we can write 

  ,0)v(q)u(p

dg

dq
)v(q)v(g

df

dp
)u(p)u(f

2

2

2

2

2



                             (26) 

If 0)u(p  , 0)v(q  , from (26), we get 

)v(q)u(p
dg

dq
)v(g

df

dp
)u(f

2

2

2

2  . 

Then we have differential equation  



2

2

2

2

dg

dq
)v(g

)v(q

)u(p

df

dp
)u(f

,                               (27) 

where   is constant. 

(1) If 1 , from (27) we have 

),buaexp()u(f 222                                       (28) 

),bvaexp()v(g 332   
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which gives the case (5). 

(2) If 1 , from (27) we have 

 1

1

222 )bua()u(f ,                                      (29) 

1
332 )bva()v(g 



 , 

which gives the case (6). 

Further, we assume 0gfggff
2

i

2

iiiii 





 holds for 

1i   and 2i  . Then we get 

),buaexp()u(f 111   ),bvaexp()v(g 221  (30) 

),buaexp()u(f 332   ),bvaexp()v(g 442   

Substituting these functions into 0B   and 

0ggff2ggffggff 212121212121 








, we 

have )ji(2,1j,i,
a

aa
a

j

i3
4   which vanish 

Gaussian curvature of the surface. Thus, we obtain the 
case (7). 

Also, if )u(f)u(f 21   and vcos)v(g1  , 

vsin)v(g2  , then we get 

0)1))u(f(())u(f()1)u(f)(u(f)u(f 2

i

2

i

2

iii 





  

which gives the case (8).  
Example 1. The surface with the parameterization 






















)2v

3

2
exp()1uexp(

),4v3exp()3u2exp(,v,u

)v,u(F           (31) 

is timelike flat factorable surface in 4
1IE  and one can 

plot its projection to 3 dimensional space  with the 
help of the maple command 

).d..cv,b..au],w,z,vu([d3plot                 (32) 

 
Figure 1 Projection of timelike flat factorable surface given 
by (31) 

 

2.2. Timelike minimal factorable surfaces 

Theorem 2. Let S be a timelike factorable surface with 

the parameterization (16) in 4
1IE . Then its mean 

curvature vector is given by 

.
WAD2

Fgf2EgfGgfB

Fgf2EgfGgfA

WA2

Fgf2EgfGgf
H

22

111111

222222

12

111111

























 














 





















         (33) 

Proof. By the use of the equations (11), (14) and (23), 
we obtain the desired result. 

Theorem 3. Let S be a timelike factorable surface with 

the parameterization (16) in 4
1IE . Then S is a minimal 

surface if and only if  

0Fgf2EgfGgf iiiiii 








, i=1,2               (34) 

Proof. Let S be a factorable surface in 4
1IE . Since we 

can write the mean curvature vector as 

2211 HHH  , for a minimal surface 

0H,0H 21  . With reference to the previous 

theorem, we get (34). The converse statement is trivial. 

Theorem 4. Let S be a timelike factorable surface  with 

the parametrization (16) in 4
1IE . If S is given by one of 

the following parameterizations, then it is minimal: 

(1)  243121 b)aua(,b)aua(,v,u)v,u(F  , 

(2)  ,)bvb(a),bvb(a,v,u)v,u(F 432211   

(3)  )bvb(a,b)aua(,v,u)v,u(F 433121  , 

(4) 























)bvbexp(1

)bvbexp(1
)au(

,ba,v,u

)v,u(F

32

32
2

11

, 

(5)  )bv)(auatan(,ba,v,u)v,u(F 23211  , 
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(9)  )v(g)u(f,ba,v,u)v,u(F 2211 , 

(10)  )v(g)u(f),v(g)u(f,v,u)v,u(F 1111 , 

the functions )v(g),u(f ii , 2,1i   satisfy the 

equations 
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where ,b,a,n,m,c kk  4,..,1k   are real constants and 

.1c   

Proof. Let S be a timelike factorable surface with the 

parameterization (16) in 4
1IE .  By the use of (34) with 

(18), we get, 

.2,1i,0ggffggffgf2
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22221111ii
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(35) 

If ,0)v(g1 


 0)v(g 2 


 or 0)u(f,0)u(f 21 





, 

we obtain the cases (1) and (2), respectively.  

If ji,2,1j,i,0)v(g,0)u(f ji 





, then 
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2

2
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                     (37) 

Since E<0 and G>0, then we get ,0)u(f1 


 

0)v(g1 


 and ,0)v(g 2 


 0)u(f 2 


 which 

congruent the case (3). 

If ,0)u(f1 


 0)v(g1 


, from the equality (35) for 

i=2, we get 

0)u(f)v(g)v(g)v(g

)v(g)u(f)u(f)u(f
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2
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222

2

2
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2
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              (38) 

If 0)u(f 2 


 or 0)v(g 2 


 in (38), we obtain the 

cases (4) and (5). 

If 0)v(g)u(f 22 


 in (38), differentiating (38) with 

respect to u and v, we have 

c

)v(g

)v(g

)v(g)v(g

)u(f

)u(f

)u(f)u(f

2

2

2

2

22

2

2

2

2

22











 


































 
























          (39) 

Thus, we can write 

.n)v(g)c1()v(g)v(g

,m)u(f)c1()u(f)u(f
2

222

2

222













                       (40) 

If ,1c  ,1c  and ,1c   then from the solution 

of (39), we obtain the case (9). 

If )u(f)u(f 21  and vsin)v(g,vcos)v(g 21  , 

then we get  
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  0)u(f1)u(f)u(f1)u(f
2

ii

2

ii 






 



. 

By the solution of this differential equation we obtain 
the case (6). 

If )v(g)v(g),u(f)u(f 2121   in (35), then for 

1i   or 2i  , we find 

.0)u(f2)u(g)u(g)v(g

)u(g2)u(f)u(f)u(f

)v(g

)v(g

)u(f

)u(f

2

i

2

iii

2

i

2

iii

i

i

i

i











 













 










            (41) 

If 0)u(f i 


 or 0)v(gi 


 in (40), we obtain the 

cases (7) and (8). Also, if 0)v(g)u(f ii 


, we obtain 

the case (10), which completes the proof. 
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Incorporation of Cadmium into Hexagonal Boron Nitride by Solid State Reaction 

 

Erhan Budak 

Abstract 

In this study, cadmium-hexagonal boron nitride (Cd-h-BN) was synthesized according to the O’Connor 

method with varying amounts of cadmium(II) nitrate. The structural characterizations were performed with 

FTIR, XRD, and SEM techniques while the cadmium contents in Cd-h-BN were determined by AAS. XRD 

results shown that an increase in interlayer distance of h-BN, and nano-scale products were observed at 

1050°C. The lattice constants were calculated by Scherrer equation, and the results were very close to the 

original h-BN. Although different amounts of Cd(NO3)2·5H2O were added in the starting mixtures, the 

cadmium contents of Cd-h-BN samples showed no significant difference, and few amounts of cadmium 

was intercalated to h-BN. In addition, increasing cadmium amount caused minor grain growth of h-BN 

samples.  

Keywords: Hexagonal boron nitride; Metal intercalation; O’Connor Method; Nanocrystalline materials. 

1. INTRODUCTION 

Graphite-like hexagonal boron nitride (h-BN) is a 
typical layered substance which of planar 
hexagonal networks stacked with van der Waals 
forces to form three-dimensional structure. There 
are many techniques for h-BN synthesis, but the 
O’Connor method [1] was used to produce h-BN 
in the because of its easiness. According to this 
method in our previous study [2], it was claimed 
that a positive effect of transition metals was 
observed on the h-BN synthesis at relatively low 
temperatures. Moreover, an electronic interaction 
was occurred among the transition metal and h-BN 
layers (d–π interaction) which influenced the 
interlayer distance. In addition to the electronic 
effects, the size of transition metal also affected the 
interlayer distance, i.e., a second-row transition 
metal, silver had a larger size than all the other 
metals studied in the previous work [2] resulting in 
a greater interlayer distance. 

 
In present work, cadmium was chosen as model 
element to investigate the effects of second row 
transition metals on the structure of metal 
intercalated h-BN. Thus, the cadmium contents of  
the h-BN were measured to examine relationship 
between grain size and metal amount. 

 

2. EXPERIMENTAL 

According to O’Connor method [1], h-BN sample 
was synthesized in the presence of cadmium salt. 
Boron oxide (4 g) was mixed with urea (2 g) and 
varying amount of cadmium (II) nitrate 
pentahydrate (0.08, 0.16, 0.32, and 0.64 g). In 
precursor formation step, the powder mixture was 
pre-heated at 200°C for 2 hours in furnace, and 
then the precursor was ground in a mortar. Main 
heating process was performed at 1050°C for 2 
hours in a cylinder furnace under ammonia (flow 
rate 120 mL / min). The raw h-BN was leached in 
hot 10% HCl then washed with methanol, and 
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dried at 100°C. The solutions for AAS were 
prepared according to Tereshkova [3] from 
obtained gray-white powder. 
Type of chemical bonds were detected by 
Shimadzu 8400 FTIR, and XRD examinations 
were performed by the Rigaku DMAX 2000/PC. 
h-BN surface was monitored by Zeiss Evo 50, and 
the amounts of cadmium were calculated by using 
Perkin Elmer Analyst 100 model AAS. 

3. RESULTS AND DISCUSSION 

There are some studies [4-6] in the 
literature for h-BN stretching vibrations by IR 
spectroscopy.  Two distinguishing bands (Fig. 1) 
were detected at 1380 and 780 cm-1 and labeled 
as BN in-plane and out-of-plane vibrations 
respectively[4,6,7]. The broad absorption band 
near 3200, and 3400 cm-1 were identified as  the  
–NH, and –OH,  stretching  vibrations,  
respectively when the boron oxide and urea 
systems were used [2,8–11].  

 

Fig. 1. FTIR spectrum of nano-crystalline h-BN compounds. 
The weight of Cd(NO3)2 amount in starting mixture a) 0.08 
g, b) 0.16 g, c) 0.32 g, and d) 0.64 g. 

 

The main peaks of h-BN (Fig. 2) (002, 10X, 004, 
110, and 112) were observed (10X: Not separated 
100 and 101 peaks of h-BN) in XRD patterns. 
Recent studies [6,12,13] have already pinpointed 
that the inseparable 100 and 101 peaks indicate 
formation of the nano-crystalline h-BN. Both NH3 
and  metal salts  lowers  the synthesis temperature 
of h-BN; the metal salts pretend as catalytic agent 
[10,12,14] while NH3 acts as the nitriding agent  
[4,15,16].   
The enlargement in XRD peaks also illustrated 
that the grain sizes of h-BN were in nano-scale 
[12,13,17]. Average grain size of samples was 

found 5 nm using Scherrer equation. Also, the 
lattice parameters and interlayer distance were 
estimated and presented in Table 1. 

 
Fig. 2. XRD patterns of nano-crystalline h-BN 
samples. 
 
Table 1. Computed lattice parameters of samples, and 
cadmium amount in the precursor and samples.  

Cd in the 
precursor 

(%) 
Lattice parameters 

Cd in the       
Cd-h-BN 
(%, w/w) 

0.49 
a (Å) 2.496 

0.0130 c (Å) 6.686 
d (Å) 3.343 

0.97 
a (Å) 2.490 

0.0134 c (Å) 6.722 
d (Å) 3.361 

1.94 
a (Å) 2.496 

0.0124 c (Å) 6.678 
d (Å) 3.339 

3.89 
a (Å) 2.496 

0.0130 c (Å) 6.688 
d (Å) 3.344 

 

 
 
In our previous study [2], we claimed that the 
interlayer spacing was affected by the size of the 
metal atoms and their electron configuration. In 
addition, it was found that silver containing sample 
had a greater interlayer spacing. In present study, 
interlayer distance of samples was also found 
larger than 3.3281 Ǻ.    
 
The morphological examination was performed by 
means of using SEM images (Fig. 3 and 4) 
indicated nearly homogenously grained h-BN 
particles with flaky and irregular shapes as 
reported before [18].  
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Fig. 3 SEM images of the samples. The sample was prepared 

with 0.08 g (a), and with 0.16 g (b) Cd (NO3)2. 

 

 

 
Fig.4 SEM images of the samples. The sample was prepared 
with 0.32 g (a), and with 0.64 g (b) Cd(NO3)2. 

The cadmium amounts in the obtained samples 
were determined by AAS. Although different 
amounts of cadmium(II) nitrate pentahydrate were 
added in the starting mixtures, the cadmium 
contents of Cd-h-BN samples showed no 
significant difference (Table 1). Furthermore, 
using the values in Table 1, the ratio of B3N3 units 
to cadmium atoms was calculated as 5000:1 on 
molar basis. This ratio points out that few amounts 
of cadmium was intercalated to h-BN by modified 
O’Connor method. Shuvaev [19] proposed that 
transition metal can be located in pores and / or 
cracks of h-BN.  

4. CONCLUSION 

In summary, nano-sized h-BN were synthesized 
with varying amounts of cadmium (II) nitrate at 
1050°C. It was found that the lattice parameters 
are very close to original h-BN. Traditional 
production of h-BN requires ≥1500°C in industrial 
scale. Reducing the temperature to 1000°C result 
with turbostratic (amorphous) structure. Usage of 
both ammonia and cadmium salt lower the 
formation temperature of h-BN. In addition, the 
electronic interaction among the transition metal 
and h-BN layers (d–π interaction) influenced the 
interlayer spacing of h-BN. In current study, 
according to AAS results, the cadmium contents of 
Cd-h-BN samples showed no significant 
difference, and the ratio of B3N3 units to cadmium 
atoms was calculated as 5000:1 on molar basis. 
This ratio indicates that few amounts of cadmium 
located in pores and / or cracks of h-BN.  
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