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ABSTRACT 

Renewable energy plays an important role in meeting the ever increasing energy demand of the modern world. At this 
point, underground thermal energy storage has been suggested as a clean and efficient alternative of energy extraction for 

the sustainable future as one of the renewable energy varieties. Thermal energy storage systems in the aquifers have 
preluded the energy market with great success in many countries. Hot and cold natural energy sources are stored in the 
aquifer by using underground water to store the heat in this system. Efficiency of the system depends on several factors 
including groundwater temperatures and flow characteristics. Among the different underground thermal energy storage 
options, one of the most promising and commercial option is known as aquifer thermal energy storage (ATES). Based on 
the recent developments reported in the literature, general design procedures and construction techniques as well as 
relationships related with the efficiency of ATES systems are reviewed within the scope of this paper. The applications 
from the world and Turkey were discussed in a comparative approach. 
 

Keywords: Aquifer Thermal Energy Storage, Groundwater Flow, Heat Transfer, Underground Thermal Energy Storage  
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1. INTRODUCTION 
 
The concept of energy and the sustainability of 

energy resources have been one of the most important 
issues coming from the past. Energy plays an important 
role in the economic prosperity and the technological 
competitiveness of a nation. In conjunction with the 
rapidly increasing world population and industrial 
production rates, overall energy demand is reaching to 
record high values in the current decade. One of the main 
problems of ever increasing energy demand is related 

with heavy consumption of fossil fuels which is leading 
to significant environmental impact. Fossil fuels, at the 
forefront of energy reserves consumed today, have tended 
to run out on one hand, and become one of the most 
important factors of environmental pollution on the other. 
Several energy conservation strategies become more 
feasible as fossil fuel resources such as oil, natural gas, 
and coal are reaching to their limits. Since global 
warming is also becoming one of the most critical 

problems in the world, more efficient and economical 
ways to utilize clean and renewable energies are heavily 
needed. The demand for the utilization is not only in the 
field of energy production and consumption, but also in 
the area of energy storage.  

The search for alternative energy sources, such as 
solar, wind and thermal energy has been initiated and 
problems of climate change and global warming caused 

by the harmful gases released to the atmosphere due to 
the use of fossil fuels will seriously be reduced. 
Increasing attention has been paid to thermal energy 
storage (TES) system applications since they offer 
environmentally friendly solutions to afore mentioned 
energy problems and make it possible to more effectively 
utilize waste heat/cold recovery for space heating and 
cooling. With a storage medium of various types and 

sizes, TES systems contribute to improving energy 
efficiency to contribute for building self-sustainable 
cities. 

Thermal energy storage at shallow soils and rocks has 
recently been developed as an innovative approach for 
keeping excess energy and use it when needed. Thermal 
energy storage systems in the aquifers, one of the 
underground storage alternatives for thermal energy 

applications, have penetrated the energy market with a 
great success in many countries including Europe, United 
States and Canada. Aquifer thermal energy storage 
(ATES) is a cost-effective technology that enables the 
reduction of energy use and CO2 emissions associated 
with the heating and cooling of buildings by storage and 
recovery of large quantities of thermal energy in the 
subsurface. In these systems, thermal energy is stored in 
the aquifers by injecting heat energy into groundwater by 

means of injection wells.  Energy storage capacity 
depends on several factors including, groundwater 
temperatures, flow characteristics and volume of the 
aquifer.  Stored energy is extracted as a reversible process 
to meet heating or cooling demands of buildings when 
required. 

ATES systems provide significant energy saving 
rates which ensures efficient use of other energy sources. 

Even more important issue is the use of local and natural 
resources to increase energy security while reducing 
environmental hazards. There is a significant reduction in 
the emission of greenhouse gases by means of the energy 
savings provided by thermal energy storage methods. 

This technique provides serious reductions in CO2 
emissions. Thirteen OECD countries have been 

conducting research and development activities of 
thermal energy storage techniques within the framework 
of the Energy Saving Implementation Agreement (IEA 
ECES-IA) since 1970. 

There are several hundreds of aquifer thermal energy 
storage systems in operation, with the Netherlands and 
Sweden as dominating countries of implementation. 
Particularly the Netherlands is the world leader in terms 

of utilization of this method. Thermal energy storage 
systems using groundwater have become a standard 
technique in public buildings and facilities in the 
Netherlands. The number of ATES system in the 
Netherlands in the utility sector is depicted in Figure 1 
(Sommer et al., 2014).  
 

 
 
Fig. 1. The number of ATES systems in the utility sector 
of the Netherlands (Sommer et al., 2014) 
 

As one of the leading countries utilizing ATES 

systems, Germany's long-term goal is to reduce the use of 
fossil fuels by 50% by the year of 2050. There are 
currently eight large-scale, residential buildings built 
using solar energy supported TES systems in Germany. 
The German Federal Parliament Building Reichstag is 
heated and cooled by the storage of waste heat energy 
from the building within the aquifer. In addition, Canada 
has the world's largest underground heat pump 

application. The system located at the University of 
Ontario Institute of Technology contains 370 wells 
reaching at a depth of 200 meters. 

Based on the field applications and design techniques 
reported in the current literature, this study presents an 
up-to-date review of underground thermal energy storage 
methods while aiming to introduce general design 
procedures and construction techniques related with 

aquifer thermal energy storage applications. 
 

2. THERMAL ENERGY STORAGE 

CONCEPT 
 
Thermal energy is a form of energy that is the sum of 

the potential and kinetic energies of a substance in the 
environment or in a specific system. Thermal energy 
storage (TES) refers to the technology that allows the 
storage and transfer of energy in terms of heat. The basic 
idea behind thermal storage is to provide a buffer to 
balance fluctuations in supply and demand of energy 

(Nielsen, 2003) and to compensate the time difference 
between periods of energy input and those of power 
demand. Thermal energy storage systems generally 
involve a temporary buffer storage of high- or low-
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temperature thermal energy for later use. According to 
Rosen et al. (2003), utilization of thermal energy storage 

systems often provides significant benefits as the 
following which is outlined as follows: 

 
• reduced energy costs and consumption; 
• improved indoor air quality; 
• increased flexibility of operation; 
• decreased initial and maintenance costs; 
• reduced equipment size; 

• more efficient and effective utilization of equipment; 
• conservation of fossil fuels (by facilitating more 
efficient energy use);  
• reduced pollutant gas emissions. 

 
There are various thermal energy storage systems, 

storing the energy as sensible heat. These systems include 
designed containers, underground aquifers, shallow soils 
and rocks as well as surface waters such as ponds and 
lakes. Alternatively, thermal energy can be stored in the 

latent heat of melting in such materials as salts or paraffin 
based chemicals. TES technologies can be categorized 
according to criteria based on different chemicals given 
in Table 1 (Cao, 2010). If the criterion is based on the 
temperature level, the thermal storage solutions can be 
divided into ‘‘heat and cold storage’’. If based on the time 
length of stored thermal heat, it can be divided into ‘‘short 
and long term’’. If based on the state of energy storage 

material, it can be divided into ‘‘sensible, latent and 
thermochemical heat storage’’.  
 
Table 1. Classification of thermal energy storage 
solutions (Cao, 2010). 
 

 
 

2.1. Underground Thermal Energy Storage 

(UTES) 
 

The shallow subsurface is increasingly being used as 

a storage medium for thermal energy, generally referred 
to as underground thermal energy storage. Shallow soil 
and rock provides buffer storage systems between the 
seasons since thermal energy is passively stored into the 
soil and groundwater by the seasonal climate changes. 
Average temperature of the ground is higher than that of 
surface air temperature during the winter and lower 
during the summer. As a result, the ground and 

groundwater are suitable media or source for heat 
extraction during the winter and cold extraction during 
the summer. The low thermal diffusivity of the Earth’s 
subsurface relative to river and air at Elverum, Norway is 
shown in Figure 2 (Banks., 2012). Measurement results 

indicate that the groundwater temperature remains 
relatively constant throughout the year starting from 10 

meters below ground surface while increasing very 
slowly due to the geothermal gradient coming from earth 
core (Sanner et al., 2003). Temperature profile of the 
geological units within a certain depth indicating the 
seasonal zone of fluctuation in temperature and the nearly 
constant temperature zone is given in Figure 3 (Florides 
and Kalogirou, 2007). This figure illustrates the actual 
ground temperatures as measured in a borehole drilled in 

Nicosia, Cyprus. The temperature rises from 1C to 3C 
as the depth increases due to the heat flux (Banks, 2012) 
which is shown in Figure 4.   

 

 
 

Fig. 2. Fluctuation of temperature of the air, the river and 
shallow groundwater, at Elverum, Norway (Banks, 
2012). 

 

Since the ambient climatic conditions affect the 
temperature profile below the ground surface, it needs to 
be considered when designing a thermal energy storage 
system. The Earth's average annual surface temperature is 
determined by the balance between solar radiation energy 
since the Earth’s surface acts as a huge solar collector, 
geothermal heat flux derived from the Earth’s interior and 
the variables of these factors which is illustrated in Figure 

5 (Florides and Kalogirou, 2007) and accepted to be 
approximately 14°C. The temperature of the shallow 
subsurface is affected by the physical properties of the 
ground, as well as the climate interaction determined by 
air temperature, wind, solar radiation, air humidity and 
rainfall. 
 

 
 

Fig. 3. Zone of fluctuation in temperature due to the 
seasonal changes (Florides and Kalogirou, 2007). 

 
2.1.1. Basic concepts and applications 

 
Underground storage for thermal energy is mostly 

used for heat storage on a seasonal basis. In winter period, 
while heating demand is high, heat can be extracted from 

underground energy storage, whereas in summer term, 

Depth in ground (m) 
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while cooling is needed, a reverse process can be 
facilitated which can also mean storage of additional heat 

in the subsurface storage. There is not any standard design 
procedure for conventional UTES installations. Each 
facility is unique even though the basic principles are 
similar and components like fluid circulation pumps, 
pipes and heat exchangers etc. are industrial products. To 
choose the right system for a specific installation, several 
factors such as geological and hydrogeological 
conditions, area and utilization on the surface, existence 

of potential heat sources like mines, and the heating and 
cooling characteristics of the infrastructures have to be 
considered. In the design phase, more accurate data of the 
key parameters are necessary for the chosen technology 
so as to achieve the optimum performance with minimum 
cost. There are several concepts regarding the 
underground medium thermal energy storage alternatives 
(Novo et al., 2010). The main concepts can be listed as; 

 

• Aquifer thermal energy storage (ATES),  

• Borehole thermal energy storage (BTES),  

• Cavern thermal energy storage (CTES)  

• Ducts in soil 

• Pit storage 

 
 

Fig. 4. Downward increase in temperature beginning 
approximately from 100 m depth depending upon 

geothermal heat flux (Banks, 2012) 

 
Aquifer Thermal Energy Storage (ATES) uses natural 

ground water in a saturated and permeable subsoil layer 
as the storage medium. Thermal energy is transferred by 
extracting groundwater from the aquifer and by re-
injecting it at an altered temperature to a separate well 
nearby.  

Borehole thermal energy storage (BTES) 
applications are operated in closed loop heat exchanger 

systems in which there is no contact between the natural 
groundwater and the heat exchange fluid. This system 
includes one or more boreholes equipped with borehole 

heat exchangers through which waste heat or cold energy 
is circulated and transferred to underground for storage. 

Cavern Thermal Energy Storage (CTES) utilize large 
groundwater reservoirs existing in the subsoil to serve as 
a thermal energy storage system. These storage 
technologies are technically feasible, but the actual 
application is still limited due to the relatively high initial 
investment cost. 

The duct type storage in soils is best suited for 
circulating fluids with low temperature around 25-30˚C, 

and needs heat pump supported systems to raise the 
temperature of the space heating and tap water to a 
suitable level. This type of storage has found extensive 
use in connection with ground coupled heat pumps 
(GCHP) where the duct can be placed in horizontal 
relatively shallow trenches, or in vertical boreholes. 
(Nielsen, 2003) 

Pit storage systems are artificial structures, also 

called man-made aquifers, built below ground like buried 
tanks or close to the surface to reduce high investment 
cost. These systems seem to be a viable option when 
environmental restrictions about natural ground water are 
involved.  

 
 

Fig. 5. Thermal energy flow diagram in the ground 
(Florides and Kalogirou, 2007). 

 
Considering the well documented field applications 

in the world, heat storage in aquifers may be achieved by 
open systems such as ATES and closed loop heat 
exchange systems such as BTES systems (Furbo, 2014). 
Basic working principal scheme of aquifer and borehole 

thermal energy storage systems is depicted in Figure 6. 
These concepts have already been introduced as 
commercial systems on the energy market in several 
countries. Thermo-hydraulic and hydrogeological criteria 
for the optimum thermal energy storage technique choice 
are shown in Figure 7 by Sanner (2001). 
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Fig. 6. Principle schemes of (a) aquifer and (b) borehole 
thermal energy storage systems (Bloemendal et al., 

2014). 
 
In aquifer thermal energy storage systems, 

groundwater is utilized as heat carrier whereas in closed 
loop borehole thermal energy storage applications, heat 
carrier fluid is cycled in boreholes independent from the 
groundwater occurrence and are operated in closed loop 
as explained in Figure 7. Porosity of the subsurface 

formation is another significant factor for the selection of 
the most suitable thermal energy storage system.  

Aquifer thermal energy storage technique is 
particularly suitable among the different system types to 
store large amounts of thermal energy (Sommer et al., 
2014). The system has developed into a cost-effective 
technology for heating and cooling of utility buildings 
such as offices, hospitals, universities and greenhouses, 

and to reduce greenhouse gas emissions by replacing 
fossil fuel dependent heating and cooling systems. 
Although ATES systems are limited to aquifers and have 
more geographical limitations, they have lower initial 
drilling and equipment expenditures with high 
maintenance cost whereas closed loop systems have 
lower manufacturing and maintenance costs (Lee, 2013) 
compared to aquifer thermal energy storage systems. 
BTES systems are generally easier to construct and 

operate and have proven long term durability. Yet, their 
payback times are relatively long compared to ATES 
systems, normally 6–10 years due to expensive borehole 
investments and the fact that BTES systems normally 
need some other sources to cover the peak load situations 
(Lanahan and Tabares-Velasco, 2017). Within the scope 
of this paper, Aquifer Thermal Energy Storage technique 
is primarily investigated and the principles of heat 

transfer, general design steps and some expressions 
related with the efficiency of the Aquifer Thermal Energy 
Storage technique is discussed. 
 
 

 
 
Fig. 7. Hydrogeological and thermolic parameters for 
ATES and BTES preferences (Sanner, 2001) 
 

The installed ATES systems utilized in Sweden can 
be divided into four basic groups as to whether heat pump 
supported or not, as depicted in Figure 8 (Andersson et 
al., 2003). Groundwater is directly used for preheating of 

ventilation air during the winter by means of heat 
exchanger fluid at a temperature level of approximately 
+5 ˚C and for cooling during the summer season at a 
temperature level of approximately +15 ̊ C in the simplest 
system (Figure 8a). The system (Figure 8b), having the 
same working principle as (Figure 8a), is more frequently 
implemented as the heat production in which the 
temperature change is somewhat greater. System (Figure 

8c) stands for an early type of ATES utilization where 
surface water is used as a source of energy for the heat 
pump. The fourth system (Figure 8d) has a similar 
working principle with the system (Figure 8c); however, 
in this case already cooled reservoir during winter season 
is used for district cooling. In the same study, it is shown 
that the energy savings can reach up to 90–95% for direct 
heating and cooling, 80–87% for heat pump assisted 

heating and cooling, 60–75% for heat pump assisted 
heating systems and 90–97% for district cooling.  
 

 

 
 

gravel 
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Fig. 8. Graphical representation of four basic ATES 
system configurations currently being used in Sweden. 
(a) Direct heating and cooling without heat pump (b) Heat 

pump supported heating and cooling (c) Heat pump 
supported heating only and (d) Storage of natural cold for 
cooling only (Andersson et al., 2003). 

 
When it comes to Turkey, although heat pump 

technology is well known, the number of applied 
underground thermal energy applications is limited. 
Ground source heat pump applications are summarized in 

a study performed by Çetin and Paksoy (2013). The first 
applications of shallow geothermal systems were 
encountered in early 2000 (Babur, 1986; Kara, 1999). The 
recent projects in Turkey indicate that the people’s trust 
and awareness in these systems are increasing (Çetin and 
Paksoy, 2013). Moreover, Paksoy (1999) mapped the 
suitable areas for underground thermal energy storage 
applications in Turkey (Figure 9). It is observed that 

probable application areas for underground thermal 
energy storage are very broad considering the housing 
and industrial sectors, which share the first two orders of 
energy consumption in Turkey.  

In addition to energy concerns, a study related to the 
mitigation of CO2 emissions has been performed by 
utilizing different TES concepts in Turkey; one is for the 
heating and cooling of a supermarket utilizing aquifer 
thermal energy storage in Mersin and the other one for a 

greenhouse in Adana (Paksoy et al., 2009). It is concluded 
that the yearly CO2 emission has been reduced by 113 
tons/year in the first project, performed in Mersin for a 
supermarket, and by 26 tons/year in the second project 
while providing energy conservation rates up to 60% and 
68%, respectively. 

 

 
 
Fig. 9. Map showing potential areas of underground 
thermal energy storage application in Turkey (Paksoy, 
1999). 
 

2.2. The Design of Groundwater Based Open 

Loop Systems 
 

Aquifer thermal energy storage (ATES) system 
generally consists of one or more pairs of tube wells that 
extract and simultaneously infiltrate groundwater to 
extract or store thermal energy in or from the subsurface 
by altering the temperature of the ground and 

groundwater. The thermodynamic transfer and storage is 
governed by advection, conduction or diffusion and 
dispersion as illustrated in Figure 10 (Courtois et al., 
2007). In the shallow subsurface environment, 
conduction through minerals or pore fluids and 
convection via groundwater are the two most important 
mechanisms of heat flow. In some cases, radiation may 
also be significant.  

Diffusion or heat conduction describes the process by 
which heat transfers through a solid, liquid or gas by 
processes of molecular interaction. This process, 
formulized by Fourier’s law, depends on the thermal 
conductivity and heat capacity of the aquifer. In a 
composite medium such as an aquifer, the thermal 
properties of both the fluid and the solid play essential 
role in heat transport. Advection describes the movement 
of thermal energy directly due to the linear flow of 

groundwater through the porous medium. The process 
represents the movement of the thermal stock due to the 
natural flow of the aquifer. Movement adds a spreading 
out of the thermal stock due to spatial heterogeneity of the 
velocity field, which is called as dispersion. This 
phenomenon leads to an increase of the global aquifer 
thermal conductivity. The physical processes of 
conduction (diffusion) and convection govern the 

transport and storage of heat in an aquifer. Thermal 
conductivity and volumetric heat capacity of some 
common TES materials are given in Table 2. 
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Fig. 10. Basic principle of thermal energy transfer in the 
subsurface (Courtois et al., 2007). 
 

Researches on analytical methods for heat transfer 
have been conducted by Sauty et al. (1982), Uffink 
(1983), Voigt and Haefner (1987), Krarti and Claridge 
(1990), Yang and Yeh (2002), and Stopa and 
Wojnarowski (2006). It is pointed out that analytical 
solution is only applicable to the qualitative estimations 
or to the simple cases (Kangas and Lund, 1994). For this 
reason, it would be more realistic to simulate the heat 

transfer by performing the numerical modeling of 
complex geological and hydrological characteristics 
(Tsang, 1983). Nowadays numerical modeling studies are 
carried out to predict recovery temperature by heat loss 
(Lee, 2008; Molson et al., 1992), injection depth (Lee, 
2008; Tenma et al., 2003), injection time (Tenma et al., 
2003) and regional groundwater flow (Kangas and Lund, 
1994). 

As it can be seen in Figure 10, the wells are separated 
by a critical distance to ensure that the warm and cold 
storage remain separate. This interval, called critical 
distance (L), prevents the occurrence of thermal 
breakthrough within one season. The critical distance is 
primarily a function of operational and thermo-hydraulic 
parameters involving the well production rates, the 
aquifer thickness, and the hydraulic and thermal 
properties that control the storage volume. Clyde and 

Madabhushi (1983) have proven that the critical distance 
(L) preventing hydraulic breakthrough is explained by the 
following equation; 

 

𝐿 < 2𝑍/𝜋𝑇𝑖          (1) 
 

where Z is the groundwater discharge, i is the natural 
hydraulic gradient and T is the aquifer transmissivity, 
multiplication of the depth of the aquifer with hydraulic 

conductivity K, which is a measure of the rate at which 
water moves through a unit width of the aquifer under a 
unit hydraulic gradient. The diagrams of the hydraulic 
breakthrough and the location of the extraction and 
injection well doublet system placed greater and less than 
the critical distance are illustrated in Figs. 11(a) and 
11(b).   
 
 

 
 
 
 
 

Table 2. Thermal properties of selected rocks and 
minerals (Banks, 2012). 

 

 
 
In order to determine the optimum well distance, 

besides thermal breakthrough, thermal interference for 

open loop doublet systems should be taken into 
consideration in terms of thermal radius which is 
described as the maximum distance of the thermal front 
from the injection well in a homogeneous medium, 
neglecting vertical flow, advection by regional flow, 
thermal conduction and dispersion (Bloemendal et al., 
2014). Previous studies have shown that the thermal 
radius (Rth) of an ATES can be calculated by setting the 
injected energy (cw.V.ΔT) equal to the energy stored in a 

cylinder, centered around the injecting well (ca.H.π.Rth
2), 

yielding the Eq. (2). This serves as a first order 
approximation of the thermally affected area around an 
ATES well, where cw and ca are the volumetric heat 
capacity of water and the aquifer, respectively, V is the 
volume of water that is injected in one storage cycle and 
H is the length of the well screen (Sommer et al., 2013). 
It should be noted that the actual affected area may be 

different from this approximation caused by thermal 
conduction, dispersion, heterogeneities and the presence 
of flow components other than radial type flow. 

 
𝑅𝑡𝑦 = (𝑐𝑤𝑉/𝑐𝑎𝜋𝐻)

0.5         (2) 

 
In a numerical modeling study performed by Kim et 

al. (2010), it is reported that the thermal interference, 
influencing the performance of an aquifer thermal energy 
system, depends primarily on the hydraulic conductivity 
of an aquifer, the distance between two boreholes and the 
production/injection rate of the wells. They suggest that 
the thermal interference increases as the hydraulic 

conductivity increases, as the distance between two 
boreholes decreases and as the pumping/injection rate 
increases. 

 

Distance between the wells (L) 

Cover 

thickness 

Aquifer 

thickness 

Substratum 

thickness 

Air temperature 
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Fig. 11. An open well doublet system having a well to 
well distance of a) greater than the critical distance (L), 
b) significantly less than the critical distance, and the 
lower diagrams show the plan view. Black arrows show 
groundwater flow lines for both systems where there is a 

hydraulic feedback in system “b” (Banks, 2012).  
 

The amount of energy that is recovered from the 
aquifer is generally lower than the amount that is stored 
because part of the energy is lost due to dissipation of heat 
to the surroundings of the storage and advection with 
regional groundwater flow. This energy loss is expressed 
as thermal recovery (ηrec) of a well (Bakr et al., 2013; 

McDaniel and Kosanovic, 2016), 
 
ηrec=Eextracted/Einjected        (3) 
 

Additionally, Kim et al. (2010) report that the 

recovery of thermal energy is not considerably affected 
when the wells are located by more than one thermal 

radius, while Kowalczyk and Havinga (1991) report that 
there should be a well-to-well distance between one and 
two thermal radii. Sommer et al. (2013) explain that there 
should be a well distance of at least two thermal radii to 
avoid thermal interference in both homogeneous and 
heterogeneous aquifers. The Dutch Society for 
Subsurface Heat Storage (NVOE, 2006) advises that the 
thermal recovery decreases for well distances less than 

three thermal radii. Moreover, a detailed numerical 
simulation study was performed by Lee (2010) showing 
the effect of interwell distance on the normalized thermal 
storage. Although there are uncertainties related to the 
available aquifer thickness, aquifer heterogeneity, and 
uncertainty and variability in future energy demands, 
above mentioned interwell distance assumptions might be 
a preliminary design step. 

Selection of a suitable aquifer in terms of the 
groundwater flow velocity is another significant criterion 
in the design of an ATES system. Numerical modeling 
study of a doublet open loop thermal energy storage 
system pointed out that thermal recovery in a stagnant 
aquifer can be higher than 75% and drop to 40% with a 
regional groundwater flow velocity of 150 m/year 
(Sommer et al., 2013) whilst field studies report thermal 

recovery values range between 65% and 82% (Molz et 
al., 1981). To reduce the dissipative heat loss due to the 
groundwater flow as depicted in Figure 12 (Groot, 2014), 
the aquifer should have a low hydraulic gradient. In 
general, suitable aquifers should readily yield water and 
have a low hydraulic gradient to prevent the stored energy 
to be transported outside the capture zone of the well 
(Hamada et al., 2002). Care should also be taken to select 

appropriate materials according the chemical 
composition of the soil and groundwater to prevent well 
clogging. According to Andersson (2007), three main 
clogging processes are reported as clogging by fines, 
hydrochemical clogging and biochemical clogging. 
Injection wells require specialist design and construction 
since they are more susceptible to clogging and 
degradation of performance than abstraction wells. The 
re-injected water must be particle free to prevent clogging 

of the well screen or aquifer. The maximum allowed 
velocity limiting the well-clogging on the walls of 
borehole is given by the equation below (NVOE, 2006), 

 

𝑣𝑖𝑛𝑗𝑒𝑐𝑡 = 1000(𝐾𝑠/150)
0.6[(𝑣𝑐𝑙/2𝑀𝐹𝐼𝑚𝑒𝑚𝑢𝑒𝑞)

0.5](4) 

 
Where vinject is the design injection Darcy velocity on 

the walls of the borehole (m/h), vcl is the specific clogging 
speed (m/year), MFImem is the measured membrane filter 
index (s/l2) (Olsthoorn, 1982) and ueq is the number of 
equivalent full load hours the well pumps per year (Buik 

and Snijders, 2006). 
 
 
 
 
 
 
 

 
 
 
 

b 

a 
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Fig. 12. Influence of groundwater flow velocity and 
direction on the stored heat of ATES systems (Groot, 
2014).  

 

3. CONCLUSION 
 

Thermal energy storage in aquifers has a long history 
while achieving broad acceptance for heating and cooling 
in the energy market in many countries, with the 
Netherlands and Sweden as dominating countries of 
implementation. A brief summary related to the history of 
the thermal energy storage applications have been 
presented in this study. In addition, general design 
procedures and construction techniques as well as 
relationships related with the efficiency of ATES systems 

present in the most up-to-date literature are reviewed 
within the scope of this paper. The applications from the 
world and Turkey were discussed in a comparative 
approach.  

The temperatures below ground surface at shallow 
depths are always higher than outside air temperatures in 
winter and are lower in summer. The temperature 
differences make shallow-depth soils and aquifers an 

efficient media for heat storage. Energy storage can be 
achieved by pre-heating operation in winter and pre-
cooling operation in summer by means of ground heat 
exchangers. Aquifer thermal energy storage (ATES) 
systems take advantage of natural groundwater in a 
saturated and permeable layer as the storage medium. The 
transfer of thermal energy is carried out by extracting 
groundwater from the aquifer and by reinjecting it at a 

modified temperature into a separate well nearby. In the 
present work, a brief review is presented on the concepts 
and applications of ATES systems. 

Any ATES project involves a complex procedure 
depending on many parameters and has to follow a 
standardized approach for design and field application. 
The heat transfer and storage in an aquifer can be modeled 
with analytical or numerical approaches. As the analytical 

solutions are limited with the simple cases, numerical 
modeling studies to simulate complex heat transfer 
processes within the aquifer thermal energy storage 
involving multiple injection/extraction systems should be 
performed. When it comes to the general design 
procedure of an ATES system, to avoid occurrence of 
thermal breakthrough within a season, the wells should be 
separated by a critical distance to ensure that the warm 
and cold storage remain separate. This distance is a 

function of operational and thermo-hydraulic parameters. 
Some of the previous studies show that there should be a 
well distance of at least one thermal radius to avoid 

thermal interference while other studies suggest at least 
two thermal radii whereas the Dutch Society for 

Subsurface Heat Storage advises at least three thermal 
radii for this purpose.  

Selection of a suitable aquifer in terms of the 
groundwater flow velocity is another significant criterion 
in the design of an ATES system. The aquifer should have 
a low hydraulic gradient so as to reduce the dissipative 
heat loss due to the groundwater flow. Moreover, care 
should also be taken to select appropriate materials in 

terms of the chemical composition of the soil and 
groundwater to prevent well clogging. Injection wells 
require specialist design and construction since they are 
more susceptible to clogging and degradation of 
performance than abstraction wells. The re-injected water 
must be particle free to prevent clogging of the well 

screen or aquifer.  
ATES applications in Turkey are still emerging. 

Hence, more effort should be performed to carry research 
to put forth the aquifer energy storage potential of Turkey. 

These studies should basically concentrate on the proper 
determination of aquifer parameters such as volume, 
seepage velocity and temperatures as well as the thermal 
conductivity and specific heat values of shallow soils and 
rocks around Turkey.  
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ABSTRACT 

In the automotive sector, doors have an important issue in terms of vehicle and passenger safety. Therefore, different kinds 
of materials and mechanisms have been being designed and parameters have been being investigated and analyzed in order 
to increase the functional efficiency of the vehicle doors. In this study, an automatic open/close mechanism is designed 
which can be used in all types of vehicles with sliding doors. Sliding door mechanism with rope system was analyzed and 
information about the parts of the mechanism was explained. Door weight, rope diameter, torque, opening time of the door 
parameters were examined. Finally, the designed mechanism has mounted to a vehicle and it has been observed to work 

successfully. 
 
Keywords: Vehicle Gate, Sliding Door, Rope Systems, Mechanism Design  
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1. INTRODUCTION 
 
Vehicle doors are an important part that allows people 

to get on and off the automobile. A lot of different type of 

door are used in vehicles according to user requirements, 
vehicle body designs, and vehicle types. However, sliding 
doors are preferred on commercial vehicles frequently 
because of the ease of getting on and off. Additionally, 
due to the ease of use, the sliding doors are becoming 
increasingly widespread in passenger cars nowadays. 
Consequently, the number of commercial works on 
sliding doors increases day by day.  

The doors are not only used getting on and off the car. 
At the same time, in any unfavorable situation that may 
occur in traffic, it should be in a structure that protects 
passengers in dangerous situations. Further, the weight of 
the door has become a very important issue because of 
emission restrictions and fuel consuming in the 
automotive industry (Balaban, 2011). 

Works about sliding door are performed at the 

beginning of 20th century by W Ellis who is the first 
person applies to patent. Its work appears the today's track 
system (Ellis, 1913). In spite of the fact that there are a lot 
of scientific work about sliding door (Ömür et al., 2014; 
Uzundere et al., 2014; Güven et al., 2015; Kurutluş et al., 
2015), there is no enough work about sliding door 
mechanism. However, it can be found a lot of patent work 
about sliding door (Ellis, 1913; Övgü 2017; Ungetheim 
2017). 

In this study, a designed sliding door system for a 
commercial vehicle is considered and an automatic door 
opening mechanism with a rope system is designed 
instead of a brake system. The parameters such as door 
weight, opening and acceleration time, pulley diameter 
was examined and the necessary motor power and torque 
analysis were performed for each situation.  

 

2. MATERIAL AND METHODS 
 

This work is mainly to design a new rope-type 
mechanism that provides possibilities for automatic 

opening and closing of sliding doors. The designed 

mechanism consists mainly of pulley, rope and spring 
tension control unit. The pulley should be placed so that 
it can rotate in a fixed body and it should be a helical tooth 
with suitable step to wrap the rope in sufficient quantity 
on the cylindrical surface. One of the end of the rope 
should contact the sliding door and another end should 
contact with the cylindrical pulley's two plane faces. 

In this design, the drum and tension control unit is 
housed in a closed box called the body so that the drive 
unit of the mechanism is isolated against external 
influences such as dust and dirt. One end of the rope is 
settled to the plane surface of the pulley, the other is 
mounted at the appropriate position of the sliding door by 
passing through two deflecting rollers placed on the guide 
rail. This flexibility allows easy assembling. The part of 

the rope, which is from the deflection roller to the drive 
pulley, is passed through a flexible protective pipe. In 
addition, thanks to the insertion of the sliding door 
mechanism's pulley and the tension control unit in a box, 
the area that covered by the drive motor are reduced as 
much as possible. 

 

The constituent parts of the automatic sliding door 
opening-closing rope mechanism and the mechanism for 

the vehicle are shown in Figs. 1-3. Opening the sliding 
doors are provided by the movement of the sliding door 
on the guide rail as shown in Fig. 2. 

 

 
Fig. 1. General view of the vehicle where the system is 
used 

 

 
 

Fig. 2. The assembly view of the mechanism to sliding 
door 
 

 
 
Fig. 3. Exploded view of the mechanism 
 

In Fig. 1, number 1 represents car with sliding door, 
number 2 is sliding door's guide rail. In Fig. 2, number 3 

is sliding door rope fixing plate, number 4 is sliding door 
rope fixing support plate, number 5 is sliding door rope 
deflecting pulley, number 6 is drive rope, number 7 is 
rope drive mechanism's body and number 8 is drive motor. 
Number 9 is rope drive mechanism body cover, number 
9 (a) rope drive mechanism body cover support projection, 
number 10 is rope driving’s pulley, number 11 is 
tensioner roller, number 12 is tensioner roller's pin, 
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number 13 is tensioner pin bearing, number 14 is tension 
spring, number 15 is tension pin, number 16 is driving 

rope body entrance in Fig. 3. 
The operating principle of the mechanism can be 

summarized as follows to Fig. 3 and Fig. 4. One of the 
drive ropes, which is shown number 6, is wrapping 
around the rope drive pulley which is shown in number 
10. At the same time, the other drive rope exits from the 
drive pulley. The sliding door is pulled by the driving 
rope and moves on the sliding door's guide rail. Similarly, 

while the other drive rope is wrapping on the rope drive 
pulley by the rotation of the drive motor in the opposite 
direction, the other drive rope exits from the rope drive 
pulley and the sliding door is moved in the opposite 
direction. Owing to this two-way motion, the sliding door 
is opened and closed.  

In design, different parameters such as door opening 
time, door weight and opened door interval are 

determined. Numerical values of these parameters; 
opening times of the door are selected as 6 seconds, door 
weights are 50 kg and 80 kg and open door intervals are 
selected as 0.8 m and 1.3 m. In addition, according to the 
market survey and literature about the design of the door 
opening/closing mechanisms is based on an assumption 
that on a 17-degree incline road (Güven et al., 2015). 

The speed time graph of the sliding door opening and 

closing motion in the vehicles used in the current market 
conditions is determined as in Fig. 4.  

 

 
Fig. 4. Speed-time graph 

 

The door is positive accelerating until Vm from 0 to t1 
intervals, is motion without acceleration at Vm from t1 
until t2 and it is negative accelerating until the speed 
reaches to zero from t2 to t3. The S1, S2, and S3, which are 
domain under the velocity-time curve during the 
movement, represent distance. The dynamic movement 
and force characteristics of the door can be calculated by 

selecting the time periods t1, t2, and t3.  
It should be the operated to the drive mechanism in the 

critical position to calculate the maximum force values 
that occur in the ropes by the movement of the door. The 
free-body diagram of the vehicle operating at a slope of 
17 ° is shown in Fig. 5. 

 

 

 

Fig. 5. Critical operation position 

 

Thanks to the written equilibrium equations 
according to Newtonian motion law, the rope tension 
force (F1, F2, F3) in each range is calculated as follows; 
 

F1 = ma1 + mgsinα + µmgcosα (1)  

F2 = ma2 + mgsinα + µmgcosα  (2)  

F3 = ma3 + mgsinα + µmgcosα   (3)  

 

Time dependent power (P) with the help of speed and 
force values; the time-dependent variation of the motor 
torque with the force and the radius of the pulley is 
obtained as follows; 

 

𝑃1 = 𝑉1𝐹1 ;      τ1 =  𝐹1t𝑟    (4)  

𝑃2 = 𝑉2𝐹2 ;      τ2 =  𝐹2t𝑟   (5)  

𝑃3 = 𝑉3𝐹3 ;      τ3 =  𝐹3t𝑟 (6)  

 
The speed time graph also informs the kinematic 

motion control characteristic of the drive motor. In order 

to calculate the dynamic force characteristic of the drive 
motor and the power values of the motor, the maximum 
distance was utilized from the speed-time graph in Fig. 5 
and it is given in Eq. (7). 

 
 

𝑆𝑚𝑎𝑥 =  
(𝑡1 − 𝑡0) 

2
∙ 𝑉𝑚 + (𝑡2 − 𝑡1)𝑉𝑚

+
(𝑡3 − 𝑡2) ∙ 𝑉𝑚

2
 

(7)  

 
Vm with the required settings is as follows; 
 

𝑉𝑚 = −
2𝑆𝑚𝑎𝑥

𝑡1 − 𝑡2 − 𝑡3
 (8)  

 
The velocities V1, V2 and V3 depending on time (t) can 

be calculated using Equation 8 as follows; 
 

𝑉1 =
𝑉𝑚(𝑡 − 𝑡0)

(𝑡1 − 𝑡0)
 (9)  

𝑽𝟐 = 𝑽𝒎 (10) 

𝑉3 =
𝑉𝑚(𝑡3 − 𝑡)

(𝑡3 − 𝑡2)
 (11) 

 

3. RESULTS 
 

The torque and power values are numerically 

calculated according to the operating conditions. Door 

weights haven't got same values in existing cars with 

sliding door on the market. When these conditions are 

considered, the most common weights 50 kg and 80 kg 

are used. The opening time of the sliding door is defined 

as 6 seconds, and the deceleration times (t1 and (t3-t2)) 

are selected equal as 0.3 and 0.5 seconds are used. The 

engine torque was calculated taking into account the 

three-different selected radius 0.05, 0.07 and 0.09 meters. 

In the calculations, the gravitational acceleration (g) was 

assumed to be 9.81 m/s2, and the friction coefficient (μ) 

was assumed to be 0.3.  

Firstly, the engine torque-time graphs according to the 
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variation of the pulley radius are shown in Fig. 6. Power 

changing according to time for 50 and 80 kg door weights 

is shown in Fig. 7 and the changing of motor torque with 

time is shown in Fig. 8. 

 
Fig. 6. Torque-time graph according to changing of the 

radius of the pulley 

 

 
Fig. 7. Power-time graph according to changing door 

weight 

 

As it is shown in Fig. 6 that the increase in the pulley 

radius caused the motor torque to increase. As a result of 

Fig 6, the best radius is chosen as 0.05 m.  

Fig. 7 and 8 graphs show the variability in acceleration. 

There is a sudden rise in the beginning of each chart. The 

reason is that it is reached to a1 acceleration from the 

speedless position. There is a small decreasing in curves 

due to a2 = 0 and then it is going to stable until t2 moment. 
Acceleration a3 effects to system from time t2 to time t3. 

All graphics tend to decrease until reset because of a3 

which is being in the negative direction. 

 

Fig. 8. Torque-time graph according to changing door 

weight 

The changing of power and torque values taking into 

account two different starting and stopping times 

respectively 0.3 seconds and 0.5 seconds is shown in Fig. 

9 and Fig. 10. 

 

 
Fig. 9. Power-time graph according to changing door 

weight 

 

 
Fig. 10. Power-time graph according to changing door 

weight 

 

In Fig. 9, it is shown that curves are a rapid increased 

until t1. From t2 to t3, the acceleration is equal to zero, 

therefore, the curves a bit decreases then they tend to 

linear motion. After t3, the curves have a rapid decrease 

owing to the fact that the acceleration acts in the negative 

direction and it is going on until power is equal to zero. 

It is shown that increase of curve because of 

acceleration in Fig. 10. Acceleration of opening/closing 

time 0.3 second is bigger than the acceleration of 

opening/closing time 0.5 second. The curves show linear 

behavior because of non-acceleration after t2. The curves 

show linear behavior because of non-acceleration from t2 

to t3. After t3, it is seen that the curves have decreased due 

to acceleration in the negative direction. 

 

3.1. Experimental work  
 

With the help of the numerical design algorithm, a 

prototype was designed and manufactured for a door 

weighing 50 kg, an acceleration time of 0.5 seconds and 

total time of opening 3 seconds, opened door interval 1.3 

meters and a pulley diameter of 0.05 meters. The 
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experimental setup which is set up to test of the 

mechanism is shown in Fig. 11 and Fig. 12. The 

mechanism is mounted on a belt pulley kit which passes 

the driving rope through the deflection pulleys. The 

experimental works have been performed 120.000 rpm 

without any problem in this system. 

 

 
 

Fig. 11. Experimental setup 

 

 
 

Fig. 12. Application of the mechanism in the vehicle 

 

4. CONCLUSION 

 
Automatically opening and closing door mechanisms, 

which are frequently used in commercial and passenger 
vehicles, have an important place in the automotive sector. 
For this reason, different kinds of materials and 
mechanisms are designed and parameters are investigated 
and analyzed in order to increase the functional efficiency 

of the vehicle doors. In this work, information about the 
parts which is consist of the mechanism is given and 
different weight, duration and pulley diameter parameters 
have been determined to increase the efficiency of the 
mechanism, minimize the mounting difficulties and to 
supply flexible assembly possibility. In addition, it is 
desirable to have the structural and potential flexibility to 
versatile usage possibilities in consideration of market 

needs, as well as cost-effective. The necessary analysis is 
carried out to provide these situations and an automatic 
sliding door mechanism is designed. It has been seen that 
a sliding door mechanism, which is automatically 
opened-closed, has been tried and installed on a real car 
and worked successfully. This system can also be 
alternative solutions applying as an elevator door and 
sliding doors of the building. 
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ABSTRACT 

Flow structure downstream of permeable cylinders was investigated using high-image density Particle Image 
Velocimetry technique in deep water. The free stream velocity is U∞= 156 mm/s, which corresponds to the Reynolds 
number of Re=6250 based on the cylinder diameter D=37.5 mm. To reveal the effect of the porosity, four different 
porosities (β= 0.4, 0.5, 0.6 and 0.7) were used. This study showed that the usage of permeable cylinder decreases the 
occurrence of large-scale vortical structures downstream of the bluff body. As the porosity increases, turbulent kinetic 
energy, Reynolds shear stress and intensity of turbulences decrease as a sign of attenuated fluctuations in the wake 

region. For the permeable cylinders having the porosity higher than 0.6, the flow behaves as there is no object in flow.  
 
Keywords: PIV, Vortex Shedding, Permeable Cylinder, Deep Water 
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1. INTRODUCTION 
 

Circular cylinder is one of the most commonly used 

structures in many engineering applications because of 
its geometrical simplicity. In despite of the simple 
geometry, the flow around the cylinder is enough to 
explain complex phenomenon in the wake region. 
Therefore, many researchers have focused on the 
circular cylinder at the last century. Control of vortex 
shedding downstream of circular cylinders has a great 
importance and several control methods are used to 

suppress the pattern effect of vortex shedding. These 
methods are active and passive controls. At active 
control methods, there is an energy input into the flow 
region while passive control methods are based on the 
geometrical adjustments. Plasma actuators (Corke et al., 
2010), synthetic jets (Feng and Wang, 2012; Akansu and 
Fırat, 2010), feedback controls (Muddada and patnaik, 
2010; Hiejima et al., 2005) and suction and blowing (Li 
et al., 2003) are some of the active control methods. On 

the other hand, many passive control methods are used 
at the studies since applying passive control methods are 
easier than that of the active control methods. Gim et al. 
(2011) used control rods to control the flow. They 
attached the rod to the rearward stagnation point of a 
circular cylinder. They investigated the effect of sizes of 
control rods and Reynolds number. Lim and Lee (2003) 
researched the flow structure around a circular cylinder 

with U-grooved surfaces. They presented that the U- 
shaped grooves reduce the drag coefficient by18.6%, 
compared with that of plain cylinder. The Longitudinal 
grooves shifted the vortices position and shortened the 
vortex formation region in comparison to the plain 
cylinder. Nakamura and Igarshi (2008) controlled the 
vortex shedding by attaching cylindrical rings around 
the cylinder. They reduced drag and fluctuating forces. 

The drag force decreased by 15% for Red ≥20 000. 
Ekmekci and Rockwell (2010) investigated 
experimentally the effect of a single wire attached on the 
outer surface and parallel to span of a stationary circular 
cylinder and they defined two critical angles effective on 
near-wake structure. At one critical angle, substantial 
extension occurred and at the other critical angle, 
significant contraction of the time-averaged near-wake 

bubble was obtained. Sahin and Smith (1987) used two 
perforated plates in order to control the velocity 
distribution emerging from a wide-angle, three-
dimensional diffuser of area ratio 6.8. They showed that 
the most uniform velocity distributions in the collection 
chamber downstream of the diffuser were provided 
using two perforated plates of porosity β = 0.5. The best 
results were obtained with one of the plates positioned a 
short distance downstream of the diffuser entry plane 

(L/W = 0.14) with the second plate just upstream of the 
exit plane (L/W=0.79). Farhadi et al. (2010) studied on 
two-dimensional unsteady laminar flow over a semi-
circular cylinder near a splitter plate numerically. They 
carried out numerical simulations for different Reynolds 
numbers ranging from 100 to 500 in three different gaps 
(g = 0.0D to 4.5D) and two different splitter lengths 
(LSP = 1 and 2D). Their results of study signified that 

the vortex shedding formed in the wake and the 
oscillating amplitude of the lift coefficient was 
decreased by increasing the gap ratio. Sudhakar and 
Vengadesan (2012) researched the vortex shedding 
characteristics of a circular cylinder attached with an 

oscillating splitter plate, numerically. They forced the 
splitter plate to exhibit the simple harmonic motion.  

Gozmen et al. (2013) investigated the effect of splitter 
plates having different heights and lengths located in the 
wake region of the circular cylinder in shallow water. 
The results of their study pointed out that flow structures 
changed significantly with height and length ratios of the 
splitter plates in shallow water. The wake region 
downstream of the cylinder lengthened along the 
streamwise direction with increasing the plate length and 

depth. Al-Hajeri et al. (2009) investigated two-
dimensional laminar flow past three circular porous 
cylinders arranged in an in-line array numerically. For 
the same range of Reynolds number (312-520), they 
indicated that flow behavior around the solid cylinder 
differed from the flow around the porous cylinders. 
The flow characteristics around solid cylinders were 
determined by the Reynolds number, whereas the flow 

characteristics around the porous cylinders were 
determined by the V (i)/V (f) ratio. Ozkan et al. (2012) 
carried out a study on the flow control around a circular 
cylinder surrounded by a permeable cylinder in shallow 
water. They revealed that both the porosity value and the 
diameter ratios were significant parameters on the 
suppression of vortex shedding downstream of the 
circular cylinder. Pinar et al. (2015) performed a study 

on the control of flow around the perforated cylinders 
having the porosities in the range of 0.1≤β≤0.8 with an 
increment of 0.1. They presented that the fluctuations 
were reduced dramatically in the wake region by the use 
of perforated cylinders having the porosities in the 
interval of 0.4≤β≤0.8. To reveal the effects of porosity 
on the suppression of vortex shedding, Gozmen and 
Akilli (2014) used permeable cylinders having various 

porosities and diameters to control the flow downstream 
of a solid cylinder. They indicated that the outer 
permeable cylinder decreased the wake instabilities and 
vortex shedding downstream of the cylinder 
arrangement depending on the porosity and the diameter 
ratio in deep water. 

The main aim of this study is to investigate the flow 
structure downstream of the permeable cylinders having 
different porosities in deep water. In order to use 

permeable cylinders instead of solid cylinders, the 
vortex shedding in the wake region of only permeable 
cylinder was investigated inclusively. The experiments 
were conducted using permeable cylinders having four 
different porosities β with the diameter of cylinder 
D=37.5 mm. 

 

2. EXPERIMENTAL SETUP 
 
Experiments were carried out in a circulating 

rectangular open channel located at Fluid mechanics 
laboratory of mechanical engineering department of 
Çukurova University. The test section has a length of 
8000 mm, a width of 1000 mm and a height of 750 mm. 
The PIV technique was applied to calculate the 
instantaneous and time-averaged velocity vector fields 
downstream of permeable cylinders. The free stream 
velocity, U was fixed at 156 mm/s as the Reynolds 

number was about 6250 depending on the diameter of 
permeable cylinder. The side view of experimental 
system is presented in Figure 1. Four different porosity 
values (β= 0.4, 0.5, 0.6, and 0.7) were selected to 
pointed out the effect of permeable cylinder having 
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different porosity on the flow structure. Meanwhile, 
porosity is defined as the ratio of gap area on the body to 

the whole body surface area.  All permeable cylinders 
are made of a chrome-nickel wire mesh. During the 
experiments, the total depth of the water in the channel 
was adjusted 560 mm while the water height was 
maintained at 340 mm which corresponded to the 
distance from free surface to the base of the platform. 
The measurement of flow field was made at the mid-
depth (hL) of water above the platform. The permeable 

cylinder was placed to the location which was 1750 mm 
far away from the leading edge of the platform to assure 
the fully-developed boundary layer. The geometric 
blockage ratio was 4.5 %. 
       The experimental measurements were performed by 
using a PIV system. The PIV system is consisting of a 
pair of doubled-pulsed Nd:YAG laser, a CCD camera, a 
synchronizer and a grabber. A pair of double-pulsed 

Nd:YAG laser light sheet lightened the flow. The 
thickness of laser sheet was about 2 mm and the laser 
sheet was parallel to the surface of the platform during 
all experiments. As seeding particles, silver-coated 
hollow glass spheres with a mean diameter of 12 µm and 
a density of 1100 kg/m3 were chosen which were 
assumed to follow the flow dynamics accurately. In 
addition, the non-dimensional Stokes number was 

calculated as 1.83x10-4 (Raffel et al., 1998) for these 
particles.  During the experiments, the images were 
recorded using a 8-bit charged-coupled device (CCD) 
camera with a resolution of 1600x1200 pixels, equipped 
with a Nixon AF micro 60 f/2.8D lens and furthermore, 
the camera and laser pulses were synchronized by a 
synchronizer. 
 

 
Fig. 1. Side view of experimental system 
 

Quantative flow images were processed by Flow 
Manager Software. The cross-correlation method based 
on the Fast-Fourier-Transform (FFT) was used to 
calculate particle displacement. The interrogation area 

was selected as a grid size of 32x32 pixels overlapping 
by 50 %, which resulted in a set of 3844 vectors (62x62) 
for the flow field. In each experiment, 350 instantaneous 
images were captured and stored to calculate averaged-
velocity vectors and other statistical properties of the 
flow field. During the experiments, two views one after 
the other were taken and every field of view was taken 
as 200x200 mm2. The total uncertainty in velocity 

relative to depth-averaged velocity was estimated to be 
about 2 % for this arrangement. 

 

 

 

3. RESULTS AND DISCUSSION 

 
Fig. 2 displayed the Reynolds shear stress contours 

of permeable cylinders having the diameters of D=37.5 
mm. To illustrate the effect of porosity, the Reynolds 

shear stress contours of bare cylinder and permeable 
cylinders having four different porosity values (β = 0.4, 
0.5, 0.6 and 0.7) are shown in this figure. At this figure, 
the minimum and incremental values of < u’v’ > were 
taken as 0.0015 and 0.0015, respectively. The solid lines 
demonstrate positive (counter-clockwise) contours of 
Reynolds shear stress while the dashed lines 
demonstrate the negative (clockwise) contours. The 

normalized Reynolds shear stress contours determine 
significant information about the fluctuations in the 
wake region. It is clearly understood that the peak 
magnitude of Reynolds shear stress of the bare cylinder 
is about 0.048 and both large-scale clusters caused by 
the unsteady vortex shedding and small-scale clusters 
due to the small-magnitudes of the oscillations in the 
near wake of the cylinder are seen downstream of the 

bare cylinder. For the porosities of β = 0.4, 0.5, 0.6 and 
0.7, in contrast to the bare cylinder case, there is no a 
distinct concentration in the Reynolds shear stress 
contours. The peak values o 

f < u’v’ > are several times smaller than that of the 
bare cylinder case. As the porosity values increase, the 
concentration of Reynolds shear stress decreases 
significantly and the location of peak concentration of 
Reynolds shear stress moves further away from the base 

of the cylinder as a result of the increase in the open area 
on the surface of the permeable cylinder. For the 
porosities of β = 0.4, the peak magnitude of Reynolds 
shear stress is determined to be 0.0209. With increasing 
the porosity values from 0.6 to 0.7, the concentration of 
Reynolds shear stress significantly weakens at the 
centerline of the permeable cylinder. This decrease in 
the Reynolds shear stress may be directly related to the 

drag force reduction at the flow region as obtained by 
Fujisawa and Takeda (2003).  
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Fig. 2. Contours of Reynolds shear stress for the 
diameter of 37.5 mm 

 
The time-averaged streamline topologies for various 

porosities at the cylinder diameters of D=37.5 mm are 
illustrated in Fig. 3. For bare cylinder case, two focus 
points (F1, F2) emerge in the close region of cylinder 
and a saddle point S occurs at the location which is 

considered at the end of vortex formation. Two-well 
defined foci, F1, F2 are nearly symmetrical with regard 
to the centerline and the shear layers occur in the first 
field of view. When all permeable cylinder cases are 
examined, the streamline topologies represent that 
neither foci nor saddle point appear downstream of the 
cylinder due to reduction in transverse velocity in the 
wake region. The streamlines lengthen in the streamwise 

direction without any circulation. Due to the non-
appearance of the focal flow structure downstream of the 

permeable cylinder, the wake region length cannot be 
designated. 

 

 
 
Fig. 3. Patterns of time-averaged streamline topologies 
for permeable cylinder having the diameter of 37.5 mm 
 

The relationship between the peak value of turbulent 

kinetic energy and the porosity for the permeable 
cylinder and the peak value of turbulent kinetic energy 
of bare cylinder are indicated in Fig. 4 to reveal the 
effect of the porosity on the flow characteristics. The 
peak value of TKE of bare cylinder is greater than those 
of all permeable cylinders as a sign of large scale 
vortices which transfer momentum from the free-stream 
flow into the wake region. For permeable cylinders, the 
peak value of TKE decreases progressively with 

increasing of the porosity. For the porosity of β = 0.7, 
the peak value of TKE decreases to 0.019 several times 
smaller than that of the bare cylinder. This is an 
expected result since the open area on the surface of the 
permeable cylinder enlarges with the enhancement of 
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the porosity value. This implies that the permeable 
cylinders having the porosity higher than 0.6 do not pose 

an obstacle for the flow. This outcome is in accord with 
the results of Reynolds shear stress and the time-
averaged streamline topologies. 

 

 
 

Fig. 4. The variation of peak value of TKE as a function 
of porosity for the permeable cylinder and peak value of 
TKE for bare cylinder 
 

Fig. 5 presents contours of the time-averaged 
streamwise velocity <u>/U for the bare cylinder case 
and the permeable cylinder cases. The dashed lines 
present negative values of <u>/U, whereas the solid 

lines indicate positive values. The minimum and 
incremental values of the streamwise velocity contours 
were selected as ± 5 and 5, respectively. The substantial 
region of reverse flow is seen at the downstream of the 
bare cylinder as a consequence of the momentum 
transfer from the free-stream region into the wake region. 
The peak value of negative streamwise velocity is nearly 
0,160. When the effects of permeable cylinders are 

examined, it is observed that the reverse flow does not 
form in the fields of view for all porosity values and the 
minimum value of streamwise velocity component 
increases and the location of the minimum value of 
streamwise velocity moves further downstream of the 
permeable cylinder with increasing the porosity.  

The spectra of streamwise velocity fluctuations 
depicted in Fig. 6 (A) are evaluated at a certain location 

(A) which is 1D far away from the base of the cylinder 
for the bare cylinder and permeable cylinders having 
four different porosity values. For the bare cylinder case, 
natural frequency of vortex shedding is found to be 
f=0.73 Hz as a sign of occurrence of vortical structure in 
the wake region of the bare cylinder. For permeable 
cylinder cases, any clear and distinct peak of frequency 
cannot be observed. This denotes that the vortex 

shedding in the wake region is prevented. This result 
justifies the other evidences obtained from other figures 
in this study. 

 

 
Fig. 5. Contour patterns of time-averaged streamwise 
velocity <u>/U for bare cylinder and the permeable 
cylinders having four different porosity values. 

 

 
 
Fig.6. Spectral analysis of bare cylinder and permeable 
cylinders having the diameter of D=37.5 mm 
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4. CONCLUSION 

 
In present study, the influence of permeable cylinder 

on the wake flow is experimentally investigated by the 
PIV technique in deep water.  Four different porosity 

values for the permeable cylinders having D=37.5mm 
were used to find out the effects of permeable cylinder. 
During the experiments, the Reynolds number was about 
6250 depending on the diameter of permeable cylinder. 
In order to explain the effect of the permeable cylinder, 
the time-averaged streamwise velocity, the time 
averaged patterns of streamlines and Reynolds shear 
stress contours are illustrated at this study. A result taken 

into consideration is that the occurrence of large-scale 
vortical structures is suppressed by permeable cylinders. 
The peak values of TKE and Reynolds shear stress 
decrease gradually with increasing of the porosity. When 
the results are evaluated in terms of the frequency of 
vortex shedding, any clear and distinct peak of 
frequency cannot be obtained at the downstream of the 
permeable cylinders as the natural frequency of vortex 

shedding is found to be f=0.73 for the bare cylinder case. 
The flow structures at the wake region of permeable 
cylinders having porosity values β≥0.6 are like a flow 
without an obstacle in the flow field. This means that 
occurrence of vortex shedding and energy transfer from 
the free stream region into the wake region are 
considerably prevented.  Thus, the permeable cylinders 
having the porosities β≥0.6 would be used instead of the 
solid cylinders at the many engineering applications. 
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ABSTRACT 

A novel approach, called modular approach, is presented in this paper making possible the closed-form solutions of the 
planar path-generating multi-link mechanisms with lower pairs. In this approach, the mechanism is viewed as a suitable 
combination of some simpler components called "modules". The design of the modules is realized by applying the so-
called Precision-Point, Subdomain and Galerkin methods. The approach is illustrated on 4-bar, slider-crank, double-slider, 
5-bar and 6-link mechanisms. Numerical results prove the effectiveness of the approach. 
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1. INTRODUCTION 
 
Analytical methods for synthesizing mechanisms can 

be classified mainly into two categories. One of them is 
the numerical iterative approach and the other is the 
closed form solution approach. Out of a desire to use high 
speed computing abilities of the computers, the tendency 
towards utilizing numerical iterative approach has usually 
been strong. For instance, Roth and Freudenstein (Roth et 
al. 1963) have applied the so called Newton Raphson 
method to solve the synthesis of geared five bar 

mechanism to pass through nine path points. Kramer and 
Sandor (Kramer et al. 1975) have referred to direct search 
techniques for minimizing a penalty function against 
violation of what they call "accuracy neighborhoods" 
around selected path points. A similar approach has been 
shown by Bakthavachalam and Kimbrell 
(Bakthavachalam et al. 1975) in path generation 
involving clearances and manufacturing tolerances. 
There are well-known limitations of the numerical 

iterative approaches.  First of all, these methods are 
crippled by serious convergence difficulties. No 
assurance regarding the convergence of an arbitrary 
starting design to a final one exists. Thus, they highly 
depend upon the suitable selection of an initial solution. 
Although they require a large computation time, they 
finally provide one single solution. On the other hand, the 
closed form solution does not possess the aforementioned 

undesirable features associated with the numerical 
iterative techniques. However, one important drawback 
of the closed form solution is the fact that the number of 
parameters, which can be taken into account in the 
synthesis procedure, is generally very limited. This 
indicates that most mechanisms, especially those which 
are of multi-link structure, display a situation where 
closed-form approach is not directly applicable due to the 

abundant number of parameters. Nevertheless, if multi-
link mechanisms can be decomposed into simpler 
components whereby closed form solution is possible, 
then the whole mechanism can be synthesized by bringing 
together in a suitable manner the design of simpler 
structural units called modules. This is the underlying 
idea behind this work. From this angle, the mechanisms 
are viewed as an appropriate combination of "modules". 

Thus, this approach is conveniently termed as a "modular 
approach".  

This paper presents the application of this approach 

on the design of path generating planar mechanisms with 
lower pairs. Illustrations of the approach have been 

shown on four bars, slider crank, double slider, 5-bar and 
six link mechanisms. The applications have been put in 
the form of computer programs. The numerical results 
indicate that the approach is an effective and efficient one. 

 

2. MODULES  
 
Planar mechanisms with lower pairs can be thought 

of as being made up of simpler components, referred to 

as "modules" hereafter in this paper, whose motion 
relationships exhibit compact forms for handling the 
design equations within the framework of the closed form 
solution. Modules which compose most planar 
constrained mechanisms can be considered as three basic 
types; namely, a dyad, a crank rocker, and a slider. Dyad 
and crank rocker have the similar property involving two 
links connected by only revolute pairs in the plane. They 
basically differ from one another in that dyad can perform 

only partial rotation whereas a crank rocker module 
involves a full revolution. Thus, where a crank drive is 
needed, this module is supplemented to another 
assemblage of links supposed to generate a given path.  
Slider module consists of a prismatic pair connected to a 
link through a revolute pair.  Now formulation and 
solution of the design equations governing each module 
have been developed as follows: 

 

2.1. Dyad Module 
 
Dyad, as shown in Fig.1, is a two-member assembly 

with two degrees of freedom. Its end point C is supposed 

to move on the given path y=f(x), x0xxn.. From the 
geometry of Fig.1, The following is written for the 
coordinate of point C within the reference frame xoy: 

 
   CosCos 4517 d+x+xx =    (1) 

y = x + x + d8 1 45Sin Sin     (2) 

 

By eliminating angle  from equations (1) and (2), the 

displacement function (G) governing the motion in the 
dyad is obtained as follows: 

 

 

 
Fig. 1. Dyad Module 
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087451 =+− tSinxx-y+xx-x2y-x2x-y+x=y)x,,,x,x,d,xG(           (3) 
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11 dxxxt −++=                  (4) 

 

where )(0 xh+=  and '=h(x) represents the well-defined the motion of the arm QA against the independent variable 

x.  As can be seen from equation (3), the number of available system parameters is five. Therefore, the number of design 
equations that can be written is limited by five. 
 
The problem of formulating the design can be approached from three different points of view. In one of them, the 
displacement function is set equal to zero at a number of collocation points called precision or accuracy points.  This 
approach referred to in the literature as Collocation, Precision or Accuracy point approach (F 1955; SH 1956; Kao et al. 
2006), yields the following: 

 

G(x ,d ,x ,x , ,x , y ) = 0   i = 1,2,3,4,5
0 i i1 45 7 8  ;              (5) 

 
where (xi,yi) defines the coordinates of the precision points. 
Another point of view in formulating the design is to make the average of the displacement equation (G) zero over selected 
subintervals of the function interval (x0,xn).  The number of subintervals will be equal to the number of available system 
parameters. This constitutes the so called Subdomain method (F 1955; SH 1956; Hartenberg et al. 1964; Akcali et al. 1979; 
Akcali 1983; Akcali 1987; Akcali et al. 1989), which, in the case under consideration, leads to the following equation set:  

i -1

i

x

x

0 i i
G(x ,d ,x ,x , ,x , y )dx = i = 1,2,3,4,5 1 45 7 8 0               (6) 

where (xi-1,xi) are subintervals belonging to the interval (x0,xn). 
The design of the dyad to generate the given path can also be formulated by making the displacement equation orthogonal to 
a set of weighting functions Wi(x) defined on the same interval (x0,xn) as the given path y(x). The number of weighting 
functions will be equal to that of the parameters, thus leading to the following design equations; in accordance with the so-
called Galerkin method (SH 1956; Akcali 1987): 

 

G x d x x x y W dx ii

x

xn

( , , , , , , ) ; , , , ,1 45 7 8 0 0 1 2 3 4 5

0

 = =               (7) 

Now all the design equations resulting from Precision point, Subdomain and Galerkin methods can be represented by the 

following set: 
 

1,2,3,4,5=i   0=tF+xD-xC-xB-A iiiii ;1187
                                                                                  (8) 

where: 
  D = V Cos +V Sin - D x Cos + D x Sin - D x Sin - D x Cos  i = 1,2,3,4,5i ci si ci si ci si0 0 7 0 7 0 8 0 8 0

      ;          (9) 

 
The coefficients Ai,Bi,Ci,Fi,Vci,Vsi,Dci,Dsi are calculated according to each method as follows:  
In Precision-Point approach: 
 

5,4,3,2,1
222

);2122

=
==−

====
i

;SinD ;CosD );Cosy+Sinx(=V

Siny+Cos(xV ;=F ;2yC ;2xB ;y+xA

siciiisi
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           (10) 

 
In Subdomain method: 

A x y dx;  B xdx;  C ydx;  F dx;  V xCos + y )dx;  

V x y )dx;  D dx;  D dx;  i = 1,2,3,4,5

i
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In Galerkin methods: 
 

1,2,3,4,5=i dx;W2=D dx;W2=D dx;W)y+(-x2V

 dx;Wy+xVdxWF dx;Wy2C dx; Wx2B dx;Wy+xA
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In order to solve equation set (8), first t1 and x1 and then 0 are eliminated, thus reducing the set to the following form: 
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where (Ejk ,j=1,..,15,k=1,2) are constants. The solution of (13) is realized for all possible sets of (x7,x8) by first eliminating the 
term x7

4 from the set and drawing x7 from the resultant equation to be substituted back into one of the equations. Based on the 

solutions of (13) for x7,x8 , it is now a simple matter to solve for the rest of the unknowns, namely, 0 , x1 and d45. 
 

The resulting dyad designs can be analyzed first by solving  from eq’n (1) for a given value of xth , then substituting it in eq’n 
(2) to determine yac with the purpose of computing structural error e=y(xth)-yac .  
 

2.2. Slider Module 
 
One of the lower pairs to be found in planar mechanisms is the sliding or prismatic pair. Thus, in order to accomplish the 
designs of planar mechanisms involving prismatic pairs, development of the design scheme of a new type of module, referred 
to as the slider module here, is needed. 

 
Fig. 2. Slider Module 

 
The problem to be formulated here is to find the suitable dimensions of the slider module shown in Fig.2 such that a point (C) 

on the floating link BC trace the given curve y=f(x) x0xxn as close as possible, while the sliding link moves along a line 
between points characterized by s0 and sn  
Writing out the x and y co-ordinate of the floating-point C of the module in terms of the variables and parameters shown in 

Fig.2 and then eliminating the angle  from the two equations will yield the displacement function (H) of the slider module:  
 

0Ps2s2yC-2xSs+s2yS2xCxsyxyx,,x,d,s,H =++++−++= 003

222

3450 )osin)(()inos()(          (14) 

where: 

 
2

45

2

0

2

3 dsxP  −+=                                          (15) 

 
Here, it is assumed the motion (s'=s-s0) of the slider is defined in the form of specified g(x) functional relationship against x. 

An examination of Fig.2 as well as of equation (14) will explain that there are four unknown parameters, namely, (,s0,d45,x3) 
and thus treatment of the displacement function according to the requirements of the Precision-Point, Subdomain and Galerkin 

methods will yield four design equations in the following form: 
 

1,2,3,4=i  0=)k-k)(k+(s+)k+k(x-Pk+s2k+k cibieicibidieiai ;CosSinSinCos 030   (16) 

 
where coefficients in equations (16) are defined according to each method as follows: 

In Precision-Point method: 
 

1,2,3,4=i  s=k  1;=k  ;y2=k  ;x2=k  ;s+y+x=k ieidiiciibi
2
i

2

i

2
iai ;                 (17) 

 
In Subdomain method: 

1,2,3,4=i  dxs=k  dx;=k  ydx;2=k  xdx;2=k  )dx;s+y+x(=k

x

x
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In Galerkin method: 
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For the solution of the set (16), first P then x3 and s0 are eliminated leaving the final equation in one single unknown (): 
 

0=l+l
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SinCos

CosSinSinCosSinCosSinCosSinCos1                (20) 

 

After solving the equation (20) for  between 0 and 2, it is not difficult to determine the other unknowns (s0,d45,x3) from 
equation set (16), thus completing the design of the slider module. 

The motion analysis of the resulting module design can be performed first by computing the floating link angle () from the 
abscissa (x=xth) expression to be inserted into the ordinate (yac) expression for the evaluation of structural error, e=y(xth)-yac. 
 

2.3. Crank-rocker Module 
 

In the resulting path-generating mechanisms, usually the coupler point is required to trace only a portion of a closed curve very 
nearly and there is no guarantee that a member of the resulting mechanism will make a full revolution, a necessary condition 
for bringing the whole assembly in motion by means of a rotary actuator. In that case, there arises the need to add the crank-
rocker module to the path-generating assembly in order to operate the system. Frictionless engine, grass-cutter and oil pump 
drivers, (Dittrich et al. 1978) can be cited as well-known examples in this regard. 

 
Fig. 3. Crank-rocker module 

 
Crank-rocker module is, in fact, a dyad, Fig.3, with the difference that the crank MA rotates 360° degrees while the endpoint 
(B) of the floating link BA is constrained to move on a circular path with center at Q and radius BQ. In designing the crank-
rocker module, it is a fundamental condition that the assembly assumes the limiting configurations shown in Fig.3. Sine Law 

is written for triangles MB1Q and MB2Q in Fig.3. Then supposing that rocker swing angle (), time ratio (tR) or angle 

between dead-centers () and initial crank angle () are specified, the following relations are deduced to determine the relative 
dimensions (p,q,r,u) of the  crank-rocker module: 
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Depending on the design situation, several specifications from among the parameters defined on Fig.3, namely, 

(p,q,r,u,,,,), equation set (21) may be rearranged with respect to the given situation. Thus, in this way module design can 
be adapted to the designer's needs and conditions.  
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3. CIRCLE AND LINE POINTS OF A GENERAL COUPLER PLANE 
 
In order to transform modules into mechanisms those points of the coupler plane which lie on a circle and those on a line 

should be searched, consistent with the modules developed previously. Firstly, the case of circle-points will be handled. 
Referring to Fig.4, point D of the plane is required to follow a circular path as point C of the same plane traces the given path 

y=f(x) x0 xxn. The co-ordinates (x,y) of the  point is written parametrically relative to A in terms of in the same variable (t) 
xoy-system of Fig.4:  
 

 
Fig. 4. General coupler motion 

 

x Z t k x k x= + −1 1 4 2 5( )                       (22) 

y Z t k x k x= + +2 2 4 1 5( )                       (23) 

k Cos t k Sin t1 2= = ( ) ; ( )                                                                     (24) 

                    
For D to be on the circle, the following should be satisfied: 
 

( ) ( )x x y y Rm m− + − =2 2 2                     (25) 

 
Substituting (22), (23) in (25) and arranging yields the displacement function F as follows:  
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where  2222
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2
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Applying Precision-Point, Subdomain and Galerkin methods on function F, the following equation set will result:  
 

1,2,3,4,5=i  0=ZyZxZxZxZxyZxyZxxZxxZPU gimfimeidicimaimbimbimaii ;5454541 ++−−+−−+−                               (27) 

 
The coefficients in the set (27) are defined according to each method as follows: 

In Precision-Point method: 
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In Subdomain method: 
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In Galerkin method: 
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After eliminating parameters P1, xm and ym in (27), equations containing only unknowns x4 and x5 are obtained: 
 

1,2=i  0=)A+xB+xC+x(D+)xE+xF+x(G+)xH+x(K+xL mimimimimimimimimimi ;5

2

5

3

545

2

5

2

45

3

4
                                   (31) 

 
Coefficients Lmi,Kmi,Hmi,Gmi,Fmi,Emi,Dmi,Cmi,Bmi and Ami (i=1,2) are all computable constants. In solving (31) the cubic terms 
of x4 are eliminated and the resulting single quadratic equation can be used to express x4 as a function of x5, which is then 
substituted in one of (31) to yield all possible solutions. 

In the case of line points of the coupler plane, point D in Fig.4 is to satisfy the equation of a line in the form:  
 

y mx n= +                       (32) 

 
In (32) (m) is the slope and n is the intercept of the line. Then the following displacement function Q involving the system 
parameters (x4,x5,m,n) will result as such: 

 

0=n-Z+mZ-mxk+mxk-xk+xk=t)n,m,,x,Q(x 215241514254
                (33) 

 
If the function Q is evaluated under the criteria of Precision-Point, Subdomain and Galerkin methods, then the following 

equation set is found: 
 

1,2,3,4=i  0=h+nh-mh-xmh+mxh-xh+xh eidiciaibibiai ;5454
                                (34) 

 
The coefficients in (34) are calculated according to each method in question as follows:  
 In Precision-point method: 
 

4,3,2,12112 =i;Z=h; 1=h; Z=h; k=h; k=h ieidiiciibiiai
                                  (35) 

 
In Subdomain method: 

4,3,2,12112 = idt;Z=h; dth; dtZh; dtkh; dtk=h
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In Galerkin method: 

4,3,2,12112 = idt;WZh; dtW=h; dtWZ=h; dtWk=h; dtWk=h i
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(34) can be reduced to a single equation in the unknown (m):  

0=S+mS+mS+mS+mS AAAAA 12

2

3

3

4

4

5
                    (38) 

 
SA1 to SA5 are simply constants. After determining m from (38) all possible solution of the unknown set (x4,x5,m,n) is easily 
drawn from (34). 

 

3.1. Application to Coupler Plane of Modules 
 

Now the theory developed for a general coupler plane motion will be applied to modules. In doing so, it is sufficient to specify 

the co-ordinates Z1,Z2 and angle  as a function of some variable t. First the dyad module will be considered. Referring to 
Fig.5, Z1,Z2 co-ordinates which will be substituted in equation sets (27) and (34) will be represented in terms of the input angle 

, as follows:  
 

Cos171  x + x = Z                       

(39) 

Sin182  x + x = Z                       (40) 



Turkish Journal of Engineering (TUJE) 

Vol. 2, Issue 2, pp. 60-72, May 2018 

 

 

67 

 

 
Fig. 5. Coupler motion of dyad module 

 

Additionally, coupler angle  will be determined as a function of  from relations (1),(2) after realizing the inverse 

transformation xth=h-1(-0). Knowing , k1 and k2 can be calculated from relation (24). Thus circle points of the dyad coupler 
are now found out by evaluating equation set (27) to lead to the values of the unknown parameters (x4,x5,R,xm,ym). Similarly, 
(x4, x5, m, n) parameters are obtained by solving equation set (34) for the line points of the dyad coupler. 

In the case of slider module, Fig.6, Z1, Z2 co-ordinate functions are expressed as a function of the linear variable s, 
as given below:  

 

 SinCos31   s- x = Z                      (41) 

 CosSin32   s+ x = Z                      (42) 

 

Coupler angle  is computed together with the inverse transformation xth=g-1(s-s0). Then the rest of the procedure is identical 
with that of the dyad module, thus defining the circle and line points of the slider coupler.  

 
Fig. 6. Coupler motion of slider module 

 

4. CONSTRUCTION OF MECHANISMS VIA MODULAR APPROACH 
 

Four-bar and slider-crank mechanisms which are constructed using modular approach are shown in Fig 7(a),(b). In designing 

the 4-bar, first, the dyad module to generate the curve y=f(x)  x0xxn at point C is synthesized as explained earlier,  indicating 

that (x7,x8,x1,0,d45) are found out.  
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Fig. 7. Module coupler points 

 
Then, circle points of the dyad coupler are determined, which are characterized by the parameter set (x4,x5,xm,ym,R), Fig.7(a). 
Now the circle point D is joined physically by the center point M, the relative location of which is defined by x6 and x9, by a 
link of length x3=R, completing the construction of the four-bar QADM generating the given path at point C, where the 
connecting link length (x2) is defined by AD=(x4

2+x5
2 )1/2. In order to estimate the quality of the designed 4-bar, the structural 

error (e) has to be calculated.  To that end, the coupler angle () in the resulting 4-bar is computed in accordance with the 
following relation: 
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                                                                  (43) 

where 
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                 (44) 

Of the same dyad module (QAC) utilized in 4-bar design, line points (D) are determined to signify the estimation of the 

parameter set (x4,x5,m,n), Fig. 7(b). A slider is inserted at point D, which is then joined to point A of the dyad module, thus 
forming the slider-crank mechanism (QAD), Fig.7(b). For the structural error (e) analysis in the resulting slider-crank 

mechanism, connecting link angle () is to be found by the following relation: 
 














=

ss

ssss1-

N+L

N-L+MM
2

222

tan



                                     (45) 

 
where      
 

)+(x-x=N ; x= M; x=L sss  SinSinCosCosSinCos 1322
                                   (46) 

Now the modular approach will be applied to design a path-generating double-slider.      First, a slider-module is synthesized 

by means of the parameter set (,s0,d45,x3) to trace a given path at point C, Fig. 8. Then line points of the slider coupler are 
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searched to conclude on the values of the parameter set (x4, x5,m,n). Now placing sliders at points D and B, and joining them 
together physically to obtain a length of x2=(x4

2+x5
2 )1/2  will produce the double slider with determinate movement directions, 

to generate the given path. In the structural error analysis of the resulting mechanism, the angular position of the connecting 
link will be needed, which is simply as follows:   

 















dd

dddd1-

N+L

N-L+MM
2=

222

tan



                  (47) 
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Fig. 8. Line points of the slider module 

 

 
Fig. 9. Construction of a Six Bar Mechanism 
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Fig. 10. Applications of the modular approach 
 

The modular approach will be illustrated further on a 
six-bar mechanism, taking into account the four-bar and the 
crank-rocker module. To this end, the four-bar shown in 
Fig.9, characterized by the parameter set 

(x7,x8,0,x2,x3,x6,x9,x4',x5') is synthesized through the 
modular approach as described earlier, in the first place. 

Later the circle points of the coupler plane of the designed 
four-bar QABM generating the given path at point C, are 
searched. This establishes the values of the parameter set 
(x4,x5,xm,ym,R) associated with the circle point D, the 
center of which is located at point K, Fig.9. In this way, the 
length of the circular arc becomes known hence the angle 

() from the center K. Now using the outcome concerning 

the rocker swing angle () and rocker length (u) being 
equal to the radius of the circle (R), and also assuming one 

other criterion such as time ratio (tR) ar angle () or initial 

crank angle (), crank-rocker module is designed, based on 
the equation set (21). It should be pointed out that K is an 
imaginary joint and DK is an imaginary link whereas D,F 
and N signify physically existent revolute joints, and 

DF,FN physical links. This concludes the design of the 
whole six-bar mechanism QADBFN, in Fig. 9, such that 
the given path is generated as the crank FN drives the 
system through 360° rotations. 

The modular approach explained in detail on specific 
examples can be easily applied to many other lower-paired 
mechanisms, some of which are shown in Fig.10. For 
instance, in Fig.10 (a), the line points of the four-bar 
coupler plane can be evaluated by inserting a linear slider, 

forming a five-bar to generate the specified path. Similarly, 
this technique can be utilized in designing the six-link 
mechanism seen on Fig.10 (b), which is constructed from 
circle-points of the slider-crank coupler plane together with 
a crank-rocker module. An extension of the line-points of 
the slider-crank coupler plane covers the five-link 

mechanism, whereby a linear slider is attached, Fig.10 (c). 
One final example may be given for the case, where 
circle-points of the double-slider can be assessed as a joint 
for combining it with a crank-rocker module, thus leading 
to a 6-bar mechanism which can be driven by a rotary 

power source, Fig.10(d).  

 

5. Numerical Results and Discussion 
 

The modular approach developed here has been put in 
the form of program packages on the personal computer for 
numerical applications. Wherever numerical integration is 
needed, for instance in Subdomain and Galerkin methods, 
the so-called Simpson's rule is used. To test the approach, 
the following specific examples have been taken as a basis 
for assessment. Although all possible solutions in each 

example have been obtained, only one typical solution is 
included here. 
 
Example 1: A dyad module is to be designed to generate 

the path y=x 0x1 for a 90 degree clockwise crank 
rotation. Some numerical results, with reference to the 
previous notation, are given according to each method as 
follows:  
 
In Precision-point method: Precision 

points(x(i),i=1,..,5)=0.00,0.20,0.70,0.80,1.00;   
Solution:  x1=0.4645; x7=3.0064; x8=-

2.0064;d45=4.0091;0= 0.0000; emax=0.000005; 
In Subdomain method: 
Subdomains(x(i),i=1,..,6)=0.00,0.01,0.40,0.60,0.99,1.00;  
Solution:  x1=0.4636; x7=3.0089; x8=-2.0089; 

d45=4.01180;0= 0.00;emax=0.000005; 
In Galerkin method: Weighting function(Wi,i=1,5)=

5x+20x-1,16x+8x-1,8x-x1,-xx, 3524322  
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Solution:  x1=0.4642; x7=3.0074; x8=-

2.0074;d45=4.0101;0= 0.00;emax=0.000004; 
 

Example 2: A slider module is to be synthesized for 

generating the path y=x 0x1 within one unit of slider  
displacement. The resulting solutions and the 
corresponding data are as follows:  
In Precision-point method: Precision 
points(x(i),i=1,..,4)=0.00,0.50,0.80,1.00; 

Solution: d45=0.8073; x3=-0.1105; =-

22.92;s0=0.7997;emax=0.003813; 
In Subdomain method: 
Subdomains(x(i),i=1,..,5)=0,0.20,0.5,0.80,1.00; 

Solution: d45=0.6890; x3=-0.1888; =-

27.45;s0=0.6647;emax=0.003626; 
In Galerkin method : Weighting function(Wi,i=1,4) 

1+8x-x,8x-x1,-xx, 2432 342   

Solution: d45=0.7108; x3=-0.1678; =-

26.38;s0=0.6931;emax=0.002515; 
 
Example 3: A four-bar design is to be obtained such that 

the coupler point trace the path y=x 0x1 within 90 
degrees clockwise crank rotation. In the solution, the circle 
points of the dyad coupler of Example 1 are referred to, thus 
leading to the numerical results given below in accordance 
with each method. 
In Precision-point method: Precision 

points(p(i),i=1,..,5)=0.00°,-0.10°,-0.20°,-0.30°,-90.00°   
Solution: 
x1=0.4642;x2=3.0468;x3=2.8626;x4=2.0164;x5=3.4662;x6

=-0.7778;x7=3.0074; 

x8=-2.0074;x9=0.6015;0=0.00;emax=0.0002682; 

In Subdomain method: Subdomains (s(i),i=1,..,6)=0.00°,-
0.10°,-0.20°,-0.30°,-89.00°,-90.00°; 

Solution: 
x1=0.4642;x2=4.9697;x3=4.8188;x4=1.1231;x5=3.8496;x6

=-0.6695;x7=3.0074;         

x8=-2.0074;x9=0.4636;0=0.00;emax=0.000268; 
In Galerkin method: Weighting function(Wi,i=1,5)      

1, , , ,sin cos sin cos   2 2   

Solution: 
x1=0.4642;x2=1.4668;x3=0.6528;x4=3.5875;x5=1.7919;x6

=-0.6340;x7=3.0074;         

x8=-2.0074;x9=0.6341;0=0.00;emax=0.000863; 
 
Example 4: A slider-crank is required to generate the path 

y=x 0x1 for a 90 degree clockwise input rotation. In 
solving this problem, the line points of the dyad coupler of   
Example 1 are searched, producing the following results by 
each method. 
In Precision-point method: Precision 

points(p(i),i=1,..,4)=0°,-50°,-65°,-90°;  
Solution:  

x1=0.4642;x2=1.7442;x3=1.1094;x4=3.4259;x5=-
2.0843;x7=3.0074; 

x8=-2.0074;=-148.48;0=0;emax=0.010061; 
 

In Subdomain method:  Subdomains (s(i),i=1,..,5)= 0°,-
10°,-55°,-75°,-90°;  
Solution:  
x1=0.4642;x2=1.8768;x3=1.2711;x4=3.3144;x5=-
2.2573;x7=3.0074; 

x8=-2.0074;=-148.56;0=0;emax=0.009973; 

In Galerkin method: Weighting function(Wi,i=1,4)      

e ,    ,sin cos cos ,sin   

Solution:  
x1=0.4642;x2=2.7238;x3=2.2345;x4=3.4925;x5=-
1.9707;x7=3.0074; 

x8=-2.0074;=-173.45;0=0;emax=0.0074223; 
 
Example 5: A double-slider is sought for the generation of 

the path y=x 0x1  for a unit input  displacement. The line 
points of the slider module of Example 2 will be the answer 
of this problem, in the following form: 
In Precision-point method: Precision points   

(xp(i),i=1,..,4)=0,0.01,0.011,1; 
Solution:  x2=1.3435; x4=-0.3300; x5=0.66243; x3=-

0.1679; x3
'=0.4767; =-26.38°; '=-43.61°; s0=0.6932; 

emax=0.003176; 
In Subdomain method: Subdomains 
(xs(i),i=1,..,5)=0,0.01,0.011,0.012,1; 
Solution: x2=1.4220; x4=-0.4453; x5=0.5540; x3=-0.1679; 

x3
'=0.6404; =-26.38°; '=-40.99°; s0=0.6932;  

emax=0.042500; 
In Galerkin method: Weighting function(Wi,i=1,4)=

x e ,x e x e x ex x x x− − − −− − − −2 3 4 5

, ,   

Solution: x2=0.9093; x4=-0.5209; x5=0.4837; x3=-0.1679; 

x3
'=0.3652; =-26.38°; '=177.49°; s0=0.6932; 

emax=0.015030; 
 
Example 6: A slider-crank is constructed by slider module 

that generate the path y=x 0x1  for a unit input  
displacement  .The circle points of the slider module of 
Example 2 will be the answer of this problem, in the  
following form: 

In Precision-point method: Precision points   
(xp(i),i=1,..,4)=0,0.01,0.03,0.999,1; 
Solution: x1=0.7965; x2=1.2373; x4=1.6724; x5=-0.5621; 
x3=0.5134; x7=0.1476; x8 =1.8308; 

 =-26.38°; s0=0.6932; emax=0.008103; 
In Subdomain method: Subdomains 
(xs(i),i=1,..,5)=0,0.01,0.05,0.994,0.996,1; 
Solution: x1=1.1690; x2=1.2288; x4=1.6670; x5=-0.5597; 
x3=0.2106; x7=0.5226; x8 =1.9056;  

=-26.38°;s0=0.6932; emax=0.002516; 
In Galerkin method: Weighting function(Wi,i=1,4)=

1, sin ,cos ,sin cose , x x x xx   

Solution: x1=1.3348; x2=1.2565; x4=1.6845; x5=-0.5675; 
x3=0.1128; x7=0.6505; x8 =1.9431; 

 =-26.38°; s0=0.6932; emax=0.002319; 
 
Example 7: A six-bar of Fig.9 is required to trace the given 

path y=x 0x1   as one input link drives the whole 
mechanism through a  360 degree rotation. Applying the 
modular approach, circle points of the four-bar coupler of 
Example 3 with Galerkin method are determined first, thus 
yielding the length and swing angle of rocker. Then, the 

matching crank-rocker module is designed to be 
supplemented to the four-bar with a revolute joint at the 
circle point. The process described leads to the following 
numerical results:  
In Precision-point method: Precision 

points(p(i),i=1,..,5)=0°,-20°,-45°,-85°,-90°; 
Solution: x4=2.6823; x5=1.4993;xm=-

1.6625;ym=2.0322;R=3.5657; =15.08°; =0.00°; 

=30.00°; =-67.54°; u/p=-0.5044; 
r/p=0.8660;q/p=0.0662; emax=0.001027; 
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In Subdomain method: Subdomains (s(i),i=1,..,6)=0,-
20°,-45°,-80°,-85°,-90°; 
Solution: x4=2.3670;x5=1.1354;xm=0.5972;ym=0.5024; 

R=1.3182; =30.91°; =0.00°; =30.00°; =-75.46°; 
u/p=-0.5188; r/p=0.8660;q/p=0.1383; emax=0.003378; 
In Galerkin method: Weighting function(Wi,i=1,5) 

e ,e e e e− − − − −    2 3 4 5

, , ,   

Solution: x4=2.4016; x5=1.1546 

;xm=0.4867;ym=0.6101;R:=1.4329;=29.23°; =0.00°; 

=30.00°;  =-74.61°;u/p=-0.5167; 
r/p=0.8660;q/p=0.13035; emax=0.003207; 
 
Example 8: Five-link mechanism of Fig. 10(a) is to be 

designed to generate the path y=x 0x1   with in an input 
clockwise rotation of 90°. In accordance with the modular 
approach, the solution lies in finding the line points of the 
four-bar coupler of Example 3 with Galerkin method. The 
following outcome will define the sought design:  
In Precision-point method: Precision 

points(p(i),i=1,..,4)=0°,-20°,-80°,-90°;  
Solution: x4=3.4292;x5=2.0461;m=1.2588;n=-0.1204; 
emax=-0.0022637; 

In Subdomain method: Subdomains (s(i),i=1,..,5)=0°,-
10°,-45°,-85°,-90°; 
Solution:  x4=3.5415;x5=1.8451;m=1.0597;n=-0.0524; 

emax=-0.0008472; 
In Galerkin method: Weighting function(Wi,i=1,4) 

432

,,  −−−− eee,e  

Solution:  x4=3.5081;x5=1.8999;m=1.1115;n=-0.07930; 
emax=0.0006162; 

 
Example 9: Mechanisms which have an input link driving 
the whole mechanism through a 360-degree rotation with 
circular and linear paths are widely used in practice. In this 
example, applying the modular approach, a crank-rocker 
module is designed with circle and line points on its 
coupler.  The following results are obtained: 
Selected dimensions of crank-rocker: q=0.2682; p=1; 
R=2.7902; u=2.2487; 

Four-bar mechanisms: x1=q; x2=R; x3=u; x6=p; x7=0; x8=0; 
x9=0; 

The initial angle (0 )  and the crank rotation ( ) of the 

input link are specified by designer. Here, 0=30°; =90° 
(counter clockwise) are selected. The numerical results of 
design for circle points in Galerkin method are the 
following: 
x4=-1.9750; x5=-1.5291; xm=0.5586; ym=-0.8751; 
R=1.8226; emax=0.001833; 
The numerical results of design for line points in  Galerkin 
method are the following: 

x4=2.2515; x5=-1.5646;m=-1.5602; n=4.4946;  
emax=0.035378; 
 

In view of the numerical results displayed above, it can 
be said that as the number of links and joints increases the 
degree of precision in governing the desired path improves, 
as is to be expected. This justifies also the possible cost of 
using more elements in the preferred mechanism with 

respect to very fine errors. 
 

5. CONCLUSION 
 

A novel approach, termed as a modular approach, has 
been devised to design path-generating mechanisms with 

lower pairs. The essence of the approach lies in 
constructing the multi-link mechanisms out of two-link 

assemblies, called modules, which provide closed-form 
solutions for the design equations. Thus, there is always 
solution assurance for any physically feasible problem of 
path generation.  Furthermore, there is the possibility of 
choosing the most appropriate one from among many 
possible solutions that may result from the process. 
This approach can easily be extended to other areas of 
mechanism synthesis too.  
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ABSTRACT 

This paper investigates heat transfer in a nanofluid using the Homotopy Perturbation method. Similarity transformation 
variables and a stream function are used to transform the partial differential equations governing the fluid flow into ordinary 
differential equations. He’s Homotopy perturbation method is then used to solve the resulting dimensionless equations. It 
was discovered that an increase in the fraction number, magnetic parameter or Grashof number led to a corresponding 
increase in the rate of heat transfer regardless of the nanoparticles in the fluid. These results are in agreement with those 
found in existing literature.  
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1. INTRODUCTION 
 
Nanofluids are formed when nanoparticles such as 

oxide ceramics, nitrides, graphites etc are mixed with 
base fluids like water, polymer solutions and lubricants. 
Nanofluids possess heat transfer properties that can help 
address the energy demand and emission issues of the 
present world. They can be used for industrial cooling 
purposes and this could result in great energy savings and 
significantly reduce emission. 

 These properties and their potential benefits have 

made nanofluids an important area of research. Wang et 
al. (1999) in their research into the thermal conductivity 
of nanoparticle-fluid mixture provided suggestions to 
improve the conductivity of nanofluids. Do and Jang 
(2010) analyzed the effects of thermophysical properties 
Aluminum Oxide on the heat transfer of a flat micro heat 
pipe. Uddin et al. (2012) discovered that an increase in 
Newtonian heating enhanced the heat and mass transfer 
rate of a nanofluid. The dimensionless governing 

equations were solved using the Runge-Kutta-Fehlberg 
method coupled with shooting technique.  

Hamad (2011) studied free convective flow of a 
nanofluid over a linearly stretching sheet in the presence 
of magnetic field.  Oahimire et al. (2016) extended the 
work of Hamad by incorporating a thermal radiation 
parameter into the flow equations and solved them using 
the Runge-kutta Fehlberg method together with shooting 

technique. To the best of our knowledge, HPM has not 
been applied to solve the flow equations of Oahimire et 
al. (2016).  

In this present study, HPM is applied to study the 
effects of volume fraction, magnetic field and buoyancy 
force on the rate of heat transfer of natural convection 
flow of a nanofluid over linearly stretching sheet in the 
presence of magnetic field. The Homotopy Perturbation 

method (HPM) is a technique based on the concept of the 
Homotopy from topology that was introduced by Dr. Ji-
Huan He in 1998. It is a simple but effective method for 
solving non-linear partial differential equations. The 
basic idea is illustrated below. Consider a non-linear 
differential equation 

 
[𝑨(𝒖) − 𝒇(𝒓)] = 𝟎    (1) 

 
Where f(r) is a known analytic function and A(u) is a 

nonlinear differential operator which can be separated 
into 2 parts, one linear part, L and a non-linear part, N. 
i.e.  

𝑨(𝒖) =  𝑳(𝒖) +  𝑵(𝒖)     (2) 
 

We construct a homotopy as follows 
 

𝑯(𝒖, 𝒑) = (𝟏 − 𝒑)[𝑳(𝒖𝟎) − 𝑳(𝒗𝟎)] + [𝑨(𝒖) − 𝒇(𝒓)]
= 𝟎                                              (𝟑) 

 

where  𝒑 is an embedding parameter that lies in the 

unit interval [𝟎, 𝟏]  and 𝒗𝟎  is an initial guess of the 
solution to the equation. Setting the value of our small 
parameter to 0, we have the initial guess while setting its 

value to 1 gives us the original equation. This process of 
changing p from 1 to 0 is called a deformation. 

 

𝑯(𝒖, 𝟎) = 𝑳(𝒖) − 𝑳(𝒗𝟎) = 𝟎                                   (𝟒) 
 

𝑯(𝒖, 𝟏) = 𝑨(𝒖) − 𝒇(𝒓) = 𝟎                                     (𝟓) 

According to the HPM, we assume our solution is in 
form of a series 

 

𝒖 = 𝒖𝟎 + 𝒑𝒖𝟏 + 𝒑𝟐𝒖𝟐 + ⋯ 
 

 We solve for 𝒖𝒏  iteratively and setting 𝒑 = 𝟏, we 
have 
 

𝒖 = 𝒖𝟎 + 𝒖𝟏 + 𝒖𝟐 
 

This is the approximate solution to Eq. (1). We have 
the freedom of choice for the operator L. However great 
care must be taken to choose an operator which simplifies 
the solution process as the solution depends entirely on 

the choice of the L and the initial guess 𝒗𝟎. Ayati and 
Biazar (2015) showed that in most cases, the HPM 

solution is convergent. 
 

NOMENCLATURE 

a = Constant 
g = Acceleration due to gravity 
k = Thermal Conductivity 
Pr = Prandtl Number 
T = Fluid Temperature 

Tw = Surface Temperature 
T∞ = Free Stream Temperature 
u,v = Velocity Components 
x,y = Cartesian  Coordinates 
f(x) = Dimensionless Stream Function 
Gr = Grashof Number 
qr = Heat Flux Radiation 
Bo = Magnetic Field of Constant Strength 

R = Radiation Parameter 
Ks = Rosseland Mean Absorption Coefficient 
K = Thermal Conductivity Coefficient 
GREEK SYMBOLS 

β = Thermal Expansion Coefficient 
µ = Dynamic Coefficient of Viscosity 
θ (η) = Dimensionless Temperature 
η = Similarity Variable 

ρ = Fluid Density 
ψ = Stream Function 
σ’ = Stefan-Bottzman Constant 

 

2. MATHEMATICAL FORMULATION  
 
Consider a steady, two-dimensional flow of an 

incompressible viscous nanofluid past a linearly semi-
infinite stretching sheet. Magnetic field of strength B0 is 
applied perpendicularly to the sheet. The nanofluid under 

consideration is water-based and contains Copper, Silver, 
Aluminum oxide and Titanium Dioxide. The nanofluid is 
assumed to be in thermal equilibrium. Following 
Oahimire et al. (2016), the governing equations are: 

 
𝝏𝒖′

𝝏𝒙′
+

𝝏𝒗′

𝝏𝒚′
= 𝟎                                                              (𝟔) 

 

𝝆𝒏𝒇 [𝒖′
𝝏𝒖′

𝝏𝒙′
+ 𝒗′

𝝏𝒗′

𝝏𝒚′
] =  𝝁𝒏𝒇

𝝏𝟐𝒖′

𝝏𝒚′𝟐
− 𝝈𝑩𝟎𝒖′ + 𝒈𝜷𝒕(𝑻′ −

𝑻′
∞)                                                                     (7) 

 

(𝝆𝒄𝒑)𝒏𝒇 [𝒖′
𝝏𝑻′

𝝏𝒙′
+ 𝒗′

𝝏𝑻′

𝝏𝒚′
] = 𝑲𝒏𝒇

𝝏𝟐𝑻′

𝝏𝒚′𝟐
−

𝝏𝒒𝒓

𝝏𝒚′
          (𝟖) 
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The boundary conditions of the equations are 

𝒖′ = 𝒖𝒘
′ (𝒙′) = 𝒂𝒙′, 𝒗′ = 𝟎,  𝑻′ =  𝑻𝒘

′  𝒂𝒕 𝒚′ = 𝟎 

𝒖′ → 𝟎, 𝑻′ → 𝑻∞
′ , 𝒚′ → ∞                                                 (𝟗) 

 

Where qr is the radiative heat flux, 𝑻′ is the 

temperature of the fluid, 𝒙′𝒂𝒏𝒅𝒚′are the coordinates 

along and perpendicular to the sheet while 𝒖′𝒂𝒏𝒅 𝒗′are 

the velocity components in the 𝒙′𝒂𝒏𝒅 𝒚′ directions 
respectively and a is a constant. The effective density 
(ρnf), effective dynamic viscosity (μnf), heat capacitance 

(ρCp)nf and the effective  thermal conductivity (knf) of the 
nanofluid, in that order, are given as 

 
𝝆𝒏𝒇= (𝟏−𝑨)𝝆𝒇+𝑨𝝆𝒔

 

𝝁
𝒏𝒇= 

𝝁𝒇

(𝟏−𝑨)𝟐.𝟓

 

(𝝆𝑪𝒑)𝒏𝒇= (𝟏−𝑨)(𝝆𝑪𝒑)𝒇+𝑨(𝝆𝑪𝒑)𝒔
 

𝒌
𝒏𝒇=𝒌𝒇 (

𝒌𝒔+𝟐𝒌𝒇−𝟐𝑨(𝒌𝒇−𝒌𝒔)

𝒌𝒔+𝟐𝒌𝒇+𝟐𝑨(𝒌𝒇−𝒌𝒔)
)
  

 
Where A is the solid volume fraction (A ≠ 1), μf  is 

the dynamic viscosity of the base fluid, while ρf and ρs are 
the densities of the pure fluid and the nanoparticle 
respectively. The constants kf and ks are the thermal 
conductivities of the base fluid and the nanoparticle 

respectively. Using Rosseland approximation given by 

𝒒𝒓 =
𝟒𝝈′

𝟑𝒌′

𝝏𝑻′𝟒

𝝏𝒚′
  with Taylor’s series expansion and 

differentiation, Eq. (8) becomes 
 

(𝝆𝒄𝒑)𝒏𝒇 [𝒖′
𝝏𝑻′

𝝏𝒙′
+ 𝒗′

𝝏𝑻′

𝝏𝒚′
] = 𝑲𝒏𝒇

𝝏𝟐𝑻′

𝝏𝒚′𝟐
+

𝟏𝟔𝑻∞
𝟑 𝝈′

𝟑𝒌′

𝝏𝟐𝑻′

𝝏𝒚′𝟐
     (𝟏𝟏)  

 
The following variables are used for transformation 

 

𝒖 =
𝒖′

√𝒂𝒗𝒇
𝒗 =

𝒗′

√𝒂𝒗𝒇
, 𝜽 =

𝑻′−𝑻∞
′

𝑻𝒘
′ −𝑻∞

′ , 𝒙 =
𝒙′

√
𝒗𝒇

𝒂

 . 𝒚 =

𝒚′

√
𝒗𝒇

𝒂

    (𝟏𝟐)  

 
Eq. (12) transforms Eq. (6), (7) and (11) into the 

following 
𝝏𝒖

𝝏𝒙
+

𝝏𝒗

𝝏𝒚
= 𝟎  

 

𝒖
𝝏𝒖

𝝏𝒙
+ 𝒗

𝝏𝒗

𝝏𝒚
=

𝟏

(𝟏−𝑨)𝝆𝒇+𝝆𝒔
[

𝟏

(𝟏−𝑨)𝟐.𝟓

𝝏𝟐𝒖

𝝏𝒚𝟐
− 𝑴𝒖 + 𝑮𝒓𝜽]  

𝒖
𝝏𝜽

𝝏𝒙
+ 𝒗

𝝏𝜽

𝝏𝒚
=

𝟏

𝑷𝒓

𝟏

(𝟏−𝑨)(𝝆𝒄𝒑)𝒇+𝑨(𝝆𝒄𝒑)𝒔
[

𝒌𝒏𝒇

𝒌𝒇
+ 𝑹𝒅]

𝝏𝟐𝜽 

𝝏𝒚𝟐
   

 

Where 𝑴 =
𝝈𝜷𝟎

𝒂
  is the magnetic field parameter,  

𝒑𝒓 =
𝒗𝒇

𝝁𝒏𝒇
   is the Prandtl number, 𝑹𝒅 =

𝟏𝟔𝝈′𝑻∞
′𝟑

𝟑𝑲∗𝝁𝒏𝒇
  is the 

radiation parameter, 𝑮𝒓 =
𝒈𝜷𝒕(𝑻𝒘

′ −𝑻∞
; )𝒙

𝒂
   is the Grashof 

number and the corresponding boundary conditions are 

𝒖 = 𝒙, 𝒗 = 𝟎, 𝜽 = 𝟏 𝒂𝒕 𝒚 = 𝟎 

𝒖 → 𝟎, 𝜽 → 𝟎 𝒂𝒔 𝒚 → ∞ 

To satisfy Eq. (7) we apply the stream function   𝒖 =
𝝏𝝍

𝝏𝒚
, 𝒗 = −

𝝏𝝍

𝝏𝒙
, 𝜼 = 𝒚, 𝝍 = 𝒙𝒇(𝜼). 𝜽 = 𝜽(𝜼) our 

equations reduce to  

𝒇′′′ + (𝟏 − 𝑨)𝟐.𝟓[𝒇𝒇′′ − (𝒇′)𝟐][(𝟏 − 𝑨)(𝝆𝒇 + 𝝆𝒔)

− (𝑴𝒇′ + 𝑮𝒓𝜽)] = 𝟎               (𝟏𝟕) 

 
𝟏

𝑷𝒓

𝟏

(𝟏−𝑨)(𝝆𝑪𝒑)
𝒔

[
𝒌𝒏𝒇

𝒌𝒇
+ 𝑹𝒅] 𝜽′′(𝜼) + 𝒇(𝜼)𝜽′(𝜼) = 𝟎   (𝟏𝟖)  

 

 𝒇(𝟎) =  𝟎, 𝒇,(𝟎) = 𝟏, 𝜽(𝟎) = 𝟎 𝒂𝒕 𝜼 = 𝟎 

𝒇 → 𝟎, 𝜽 → 𝟎 𝒂𝒔 𝜼 → 𝟎                                               (𝟏𝟗) 

 

3. METHOD OF SOLUTION 

 
The transformed non-linear equations can be written 

as 

𝒇′′′ + 𝜶 (𝜷 (𝒇𝒇′′ − (𝒇′)
𝟐

)) − 𝒌𝒇′ + 𝑮𝒓𝜽 = 𝟎   

𝒇𝜽′ + 𝑯𝜽′′ = 𝟎   
 

Where 𝜶 = (𝟏 − 𝑨)𝟐.𝟓, 𝒌 = 𝑴, 𝜷 = (𝟏 − 𝑨)𝝆𝒇 +

𝝆𝒔, 𝑯 =
𝟏

𝑷𝒓

𝟏

(𝟏−𝑨)(𝝆𝒄𝒑)
𝒇

+𝑨(𝝆𝒄𝒑)
𝒔

(
𝒌𝒏𝒇

𝒌𝒇
+ 𝑹) 

 

We construct the homotopy of the transformed 
equations as follows 

(𝟏 − 𝒑)(𝒇′′′ − 𝒇′′′𝒖𝟎) + 𝒑 (𝒇′′′ + 𝜶 (𝜷 (𝒇𝒇′′ −

(𝒇′)
𝟐

)) − 𝒌𝒇′ + 𝑮𝒓𝜽) = 𝟎  

 
And 
 

(𝟏 − 𝒑)(𝜽′′ − 𝜽′′𝒕𝟎) + 𝒑(𝒇𝜽′ + 𝑯𝜽′′) = 𝟎  

 

We assume 𝒇 and 𝜽 in the following form 
 

𝒇 = 𝒇𝟎 + 𝒑𝒇𝟏 + 𝒑𝟐𝒇𝟐  

𝜽 = 𝜽𝟎 + 𝒑𝜽𝟏 + 𝒑𝟐𝜽𝟐  
 

and group the terms according to the order: For order 
zero, we have 
 

 
𝒅𝟑𝒇𝟎

𝒅𝜼𝟑
−

𝒅𝟑𝒗𝟎

𝒅𝜼𝟑
= 𝟎  

𝒅𝟐𝜽𝟎

𝒅𝜼𝟐
−

𝒅𝟐𝒕𝟎

𝒅𝜼𝟐
= 𝟎   

 
With boundary conditions  

 

𝒇𝟎(𝟎) = 𝟎, 𝒇𝟎
′(𝟎) = 𝟎, 𝒇𝟎

′(∞) = 𝟏, 𝜽𝟎(𝟎) =
𝟏, 𝜽𝟎(∞) = 𝟎  
 

For order one, we have 
 

𝒅𝟑𝒇𝟏

𝒅𝜼𝟑
−

𝒅𝟑𝒗𝟎

𝒅𝜼𝟑
+ 𝜶 (𝑮𝒓𝜽𝟎 − 𝒌

𝒅𝒇𝟎

𝒅𝜼
+ 𝜷 (𝒇𝟎

𝒅𝟐𝒇𝟎

𝒅𝜼𝟐
−

(
𝒅𝒇𝟎

𝒅𝜼
)

𝟐
)) = 𝟎   

(10) 

(14) 

(13) 

(15) 

(16) 
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𝒅𝟐𝜽𝟏

𝒅𝜼𝟐
+ 𝒇𝟎

𝒅𝜽𝟎

𝒅𝜼
+ (𝑯 − 𝟏)

𝒅𝟐𝜽𝟎

𝒅𝜼𝟐
+

𝒅𝟐𝒕𝟎

𝒅𝜼𝟐
= 𝟎  

With boundary conditions 

 

𝒇𝟏(𝟎) = 𝟎, 𝒇𝟏
′(𝟎) = 𝟎, 𝒇𝟏

′(∞) = 𝟎, 𝜽𝟏(𝟎) = 𝟏, 𝜽𝟏(∞)
= 𝟎 

  
For order two, we have 

 

𝒅𝟑𝒇𝟐

𝒅𝜼𝟑
+ 𝜶 (𝑮𝒓𝜽 − 𝒌

𝒅𝒇𝟏

𝒅𝜼
+ 𝜷 (𝒇𝟏

𝒅𝟐𝒇𝟏

𝒅𝜼𝟐
− (

𝒅𝒇𝟏

𝒅𝜼
)

𝟐
)) = 𝟎  

 
𝒅𝟐𝜽𝟐

𝒅𝜼𝟐
+ 𝒇𝟏

𝒅𝜽𝟏

𝒅𝜼
+ (𝑯 − 𝟏)

𝒅𝟐𝜽𝟏

𝒅𝜼𝟐
= 𝟎  

 
With boundary conditions 
 

𝒇𝟐(𝟎) = 𝟎, 𝒇𝟐
′(𝟎) = 𝟎, 𝒇𝟐

′(∞) = 𝟎, 𝜽𝟐(𝟎) =
𝟏, 𝜽𝟐(∞) = 𝟎  
 

Solving the equations with their respective boundary 
conditions, we have the following solutions 

 

𝒇𝟎 =
𝜼𝟐

𝟏𝟐
  

𝒇𝟏 =
𝒄𝟏𝜼𝟐

𝟐
− 𝜶𝑮𝒓

𝜼𝟑

𝟔
+ 𝜶(𝑮𝒓 + 𝒌)

𝜼𝟒

𝟏𝟒𝟒
+ 𝜶𝜷

𝜼𝟓

𝟒𝟑𝟐𝟎
  

𝒇𝟐 = 𝒄𝟑
𝜼𝟐

𝟐
+ 𝒈𝟖

𝜼𝟒

𝟐𝟒
+ 𝒈𝟗

𝜼𝟓

𝟔𝟎
+ 𝒈𝟏𝟎

𝜼𝟔

𝟏𝟐𝟎
+ 𝒈𝟏𝟏

𝜼𝟕

𝟐𝟏𝟎
+

𝒈𝟏𝟐
𝜼𝟖

𝟑𝟑𝟔
+ 𝒈𝟏𝟑

𝜼𝟗

𝟓𝟎𝟒
+ 𝒈𝟏𝟒

𝜼𝟏𝟎

𝟕𝟐𝟎
+ 𝒈𝟏𝟓

𝜼𝟏𝟏

𝟗𝟗𝟎
  

𝜽𝟎 = 𝟏 −
𝜼

𝟔
  

𝜽𝟏 =
𝜼𝟒

𝟖𝟔𝟒
−

𝜼

𝟒
  

𝜽𝟐 = 𝒄𝟐𝜼 +
𝒈𝟏

𝟒
𝜼𝟒 −

𝒈𝟐

𝟓
𝜼𝟓 +

𝒈𝟑

𝟔
𝜼𝟔 +

𝒈𝟒

𝟕
𝜼𝟕 +

𝒈𝟓

𝟖
𝜼𝟖 −

𝒈𝟔

𝟗
𝜼𝟗 −

𝒈𝟕

𝟏𝟎
𝜼𝟏𝟎  

 
Where  

 

𝒄𝟏 = 𝟐𝜶𝑮𝒓 − 𝜶𝒌 −
𝜶𝜷

𝟒
 

𝒄𝟐 = −
𝟐𝟏𝟔

𝟒
𝒈𝟏 +

𝟏𝟐𝟗𝟔

𝟓
𝒈𝟐 − 𝟏𝟐𝟗𝟔𝒈𝟑 −

𝟒𝟔𝟔𝟓𝟔

𝟕
𝒈𝟒

−
𝟐𝟕𝟗𝟗𝟑𝟔

𝟖
𝒈𝟓 +

𝟏𝟔𝟕𝟗𝟔𝟏𝟔

𝟗
𝒈𝟔

+
𝟏𝟎𝟎𝟕𝟕𝟔𝟗𝟔

𝟏𝟎
𝒈𝟕 

𝒄𝟑 =  −(𝟔𝒈𝟖 + 𝟏𝟖𝒈𝟗 +
𝟏𝟐𝟗𝟔

𝟐𝟎
𝒈𝟏𝟎 +

𝟕𝟕𝟕𝟔

𝟑𝟎
𝒈𝟏𝟏

+
𝟒𝟔𝟔𝟓𝟔

𝟒𝟐
𝒈𝟏𝟐 +

𝟐𝟕𝟗𝟗𝟑𝟔

𝟓𝟔
𝒈𝟏𝟑

+
𝟏𝟔𝟕𝟗𝟔𝟏𝟔

𝟕𝟐
𝒈𝟏𝟒

+
𝟏𝟎𝟎𝟕𝟕𝟔𝟗𝟔

𝟗𝟎
𝒈𝟏𝟓) 

𝒈𝟏 =
𝒄𝟏

𝟒
−

(𝑯 − 𝟏)

𝟕𝟐
 

𝒈𝟐 =
𝜶𝑮𝒓

𝟐𝟒
 

𝒈𝟑 =
𝜶(𝑮𝒓 + 𝒌)

𝟓𝟕𝟔
 

𝒈𝟒 =
𝜶𝜷

𝟏𝟕𝟐𝟖𝟎
−

𝒄𝟏

𝟒𝟑𝟐
 

𝒈𝟓 =
𝜶𝑮𝒓

𝟏𝟐𝟗𝟔
 

𝒈𝟔 =
𝜶(𝑮𝒓 + 𝒌)

𝟏𝟒𝟒
 

𝒈𝟕 =
𝜶𝜷

𝟗𝟑𝟑𝟏𝟐𝟎
 

𝒈𝟖 = 𝒄𝟏𝜶𝒌 +
𝜶𝑮𝒓

𝟒
 

𝒈𝟗 = 𝒄𝟏𝜶𝜷 −
𝜶𝟐𝑮𝒓𝑲

𝟐
−

𝜶𝜷 𝑪𝟏
𝟐

𝟐
 

𝒈𝟏𝟎 =
𝜶𝟐𝑲(𝑮𝒓 + 𝑲)

𝟑𝟔
−

𝜶𝟐𝑪𝟏 𝜷 𝑮𝒓

𝟑
 

𝒈𝟏𝟏

=
𝜶𝟐𝑲 𝜷 − 𝜶𝑮𝒓

𝟖𝟔𝟒
+ 𝜶𝜷 (

𝒄𝟏𝜶(𝑮𝒓 + 𝒌) + 𝟏𝟐𝜶𝟐𝑮𝒓𝟐

𝟏𝟒𝟒
) 

𝒈𝟏𝟐 = 𝜶𝜷 (
𝟒𝑪𝟏𝜶𝜷

𝟐𝟏𝟔𝟎
−

𝜶𝟐𝑮𝒓(𝑮𝒓 + 𝑲)

𝟏𝟒𝟒
) 

𝒈𝟏𝟑 = 𝜶𝜷 (
𝜶𝟐(𝑮𝒓 + 𝑲)𝟐

𝟓𝟏𝟖𝟒
+

𝜶𝟐𝑮𝒓𝜷

𝟐𝟕𝟎
) 

𝒈𝟏𝟒 = 𝜶𝜷 (
𝜶𝟐𝜷(𝑮𝒓 + 𝑲)

𝟕𝟕𝟕𝟔𝟎
) 

𝒈𝟏𝟓 =
𝜶𝟑𝜷𝟑

𝟕𝟒𝟔𝟒𝟗𝟔
 

 

We can calculate the value of the constant 
coefficients using the boundary conditions. Following 

standard practice, we replace the boundary condition 𝜂 =
∞ with 𝜂 = 6. 

 

4. DISCUSSION AND RESULTS 
 

Numerical evaluation of the solutions was performed 
with mathematical software “Matlab” and the results are 
presented in tabular form. This was done to illustrate 
effect of some governing parameters involved. The rate 
of heat transfer for different value of volume fraction (A), 

magnetic parameter(M) and Grashof number(Gr) are 
obtained as shown in table 2. We notice that an increase 
in the values of A, M and Gr led to an increase in the 
values of the heat transfer coefficient –θ(0).  

The therrmophysical properties of nanoparticles used 
in the evaluation as given by Hamad (2011) are shown 
below. 
 
Table 1. Thermo physical properties of water and 

nanoparticles. Hamad (2011) 
 

Compound 
ρ 

(kg/m3) 

Cp 

(J/kgK) 

k 

(W/mK) 

Pure water 997.1 4179 0.613 

Copper (Cu) 8933 385 401 

Alumina 

(Al2O3 ) 
3970 765 40 

Silver (Ag) 10500 235 429 

Titanium Oxide 
(TiO2) 

4250 686.2 8.9538 

 

These values where used together with the solutions 
to obtain the following table showing the effects of 
varying different flow parameters on the heat transfer of 
the nanofluid. 
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Table 2. Effects of variation of A, Gr and M on the rate of heat transfer 

   
−𝜽(𝟎) −𝜽(𝟎) −𝜽(𝟎) −𝜽(𝟎) 

𝑨 𝑴 𝑮𝒓 𝑪𝒖 𝑨𝒍𝟐𝒐𝟑
 𝑨𝒈 𝑻𝒊𝑶𝟐

 

0.2 0.5 0.2 −𝟔. 𝟑𝟓𝟗𝟗 × 𝟏𝟎𝟑 −𝟐. 𝟖𝟓𝟑𝟑 × 𝟏𝟎𝟑 −𝟕. 𝟒𝟔𝟕𝟏 × 𝟏𝟎𝟑 −𝟑. 𝟎𝟓𝟏𝟏 × 𝟏𝟎𝟑 

0.3 0.5 0.2 −𝟒. 𝟓𝟎𝟒𝟗 × 𝟏𝟎𝟑 −𝟏. 𝟗𝟗𝟑𝟑 × 𝟏𝟎𝟑 −𝟓. 𝟐𝟗𝟕𝟔 × 𝟏𝟎𝟑 −𝟐. 𝟏𝟑𝟓𝟎 × 𝟏𝟎𝟑 

0.4 0.5 0.2 −𝟑. 𝟎𝟑𝟎𝟏 × 𝟏𝟎𝟑 −𝟏. 𝟑𝟐𝟏𝟗 × 𝟏𝟎𝟑 −𝟑. 𝟓𝟔𝟗𝟓 × 𝟏𝟎𝟑 −𝟏. 𝟒𝟏𝟖𝟑 × 𝟏𝟎𝟑 

0.5 0.5 0.2 −𝟏. 𝟖𝟗𝟗𝟔 × 𝟏𝟎𝟑 -𝟖. 𝟏𝟔𝟕𝟖 × 𝟏𝟎𝟑 
−𝟐. 𝟐𝟒𝟏𝟓 × 𝟏𝟎𝟑 -𝟖. 𝟕𝟕𝟕𝟖 × 𝟏𝟎𝟑 

0.6 0.5 0.2 −𝟏. 𝟎𝟕𝟓𝟒 × 𝟏𝟎𝟑 -𝟒. 𝟓𝟓𝟓𝟒 × 𝟏𝟎𝟑 
−𝟏. 𝟐𝟕𝟏𝟏 × 𝟏𝟎𝟑 -𝟒. 𝟗𝟎𝟓𝟏 × 𝟏𝟎𝟑 

0.1 0.6 0.2 −𝟖. 𝟓𝟑𝟐𝟒 × 𝟏𝟎𝟑 −𝟑. 𝟖𝟐𝟓𝟐 × 𝟏𝟎𝟑 −𝟏. 𝟎𝟎𝟏𝟗 × 𝟏𝟎𝟒 −𝟒. 𝟎𝟗𝟎𝟖 × 𝟏𝟎𝟑 

0.1 0.7 0.2 −𝟖. 𝟒𝟑𝟑𝟐 × 𝟏𝟎𝟑 −𝟑. 𝟕𝟐𝟓𝟗 × 𝟏𝟎𝟑 −𝟗. 𝟗𝟏𝟗𝟒 × 𝟏𝟎𝟑 −𝟑. 𝟗𝟗𝟏𝟓 × 𝟏𝟎𝟑 

0.1 0.8 0.2 −𝟖. 𝟑𝟑𝟑𝟗 × 𝟏𝟎𝟑 −𝟑. 𝟔𝟐𝟔𝟔 × 𝟏𝟎𝟑 −𝟗. 𝟖𝟐𝟎𝟏 × 𝟏𝟎𝟑 −𝟑. 𝟖𝟗𝟐𝟐 × 𝟏𝟎𝟑 

0.1 0.9 0.2 −𝟖. 𝟐𝟑𝟒𝟔 × 𝟏𝟎𝟑 −𝟑. 𝟓𝟐𝟕𝟒 × 𝟏𝟎𝟑 −𝟗. 𝟕𝟐𝟎𝟗 × 𝟏𝟎𝟑 −𝟑. 𝟕𝟗𝟐𝟗 × 𝟏𝟎𝟑 

0.1 1.0 0.2 −𝟖. 𝟏𝟑𝟓𝟑 × 𝟏𝟎𝟑 −𝟑. 𝟒𝟐𝟖𝟏 × 𝟏𝟎𝟑 −𝟗. 𝟔𝟐𝟏𝟔 × 𝟏𝟎𝟑 −𝟑. 𝟔𝟗𝟑𝟕 × 𝟏𝟎𝟑 

0.1 0.5 0.3 −𝟖. 𝟓𝟑𝟑𝟐 × 𝟏𝟎𝟑 −𝟑. 𝟖𝟐𝟔𝟎 × 𝟏𝟎𝟑 −𝟏. 𝟎𝟎𝟏𝟗 × 𝟏𝟎𝟒 −𝟒. 𝟎𝟗𝟏𝟔 × 𝟏𝟎𝟑 

0.1 0.5 0.4 −𝟖. 𝟒𝟑𝟒𝟖 × 𝟏𝟎𝟑 −𝟑. 𝟕𝟐𝟕𝟓 × 𝟏𝟎𝟑 −𝟗. 𝟗𝟐𝟏𝟎 × 𝟏𝟎𝟑 −𝟑. 𝟗𝟗𝟑𝟏 × 𝟏𝟎𝟑 

0.1 0.5 0.5 −𝟖. 𝟑𝟑𝟔𝟑 × 𝟏𝟎𝟑 −𝟑. 𝟔𝟐𝟗𝟎 × 𝟏𝟎𝟑 −𝟗. 𝟖𝟐𝟐𝟓 × 𝟏𝟎𝟑 −𝟑. 𝟖𝟗𝟒𝟔 × 𝟏𝟎𝟑 

0.1 0.5 0.6 −𝟖. 𝟐𝟑𝟕𝟖 × 𝟏𝟎𝟑 −𝟑. 𝟓𝟑𝟎𝟔 × 𝟏𝟎𝟑 −𝟗. 𝟕𝟐𝟒𝟏 × 𝟏𝟎𝟑 −𝟑. 𝟕𝟗𝟔𝟏 × 𝟏𝟎𝟑 

0.1 0.5 0.7 −𝟖. 𝟏𝟑𝟗𝟑 × 𝟏𝟎𝟑 −𝟑. 𝟒𝟑𝟐𝟏 × 𝟏𝟎𝟑 −𝟗. 𝟔𝟐𝟓𝟔 × 𝟏𝟎𝟑 −𝟑. 𝟔𝟗𝟕𝟕 × 𝟏𝟎𝟑 

 

 

5. CONCLUSION 

 
In this work, the dimensionless equations of the 

governing equations were solved with HPM and the 

effects of 𝑀, 𝐺𝑟 and 𝐴 on heat transfer are presented in 

Table 2. And we notice that increasing the values of 𝑀, 

𝐺𝑟 and 𝐴 leads to a corresponding increase in the rate of 
heat transfer in all of the nanoparticles considered. This is 
in agreement with the solutions gotten using the Runge-
Kutta-Fehlberg method by Oahimire et al. (2016). This 
shows that He’s Homotopy Pertubation method is an 
effective method for solving similar flow problems. 
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ABSTRACT 

Manipulator is an important part of a whole robot assembly, forming the mechanical infrastructure of a mechatronic system. 
Selection of the manipulator affects a broad area extending from modelling to design, from control to operation and 

furthermore from accuracy to its economy. This study aimed methods of design and operation of a parallel planar robotic 
assembly have been demonstrated. Modules of the assembly with two degrees of freedom have been designed on a two-
point, two-velocity and three point-position bases. Ways of actuating and controlling the motion of the assembly have been 
shown. Efficiency and effectiveness of the approaches have been illustrated numerically.  
 
Keywords: Mechanism, Manipulator, Robotic 
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1. INTRODUCTION 

 

Manipulator is an important part of a whole robot 
assembly, forming the mechanical infrastructure of a 
mechatronic system. Selection of the manipulator affects 
a broad area extending from modelling to design, from 
control to operation and furthermore from accuracy to its 
economy. Manipulator can be constructed by bringing 
together rotary and/or sliding elements or a combination 
of these in a suitable manner. Within this context, open or 

closed kinematic chains formed as such will result in the 
so-called serial or parallel robotic structures, (Duffy, 
1996).  

The most fundamental manipulator types like 
cartesian, cylindrical, spherical, articulated arm and scara 
are the most widespread examples of serial manipulator. 
Most classical works rely upon the serial manipulator, 
which is based on the open chain, (Koren, 1987; Stadler, 

1995; Fu et al., 1987, Groover et al., 1986). Although 
serial manipulators have a high maneuverability within a 
large workspace, they are subject to significant 
limitations. First of all, they have limited load carrying 
capacities due to their highly deformable structures, 
which are prone to vibrations under large velocities. 
Additionally, it is probable that the fact that an actuator is 
needed at each joint, for a serial manipulator having many 

joints in an open chain, might lead to a rise in the initial 
and operating costs of the robotic assembly. On the other 
hand, most of the issues mentioned above are solved by 
using parallel manipulators facing only the limitation of 
having small workspaces. Thus, such advantages have 
invited the research attention on parallel manipulators in 
recent years, (Innocenti and Castelli, 1990; Bernier et al., 
1995, Harris, 1995; Liu, 1995). 

Since the workspace of a parallel manipulator is 
limited, the problem of overlapping the actual space in 
which the physical tasks like welding, cutting conveying 
etc. Are to be fulfilled with that of the manipulator 
becomes significant. The solution of the problem passes 
through the accurate positioning of the manipulator. 
Thus, determining optimum values of all the adjustable 
parameters in a robot assembly constitutes a design task. 

Here in this work, approaches to the design of a 

parallel planar manipulator with two degrees of freedom 
have been shown. The design of the manipulator has been 
reduced to the design of modules which considerably 
dissolve the complexity of the original assembly, 
mathematically and physically, thus always assuring 
closed-form solution. Then how actuators may be utilized 
to operate the assembly and to form an analog robot have 
been demonstrated.                    

 

 2. THEORY 

 
The kinematic scheme of the parallel manipulator in 

consideration is drawn in Fig. 1. 
It can be seen that the parallel manipulator in question 

can be constituted by bringing together two of the basic 
module shown in Fig. 2. 

 
Fig. 1. Kinematic scheme 
  

 
Fig. 2. Module parameters 
 

The fundamental problem here is to determine the 
most appropriate values of the module parameters 
involved such that the end point C of the module follow a 

desired trajectory y (x) within x0, xn domain. To this 
end, the following can be written from Fig. 2: 

 

 sincos)(1 sdarx +−+=          (1) 

 

 cossin)(2 sdary −−+=           (2) 

 

If (a-d) is designated by b and s is eliminated from the 
above equations, then a displacement function G(x, y, )

characterizing the motion of the module on the trajectory 
is obtained: 
   

0sincoscossin),,( 21 =−−−+= brrxyyxG    (3) 

 
Considering that the robot arm will rotate about O 

according to the ' motion variable starting from an 

initial position 
0 , the following relationships can be 

written to meet the motion co-ordination requirements:  
 

'0  +=            (4) 

 

)(' 0xxrx −=           (5) 
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,/ xrx =  ,0 −= n 0xxx n −=        (6) 

 
where 

n is the final position of the robot arm 

corresponding to the point ( )nx of the given trajectory. 

Evaluating the above relationships together with the 

trigonometric identities and rearranging will yield the 
following expression: 
 

)'sin'cos(sin)',,,,,,( 0021  xybrryxG −=  

 

)'coscos'sinsin(sin)'cos'sin(cos 1  ooo rxy −+++  

 

0)'sincos'cos(sin2 =−+− br oo         (7) 

 
Now, it is possible to obtain velocity relationships by 

taking the first derivative of the displacement function G 
with respect to time: 
 

dt

d

d

dG

dt

dG 


.=           (8) 

 
If the velocities of the end point of the manipulator in 

the x and y directions are represented by Vx and Vy, 
respectively, and the angular speed of the rotating arm is 

designated by , then the following will come out of (8): 

 

)'cos'sin'sin'cos(sin.
1

0 








xy
VV

dt

dG xy
−−−=   

)'sin'cos'cos'sin(cos 0 





 xy
VV

xy
−+++  

)'cossin'sin(cos 001  ++ r

0)'coscos'sin(sin 002 =−+ r        (9) 

 
where 

 

dt

d

dt

d '
 ==

; 
dt

dy
Vy =

; 
dt

dx
Vx =

      (10) 

 
Examination of the basic displacement and velocity 

functions (7) and (9) will reveal that there are four 
available parameters ( ),,, 021 brr  for formulating a 

design. One approach for a formulation of manipulator 
design is to require that the end point of the manipulator 
fit to specified two-position and two-velocity values. In 
such a context, if Precision-Point or Accuracy-Point 
(Hartenberg and Denavit, 1964) Subdomain (Akçalı and 
Dittrich, 1989a) and Galerkin (Akçalı and Dittrich, 
1989b) methods are applied to displacement and velocity 
functions, then the following will result as the basic 
design equations: 

 

0.)()()( 02010 =−−+ iiii bEQrRrP   2,1=i      (11) 

 

0)()()( 02010 =++  iii RrQrH  2,1=i        (12) 

 
where: 

 

000 cossin)(  iii CDQ += ;

000 cossin)(  iii DCR −=  

 

000 cossin)(  iii LKH += ;

000 cossin)(  iii BAP +=    2,1=i                (13) 

 
The coefficients contained in (13) are defined is 

accordance with each method as follows: Accuracy-Point 
method takes into account points xi  i =1,2: 
 

'' sincos iiiii xyA −= ; '' cossin iiiii xyB  +=  

 
'sin iiC =   ; 'cos iiD = ; 

0.1=iE            i = 1,2       (14) 

iii

x

ii

y

i BC
V

D
V

K −−= )()(


; 

ii

x

ii

y

i AD
V

C
V

L ++= )()(


 

 

Subdomain Method considers subintervals xi-1, xi i 
= 1,2: 
 


−

−=
'

'
1

')'sin'cos(
i

i

dxyAi




     ;    


−

+=
i

i

dcyBi






'
1

')'cos'sin(  

                          i = 1,2 


−

−== −

'

'
1

''

1 coscos''sin
i

i
iii dC




   ;  

'

1

' sinsin''cos
'

'
1

−
−

−== iii

i

i

dD 



 

 


−

−−==
'

'
1

'

1

''
i

i
iii dE




 ; 

 ')'sin'cos(
1'

'
1







dxy

dt

d
K

i

i
i −




= 

−

 i = 1,2                (15) 

 

 ')'cos'sin(
1'

'
1







dxy

dt

d
L

i

i
i +




= 

−

 

 
The coefficients appearing in (13) are evaluated by 

Galerkin method, with reference to selected weighting 
functions wi i = 1,2 as shown below:  
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In the solution phase of design formulation, which 
consists of four non-linear equations, b, r2 and r1 are 
eliminated, reducing the set (11)-(12) to the following: 
 

0coscossinsin 0

2

000

2 =++  ccscss PPP (17) 

 
In the general case, there are two solutions given by: 
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where: 
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Since for a given tangent value, there exist two angles 

separated by 180o, four possible angles might satisfy 
equation (17). Thus, in order to decide on the technically 

meaningful ones as well as on the quality of outcome, a 
motion analysis should be carried out. 

If the actuation of the manipulator is based upon (
, s) which are computed by (4)-(6) and (22) given below, 
then position error e is evaluated by means of (1), (2), (22) 

and (23),  where thx , thy , acx , acy  are theoretical and 

actual co-ordinates, respectively,  
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In order to determine error in velocity, first theoretical 
velocities Vxth, Vyth and Vth, then actual velocities Vxac, 
Vyac and Vac are calculated with reference to (24)-(26), 
finally ending in (27).   
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3. SIMPLIFIED APPROACH 
 

By letting a = d or b = 0 in Fig. 2, and by requiring 
that three point-positions on the specified trajectory be 
satisfied in the sense of Accuracy-Point, Subdomain and 
Galerkin methods, by the end point of the robot arm, a 
simplified approach can be made to the problem. In that 
case, the displacement function G becomes: 
 

0tan)(),,( 12 =−−−=  rxryyxG     (28) 

 
Then the design equations take the form of a set of 

three linear equations as shown below: 

 

0210 =++− tDtCtBA iiii
i = 1,2      (29) 

 

where: 
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Coefficients in Accuracy-Point Method are as 

follows: 
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These in Subdomain Method are: 
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In Galerkin Method, the coefficients are defined as 

such: 
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Solution of the design equations yields the sought set 

(
021 ,, rr ) as given below: 
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To secure a pair of solutions needed in the 

manipulator, the solution process is implemented twice 
by a change in method or some input parameters like the 
amount of arm rotation or the sense of rotation, if 
necessary. 

 

4. ACTUATION POSSIBILITIES 
 

The basic module is, in fact, a serial manipulator, Fig. 

2, while the manipulator constructed out of two or 
possibly more basic modules will be of parallel type, 
securing more stiffness by its mechanical structure. One 
disadvantage of the serial manipulator is that one actuator 
should be available at each joint to the loss of payload 
capacities of the robot assembly. Thus, the advantageous 
feature of the parallel robot, namely having less actuators 
than the number of joints, offers possibilities of using 

analogously programmable actuators attached to the 
ground. Since actuation of the manipulator under 
consideration depends on slider displacement (s) and arm 

rotation (  ), possible analogously programmable 

actuators are either a function generating four-bar or an 
inverted slider-crank mechanism, the dimensions of 

which are continuously adjustable according to the design 
of the generator, which changes by trajectory (y), Fig. 3 
(a), (b). 
 

 
(a) 

 
(b) 

 

Fig. 3. Actuators of a parallel manipulator 
 

The functions of the 4-bar OKML in Fig. 3(a) and the 
inverted slider-crank QOD in Fig. 3(b) are to provide the 

necessary rotation   required about M and the needed 

slider displacement (s) along AB at the right time for the 
fulfilment and control of the trajectory task, just like the 
supply of right voltages at the right time in the case of 
electrical drive. In other words, two-degree –of-freedom 

manipulator receives one rotary actuation ( ) from the 

motor at ground pivot O, and the other actuation either at 

ground pivot M through OKML 4-bar (  ) angle 

generator, instead of a motor, Fig. 3(a), or along motion 

direction AB through QOD slider-crank (s) displacement 
generator instead of a hydraulic or pneumatic drive on the 
moving arm, Fig. 3(b). In this manner, the dimensions of 
the 4-bar or the slider-crank function generators can be 
viewed as an information storage medium transforming 
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input data like trajectory, manipulator design values and 

motor rotation into new actuation variables like  or s in 

accordance with the following mathematical relationships  
 





cos

sin2 ybr
s

−+
=                       (38) 
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−+
=

−

+

222

2
tan


                     (39) 

 

with cos)( 4 yrA −= ; coshC −= ; 

brrryB −−+−=  cos)(sin)( 132
           (40) 

 
where (r3, r4, h) are the parameters of the second serial 

manipulator like (r1, r2, b) in the first serial manipulator. 
From the discussion above, it is to be understood that 

next to the rotary actuator at O, if the two-degree-of-
freedom robot assembly is to be brought into motion to 
follow a trajectory y by means of a programmed motion 
of the slider, then the slider-crank is designed with a 
suitable method like (Akçalı, 1987) such that functional 
relationship (38) is generated between the reverse 

rotations (- ) of the motor at O and slider translation (s). 

If two-rotary actuators are to be used for the same 
purpose, in that case a 4-bar is designed by means of 
(Akçalı and Dittrich, 1989b) to generate (39) function 

between  and  in place of a motor at M in addition to 

the one located at O. Of course, in construction of the 4-
bar or the inverted slider-crank, adjustability of 
dimensions is foreseen. 

One advantage of these analogous designs is that the 

sense of actuation (  , ) will be kept same within long 

intervals as opposed to possibly frequent changes in the 
sign of actuation in digital applications. In the direct 

kinematic analysis, corresponding to (  , ) actuation, 

the following (x,y) trajectory co-ordinates will be 
generated: 
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−
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5. ON APPLICATIONS 

 
The design and operation of the manipulators 

proposed here are primarily based on analogous variables. 
As is well known, analogous variables are continuous in 
contrast with the discrete nature of digital variables, 
(raven 1987). Hence there are no zigzags in the 
functioning of actuators in driving the manipulators 
considered here. This aspect is consistently taken into 
considerations when applying the techniques presented 
here. Take, for instance, the problem of transporting an 

article from the point with ( 00 , yx ) co-ordinates on a 

conveyor moving with velocity 0V  to the point with (

nn yx , ) co-ordinates on another conveyor with a linear 

velocity of  
nV . In order to associate this problem with 

both general theory and simplified approach, it is 

sufficient to find a trajectory function )(xy  satisfying 

the velocity and the given end points. For instance, the 
cubic polynomial  

 

dcxbxaxy +++= 23
                 (43) 

 

with the following computed coefficients ( dcba ,,, ) 

will be an answer to the requirements. 
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210 bcaccc −−= ;
nnnn cxbxaxyd −−−= 23
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where ,xr are selected as required in the 

techniques.  
 

6. NUMERICAL RESULTS AND 

DISCUSSION  

 
Analytical thoughts developed have been 

transformed into computer programs under Fortran 77 
coding. Utilizing these programs, comprehensive 
illustrations are presented here to review the numerical 

results and to discuss their significance.  
 

Example 1   A trajectory described by y = 0.5 x+ 0.5 0 

x  1 is to be followed under a uniform velocity 
requirement matching a 10s. travel on the part of a two-
arm manipulator with the sliding directions passing 
through the fixed revolute joints. 
 

The solution lies in the implementation of the 
simplified approach twice. Data for the first 
implementation are in case of Precision-Point Method xi, 

i=1,2,3 being [0.2;0.6;1.0] in case of Subdomain Method 
subintervals being [xi-1,xi] i = 1,2,3 [0.0;0.40],[0.40;0.75], 
[0.75;1.00] and finally for Galerkin Method weighting 
functions wi  i =1,2,3 being [x,x2,x3]. The amount of arm 

rotation  is taken to be 45o, for every method. The 
numerical results are displayed in Table 1, indicating also 
max absolute error, emax.   
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Table 1. First Robot Arm for Trajectory y = 0.5 x+ 0.5 

10  x  

 
Method 

1r  2r  )(0

o  
Emax 

Precision-

Point 

-0.0155 2.0311 -90.44 0.0035 

Subdomain -0.0768 2.0064 -87.74 0.0060 

Galerkin -0.0414 2.0306 -89.47 0.0042 

 
Input for the second implementation are in Precision-

Point Method xi = 1, 2, 3 being [0.03;0.40;0.62] in 

Subdomain Method subintervals being 0.00;0.35, 0.35; 

0.40, 0.40; 1.00; in Galerkin Method weighting 

functions wi = 1, 2, 3 being x, x2, x3. Arm rotation angle 

() has been taken as 45o in Precision-Point and 
Subdomain Methods but in Galerkin Method as 42o. The 
outcome has been presented in Table 2. When the two 
arms are put together to form the parallel manipulator in 
question, then the maximum absolute (emax) error turns 
out to be 0.0034 in Precision-Point, 0.0056 in Subdomain 

and 0.0489 in Galerkin methods. Theoretical velocity on 
the trajectory is supposed to be 0.1118, constant 
throughout the motion. Maximum velocity errors in 
Precision-Point, Subdomain and Galerkin designs 
become 0.0152; 0.0183 and 0.0165, respectively.  
 
Table 2. Second Robot Arm for Trajectory y = 0.5 x+ 0.5 

0x1 
 

Method 
3r
 

4r  )(0

o  emax 

Precision-

Point 

-0.3934 1.8573 -74.90 0.0681 

Subdomain -0.1794 1.9583 -83.66 0.0163 

Galerkin -0.0891 2.1232 -87.82 0.0036 

 

Example 2 Requirements of Example 1 are to be met by 
the general parallel manipulator of Fig. 1. 
 

General theory is applied once, here. When data for 
precision points xi, i=1,2, [0.4,0.7], for subdomains, [xi-

1,xi], [0.2;0.6],[0.6;0.9] for weighting functions 

wi,i=1,2;[sin x,cos x] and =45o are taken into account, 
the results shown in Table 3 are obtained. 
 

Table 3. Modules For Trajectory y = 0.5 x+ 0.5  0x1 
 

Method 1r  
2r  )(0

o  b maxe  

Precision-

Point 

-0.7203 3.3156 -88.18 2.8405 0.0035 

-0.8205 2.0423 -24.75 1.3698 0.0653 

Subdomain -0.7082 3.3087 -88.49 2.8290 0.0026 

-0.8216 2.0405 -25.50 1.3870 0.0514 

Galerkin -0.7529 3.2559 -85.94 2.8022 0.0006 

-0.5659 1.9826 -22.50 1.0708 0.2228 

 
Two significantly different module designs are 

brought together for the construction of the parallel 
manipulator. After this process, b values are slightly 

affected, leading to 1.4439, 1.3496 and 1.0902, in 
Precision-Point, Subdomain and Galerkin methods, 
respectively, leaving all others same. Maximum errors in 
the resulting parallel manipulators become 0.0026, 
0.0026, 0.0007 in the aforementioned methods, 

respectively. Maximum deviations from the constant 
0.1118 velocity value in Precision-Point, Subdomain and 

Galerkin methods turn out to be 0.0023, 0.0024, 0.0013, 
respectively.  

If the results of two examples above are compared, it 
will be seen that the chances of getting more refined 
designs are always much more in the general theory 
against simplified approach. While more than one 
application is needed in the simplified approach for the 
formation of a parallel manipulator, only one 

implementation of general theory is sufficient. Another 
advantage of the general theory is that the mirror-image 

manipulator (with + ) is a good alternative when space 

for the manipulator (with - ) is not appropriate, since they 
both produce the same trajectories with the same end 
velocities. 

The robotic assembly designed in this work differs 
from the classical constrained-motion mechanisms in that 
it has a flexible structure. While a classical one-degree of 
frecdom mechanism generates only one and constant 
curve, the robotic assembly under consideration can 

produce as many curves as the intervals of adjustability 
of parameters permit. If a change in the positions of fixed 
pivots of the two manipulators is not seen practical, then 
following the design of manipulators, the dimensions of 

the function-generating four-bar relating ’
c rotations of 

the first manipulator to the ’
c  rotations of the second one 

can easily be made adjustable. In that case, the design of 
the function-generating 4-bar is realised with respect to a 

transformed function (’
c, ’

c) corresponding to trajectory 

cy  ( cx ) in a co-ordinate system cc yx −  located at the 

ground pivot (O) of the first manipulator in the following 

way : First, )]/()[tan 1324
1 rrrrM −−= −  is computed, then 

co-ordinate transformations xc=(x-r1)cosM+(y-r2)sinM, 

yc= -(x-r1)sinM+(y-r2)cosM 0'
ccc  −= , 

0'
ccc  −=  

,where 
Mc  −= 0

0 ,
Mc  −= 0

0  and 

22

11 costan

cc
c

c
c

yx

b

x

y

+
+= −−

,

c

c
c

xOM

y

−
−= −1tan

−

+  

1cos −

22 )( cc yOMy

h

−+

 

2/12
24

2
13 ])()[( rrrrOM −+−=  are carried out. To 

demonstrate the practical nature of the proposition, an 
experimental model based on the simplified approach has 
been constructed, Fig. 4. A synchronous motor with 1 rpm 
located at O and controlled by a timer is used together 
with light aluminium arms. The pen attached to the 
generating-point (C) draws desirable curves with 
insignificant, unnoticeable errors always remaining 
inside the thickness of the line. By the presence of a 

mechanical drive, 4-bar, a motor is saved from the second 
manipulator. Hence, the assembly is suitably termed as 
analog robot. Two illustrations are shown in Fig. 5, in 
which straight lines between points having co-ordinates 
(10, 30) and (24.5, 18) in the first one and between (10, 
24) and (24, 28.5) co-ordinates in the second one are 

traced. Relevant adjustable parameters ( ),,, 6321 xxxx  

turn out to be (8.5161, 29.9633, 16.0945, 35.0000) in the 
first design and (33.1220, 11.3563, 14.9201, 35.0000) in 
the second one. 
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Conclusively, all numerical results and experimental 
work indicate that methods of design for a parallel robotic 

assembly work very well, leading to optimum results.     
 

 
Fig. 4. Experimental model   

 
 
 

 

 
 

Fig. 5. Two illustrations 
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ABSTRACT 

The Oscillating Water Column (OWC) system converting wave energy to electrical power have been investigated. The 
theoretical analysis of the power generated by the wave energy system is presented. The system is considered as two-
dimensional, linear boundary value problem. The system is simulated for the Marmara Sea where the significant wave 
height is 3.3 meters and the significant wave period is 7 seconds. Results of the theoretical analysis of the wave energy 
conversion system for Marmara Sea is presented.  
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1. INTRODUCTION 

 

Nowadays electrical energy is one of the most 
required and not dispensed with a basic energy which is 
necessary to do routine works in our life. Unfortunately, 
during the conversion of most energies into the electrical 
power poisoned gases have been produced and other 
ecological damages have been occurred. These problems 
have been waiting for the scientists to be solved. 
Therefore, it is important to think about clean and 

economical conversation systems which do not damage 
the nature. Outgoing from this point, we are able to say 
that wave energy is one of the cleanest, renewable and 
unbounded energy source to convert into the electrical 
power. Hence it must be thought about wave energy as 
one of the alternative energy for the future. 

Given the massive energy resources carried in the 
waves of Oceans, breakthroughs in marine energy 

technology are expected to enable this energy source to 
become a major renewable energy supply in the long 
term. With many contending marine energy devices 
under development in many countries, the race to prove 
the fundamental technology type is on. Meanwhile, 
assessment and mapping of wave energy resources is 
also underway in many countries to identify sites for 
deployment of the successful products. 

There are a variety of different concepts for wave 
energy conversion. The devices are generally 
categorized by the method used to capture the energy of 
the waves, but can also be categorized by location and 
by the power take-off system. Method types are point 
absorber or buoy, surfacing following or attenuator 
oriented parallel to the direction of wave propagation, 
oscillating water column, oscillating wave surge 
converter, terminator (or possibly the new unestablished 

term quasi point absorber) oriented perpendicular to the 
direction of wave propagation, overtopping, submerged 
pressure differential. 

Oscillating water column (OWC) systems are one of 
the most popular technologies for wave energy 
conversion (Şentürk and Özdamar, 2012; Zhang et al., 
2012; Heath, 2012). OWC generates energy from the 
rise and fall of water caused by waves in the ocean. This 

system uses a large volume of moving water as a piston 
in a cylinder. Air is forced out of the column as a wave 
rises and fresh air is drawn in as the wave falls. This 
movement of air forcing the air upwards through the air 
turbine. This pressure forces the turbine to spin, which is 
how the energy is harnessed by the waves. As the waves 
retreat, air enters back into the air chamber from the 
other side of the turbine. Several prototype scale OWCs 

have been constructed and operated with varying 
degrees of success over the last two decades. There are 
examples of shoreline, near-shore and breakwater 
devices in a number of countries. 

Converting the energy from ocean waves into 
useable energy forms is not a new concept as the first 
related patent was filed in 1799 by Girard and Son and 
the first operating system, an oscillating water column 

(OWC), supplied a house with 1 kW in 1910 (Clement 
et al., 2002; Morris-Thomas, 2007). However, the first 
serious studies into wave energy took place after the oil 
crisis in the 1970s and early1980s, where it started being 
considered as a possible source of power supply (Salter, 
1974). Since then, the development of wave energy has 
gone through a cyclic process of phases of enthusiasm, 

disappointment and reconsideration. Although budgets 
have been cut and increased at various occasions, the 

research and development has persisted, resulting in a 
constant gain in experience and improved performance, 
which has brought commercial exploitation of wave 
energy closer than ever before (Clement et al., 2002). 
Early theories for wave-energy devices related to the 
rigid-body models had been investigated by Evans 
(1976), Mei (1976), Newman (1976) and Budal and 
Falnes (1977). They provided useful and interesting 

theoretical results for such problems, both in two and 
three dimensions. An application of the rigid-body 
theory to a simple OWC model was provided by Evans 
(1978) and McCormick (1974) Despite the great variety 
of wave energy converters proposed since the pioneering 
works of Masuda, McCormick, Budal and Falnes and 
others, only very few devices have been deployed in real 
seas. 

It is worth noting that, in most of the studies carried 
out so far, OWC converter can be considered into two 
parts. These are namely as the air turbine and the 
column that are investigated separately. In spite of the 
fact that the coupling between both plays a fundamental 
role in the performance of the system (Curran et al., 
1997). In effect, the turbine should ideally provide the 
pneumatic damping (pressure drop through the turbine) 

for the chamber to work at, or near, resonant conditions, 
and the chamber, in turn, should provide the amount of 
pneumatic power that maximizes the turbine output. 
 

2. ANALYSIS OF THE SYSTEM 

 
It is well known that the wave energy for a unit wide 

is given by: 
    

𝐸 =
1

2
𝜌𝑔

𝑎
      

      
where g is gravitational acceleration (m/sec2), ρ is 

the density of water (kg/m3), a is the half of the wave 

height (m) and  is the wave length in meter. 
In this study, our aim is to convert this wave energy 

as much as possible into the electrical energy. Naturally, 
there will be some energy lost during conversion 

because of the transportation, storing and friction. In 
order to keep this lost as low as possible, different kind 
of devices and theories related with these systems have 
been developed.  One of these is the oscillating water 
column (OWC) system which is shown in Fig. 1. 
Theoretical analysis of the system has been studied by 
many scientists and researchers such as McCormick 
(1974). It is possible to determine this system by the 
linear theory, which is solutions are nearly to the nature. 

The following given theoretical analysis for the 
wave energy conversion buoy consists of a circular 
floatation body which contains a vertical center column 
that has free communication with the sea. Hence, the 
water surface in the center of the column rises and falls 
with the same period as that of the external wave. 
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Fig. 1. Oscillating Water Column (OWC) 

 
As is shown in Fig. 1., there is a circular ring around 

the column which keeps the system on the free surface. 
When the system moves up and down the air inside the 
column is compressed or decompressed by the motion of 
the wave. During the compression or decompression of 

the air it rotates the turbine propellers which are located 
on the top of the vertical column. Rotating direction of 
the propellers will be the same in either compression or 
decompression case. The air turbine, in turn, drives an 
electrical generator that produces an energy to be used 
directly or storage in collecting systems. 

In this study, the linear theory presented by Mc 
Cormick (1974) was used to design a water wave 
generator for the Marmara Sea. Simulating wave energy 

for the Marmara Sea, the specific data is needed. It gives 
us the certain limits and the energy in Joule which was 
obtained from the paper given by Atkins (1996). By 
applying the unsteady energy equation between the 
internal free surface and the exhaust one obtains: 
 
𝑃1

𝛾𝑎
+

𝑉1
2

2𝑔
=

𝑉3
2

2𝑔
+∑ℎ𝑖 +

1

𝑔
∫

𝜕𝑉

𝜕𝑡

3
1

𝛿+
𝑑𝑊

𝑑𝑤𝑎
       (1) 

 

In this equation, the subscripts 1 and 3 show 
positions. Position 1 is the internal part of the column 
right over the water. Position 3 stands for the exhaust on 
the top of the column. Where P is pressure (kg/m2), V is 

velocity (m/s), h is height (m), a is specific weight of air 
(kg/m3), t is time given in seconds, ξ is curvilinear 
coordinate system, W is energy (Joule), wa is weight of 
air (kg). 

After making some assumptions, details are shown 
in references (McCormick, 1974) and Bak (1999), one 

obtains the chamber pressureP1 in the following form: 
 

𝑃1 = −𝜌𝑤(𝐿1 + )
𝑑2

𝑑𝑡2
              (2) 

 
where L1 stands for the part of the column inside the 

water (m).  means the height of the water from its 
equilibrium position (m) and ρw mass density of the 
water (kg/m3). Because of the specific geometry of the 
system, the added mass excited by the heaving circular 
floatation body can be written as 

 

𝑚𝑤 = 𝐶𝜌𝑤𝜋(𝑅 − 𝑟1)
3        (3) 

In which C stands for the added mass coefficient. R 
is the radius of the floatation and r1 is the radius of the 

column. The natural circular frequency of the system is 
obtained by the following equation 
 

𝑤𝑁 = √
𝑐

𝑚+𝑚𝑤−𝜌𝑤𝜋𝑟1
2𝐿1

        (4) 

 
where c represents the hydrostatic restoring force 

(kg/s2), which is given by 
 

𝑐 = 𝜌𝑤𝑔𝜋(𝑅
2− 𝑟1

2)       (5) 
 

Finally using this equation in order to get energy 

expression and take its derivative by time, the unit 
power for a second (known as Watt) is obtained. Thus, 
the final equation is found as 
 
𝑑𝑊

𝑑𝑡
= 𝜌𝑎𝜋𝑟1

2𝑔
𝑑𝑊

𝑑𝑤𝑎
 

 

= 𝜌𝑎𝜋𝑟1
2𝑔 {

𝑃1

𝛾𝑎
− (

1

2𝑔
) [(

𝐴1

𝐴3
)
2
− 1]2 −

∑ 𝛿𝑖𝑖
𝑑

𝑑𝑡
|
𝑑

𝑑𝑡
| [−

1

𝑔
] [ℎ + 𝐿𝑡

𝐴1

𝐴3
− ]

𝑑2

𝑑𝑡2
}      (6) 

 

where, A means the area (m2), i is the damping 
coefficient (s2/kg), ρa is mass density of air (kg/m3), Lt 
and h are lengths (m) as shown in Fig.1. 
 

3. APPLICATION OF THE OSCILLATING 

WATER COLUMN SYSTEM TO THE 

MARMARA SEA 
 

For the Marmara Sea, the significant wave height 
(H1/3) can be taken as 3.3 meters and the significant 
wave period (Ts) as 7.0 seconds (Atkins, 1996). The 

following results are obtained by using these values and 
the water mass density of 1025 kg/m3 for a system 
having the mass m=1200 kg and the added mass 
mw=975 kg (taken from experimental result of buoy 
used by Masuda (1971). It should be noted that the 
added mass and the mass of a system depend on the size 
and the materials used on a system. The power variation 
as a function of wave period for a wave height at H=3.3 

m is shown in Fig. 2. 
 

 
Fig. 2. Power variation as function of the wave period at 

a wave height H=3.3 m 
 

As can be seen from Fig. 2, the maximum power 
appears at the wave period T=1.7 seconds. The most 
effective length of the underwater column is obtained by 
using this wave period. The result is shown in Fig. 3.  
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Fig. 3. Power variation of the underwater column-length 
at a wave period T=1.7 second 
 

This graph can be put into a normalized peak 
average power variation curve by dividing power with 
the maximum value of the power variation for the 
underwater column-length at wave period T=1.7 
seconds. The normalized power variation is shown 
inFig.4. 

       

 
Fig. 4. Normalized average power variation underwater 
column length 
 

The ideal under water column-length, L1, can be 
found from Fig. 3 and Fig. 4 as 4.572 meters. The values 
of chamber Pressure (P), power (dW/dT), and amplitude 
at a wave period T=7.0 seconds are obtained by using 
L1=4.572 m for the Marmara Sea. The results are 
presented in Fig.5. 
 

 
Fig. 5. Power, Pressure and Amplitude variations at a 
wave period of T=7.0 seconds for a system with water       
column-length of L1=4.572 m 
 

The radius of the float, which keeps the system 
above the water surface, is not necessarily needed for the 
computations. Therefore, it could be kept as it is. On the 
other hand, the variation of the radius of the column will 

change the volume of the internal water and will affect 
the results. In order to see the result of this, one can 
assume the radius of the float as R=1 m and change the 
radius of the column as r=0.1 m, r=0.2 m and r=0.3 m 

respectively (if r is assumed to be as r  0.3, then some 
of our assumptions cause a non-imaginary result. This 
makes some troubles for the explanation of the results). 
When this operation is performed, the following results 
is obtained. 

 

 
Fig. 6. Power change due to change of the radius of the 
column 
 

As mentioned before, the wave period for the 
Marmara Sea is 7 seconds. In Fig. 6, the time interval is 
taken as 14 seconds in order to cover two wave periods 
and show that the power changes are periodic. This 
figure shows that the maximum value of power is 

produced when the wave is at the top and the lower 
position of the inside column. In case of the equilibrium 
wave condition, the system does produce any power. 
Another important point is that the value of the power 
increases at the highest value of column radius. This 
means, the volume of the internal column is directly 
proportional to the radius of the column. If this approach 
is correct, the length of the column must also directly 

proportional to the radius of the column and to the 
volume of the water inside the column since a longer 
system would cause a greater amount of water to keep 
in. In order to see this difference, it has to be used a 
certain time, in which one gets the maximum power, for 
example t=5 seconds, that is shown in Fig. 7. 

 
Fig. 7. Power variation at different column radii with 
changing the underwater column length L1 
 

As can be seen in Fig. 7, the power decreases with 
increasing the underwater column length (L1). There is 
only one explanation for this result that is: in a deep 
water, the velocity of the water particles is assumed to 
be zero at the depth of the half water length and are 

maximum on the water surface. This means the length of 
the column under water (L1) is of second order, this 
would be contrary to our work, since we work with the 
linearized equations. This occurs when the underwater 
column length is very short. Unfortunately, this length 
cannot be made zero, because of the stabilization of our 
system. 

Keeping the underwater column-length (L1) very 
short, could cause the system to flip over. At the same 

time makes the systems-life very short since the turbine 
contacts to the salty water during oscillating of the 
column. The most advantage of our system is that keeps 
the turbine and the generator out of the salty water 
which is highly corrosive for every kind of metal. On the 
other hand, if we talk about a systems-life, we can also 
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talk about different building materials, which would 
mean the change of mass and the added mass of our 

system. The power variation according to changing in 
underwater column length for the radius of r=0.3 m, 
having different mass and added mass, is given in Fig. 7.  
It would be sufficiently enough, if the proportion of the 
original system between the mass and the added mass is 
kept constant. 

 

 
 
Fig. 8. Power variation by changing the underwater 
column length (L1) for the radius r=0.3 m with different 
mass and added mass system. 
 

As shown in Fig. 8, the power varies with the 
systems mass and added mass. This means, we have to 

use high density column materials and should be 
cheaper. The concrete will be a suitable material for 
selection. 

Until now, we only have looked at the variation of 
the underwater column-length. But what is going to 
happen if we change the duct-length or the column-
length over water? 

 
Fig. 9. Power variation while changing the column 
length over water 
 

 
Fig. 10. Power variation while changing the conduct 
length 

 
From Fig. 9 and Fig. 10, it can be seen that the 

power will not be affected by the variation of the 
column-length over water and the conduct-length. Hence 

it can be said that this parameter will be of second order. 
There are many waves higher than H=7 meters in 
Marmara Sea since the significant wave height H1/3 is 
3.3 meter. Thus, the system must have column-length 
over water at least L=3-3.5 meters for the Marmara Sea. 
As a result, the selection of the conduct-length will 

depend on size of the underwater column length and 
higher waves, and on the type of the turbine to be used. 

    
 

4. CONCLUSIONS 

As a result of this study the following conclusions 
can be drawn. 

1. The most effective area of the system is when the 
systems resonance period is the nearest to the wave 
period of the place (see eq.(4)) For the Marmara Sea this 

value approximately will be ω0.897 rad/s for the 
underwater column length L1=4.572 m. 

2. The optimum oscillating water column design is 
when the mass of the internal water in the column is 2/3 

of the sum of the mass and added mass of the system. 
This statement has to be considered in the assumption of 
the linear theory to get more optimum design. 

3. The power for the Marmara Sea, produced by the 
system is directly proportional to the third power of the 
wave height and can be seen in Fig. 2, 3, 4, 5 and 6. 

4. The produced energy will increase by increasing 
the radius of the column (in certain limits). 

5. The short the column-length under water, the 
much power will be produced. But here, it should be 
noted that the column-length under water must have a 
certain size, in order to manage its work for the stability 
of the system. 

6. As the power produced with this system will 
increase, by increasing the mass of the system, it is 
necessary to use cheap and high mass density materials 
such as concrete can be recommended. 

Generally speaking, OWC devices present two main 
advantages over other wave energy converters. First, 
their simplicity; they consist exclusively of the two 
aforementioned elements, the chamber and the air 
turbine. Second, their low maintenance cost relative to 
other wave energy converters, which are a result of both 
their simplicity and the absence of mechanical elements 
in direct contact with seawater. 

If OWCs are to have a long-term future, rate of 
progress must be improved. For future work well-
considered proposals for reducing cost/improving 
performance were to be made and justified. Estimates of 
cost of-energy benefits. Economic models were 
established for shoreline and near shore devices to 
investigate the likely p/kWh power output cost, and to 
test the sensitivity of this cost to the main design 

elements of an OWC development. Improvements with 
the biggest impact on the power production cost, 
requiring the least effort to implement, were then 
identified. 

Attention was then focused on the improvements of 
OWC system that might be made on near-shore devices 
by incorporating the lessons learnt from previous 
projects and by assessing, through analysis and related 

experience, the effectiveness of a range of improvements 
in design, fabrication and installation of OWCs. Such 
improvements would reap greater reward in view of the 
larger near-shore resource that can be realized. The key 
elements of improved economics are reduced structural 
quantities and survival loading combined with the 
maximum possible wave energy capture. 

The basic working principle of wave energy 
concepts have gone in all directions with no significant 
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convergence that has been identified yet. Many concepts 
have been tank tested, but only few managed to 

undertake sea trials. This is the result from the various 
types of difficulties involved in making wave energy 
converters cost-effective. 
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