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Spectral analysis and second-order cyclostationary analysis of the non-stationary

stochastic motion of a boring bar on a lathe

Y. Calleecharan

Abstract—In turning and boring, vibration is a frequent problem. The

motion of a boring bar is frequently influenced by force modulation, i.e.

the dynamic motion of the workpiece related to the residual rotor mass

imbalance influences the motion of the motion of the boring bar via the

relative dynamic motion between the cutting tool and the workpiece.

Second-order cyclostationary analysis of the non-stationary stochastic

motion of a boring on a lathe is carried out and compared with the

conventional spectrum estimation method of the power spectral density.

It is observed that the periodic nature of this dynamic motion suits well

in the cyclostationary framework because of the rotating motion on the

lathe. Also, it is found that cyclostationary analysis contains the time

information in the metal cutting process and it can provide insight on the

modulation structure of the frequencies involved in the boring operation.

Index Terms—boring bar, cyclostationary, lathe, power spectral

density, second-order statistics

NOMENCLATURE

α cyclic frequency [Hz ]

εr normalised random error

τ continuous time lag parameter [ s ]

a cutting depth [mm ]

CAF cyclic autocorrelation function

CDD cutting depth direction

CSD cutting speed direction

DCS degree of cyclostationarity

f spectral frequency [Hz ]

Fs sampling frequency [Hz ]

i integer index

I power spectral density estimate

L data length

m discrete time index

n discrete time index

N positive integer number

PSD power spectral density

r̂ CAF or autocorrelation estimate

SCDF spectral correlation density function

s primary feed rate [mm/rev ]

Ŝ SCDF estimate

t continuous time parameter [ s ]

T continuous domain time period [ s ]

U window-dependent bandwidth normalisation factor

v cutting speed [m/min ]

w time window

subscripts & superscripts

k integer index

p integer index

s sampling

Y. Calleecharan is with the Department of Mechanical and Produc-
tion Engineering, University of Mauritius, Réduit, 80837, Mauritius (email:
y.calleecharan@uom.ac.mu).

I. INTRODUCTION

T
HE presence of vibrations in the turning and boring operations

in a lathe is a very common problem and leads to well-known

undesirable effects such as degradation in the surface finish of the

machined part, structural fatigue of the cutting tool and holder, and

annoyingly high sound levels. Poor choices of cutting parameters,

cutting of very hard materials, etc., typically lead to vibration prob-

lems. Tool chatter is an issue that has been studied in literature for

a long time [1]. With the increasing demands of higher productivity

coupled by the requirements for smaller tolerances in the machined

part surfaces, the need arises to understand the dynamics in the cutting

operation. Pioneering works in this field [2], [3] have been carried out

in which the nature, causes and implications of the vibrations were

unveiled and traditional spectral analysis techniques were used.

The dynamic motion of the boring bar in the metal cutting process

originates from the deformation operation of the work material.

This motion of a boring bar is frequently influenced by e.g. force

modulation, i.e. the dynamic motion of the workpiece related to

residual rotor mass imbalance influences the motion of the boring

bar via the relative dynamic motion between the cutting tool and

the workpiece. Now, if boring bar vibration is affected by force

modulation, the vibration responses generally have non-stationary

stochastic properties. However, there are strong indications due to

the periodicity involved from the rotary motion on the lathe that

the second-order statistic properties of the boring bar vibration have

cyclostationary properties.

A number of experimental and analytical studies have been carried

out on the study of tool vibration in turning. Most research has

been carried out on the dynamic modelling of cutting dynamics [4]–

[13] and usually concentrates on the prediction of stability limits as

well as experimental methods for the estimation of model parameters

related to the structural dynamic properties of the machine tool,

the workpiece material, etc. A subset of the research on cutting

dynamics has focussed on boring dynamics [14]–[19], which is

more relevant to the present work. However, there are relatively

few works which address the identification of dynamic properties

of machine tool vibration [20]–[25] and especially the identification

of dynamic properties of boring bar vibration [23]–[25]. In-depth

literature surveys concerning the experimental and analytical studies

are given in References [24], [25].

Vibration signals are usually investigated using signal processing

tools. Usually, quantities such as variance, autocorrelation, power

spectral density (PSD) and power spectrum are estimated for a vibra-

tion signal. Traditional time averaging or synchronous averaging are

generally included in the estimation methods defined for the quantities

mentioned previously. Care should be taken nevertheless with these

stationary time-frequency methods since they can lead to ambiguous,

if not misleading, results in an industrial environment where there is

interference caused by random or periodic noise in the vicinity of the

frequency bandwidth of interest. Synchronous averaging attenuates

information in the vibration signal that is not harmonically related to

the rotation. The part of the vibration signal related to the rotation

may be investigated by e.g. the power spectrum estimator or by the

PSD. More sophisticated and less common tools such as short time

Fourier Transform, the pseudo Wigner-Ville Transform or the discrete
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wavelet Transform include the time dimension parameter in the time-

frequency analysis, but these methods have a severe drawback in that

they cannot exploit any information which does not appear in the

synchronous average such as periodically correlated random pulses

or amplitude modulation of asynchronous signals which is common

from rotating machinery [26].

In the case of periodically correlated random pulses or amplitude

modulation of asynchronous signals that is common from rotating

machinery, the second-order cyclostationary analysis method e.g. with

its cyclic spectrum has proved to be useful—it is able to isolate

amplitude modulation phenomena by its unique attribute of spectral

correlation in the bi-frequency plane [26]. This paper uses both

the traditional spectral analysis method namely the PSD and the

less common second-order cyclostationary analysis on time vibration

signals from the boring bar operation on a lathe to analyse the second-

order characteristics of the boring process.

Though cyclostationary analysis was first applied in the field of

telecommunications [27], several works [26], [28]–[31] have shown

the usefulness of this technique in analysis and in condition monitor-

ing of mechanical engineering equipment where rotating components

exist. Cyclostationary analysis enables periodic amplitude modulation

phenomena to distinguish themselves from other interfering vibrations

or sounds on the shop floor and this allows in the case of amplitude-

modulation signals to resolve the various components present in the

signal. The usefulness of cyclostationary analysis is that firstly it is a

tool that allows periodic phenomena to be distinguished from non-

periodic ones as shown in Reference [32] and secondly, different

periodic frequencies e.g. from rotating machines produce distinct

frequency patterns in the bi-frequency plane from the cyclostationary

analysis method [33]. It is the purpose of this article hence to

demonstrate that the cyclostationary analysis framework is indeed a

very suitable tool to investigate the force modulation phenomenon

affecting the motion of the boring bar.

II. EXPERIMENTAL SET-UP

As with all machining operations, metal cutting takes place between

a cutting tool and a workpiece material. For a lathe, the cutting tool

is most often single-point attached to the tool holder e.g. a boring

bar. The desired surface is created by providing suitable relative

motion between the cutting tool and the workpiece material. This

relative motion is composed of basically two components: primary-

and secondary-feed motions. More specifically, the primary motion is

generated by rotation of the workpiece material, while the secondary

motion is the feed motion associated with the cutting tool. It is the

simultaneous combination of these two relative motion components

that lead to continuous chip removal from the workpiece material. The

cutting operations have been carried out in a Mazak SUPER QUICK

TURN—250M CNC turning center shown in Fig. 1 with 18.5 kW

spindle power, maximal machining diameter 300 mm and 1007 mm

between the centres. In order to save material, the cutting operation

was performed as external turning operation, although a boring bar,

WIDAX S40T PDUNR15, was used.

A. Measuring equipment and setup

In the vibration measurements, two PCB U353B11 accelerometers

and a TEAC RD-200T DAT-recorder were used. The two accelerom-

eters were mounted on the boring bar using threaded studs and they

were placed as close as possible to the cutting tool bit—one in the

cutting speed direction (CSD) and one in the cutting depth direction

(CDD)—see Fig. 2.

Fig. 1. Figure shows the CNC equipment Mazak SUPER QUICK

TURN used in the experiments

(a) Schematic plan view of experimental arrangement

(b) Experimental vibration measurement setup

Fig. 2. Top diagram illustrates a schematic plan view of boring bar

arrangement with respect to the workpiece material. The cutting speed

direction and the cutting depth direction are defined. Bottom diagram

shows the two accelerometers mounted on the boring bar in the cutting

speed direction and in the cutting depth direction respectively
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B. Workpiece materials

Work materials are usually classified according to three production

engineering application classes: K (cast irons), M (stainless steels)

and P (alloyed steels), all standardised by ISO [34]. In the cutting

experiments, three different workpiece materials, each belonging to

a different class, have been used, namely: SS 0727-02 or nodular

graphite cast iron as a K material, SS 2343-02 or austenitic stainless

steel as an M material and SS 2541-03 or chromium molybdenum

nickel steel as a P material. These materials have different properties

from a production point of view. In American standards, the classes

K, M and P correspond to AISI 80-55-06, AISI 316 and AISI 4340

respectively. The machinability or more specifically the cuttability

of the materials differs and the chemical composition of the three

materials, which is shown in Table I, is also different. The diameter

of the workpiece materials is chosen large (around 200 mm); thus the

workpiece vibrations may be neglected. Since the statistical properties

of the cutting forces are to be investigated, the influence of the

workpiece material is vital. The chemical composition and micro-

structure of the materials as well as the strength and the thermo-

dynamical properties determine the behaviour of the cutting process.

The optimal workpiece material should, from a production engineering

point of view, induce small cutting forces, be capable of producing

a proper surface finish, have a fair chip breaking property, and not

deteriorate the cutting tool. The selected materials have different

properties with respect to these four aspects [21].

TABLE I

Chemical composition of workpiece materials

Production engineering C Si Mn Cr Ni Mo
application class [%] [%] [%] [%] [%] [%]

K 3.7 2.2 0.4 Nil Nil Nil

M 0.05 Nil Nil 18 12 2.7

P 0.36 0.27 0.62 1.53 1.41 0.17

C. Choice of cutting parameters

In the cutting experiments, standard 55◦ diagonal inserts have been

used. They have tool geometry with the ISO code DNMG 150608-SL

with chip breaker geometry for medium roughing. Different carbide

grades but with the same geometries have been used for different

materials. Carbide grade TN7015 was used for the cast iron and the

alloyed steel materials, and carbide grade TN8025 was used for the

stainless steel material.

The selection of the cutting data parameter space must be based

on thorough knowledge of the cutting process itself. Excessive wear,

catastrophic failure or plastic deformation may result if too high

cutting speeds or feed rates are selected. This can in turn lead to

results which are not characteristic to a turning operation under normal

circumstances. The cutting data were chosen according to Table II.

Also, no cutting fluid was applied during machining. The aim was

to find a parameter space equal for all materials. However, it was

found to be impossible to exceed 200 m/min in cutting speed for the

stainless steel SS 2343-02.

III. SPECTRAL ANALYSIS

A. Theoretical development of cyclostationary analysis

A couple of definitions for a cyclostationary signal has been put

forward [27]. Of relevance in this work is cyclostationarity of order

2, in which case then we are dealing with a quadratic transformation

of the time signal. More specifically, a quadratic transformation of the

type involving the product of a signal with a delayed version of itself,

i.e. the autocorrelation function, will generate spectral lines. Thus, it

TABLE II

Cutting parameter space for the three materials used

in the experiments

Material Parameter Range

Feed, s [mm/rev] 0.1–0.3, step 0.1
SS 0727-02 Depth of cut, a [mm] 2

Cutting speed [m/min] 50–300, step 25

Feed, s [mm/rev] 0.1–0.3, step 0.1
SS 2343-02 Depth of cut, a [mm] 2

Cutting speed [m/min] 50–200, step 25

Feed, s [mm/rev] 0.1–0.3, step 0.1
SS 2541-03 Depth of cut, a [mm] 2

Cutting speed [m/min] 50–300, step 25

means that a continuous signal x(t) is cyclostationary of order two

with fundamental cyclic frequency (or cycle frequency) α if and only

if at least some of its delayed products namely y(t) = x(t)x∗(t− τ)
for some delays τ exhibit a spectral line at this cyclic frequency α.

The next important definition is the cyclic autocorrelation function

(CAF) of a cyclostationary process which is defined as [27]:

rαk
xx

(t) =
1

T

∫ T
2

−
T
2

rxx

(

t+
t

2
, t−

t

2

)

e
−j2pαkt dt (1)

The spectral correlation density function (SCDF) or cyclic spectrum

is the frequency domain representation of the CAF according to the

Wiener-Khinchin relation and is given in continuous time as [27]:

Sαk
xx

(f) =

∫

∞

−∞

rαk
xx

(t) e
−j2pft

df (2)

The Degree of Cyclostationarity (DCS) is basically a measure of the

degree of non-stationarity for a wide-sense cyclostationary process

and its value lies between zero and unity. It can be computed either

from the CAF or from the SCDF, and using the latter is defined in

continuous domain as [35]:

DCS
α =

∫

∞

−∞
|Sα

xx
(f)|2 df

∫

∞

−∞
|S0

xx
(f)|2 df

(3)

B. Procedures for analysis

Preliminary analysis using the cyclostationary analysis with the ex-

perimental setup in this paper has been done [36], [37]. Reference [37]

looked into the statistical evidence of cyclostationary behaviour of the

boring bar vibrations. The analysis however did not investigate the

force modulation phenomenon that the boring bar experiences when in

operation. The process of machining a workpiece on a lathe is usually

time-varying; for example we have variation in cutting speed, feed

rate, cutting depth, tool wear, etc. [38]. Thus, the cutting process in the

lathe can normally be expected to exhibit a non-stationary character,

i.e. a process with time-varying properties. However, assuming that

throughout the cutting process the following conditions hold namely:

no alteration of cutting data (i.e. cutting speed, feed rate and depth

of cut), slow deterioration rate of the tool, and time-invariance of

the basic structure of the work material, then the cutting forces can

be hypothesised as short time stationary random processes. It is of

importance to be able to identify these so-called stationary segments

of the data because it enables the usage of the toolbox defined for

stationary random processes to analyse the data. Two commonly

available tests for stationarity that are used in this work are the reverse

arrangement test and the run test [39].

A block size has to be calculated for the stationary tests. In

Reference [3], a block size of 2400 samples to filter out the first

eigenfrequency of the boring bar of about 600 Hz was identified. This

can be explained as follows: With the knowledge of an approximate
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value of 600 Hz for the first eigenfrequency (in either CSD or CDD)

and a sampling frequency Fs of 48 kHz, it can be readily observed

that, choosing a block size of 2400 samples, the number of periods

of this 600-Hz-eigenfrequency is 30 (in this 2400 samples). This

value of 30 averages was considered sufficient to average out the

eigenfrequency effect and it is important to note that in order not

to interfere with any other phenomenon (periodic or not) present in

the data, it is essential not to use more averages than necessary. This

block size of 2400 samples corresponds to an averaging time of 0.05 s.

Amplitude-modulated vibration signals emanating from rotating ma-

chinery generally involve harmonics of the rotating component. It

is obvious that if the spindle rotation frequency is filtered out by

some averaging time, then so are its harmonics. A simple and most

straightforward method to achieve this is to increase the block size

(from the 2400 samples) until we cannot observe any fluctuating trend

in the mean square values. The optimum block size, in this respect,

to filter out the low spindle rotation frequency of around 6 Hz was

found to be 96 000 samples, implying an averaging time of 2 s.

Cyclostationarity (in the wide sense) implies periodic variation in

the second-order characteristics, hence in the mean square values also.

Now from the previous paragraph, it is clear that using a block size

of 96 000 samples filters or smoothes out any periodic fluctuations in

the mean square values. Therefore, it is obvious that any stationary

segments identified in the time data record will contain cyclostationary

components as well. It is useful to note that since the two stationarity

tests rest on the normal distribution assumption, the minimum number

of observations has been set to a value of 10. Also here, it is useful

to point out that the level of significance was set to 0.05 and this

irrespective of the number of observations. A Matlab [40] script has

been written, the purpose of which is to help identifying stationary

segments in the time data records and identifying the longest possible

stationary segment so that in the analysis, we are sure to obtain the

most reliable spectral estimates, be it with the PSD or with the cyclic

spectrum in the cyclostationary analysis.

1) Selection of vibration data for analysis

A suitable approach had to be found to identify data that will most

probably be of interest in the cyclostationary analysis. The essential

steps in this selection procedure for each of the boring bar vibration

data were to:

1) Identify the longest stationary segment in the data using the

reverse arrangement test and the run test.

2) Compute the PSD in a frequency region around the first eigen-

frequency of the boring bar (which is around 600 Hz in either

CDD or CSD) over this longest stationary segment.

3) In the event that the PSD from Step 2 displays sufficient

amplitude-modulation phenomenon (in the form of sidebands

in the frequency region around the eigenfrequency), then the

boring bar vibration data is considered as a potential candidate

for cyclostationary analysis.

Having identified potential candidates for analysis, the next step

was to compute the DCS function. The DCS function is expected to

exhibit sufficient energy at α other than zero at twice the low spindle

rotation frequency and also at high frequencies around twice the first

eigenfrequency (assuming that these two frequency components are

mainly responsible for the vibration of the boring bar). If the DCS

does not show these features, the vibration data is discarded. It was

not timely possible to investigate each of the boring bar vibration data,

but it has been found in general that data with the highest primary feed

rate of s = 0.3 mm/rev had the desired features. In this respect, data

pertaining to this high feed-rate was investigated for various cutting

speeds and for the three different workpiece materials mentioned in

Table II, and the normalised random error was computed according

to Reference [27].

2) Estimation of PSD

The Welch method [41] has been used for the computation of the

PSD. The pth periodogram of length N1 with the use of windows is

given by

Îp
xx

(fk) =
Ts

N1 U

∣

∣

∣

∣

∣

N1−1
∑

i=0

xp(i)w(i)e
−j

2 p k n
N1

∣

∣

∣

∣

∣

2

, 0 ≤ p ≤ N2 − 1

(4)

where fk is given by fk = k
N1 Ts

and

U =
1

N1

N1−1
∑

n=0

(

w(n)
)2

(5)

is the window-dependent resolution bandwidth normalisation fac-

tor [42] for PSD estimation. Finally, the Welch estimate, Îxx, is the

average of all the periodograms over all segments N2 as follows:

Îxx (fk) =
1

N2

N2−1
∑

p=0

I(p)
xx

(fk) (6)

3) Estimation of SCDF in discrete time

The estimation method that has been adopted is the cyclic correl-

ogram method [43]. Its formulation involves estimation of the CAF,

r̂xx (α, m), and then of the SCDF, Ŝxx (α, f), as shown in Fig. 3 and

the estimators are provided in Equation (7).

For each lag m (up to L ≪ signal length N )

Form the sequence x(n) and its shifted version x(n − m).

Rectangular time-windowed the two sequences and

compute the autocorrelation r̂xx (n, m).

Fourier Transform n → α to get the CAF r̂xx (α, m) and

correct for the phase shift by multiplying by ejpαm.

For desired α

Window the CAF sequence by an appropriate tapering

window w(2L−1) (frequency smoothing).

Fourier Transform m → f to get the SCDF Ŝxx (α, f).

Fig. 3. Schematic representation of the estimation of the SCDF via

the cyclic correlogram method. See also Equation (7)

The discrete time estimators for the CAF, r̂xx (α, m), and for the

SCDF, Ŝxx (α, f), [43] are given next in Equation (7):

r̂xx (αk, m) =
1

N

N−1
∑

n=0

x(n)x∗(n − m) e
−j2pαkn e

jpakm (7a)
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Ŝxx (αk, fk) =
1

N

L
∑

m=−L

w(2L−1)(m)

[

x(n)x∗(n−m) e
−j2pαkn e

jpαkm
]

e
−j2pkm
2L+1 (7b)

with the cyclic frequency αk = k 1
Ts

, k = 0,±1,±2, . . . and 1
Ts

is

the fundamental frequency. It is readily apparent that when αk = 0,

Equation (7a) reduces to the conventional autocorrelation function.

Also, then a generally non-stationary process is said to exhibit

cyclostationarity in the wide sense only if there exists correlation

between some frequency-shifted versions of the process as opposed

to a stationary process which exhibits no correlation between any

frequency-shifted versions of the process.

In the computation of the CAF, a rectangular window was applied

to the time shifted sequences. Similarly, in the computation of the

SCDF (see Equation (7b)), a suitable window needs to be applied

prior taking the Fourier Transform with respect to m. A symmetric

window with tapering ends and having unity magnitude at m = 0
has the advantage of de-emphasising the unreliable parts of the CAF,

thus reducing the variance in the computation of the SCDF. Thus in

Equation (7b), the window w, with support [−L, L] and of length

2L − 1, is applied to the CAF sequence which has been calculated

using Equation (7a) for both positive and negative lags k. The negative

CAF values are obtained from the positive counterparts by exploiting

the symmetry property of the CAF.

The PSD and SCDF estimation parameters are presented in Ta-

bles III and IV respectively. Of importance is to note that one

optimisation made on the SCDF estimation code was to downsample

the data and hence the sampling frequency Fs (from 48 kHz to 3
kHz). The resulting theoretical useful frequency range up to 1.5 kHz

still encompasses the frequency region of interest in both axes of the

SCDF bi-frequency plane. Statistical measures of the PSD and the

SCDF are given in Tables III and V respectively. The normalised

random error εr is also known as the coefficient of variation and is

commonly used in spectral analysis [44]. Window characteristics are

assessed using two important criteria, namely the equivalent noise

bandwidth, Be which provides a measure of the bandwidth of the

window in the frequency domain [45] and the statistical bandwidth,

Bs, which is also a measure of window bandwidth [44]. In Table V,

the following relationship holds [27]:

εr ≃

√

Be

Bs

(8)

TABLE III

Parameters for PSD estimation

Parameter Value

Data length (samples) Longest stationary segment
Sampling frequency Fs [kHz] 48

Periodogram’s length (samples) 65 536

Time window Hanning
Overlapping [%] 50

Normalised random error, εr 0.1072–0.1387

TABLE IV

Parameters for SCDF estimation

Parameter a-direction f -direction

Original data length (samples) 819 200 32 768

Downsampled data length (samples) 51 200 2048

Window Rectangular Bartlett

TABLE V

Statistical measures of the SCDF

Parameter Value

Equivalent noise bandwidth, Be 0.0781
Statistical bandwidth, Bs 2.1973
Normalised random error, εr 0.1886

IV. RESULTS

Many of the data analysed had common features and the objective

here is to give representative results either in CDD or in CSD. The

parameters for the spectral analyses are based on Tables III to V

in Section III-B3. The analysis results are presented in the following

order: PSD estimates in the high frequency region (around the first

eigenfrequency of the boring bar) and in the low frequency region

(encompassing the spindle rotation frequency), and the SCDF contour

plots at low cyclic frequencies but at high (spectral) frequencies

and at high cyclic frequencies but at low (spectral) frequencies.

Accompanying these SCDF contour plots are the DCS functions

which facilitate the observation of the spectral correlation features.

The results that follow next are for the three materials listed in

Table II. Of importance is to note that the SCDF estimates were scaled

for the random component and the corresponding SCDF contour plots

in Matlab [40] had a level of detail set at 150. Also there were no

significant differences between results in the cutting depth direction

and in the cutting speed direction.

A. Workpiece material SS 0727-02

This section presents the results for material SS 0727-02. For the

vibration data in CDD with v = 175 m/min and s = 0.3 mm/rev,

Fig. 4 shows respectively the PSD estimate of the data in the high

frequency and in the low frequency regions, and the SCDF contour

plots are given in Fig. 5 for the low cyclic frequency region around

twice the spindle rotation frequency and for the high cyclic frequency

region at around twice the first eigenfrequency respectively. Figures 6

and 7 show the corresponding results for the vibration data in CDD

with v = 225 m/min and s = 0.3 mm/rev.

B. Workpiece material SS 2343-02

This section presents the results for material SS 2343-02 for

vibration data in CSD with v = 150 m/min and s = 0.3 mm/rev.

Figure 8 shows respectively the PSD estimate of the data in the high

frequency and in the low frequency regions. The SCDF contour plots

are given in Fig. 9 for the low cyclic frequency region around twice

the spindle rotation frequency and for the high cyclic frequency region

at around twice the first eigenfrequency respectively.

C. Workpiece material SS 2541-03

This section presents the results for material SS 2541-03 for

vibration data in CDD with v = 225 m/min and s = 0.3 mm/rev.

Figure 10 shows respectively the PSD estimate of the data in the high

frequency and in the low frequency regions. The SCDF contour plots

are given in Fig. 11 for the low cyclic frequency region around twice

the spindle rotation frequency and for the high cyclic frequency region

at around twice the first eigenfrequency respectively.
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(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 4. PSD estimates in the high frequency region (top figure) and

low frequency region (bottom figure) of the dynamic response of the

boring bar in the cutting depth direction during a continuous cutting

operation in material SS 0727-02, feed rate s = 0.3 mm/rev, cutting

depth a = 2 mm, cutting speed v = 175 m/min, tool DNMG 150608-

SL and grade TN7015. The number of periodogram averages was 87.

The separation of the peaks is approximately 3.66 Hz in the top figure

(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 5. The SCDF contour plots alongside with DCS functions of

the dynamic response of the boring bar in the cutting depth direction

during a continuous cutting operation in SS 0727-02, feed rate s = 0.3
mm/rev, cutting depth a = 2 mm, cutting speed v = 175 m/min,

tool DNMG 150608-SL and grade TN7015. Top figure: low cyclic

frequencies and high spectral frequencies; observe the two peaks in

the DCS function at α = 3.9844 Hz and 7.9688 Hz. Bottom figure:

high cyclic frequencies and low spectral frequencies; observe the main

peak in the DCS function at α = 1051.05 Hz (around twice the 600
Hz eigenfrequency value)
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(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 6. PSD estimates in the high frequency region (top figure) and

low frequency region (bottom figure) of the dynamic response of the

boring bar in the cutting depth direction during a continuous cutting

operation in material SS 0727-02, feed rate s = 0.3 mm/rev, cutting

depth a = 2 mm, cutting speed v = 225 m/min, tool DNMG 150608-

SL and grade TN7015. The number of periodogram averages was 75.

The separation of the peaks is approximately 5.86 Hz in the top figure

(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 7. The SCDF contour plots alongside with DCS functions of

the dynamic response of the boring bar in the cutting depth direction

during a continuous cutting operation in SS 0727-02, feed rate s = 0.3
mm/rev, cutting depth a = 2 mm, cutting speed v = 225 m/min,

tool DNMG 150608-SL and grade TN7015. Top figure: low cyclic

frequencies and high spectral frequencies; observe the main peak in

the DCS function at α = 5.5078 Hz. Bottom figure: high cyclic

frequencies and low spectral frequencies; observe the main peak in

the DCS function at α = 1067.99 Hz (around twice the 600 Hz

eigenfrequency value)
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(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 8. PSD estimates in the high frequency region (top figure) and

low frequency region (bottom figure) of the dynamic response of the

boring bar in the cutting speed direction during a continuous cutting

operation in material SS 2343-02, feed rate s = 0.3 mm/rev, cutting

depth a = 2 mm, cutting speed v = 150 m/min, tool DNMG 150608-

SL and grade TN8025. The number of periodogram averages was 87.

The separation of the peaks is approximately 4.4 Hz in the top figure

(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 9. The SCDF contour plots alongside with DCS functions of

the dynamic response of the boring bar in the cutting speed direction

during a continuous cutting operation in SS 2343-02, feed rate s = 0.3
mm/rev, cutting depth a = 2 mm, cutting speed v = 150 m/min,

tool DNMG 150608-SL and grade TN8025. Top figure: low cyclic

frequencies and high spectral frequencies; observe the main peak in

the DCS function at α = 3.9258 Hz. Bottom figure: high cyclic

frequencies and low spectral frequencies; observe the three main peaks

in the DCS function at α = 1119.14 Hz, 1123.89 Hz and 1127.52
Hz (around twice the 600 Hz eigenfrequency value)
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(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 10. PSD estimates in the high frequency region (top figure) and

low frequency region (bottom figure) of the dynamic response of the

boring bar in the cutting depth direction during a continuous cutting

operation in material SS 2541-03, feed rate s = 0.3 mm/rev, cutting

depth a = 2 mm, cutting speed v = 225 m/min, tool DNMG 150608-

SL and grade TN7015. The number of periodogram averages was 87.

The separation of the peaks is approximately 8.79 Hz in the top figure

(a) PSD estimate in high frequency region

(b) PSD estimate in low frequency region

Fig. 11. The SCDF contour plots alongside with DCS functions of

the dynamic response of the boring bar in the cutting depth direction

during a continuous cutting operation in SS 2541-03, feed rate s = 0.3
mm/rev, cutting depth a = 2 mm, cutting speed v = 225 m/min,

tool DNMG 150608-SL and grade TN7015. Top figure: low cyclic

frequencies and high spectral frequencies; observe the main peak in

the DCS function at α = 9.1992 Hz. Bottom figure: high cyclic

frequencies and low spectral frequencies; observe the three main peaks

in the DCS function at α = 1163.61 Hz, α = 1172.70 Hz and

1181.89 Hz respectively (around twice the 600 Hz eigenfrequency

value)
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V. DISCUSSIONS AND ANALYSES

In the PSD estimates of the boring bar vibration data, there seems

to be a correlation between the adjacent sideband distance and the

workpiece rotation frequency. This might suggest that workpiece

motion at the rotation frequency amplitude modulates the response

of the boring bar at its first eigenfrequency.

Two types of amplitude modulation phenomena are principally

observed in the data for the three materials considered in the analysis.

One type is observed for the material SS 0727-02 in Figs 4 and 5, and

for the material SS 2343-02 in Figs 8 and 9. If amplitude modulation

is assumed, this modulation might for instance explain the cyclic

spectrum in Fig. 5 at the cyclic frequency of α = 3.9844 Hz. If

it is assumed that we have the eigenfrequency in the cutting depth

direction at 1051.05
2

≃ 525.525 Hz, then this may be described by the

following amplitude modulation model:

x(n) =

[

1 + sin

(

2π
1051.05

2
n

)]

×

[

sin

(

2π
3.9844

2
n

)

+ sin

(

2π × 3 ×
3.9844

2
n

)

+ . . .

]

(9)

where x(n) is the vibration signal. This model suggests an amplitude

modulation of half the spindle rotation frequency.

The second type of amplitude modulation is observed for the material

SS 0727-02 in Figs 6 and 7, and for material SS 2541-03 in Figs 10

and 11. Considering for instance Fig. 7 where the eigenfrequency

in the cutting depth direction is 1067.99/2 Hz and the fundamental

cyclic frequency is 5.5078 Hz, the modulation pattern can be assumed

to be of the form

x(n) =

[

1+sin
(

2π 5.5078n
)

+sin (2π × 2 × 5.5078n)+. . .

]

×

[

sin
(

2π
1067.99

2
n
)

]

(10)

where x(n) is the vibration signal. Here on the other hand, an

amplitude modulation with the actual spindle rotation frequency is

indicated. It is to be noted that in both Equations 9 and 10 element-

wise multiplication is implied at the discrete time index n.

Next, variations in the peaks at the fundamental cyclic frequency

are observed in the DCS functions accompanying the SCDF contour

plots for the materials SS-0727-02 and SS 2343-02 (both with

s = 0.3 mm/rev). This can be observed e.g. in Fig. 9. This variation

implies a change in the cutting speed v occurring in the metal

cutting process. This variation in frequency is known as frequency

modulation. Furthermore, this results in spreading of energy to the

surrounding peaks in the DCS function. On the other hand, this

frequency modulation effect was observed to be much less severe

for the material SS 2541-03. Besides it was found for this material

that these frequency variations tend to disappear with higher cutting

speeds. This is seen in Fig. 11 where one can observe that the peaks

in the DCS function are well-defined. This cannot be explained by

the resistance of the workpiece materials during the cutting process

since material SS 0727-02 is cast iron whereas materials SS 2343-

02 and SS 2541-03 are steel-based. Examining the contour SCDF

plots alongside with the DCS functions allows one to resolve the

type of amplitude modulation pattern present and this information is

not readily available from a PSD estimate.

Furthermore, for a given amplitude modulation type, the size of

the rhombic spectral correlation patterns of the SCDF plots in the

bi-frequency SCDF plane is dictated by their cyclic frequencies,

the first eigenfrequency in CSD or CDD and possibly the cutting

speed v. The low frequency modulating component appears to be

the spindle rotation frequency. It is to be expected that the cyclic

frequency is twice the spindle rotation frequency (considering the

relationship of the cyclic frequency α to the spectral frequency f ).

Indeed, Reference [46] in the application of cyclostationary analysis to

study bearings showed that this low modulating cyclic frequency can

be in fact related to the rotation frequency of the bearing or to some

bearing’s fault such as an inner race fault, or to both of them. In this

work, it is thus expected that the low cyclic frequency components

observed in all of the vibration data has some direct relationship to

the spindle rotation frequency.

Hence, after having found that second-order cyclostationary analy-

sis can identify the modulation phenomenon present in the vibration

data, a next crucial step is to identify the nature of the cyclic frequency

components. To that end, the rotation speed was calculated (based on

the workpiece diameter and the cutting speed) and compared to the

cyclic frequency for each data. The workpiece diameter considered

here is the diameter at the start of the cutting process. Table VI shows

this comparison.

TABLE VI. Comparison of spindle rotation frequency with cyclic

frequency

Vibration Starting Rotation Observed % magnitude

data1 workpiece frequency α in difference
diameter based on Section IV between
[m] Column 2 [Hz] Columns 3

[Hz] and 4 based
on Column 4

Workpiece material SS 0727-02 (with s = 0.3 mm/rev)

CDD—175 0.2000 4.6420 3.9844 16.50
CDD—225 0.1750 6.8209 5.5078 23.84
CSD—275 0.1900 7.6785 6.2695 22.47

Workpiece material SS 2343-02 (with s = 0.3 mm/rev)

CDD—75 0.1662 2.3940 3.0469 21.43
CSD—150 0.1793 4.4382 3.9258 13.08

Workpiece material SS 2541-03 (with s = 0.3 mm/rev)

CDD—225 0.1380 8.6497 9.1992 5.97

1 The numerical value after CDD or CSD refers to the cutting speed v
m/min

It can be seen from Table VI that there is a relatively small

difference for the material SS 2541-03 (with s = 0.3 mm/rev).

Although not shown here, the author has been able to find that this

difference was in fact lower than 15 % for the other seven cutting

data (three in the CDD and four in the CSD) for this material. The

discrepancies are more severe for the materials SS 2343-02 and SS

0727-02. The diameters of the workpiece materials were measured

by the CNC coordinate system in the lathe. Now, for each new

insert the position of the tool tip is not calibrated so that in effect,

it can be said that the coordinate system only provides us with

an approximate value of the diameter of the workpiece. This leads

to the conclusion that the spindle rotation frequencies calculated in

Column 3 of Table VI represent in fact approximations to the true

spindle rotation frequencies. It is also important here to take into

account the frequency modulation effect observed in the data for the

steel-based material SS 2343-02 and cast iron material SS 0727-02.

The true spindle rotation frequencies are in most cases observ-

able from the PSD estimates at the lower frequencies. Based on

the preceding discussions, it can be put forward that the spindle

rotation frequency is in fact the cyclic frequency as observed in

the SCDF plots. This leads us to think of some other phenomenon

affecting the cutting process. In fact, in rotating machinery, it is not
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uncommon to observe that looseness in some fixtures manifests itself

by a sideband at half the rotation frequency of the main rotating

component [47]. The fact that the cutting speed varies during cutting

and that the SCDF plots suggest either an amplitude modulation of

the eigenfrequency with half the workpiece rotation frequency or with

the actual workpiece rotation frequency leads to the conclusion that

the structure of the boring bar vibration is more complex than the

hypothesised simple amplitude modulation structure.

VI. CONCLUSIONS

The objective of this work is to investigate the force modulation

phenomenon associated with the dynamic motion of the boring bar

in the metal cutting process on a lathe. In Reference [3] it has been

shown that the effect of the material deformation process is to induce

vibration in the boring bar at the first eigenfrequency in either CDD or

CSD. Unbalance in the workpiece rotation was also known to affect

the vibrations of the boring bar. The stochastic nature of the cutting

process is exposed by the PSD analysis, but the latter is limited in

analysis by its time-invariance property.

As seen in Sections IV and V, the PSD analysis has proved

to be not quite effective in revealing whether there is modulation

phenomenon occurring in the vibration data nor the exact form in

case of occurrence of amplitude modulation. In the second-order

cyclostationary analysis, the DCS function serves as preliminary tool

to unveil the presence of modulation in the vibration data. Also, in-

depth analysis with the SCDF bi-frequency contour plots could, in

every case considered, provide concise and unambiguous information

regarding the amplitude modulation phenomenon occurring. The DCS

function could be computed separately before computing the SCDF

which is more computationally expensive.

The results obtained in Section IV indicate that the cyclic spectrum

(or SCDF plot) is likely to provide information concerning the

frequency of the actual boring bar eigenfrequency from the force-

modulated boring bar vibration data. Moreover, the cyclostationary

analysis unwrapped new information from the cutting process. Firstly,

the cycle frequencies obtained from the analysis may indicate the

presence of looseness in the fixture of the boring bar. Secondly,

frequency variations in the peaks of the DCS functions were observed

for the materials SS 2343-02 (steel-based) and SS 0727-02 (cast iron).

This variation in the DCS peaks leads to the phenomenon of frequency

modulation, which has not been investigated further in this work. It is

known that the cutting speed varies during cutting and this coupled to

the fact that the cyclostationary analysis suggests either an amplitude

modulation of the eigenfrequency with half the workpiece rotation

frequency or with the actual workpiece rotation frequency, shows that

the amplitude modulation models put forward in Section V may not

be complete.

The manufacturing industry is always putting much effort to reduce

the vibration emanating from the metal cutting process on a lathe.

Thus, understanding the causes and sources of the vibration causing

effect is fundamental. In this work, second-order cyclostationary

analysis has revealed some looseness in the boring bar fixture; such

information is vital to the vibration control engineers. In essence,

cyclostationary analysis at the second order has demonstrated its

ability to handle the non-stationary stochastic nature of the metal

cutting process on a lathe.

ACKNOWLEDGMENTS

The author wishes to express his sincere thanks to Prof. Lars

Håkansson of the Department of Applied Signal Processing, Blekinge

Tekniska Högskola (Blekinge Institute of Technology), Sweden, for

his assistance.

REFERENCES

[1] Y. Altintas. Manufacturing Automation, Metal Cuting Mechanics, Ma-

chine Tool Vibrations, and CNC design. Cambridge University Press,
2000.

[2] L. Håkansson. Adaptive Active Control of Machine-Tool Vibration in a

Lathe—Analysis and Experiments. PhD thesis, Department of Production
and Materials Engineering, Lund University, Sweden, 1999.

[3] L. Pettersson. Vibrations in metal cutting: measurement, analysis and

reduction. Licentiate thesis, Department of Telecmmunications and
Signal Processing, Blekinge Institute of Technology, Sweden, 2002.

[4] J. Tlusty. Analysis of the state of research in cutting dynamics. In Annals

of the CIRP, volume 27/2, pages 583–589. CIRP, 1978.
[5] D.W. Wu and C.R. Liu. An analytical model of cutting dynamics—Part

1: Model building. Journal of Engineering for Industry, Transactions of

the ASME, 107(2):107–111, May 1985.
[6] D.W. Wu and C.R. Liu. An analytical model of cutting dynamics—Part

2: Verification. Journal of Engineering for Industry, Transactions of the

ASME, 107(2):112–118, May 1985.
[7] I.E. Minis, E.B. Magrab, and I.O. Pandelidis. Improved methods for

the prediction of chatter in turning—Part 1: Determination of structural
response parameters. Journal of Engineering for Industry, Transactions

of the ASME, 112:12–20, February 1990.
[8] I.E. Minis, E.B. Magrab, and I.O. Pandelidis. Improved methods for

the prediction of chatter in turning—Part 2: Determination of cutting
process parameters. Journal of Engineering for Industry, Transactions of

the ASME, 112:21–27, February 1990.
[9] I.E. Minis, E.B. Magrab, and I.O. Pandelidis. Improved methods for

the prediction of chatter in turning—Part 3: A generalized linear theory.
Journal of Engineering for Industry, Transactions of the ASME, 112:28–
35, February 1990.

[10] S.M. Pandit, T.L. Subramanian, and S.M. Wu. Modeling machine tool
chatter by time series. Journal of Engineering for Industry, Transactions

of the ASME, 97:211–215, February 1975.
[11] S.M. Pandit, T.L. Subramanian, and S.M. Wu. Stability of random

vibrations with special reference to machine tool chatter. Journal

of Engineering for Industry, Transactions of the ASME, 97:216–219,
February 1975.

[12] T. Kalmár-Nagy, G. Stépán, and F.C. Moon. Subcritical Hopf bifurcation
in the delay equation model for machine tool vibrations. Journal of

Nonlinear Dynamics, 26:121–142, 2001.
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 

Abstract—Due to the restructuring in electricity market and 

environmental concerns penetration level of DG unit has been 

increased rapidly. It is also playing a significant role in 

minimization of line losses of a power system network. So it is very 

important to define the size and location of distributed generation 

unit to be allocated in a power system network. On the other hand 

due to radial distribution systems basic inherent features such as 

radial structure, a wide range of 𝑿 𝑹⁄  ratios, and a large number 

of nodes; the optimal sizing and siting problem of a DG unit cannot 

be determined by the conventional techniques, which are used for 

transmission systems. A novel method for the estimation as well as 

minimization of losses in a radial distribution system with DG unit 

has been presented in this paper. It also improves the voltage 

profile of the existing power systems and in addition a combined 

and optimal power factor is also calculated. An algorithm is 

presented in this paper to obtain the optimum position of DG units 

in the distribution network based on the available amount of DG 

using Fuzzy logic. Forward backward sweep method makes the 

load flow solution faster. Test results on a 33-bus system reveal 

that the superiority and simplicity of the proposed algorithm. 

 
Keywords— Fuzzy logic, distributed Generation, loss reduction, 

optimal location, optimal size.  

I. INTRODUCTION 

HE penetration level of distributed generators is increased 

due to the restructuring in electric power system. 

Distributed generators which are used for local power 

generation in a distribution system are generally connected to 

the load end directly. These DGs are normally ranged from few 

kW to few MW and they are not centrally placed. Most of the 

distribution systems are conventionally planned as passive 

network and they are capable of unidirectional power flow. 

However, distribution networks are transferred to active 

network with bidirectional power flow by installing a DG unit 

in the distribution system. In spite of the restructuring of 

electricity market, utilization of DG unit in the distribution 

system can make many benefits such as voltage profile 

improvement, real and reactive power loss reduction, 

environmental concerns, power quality improvement, 

investment risk reduction, reliability and security 

improvements [1, 2].   
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Power loss is varied from one country to another country which 

can be found from different statistics and studies. Different 

studies and statistics showed that distribution losses are 70% of 

the total power losses of the system [3] and 20% of total 

generated power is transferred into losses in a network [4, 5], 

and it would make a cost millions of dollar every year.So power 

loss reduction is one of the important solutions to improve the 

overall efficiency of a distribution system. To reduce the 

distribution system losses there are three well known 

techniques are available; network reconfiguration, optimal 

capacitor allocation and DG placement. Out of these three 

techniques DG allocation has both technical as well as 

economic benefits that have presented in the research paper [7-

10].  

Recently many studies have been employed to reduce the 

system losses by optimal sizing and siting of DG. Most of the 

methods are analytical and some of them are heuristic and 

metaheuristic methods. In the research paper [11] a reduced 

gradient approach has been presented to obtain the appropriate 

size of DG unit. An analytical method based on 2 3⁄  rule as a 

rule of thumb has been presented in this research paper to obtain 

optimal placement and optimal size of DG unit [12]. Many 

analytical approaches [4-8] were utilized for the DG allocation 

and sizing. Two analytical methods for a fixed size DG 

allocation are introduced in the research paper [4] out of which 

first one is applicable for radial system whereas second one is 

applicable for meshed network. Exact loss formula based 

analytical method is presented in [18] whereas analytical 

expressions for multi DG units are developed in the research 

paper [14]. A loss sensitivity factor based analytical method has 

been proposed to obtain the optimal size and position of a single 

DG unit in a distribution system [15]. A probabilistic approach 

has been developed in [19] for the selection of distributed 

generator location an hourly load or daily load changes are 

weighted according to the load magnitude and the location 

points are also weighted according to their load magnitude. The 

application of the proposed method demonstrated the efficiency 

of the method to solve the problem of DG sizing and siting. In 

[20] a MTLBO algorithm has presented to determine optimal 

size and optimal location of distributed generators in a 

distribution system. The optimal positioning and sizing 

problem was considered as MINLP problem in this paper. 

Authors in [21] has presented simultaneous allocation of 

distributed generators and capacitors for reducing active as well 

as reactive power loss minimization in a radial distribution 

network using a memetic algorithm which is the combination 
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of local search and genetic algorithm. A PSO algorithm with 

constriction factor has been used in [22] to determine the 

optimal sizes and location of multiple DG units. A 

predetermined load growth with voltage regulation for five year 

was considered as constraints in this research paper. The results 

proved that multiple DG units which are allocated in 

distribution system can reduce both real and reactive power 

loss, purchase cost of energy, voltage deviation in the 

distribution system. A BSOA algorithm has been adopted to 

assign distributed generator units in a radial distribution 

network in [23], where the weighting factor is adopted with 

objective function to minimize real power loss and also to 

improve the voltage profile. The numerical results described 

that the proposed method is more effective and efficient in 

comparisons with the analytical and other heuristics methods. 

In this paper a backward forward sweep methodology has been 

used for estimation of losses in a radial distribution system. 

After the estimation of losses a fuzzy expert system is 

implemented to standard test system to find the suitable node 

where the DG unit is to be placed such that the system losses is 

minimized as well as voltage profile of the system is improved. 

After getting the suitable node an analytical methodology has 

been used to compute optimum size of DG unit. It is considered 

that the DG unit is located in the primary of the distribution 

system to reduce the losses. The developed methodology is 

effective and suitable for allocating a single DG unit in the 

radial system. 

The rest of the research paper is developed as follow: section II 

includes location and sizing problem of DG units. Section III 

contains modeling and problem formulation. Section IV 

contains Backward/forward sweep method for load flow and 

section V includes proposed fuzzy expert system to find optimal 

location, the analytical approach to obtain optimal size of DG 

unit is described in the section VI. Optimal results are presented 

and summarized in section VII. At final section VIII 

conclusions and remarks are described. 

II. ALLOCATION AND SIZING PROBLEM 

The optimal allocation and sizing of a DG unit is one of the 

important factors for loss reduction in a distribution system. 

Fig. 1 shows a three dimensional plot between power losses and 

DG size at each buses in a distribution system. Figure 1 shows 

that as the DG size is increased for a particular bus the losses of 

a distribution network are reduced. However the loss is 

increased if the DG size is increased beyond the optimal DG 

size at that particular location. So whenever the DG size is 

increased more than the optimal value, the loss is increased and 

it may go beyond the loss of the base case loss. It is also 

important that minimization of losses are directly depends on 

location of DG.  

From the Fig. 1 it can be concluded that for a particular 

distribution system it is irrelevant to construct very high 

capacity DG unit. Allocation of a high capacity DG unit will 

cause very high system losses. So the size selection process of 

DG unit is carried out based on the size of distribution system 

(based on load in MW). The reason for the relation between 

higher DG unit capacity with higher losses can be explained 

that the distribution system is designed in such a way that such 

the power flows initially from sending end to the receiving end. 

 
Fig.1. Effect of different DG size and their location on losses [18]  

 

The conductor sizes are generally reduced from sending end 

towards the receiving end. So without change of network any 

installation of a large size DG unit will make excessive power 

flow in small size conductors and as a result it causes higher 

losses. 

The DG placement problem is solved by location issue first 

then followed by the sizing issue 

III. MODELING AND PROBLEM FORMULATION 

3.1 Different Load model 

In power system loads are modeled into three categories based 

on the static characteristics of the load. These are as follows. 

 

 Constant power: In this load model active power and 

reactive power are independent of the voltage changes. 

 Constant current: In this load model bus voltage is 

directly proportional with the active and reactive 

power respectively. 

 Constant impedance: In this load model active power 

and reactive power are directly proportional to the 

square of the bus voltage. 

In this paper the loads are modeled as constant power model to 

study the behavior of loads. 

 

3.2 DG model and their types 

 

Based upon different point of view such as; type of connection, 

types, different operation mode DG unit can be  modeled as PV 

bus or DG unit can also be modeled as PQ bus [24]. A DG unit 

which is already modeled as PQ bus can also modeled into three 

other types such as: DG unit has constant P and Q [25], DG unit 

having a certain specified value of P and power factor (PF) [25]. 

As a varying Q generator DG unit can also be modeled [25]. A 

DG unit having specified real power and bus voltage magnitude 

is modeled as PV bus DG unit [25]. DG units are many times 

modeled as PV node without considering dummy branch; they 

can inject reactive power to the distribution system and support 

the voltage profile [26].  

DGs with smaller capacity and in the form of constant PQ 

model are very much sufficient for the loss minimization of a 

radial distribution system. DG unit as negative load is assumed 

in this presented research paper. 

Various types of DG technologies used in a distribution system 

are presented in TABLE I. 
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TABLE I 

DIFFERENT DG TECHNOLOGIES 

 

Types of 

DG 

Real 

power (P) 

Reactive 

power (Q) 

Example 

1 + 0 PV arrays, 

Battery, fuel  

cells 

2 0 + Capacitor 

3 + +  Diesel engine 

based 

Synchronous 

generators  

4 + - Induction 

generators 

(+) Produces             (-) Absorbs 

 

IV. OBJECTIVE FUNCTION AND 

BACKWARD/FORWARD SWEEP POWER FLOW 

METHOD 

4.1 Objective function 

 

 ‘Exact loss’ formula [30] can be used for the estimation of total 

real power losses of a radial distribution system by equation (1). 

Min 𝑃𝐿 =  ∑ ∑ [𝛼𝑖𝑗(𝑃𝑖𝑃𝑗 + 𝑄𝑖𝑄𝑗) + 𝛽𝑖𝑗(𝑄𝑖𝑃𝑗 − 𝑃𝑖𝑄𝑗)]𝑁
𝑗=1

𝑁
𝑖=1   

                                                                                               (1)                                                                                                                                                      

Where   𝛼𝑖𝑗 =
𝑟𝑖𝑗

𝑉𝑖𝑉𝑗
cos (𝛿𝑖 − 𝛿𝑗),           𝛽𝑖𝑗 =

𝑟𝑖𝑗

𝑉𝑖𝑉𝑗
sin(𝛿𝑖 − 𝛿𝑗) 

 and  𝑟𝑖𝑗 + 𝑗𝑥𝑖𝑗 = 𝑧𝑖𝑗; is the impedance of ij th matrix.  

                

4.2 Backward/ Forward sweep power flow method 

 

Three phase distribution system is balanced considering this a 

load-flow solution is carried out, so the three phase system can 

be represented as a single line diagram. A direct load flow can 

be used for the radial distribution system [27]. Now considering 

branch-1 the receiving end node voltage can be calculated as  

                       𝑉(2) = 𝑉(1) − 𝐼(1)𝑍(1)                               (2)                                                               

Similarly for branch 2 

                         𝑉(3) = 𝑉(2) − 𝐼(2)𝑍(2)             (3) 

                                              

 

Fig.2. A simple radial distribution system 

So as the source node voltage 𝑉(1) is already known so if we 

can determine the branch current 𝐼(1) then it will be very easy 

to compute 𝑉(2) from Eq. (2). So in the same way by 

computing the branch current 𝐼(2) we can easily determine the 

node voltage 𝑉(3). Similarly we can determine the node 

voltages of node 1, 2 …𝑁𝑛𝑜(no. of nodes)  in forward sweep. 

So based on the above equation the voltage of node ‘i’ can be 

written as 

                       𝑉(𝑖) = 𝑉(𝑖 − 1) − 𝐼(𝑖)𝑍(𝑖)                          (4)                                        

The load current of node ‘i’;  𝐼𝐿(𝑖) can be calculated as: 

    𝐼𝐿(𝑖) =  
𝑃𝐿(𝑖)−𝑄𝐿(𝑖)

𝑉(𝑖)∗  ;           for i= 1,2……..𝑁𝑛𝑜                (5)             

Where 𝑃𝐿(𝑖) = active power of load connected to node ‘i’ 

      𝑄𝐿(𝑖) = reactive power of load connected to node ‘i’ 

Branch current through node ‘i’ i.e. 𝐼(𝑖) is the sum of load 

current 𝐼𝐿(𝑖)  of node ‘i’, and the branch currents which are 

connected to this line can be represented as 

                         𝐼(𝑖) =  𝐼𝐿(𝑖) + ∑ 𝐼(𝑗)𝑗∈𝛾𝑖
                             (6)                                      

Where 𝛾𝑖 is consisting of all the branches connected to node ‘i’ 

and  𝛾𝑖 is zero for all terminal node. 

So the current 𝐼(𝑖) connected to end node ‘i’ can be expressed 

as  

                                 I(i) = IL(𝑖)                                           (7)                               

So equation (6) and (7) are utilized in backward sweeps from 

all end nodes towards the root node for calculation of current.  

4.2.1 Calculation of real and reactive power losses 

 

The real and reactive power loss of a distribution system can be 

expressed as given below 

                                        𝑃𝐿(𝑖) = |𝐼(𝑖)|2𝑅(𝑖)                        (8)                                                                              

                                        𝑄𝐿(𝑖) = |𝐼(𝑖)|2𝑋(𝑖)                       (9)                                                                 

 

V. OPTIMAL NODE DETERMINATION USING FUZZY 

EXPERT SYSTEM (FES) 

For a given single source radial distribution system it is not 

possible to reduce the losses which are associated with real and 

reactive component of the branch currents because all these real 

and reactive power is supplied by the single source at the source 

node. This limitation can be overcome by placing DG units at 

different nodes of the system for loss reduction. So the real and 

reactive powers are generated locally by installed DG unit. The 

location of DG is chosen based on fuzzy expert system.  The 

location must be one that gives minimum losses along with the 

best voltage profile.  
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5.1 FES implementation 

 

The fuzzy expert system (FES) consists of a set of rules. These 

rules are developed in a standard way. Different rules are 

designed and defined to determine the suitable node at which 

DG could be placed in fuzzification process. In the fuzzification 

process, the power loss factor (PLF) and voltage index (VI) are 

converted into fuzzy. Linguistic terms for power loss factor 

(PLF) is described by very low (VL), low (L), medium low 

(ML), medium high (MH), high (H), very high (VH) and 

linguistic terms for voltage index is described as low (L), 

medium low (ML), medium (M), medium high (MH), high (H). 

Different membership functions are generated to represent all 

these linguistic terms. Trapezoidal type membership functions 

are used in the following fuzzy expert system and they are 

shown in the Fig. 3 and Fig. 4 respectively.  

The power loss factor (PLF) and the voltage index (VI) are the 

two inputs to the fuzzy (FIS), which determines the optimal 

position for allocation of DG by fuzzy inferencing. The 

inference involves heuristic rules for the determination of 

output decisions. In this fuzzy inference system there are two 

input variables (PLF, VI) and (7, 5) fuzzified variables 

respectively so that the fuzzy inference system has a set of 35 

rules. 

 

 
 Fig.3. Power loss factor membership functions. 

 

 
 

Fig.4. Voltage index membership functions 

 

The DG unit is allocated in a radial distribution system in such 

a way that power loss factor should be maximum and the 

voltage index should be minimum. These two objectives are 

more important while designing the heuristic rules for fuzzy 

inference system (FIS). All these rules are expressed as the 

following way: 

IF premise (antecedent).THEN conclusion (consequent). 

To determine the DG suitability at a node a set of fuzzy rules 

have been employed. The rule base for optimal DG placement 

is presented in the fuzzy decision matrix shown in Table 2 and 

illustrated in Fig. 6. The output of fuzzy inference system is DG 

placement suitability index and it is also described by the 

linguistic terms very low (VL), low (L), medium low (ML), 

medium (M), medium high (MH), very high (VH). These 

linguistic terms are also represented by membership functions 

and it is shown graphically in Fig.5.  

 

 

 
Fig.5. DG placement suitability index membership functions 

 

 

 

 
 

Fig.6. Fuzzy rules in graphical representation 
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TABLE II 

FUZZY DECISION MATRIX 
 

AND                           Voltage index (VI) 

 

 

 

 

Powe

r loss 

factor 

(PLF) 

 Low 

(L) 

Medi

um 

Low 

(ML) 

Me

diu

m 

(M) 

Medi

um 

High 

(MH) 

High 

(H) 

Very 

Low 

(VL) 

VL VL VL VL VL 

Low  

(L) 

VL VL VL VL VL 

Medi

um 

Low 

(ML) 

M ML L VL VL 

Medi

um 

(M) 

MH M ML L L 

Medi

um 

High 

(MH) 

H MH MH ML L 

High 

 (H) 

H MH M M ML 

Very 

High 

(VH) 

VH H MH M L 

 

 

 

 

 

5.2 Fuzzy inference and defuzzification technique 

 

Several rules are implemented with some degree of 

membership after the inputs are given to the fuzzy expert 

system (FES) which is obtained from the load-flow program i.e. 

power loss factor and voltage index. In this fuzzy expert system 

method Mamdani’s maximum-minimum method of inference 

has been used. Regarding the DG placement problem, the DG 

suitability membership function, 𝜇𝑠 of node i for k fired rules 

are given by the equation (10) 

 

                    𝜇𝑠(𝑖) = max [min [𝜇𝑝(𝑖), 𝜇𝑣(𝑖)]                       (10)                        

                                           

 The two membership functions of power loss factor and 

voltage index are represented by  𝜇𝑝 and 𝜇𝑣 respectively.  

After the calculation of DG suitability membership function for 

a particular node it must be defuzzified to a scalar value. This 

defuzzification method helps to determine the ranking of 

different node’s suitability. To defuzzify the fuzzified values a 

centroid method has been used. DG suitability index can be 

determined as, 

 

                                           𝑆 =
∫ 𝜇𝑠(𝑧).𝑧𝑑𝑧

∫ 𝜇𝑠(𝑧)𝑑𝑧
                             (11)                         

 

VI. OPTIMAL DG SIZING BY ANALYTICAL METHOD 

 

We are considering 𝑎 = (𝑠𝑖𝑔𝑛)tan (cos−1 𝑃𝐹𝑑𝑔) [17] for 

optimal positioning of a DG unit in a radial distribution system. 

The   reactive power generated by a DG unit can be expressed 

by the following equation as: 

 

                                      𝑄𝒅𝒈𝒊 = 𝑎𝑃𝑑𝑔𝑖                                   (12)      

                                                

In which 

              𝑠𝑖𝑔𝑛 = +1:  reactive power supplied by a DG. 

              𝑠𝑖𝑔𝑛 = −1:  reactive power absorbed by a DG. 

              𝑃𝐹𝑑𝑔 = Power factor of DG 

 

The active power and reactive power injected at bus i by a DG 

can be given by the following equation (13) and (14). 

 

                                    𝑃𝑖 = 𝑃𝑑𝑔𝑖 − 𝑃𝑑𝑖                                 (13)                                                 

                                    𝑄𝑖 = 𝑄𝑑𝑔𝑖 − 𝑄𝑑𝑖 = 𝑎𝑃𝑑𝑔𝑖 − 𝑄𝑑𝑖       (14)   

                                                   

From equation (1), (13), (14) the active power loss which 

occurred in the distribution system can be computed in the 

following way 

𝑃𝐿 = ∑ ∑[𝛼𝑖𝑗[(𝑃𝑑𝑔𝑖 − 𝑃𝑑𝑖)𝑃𝑗 + (𝑎𝑃𝑑𝑔𝑖 − 𝑄𝑑𝑖)𝑄𝑗]

𝑁

𝑗=1

𝑁

𝑖=1

+ 𝛽𝑖𝑗[(𝑎𝑃𝑑𝑔𝑖 − 𝑄𝑑𝑖)𝑃𝑗 − (𝑃𝑑𝑔𝑖 − 𝑃𝑑𝑖)𝑄𝑗]] 

                                                                                             (15)  

                                                                 

The partial derivative of Eq. (15) with respect to the active 

power injection from DG at bus ‘i’ becomes zero to obtain 

reduced active power loss. 

 
𝜕𝑃𝐿

𝜕𝑃𝑑𝑔𝑖
= 2 ∑ [𝛼𝑖𝑗(𝑃𝑗 + 𝑎𝑄𝑗) + 𝛽𝑖𝑗(𝑎𝑃𝑗 − 𝑄𝑗)] = 0𝑁

𝑗=1         (16)   

                                                                            

Equation (16) can be written in the following way: 

𝛼𝑖𝑖(𝑃𝑖 + 𝑎𝑄𝑖) +  𝛽𝑖𝑖(𝑎𝑃𝑖 − 𝑄𝑖)  ∑ (𝛼𝑖𝑗𝑃𝑗 − 𝛽𝑖𝑗𝑄𝑗) +𝑁
𝑗=1
𝑗≠𝑖

                                  𝑎 ∑ (𝛼𝑖𝑗𝑄𝑗 + 𝛽𝑖𝑗𝑃𝑗)𝑁
𝑗=1
𝑗≠𝑖

=  0                                                                                               

                                                                                            (17) 

 

Now Let 𝑋𝑖 = ∑ (𝛼𝑖𝑗
𝑁
𝑗=1
𝑗≠𝑖

𝑃𝑗 − 𝛽𝑖𝑗𝑄𝑗) 

 And        𝑌𝑖 = ∑ (𝛼𝑖𝑗𝑄𝑗 + 𝛽𝑖𝑗𝑃𝑗)𝑁
𝑗=1
𝑗≠𝑖

                                    (18)  

                                                                                              

From the equation (13), (14), (17) and (18) we can obtain the 

equation (19) state as below 

𝛼𝑖𝑖(𝑃𝑑𝑔𝑖 − 𝑃𝑑𝑖 + 𝑎2𝑃𝑑𝑔𝑖 − 𝑎𝑄𝑑𝑖) + 𝛽𝑖𝑖(𝑄𝑑𝑖 − 𝑎𝑃𝑑𝑖) + 𝑋𝑖 +

                                                                                           𝑎𝑌𝑖 = 0          

                                                                                              (19)                                 

Rearranging the above equation we can obtain equation (20) to 

get the formulae to compute the best size of a DG to be placed 

in distribution system to reduce losses 

 

              𝑃𝑑𝑔𝑖 =
𝛼𝑖𝑖(𝑃𝑑𝑖+𝑎𝑄𝑑𝑖)+𝛽𝑖𝑖(𝑎𝑃𝑑𝑖−𝑄𝑑𝑖)−𝑋𝑖−𝑎𝑌𝑖

𝑎2𝛼𝑖𝑖+𝛼𝑖𝑖
                (20)     
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The power factor of a DG unit is very important to minimize 

the total system losses and it also depends upon the DG type 

and its operating condition.  When the power factor of a DG 

unit is specified then its size can be determined in the following 

way: 

 

Type 1 DG: This kind of DG is injecting only active power such 

as fuel cells, photovoltaic system, micro-turbines. Power factor 

is unity for this type i.e. 𝑃𝐹𝑑𝑔 = 1, 𝑎 = 0. By reducing the 

equation (21) we can get the size of Type 1 DG. 

 

          𝑃𝑑𝑔𝑖 =  𝑃𝑑𝑖 −
1

𝛼𝑖𝑖
[ 𝛽𝑖𝑖𝑃𝑑𝑖 + ∑ (𝛼𝑖𝑗𝑃𝑗 − 𝛽𝑖𝑗𝑄𝑗)𝑁

𝑗=1
𝑗≠𝑖

          (21)   

                                                      

 Type 3 DG: This kind of DG is generating active power as well 

as reactive power such as diesel generators. Power factor is in 

the range 0 <  𝑃𝐹𝑑𝑔 < 1, 𝑠𝑖𝑔𝑛 = +1 and 𝑎 is a constant. The 

best size of Type 3 DG for minimum loss can be obtained from 

the equation (14) and (20). 

 

6.1 Optimal power factor 

 

Let a distribution system having two buses, a source, a load. 

The DG unit is connected at load end as shown in Fig.6. 

 

 

 
Fig.6. Distribution system with single DG unit. 

 

 

PF of the single DG (𝑃𝐹𝑑𝑔) connected to the distribution system 

can be obtained as, 

 

                                   𝑃𝐹𝑑𝑔 =
𝑃𝑑𝑔

√𝑃𝑑𝑔
2+𝑄𝑑𝑔

2
                                   (21)   

                                                                                                                    

PF of a single load (𝑃𝐹𝑑) can be obtained as, 

 

  

                                   𝑃𝐹𝑑 =
𝑃𝑑

√𝑃𝑑
2+𝑄𝑑

2
                                    (22)  

                                                                                                                        

When the PF of a single DG is equal to PF of combined load at 

that time the total load PF can be computed by Eq. (22) at that 

calculation the total active and reactive power can be obtained 

as, 

 

 𝑃𝑑 = ∑ 𝑃𝑑𝑖
𝑁
𝑖=1                                                                       (23)  

 

                                                                                        

 𝑄𝑑 = ∑ 𝑄𝑑𝑖
𝑁
𝑖=1                                                                      (24) 

                                                                                            

It is found that minimum loss will be obtained if the power 

factor of DG (𝑃𝐹𝑑𝑔) is equal to power factor of total load (𝑃𝐹𝑑). 

This can be expressed by equation (25) 

𝑃𝐹𝑑𝑔 = 𝑃𝐹𝑑                                                                         (25)                           

 

 

6.2 Computational procedure for the approach 

 

The procedure to allocate a DG unit for loss minimization in a 

radial distribution system represented as below: 

 

Step 1) Run the forward/ backward sweep load-flow for base 

case and find each branch as well as total losses and node 

voltages for the specified test system. 

 

Step 2) Find the optimal node to allocate a DG unit. 

 

(a) Develop the two input membership functions based 

on branch losses and node voltages and one output 

membership function of DG suitability index. 

(b) Develop fuzzy rules (5×7) using Mamdani’s method 

and defuzzify that to get optimal node for DG 

placement.  

Step 3) Find the optimal power factor using equation 

(25). 

 

Step 4) Obtain the optimal size of DG and compute the losses 

using the following steps: 

 

(a) Allocate the DG unit at the appropriate position 

obtained from step 2, and vary the DG sizes in a very 

small steps using equation (14), (20), (21), by updating 

the values of ‘𝛼’ and ‘𝛽’ and finally compute the total 

real power losses by using the steps given below 

(b) Select and store the DG size which gives minimum 

losses and discard other results. 

 

Step 5) Update load data which is obtained in step 3, after 

allocating the DG unit with optimal size. 

 

Step 6) Stop the procedure if the following occurs: 

 

(a) If the voltage value at a particular node violate its 

upper limit. 

(b) If the loss obtained in new iteration is greater than 

the previous iteration loss then the previous iteration loss 

is saved (or) repeat steps 1 to 5.                                 

VII. RESULTS AND DISCUSSIONS 

The methodology has been tested on IEEE 33 bus test system.  

This test system has real and reactive load of 3.715 MW and 2.3 

MVAR respectively [29]. It is found that combined load PF of 

the system is about 0.85 lagging. The computer program has 

been implemented in MATLAB 2014 for estimation of losses 

with/without DG for the given test system. The fuzzy toolbox 

is also used to solve the optimal position problem of DG unit 

(Type1 and Type 3).  

 

 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,                      DOI: 10.17694/bajece.81750 
 

Copyright © BAJECE                       ISSN: 2147-284X                            December  2015       Vol.3   No.3               http://www.bajece.com 

 

121 

TABLE III 

NODE VOLTAGES OF TEST SYSTEM WITH/WITHOUT DG UNIT 

 
Node 

number 

Node voltages 

without DG 

Node voltage 

with Type 1 

DG 

Node voltage 

with Type 3 DG 

1 1.000000000 1.000000000 1.000000000 

2 0.997039361 0.998654349 0.999131941 

3 0.982982915 0.993247363 0.996257585 

4 0.975529053 0.992202789 0.997063298 

5 0.968160451 0.991517465 0.998285682 

6 0.949813660 0.987770407 1.001485037 

7 0.946361134 0.984283150 0.998207992 

8 0.941515601 0.979660855 0.993624526 

9 0.935265575 0.973609229 0.987710219 

10 0.929468555 0.968000431 0.982225353 

11 0.928608019 0.967180532 0.981412025 

12 0.927107591 0.965750144 0.979993996 

13 0.921021555 0.959842463 0.974236052 

14 0.918775865 0.957627812 0.972109060 

15 0.917374388 0.956254483 0.970782383 

16 0.916013920 0.954931635 0.969495316 

17 0.914010371 0.952949948 0.967597348 

18 0.913406606 0.952363422 0.967026217 

19 0.996511413 0.998126964 0.998605169 

20 0.992937295 0.994556829 0.995038978 

21 0.992233905 0.993854055 0.994337184 

22 0.991597779 0.993218410 0.993702520 

23 0.979398339 0.989695290 0.992722822 

24 0.972730390 0.983082611 0.986148815 

25 0.969407570 0.979787464 0.982872917 

26 0.947897949 0.985964576 0.999673351 

27 0.945353259 0.983568876 0.997267145 

28 0.933954444 0.972714394 0.986487659 

29 0.925770144 0.964934940 0.978748585 

30 0.922247158 0.961638965 0.975417874 

31 0.918068967 0.957577271 0.971467673 

32 0.917148828 0.956679505 0.970597711 

33 0.916863664 0.956400843 0.970328094 
 

 

Based on the proposed method the base case power flow gives 

the total real power loss 201.7543 kW and the fuzzy expert 

system gives the optimal node 6 for DG placement. The 

analytical method already written in section VI gives the 

optimal size of Type 1 and Type 3 DG unit 2.59 MVA and 3.1 

MVA respectively. The percentage of loss reduction after the 

allocation of Type 1 and Type 3 DG unit is 49.05% and 69.44% 

respectively. It is also proved that the DG with the power factor 

equal to combined load power factor i.e. 0.85 lag gives the best 

result as compared to others.  

 
 

TABLE IV 

DG SIZES WITH OPTIMAL POWER FACTOR AND PERCENTAGE OF 

LOSS REDUCTION 

Optimal 

power 

factor 

Minimum 

real power 

loss (kW) 

DG size 

(MVA) 

Optimum 

location 

Percentage 

of loss 

reduction 

unity 102.7790 2.59 6 49.05% 

0.85 lag 61.6505 3.1 6 69.44% 

 

 

TABLE V 

COMPARISON OF THE RESULTS OF DIFFERENT APPROACHES 

FOR TYPE 1 DG UNIT 

Method Optimal 

location 

DG size 

(MVA) 

Percentage of loss 

reduction 

PSO [31] 6 2.567 47.40% 

ABC [32] 6 3.380 44.83% 

PSO [33] 6 2.570 47.37% 

Proposed 

Fuzzy based 

approach 

 

6 

2.590 49.05% 

 

Fig.7 Voltage profile with/ without DG unit. 

 

The voltage profile improvement and percentage of loss 

reductions are shown in TABLE III and TABLE IV respectively. A 

graphical representation of voltage profile improvement and 

real power losses for Type 1 and Type 3 DG unit are shown in 

Fig.7 and Fig.8 respectively. From the Fig.7 it is observed that 

the voltage profile of the given bus system is improved more by 

installing Type 3 DG unit as compared to Type 1 DG unit. 

TABLE V represents the results of the analytical methods using 

PSO [31], ABC [32] and other evolutionary techniques (PSO) 

[33] and these results are compared with the proposed fuzzy-

based method to allocate Type 1 DG unit.  

 

 
Fig.8 Real power loss reduction by Type 1 and Type 3 DG unit 
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VIII. CONCLUSION 

This paper presents a novel fuzzy expert system to find the 

optimal node for DG allocation to minimize the real power 

losses in a radial distribution system as well as to improve the 

voltage profiled sizing problem is solved using an analytical 

method considering combined load power factor. Validity of 

the method is tested on IEEE 33-node radial distribution 

system. Results showed that appropriate size, location and 

power factor of a DG unit will lead a significant role to 

minimize the losses in distribution system. 
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No-load electromagnetic simulations of a hydropower generator considering the
effect of rotor whirling

Y. Calleecharan, J.O. Aidanpää, and J.R. Brauer, Life Fellow IEEE

Abstract—Electromagnetic (EM) analysis of hydropower generators is
common practice but there is little emphasis on studying the effect of rotor
whirling in the analysis. This paper explores the effect on electromagnetic
analysis as the rotor is allowed to whirl both in forward and in
backward directions under no-load conditions. As a hydropower generator
rotor shaft can experience whirling when under eccentric operation,
the objective is to examine how whirling can affect the unbalanced
magnetic pull (UMP), flux densities, damper currents, and ohmic losses
in a synchronous hydropower generator. These results are obtained in
a commercial FEM-based EM field modelling software package that
allows various degrees of freedom in motion types and multiple motion
components to be set. It is seen that backward whirling tends to induce
higher eddy currents than forward whirling does.

Index Terms—eccentricity, electromagnetic simulations, hydropower
rotor, no-load, whirl

NOMENCLATURE

Γ domain boundary

µ magnetic permeability [H/m ]

σ electrical conductivity [S/m ]

ρV charge density [C /m3 ]

ω angular velocity [ rad/s ]

Ω domain

∇ differential operator

A magnetic vector potential [Tm = Wb/m ]

B magnetic flux density [T ]

D electric flux density [C /m2 ]

E electric field strength [V/m ]

f frequency in linear spectrum estimation [Hz ]

F Force [N ]

H magnetic field strength [A/m ]

J current density [A/m2 ]

l frequency index in linear spectrum estimation

n time index in linear spectrum estimation

N positive integer number

t time [ s ]

U window-dependent resolution bandwidth normalisation fac-

tor

UMP unbalanced magnetic pull [N ]

v velocity [m /s ]

w data window

̂X one-sided linear spectrum estimate
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subscripts & superscripts

ro rotor

s sampling

wh whirl

whr whirl ratio

0 impressed current

c conducting

n non-conducting

LS linear spectrum

I. INTRODUCTION

ROTOR-stator eccentricity in electrical machines is an issue that

has caught attention for a long time [1], [2] and is an important

item in condition monitoring [3] in electrical machines. Though many

papers in the literature [4]–[8] have addressed the issue of eccentricity

in rotating electrical machines, there has been a paucity of papers

that account for the effect of whirling of the rotor. Examples of

publications that have considered whirling include [9], [10].

Rotor whirling in hydropower machines is not uncommon [11].

Whirling motion is associated with any eccentric motion of the rotor

where the geometric centre of the rotor does not coincide with the axis

of rotation of the rotor. In a two-dimensional setting neglecting mass

eccentricity effects, we may say that a whirl velocity component only

exists between two points when there is relative motion between them.

The simplest form of whirling thus occurs with a purely dynamic

eccentricity motion and the latter is discussed in the next section.

Whirling in a hydropower rotor can occur apart from unbalance

effects because of, for example, play in bearings, the pulling effect

of the UMP and also water forces hitting the turbines’ blades that

can aggravate any pre-existing play in the bearings supporting the

rotor. While backward whirling of a rotor is considered to occur less

commonly in practice, the electromagnetic (EM) simulations in the

present paper aims to investigate the effects of both forward (positive

direction) and backward (negative direction) motion types of the rotor.

It has been found that many FEM-based EM field modelling software

packages cannot handle dynamic eccentricity motion, and worse a

combination of static and dynamic eccentricities motion. The latter

motion combination is more amenable to model what actually happens

in a hydropower machine but will not be discussed in this paper. A

large majority of existing FEM-based EM software products cannot

handle eccentricity cases and have made no provisions for the user to

be able to add whirling effects since there can be perhaps only very

little demand from users to simulate whirling behaviour. And it turns

out that the main users of these FEM-based EM software packages

are electrical machine designers whose primary interests rest in the

electrical characteristics of a machine rather in their electromechanical

aspects.

Previous works [12], [13] carried out by two of the authors have

had goals to examine the rotor movements and the stability of an

industrial hydropower generator under a purely dynamic eccentricity

motion. These two papers however only emphasised the importance

of whirling as a mechanical issue and not as an electromechanical

one. The present paper takes a step back and investigates what useful
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information can be gained rather directly from the field solutions

in the EM analysis, and indirectly from post-processed results in

the software package under zero eccentricity condition, a purely

static eccentricity condition, and finally a purely dynamic eccentricity

condition. In a future work, it is hoped that a more electromechanical

approach can thus be undertaken whereby EM field solutions and

post-processed results can be linked seamlessly with a mechanical

analysis.

The simulations in this article furthermore demonstrate the capabil-

ities of one FEM-based EM field modelling software product. There

is a need to motivate electrical machine designers on the need to

consider whirling of the rotor when designing hydropower generators

as whirling effects occur in reality. Thus to aid the machine designers,

information on the EM field solutions such as the flux densities

and ohmic losses are provided in addition to current waveforms,

and forces (unbalanced magnetic pull) due to eccentricity effects or

asymmetry in flux distribution around the rotor. This information

will normally complement a dynamic analysis of the generator.

Examples of dynamic analyses for a generator considering both the

range of forward and backward whirls, and where a purely dynamic

eccentricity motion exists are given in [12], [13].

Present models in the hydropower industry in Sweden use only

a single value of the unbalanced magnetic pull (UMP) (see e.g.

[12]). Though this UMP value tells us the maximum radial force

(at synchronous rotor whirl) and hence the maximum force acting

between the rotor and the stator given that the radial force is normally

greater than the tangential component, relying upon this single value

estimate can be misleading as was shown in [12], [13]. This is because

the whirling frequency of the rotor is changing all the time when the

generator is under operation in an actual hydropower machine, and

one has to consider the effect of both the radial and the tangential

forces then so as to grasp the dynamics of the machine. Hence the

present paper also comes in as a step to strengthen the fact that a

complete EM analysis of a hydropower generator needs consideration

of the whirling frequency of the rotor both in the positive and in the

negative whirl directions.

A small-scale synchronous generator [14] which has been specially

made available for hydropower research is used in this study. Mea-

surements have not been performed by the authors. However, it is

mentioned in Section IV-A that an experimental measurement of the

force or the UMP was carried out by Uppsala Universitet [14] on a

static eccentricity motion case. Simulations and analysis by the present

authors have then become possible after the FEM-based software

package used in the present paper reported in a corresponding static

eccentricity simulation a UMP magnitude value comparable to that

obtained in the experimental measurement.

There is also a caveat in doing proper eccentricity measurements

in an experimental setup. If one is able to set up a desired purely

static eccentricity or a purely dynamic eccentricity on a rotor, it is to

be realised that when the generator is put in service, then any UMP

that arises because of the eccentricity or because of any other reason

that leads to an asymmetric distribution of flux around the rotor will

affect the eccentricity value set by the experimenter on the rotor. This

implies that the eccentricity at which one is doing the measurement

will change value, making the measurement of the UMP in practice

rather an impossible task at the given fixed eccentricity setting of the

rotor that is set and sought by the experimenter.

II. CLARIFICATION OF STUDIED ECCENTRICITY TYPES

Two types of eccentricities in a two-dimensional setting are con-

sidered in this article, namely purely static eccentricity and purely

dynamic eccentricity. Mixed eccentricities, whereby both types of

eccentricities are present, are not within the scope of the present study

though in practice separating a mixture of these two types of eccen-

tricities can be an impossible task. It is to be reminded that an actual

generator rotor motion is inclined to embrace a mixed eccentricities

motion in practice. Also, eccentricities that involve offset of the stator

bore centre or simultaneous offset of the former together with offset

of the rotor centre are not treated in this paper. The two types of

eccentricities are shown in Fig. 1. It is to be noted that though a static

eccentricity in the positive Cartesian x−direction (see Fig. 1a) has

been studied in this article, eccentricities in other Cartesian directions

(positive and negative) have as similar corresponding behaviours as

that displayed by the considered positive x-direction eccentricity.

In the case of a purely static eccentricity in the positive Cartesian

x-direction which is shown in Fig. 1a, the axis of rotation of the

rotor (marked as x in the figure) and the geometric centre of the rotor

(marked as o) coincide with each other, and are at an eccentric distance

in the positive x-direction from the geometric centre of the stator bore

(marked as +). Put in another words, for a static eccentricity in the

positive x-direction, the geometric centre of the rotor is displaced by

xs in the positive x-direction from the geometric centre of the stator

bore. Since the geometric centre of the rotor coincides with the axis

of rotation of the rotor based on the sound assumption that there is

usually no unbalance in the rotor, the axis of rotation of the rotor is

also displaced by the vector (xs, 0) from the stator bore centre.

The case with a purely dynamic eccentricity is more complex to

describe. In this case, the following conditions apply to Fig. 1b:

• The axis of rotation of the rotor (marked as x in the figure)

coincides with the geometric centre of the stator bore (marked

as + in the figure);

• The axis of rotation of the rotor is displaced by a dynamic offset

vector from the geometric centre of the rotor;

• The geometric centre of the rotor (marked as o in the figure)

orbits around the geometric centre of the stator bore;

• The geometry is invariant with position along the machine axis.

For a purely dynamic eccentricity say of dynamic offset vector

(−xd, 0), at time t = 0 the geometric centre of the rotor is displaced

by a distance of +xd from the geometric centre of the stator bore.

The axis of rotation of the rotor remains concentric with the stator

bore and is displaced by a distance −xd in the x-direction at the same

time instant t = 0 from the geometric centre of the rotor. As the rotor

revolves, the geometric centre of the rotor traces out a circular path

which is concentric with the geometric centre of the stator bore. This

circular path is shown by the dotted circle in Fig. 1b.

A 10 % eccentricity value or ratio was used in this paper in the

purely static and purely dynamic eccentricities simulations since man-

ufacturers tend to limit the amount of eccentricity to this value [15].

This 10 % eccentricity value or ratio for the generator studied in

this article is taken of the mean air-gap length given in Table I.

Of importance is to note that rotors in hydropower generators are

normally short and fat as opposed to long rotors used in turbo-

generators.

There can be various reasons for the occurrence of rotor whirling

as was briefly discussed in the introductory section. Mass eccentricity

that entails unbalance only gives rise to synchronous whirling. This

paper however is going beyond the usual simplification in literature

that whirling solely refers to synchronous (forward) whirling. In a

hydropower machine, the UMP and whirling mutually influence each

other. This mutual effect can be too complex to model in a FEM-based

EM software product. This issue is re-visited in the second paragraph

in Section III-C. That being said, the UMP can be viewed as one

factor that causes dynamic eccentricity and hence whirling since the

radial UMP always tends to pull the rotor towards the stator bore inner

surface, causing the rotor to bend. Another factor that can give rise to
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y

x

(a) Purely static eccentricity in the x-direction

x

y

trajectory of
rotor centre

xd

(b) Purely dynamic eccentricity

Fig. 1. The different eccentricity motion types explored in this paper

are shown. Fig. 1a portrays a purely static eccentricity in the positive

x-direction whereas Fig. 1b depicts the case of a purely dynamic

eccentricity with the rotor centre taking the dotted path. The rotor

geometric centre o is initially placed at the point (xd, 0). For the

meaning of the symbols x, o and +, see text

the phenomenon of whirling in hydropower generators is the effect of

the water hitting the turbines’ blades that are fixed at the bottom of the

rotor shaft. This external forcing due to the water brings about more

play in the bearings that support the generator rotor, hence imparting

whirling motion as well. A further example of a cause of whirling is

an initially bent rotor taking the form of a circular arc between the

bearings holding the generator rotor.

For the alternator under study, the direction of rotation of the rotor

is counterclockwise viewing from above. This implies that with a

positive whirling, the whirling takes place in the same direction as

the rotating rotor and the path taken by the moving centre of the rotor

then follows an anticlockwise direction along the dotted trajectory of

Fig. 1b in the purely dynamic eccentricity motion. An explanation

of having a whirling speed other than the synchronous mechanical

angular velocity of the rotor, ωro, is in place here when considering

a purely dynamic eccentricity motion. In particular, with the case of

forward synchronous whirling i.e. when the whirling velocity has the

same speed as ωro and the rotor is whirling in the same direction as

the rotor spin, after one full revolution of the path that the geometric

centre of the rotor takes, a fixed point on the rotor other than the

latter’s geometric centre has also undergone a similar full revolution.

In other words, a cycle of whirling takes the same amount of time that

the fixed point of the rotor takes to make one complete revolution. The

case of non-synchronous whirling for a purely dynamic eccentricity

motion in an EM analysis is rarely treated in the literature according

to the best knowledge of the authors. For the situation where there

is whirling in the backward direction with a whirling speed say two

times the speed ωro of the rotor, this means that a cycle of whirling

takes half the amount of time that the aforementioned fixed point of

the rotor takes to make one complete revolution. Put differently, the

geometric centre of the rotor is moving much faster with twice the

corresponding speed of ωro in the backward direction as opposed to

the rotor that is rotating in the forward direction with a speed of ωro.

Fig. 1b also shows that there is just one whirl velocity component

since we only have two points that are in relative motion with each

other (in a two-dimensional frame). These two points are firstly the

moving rotor centre on the dotted trajectory and secondly the fixed

stator bore centre at (0, 0). We have a constant whirling velocity

since the magnitude of the dynamic offset vector that represents the

eccentricity value or ratio is constant and the rotation velocity of the

rotor geometric centre is uniform along the dotted trajectory.

III. THE GENERATOR MODEL

A. Physical parameters of the generator unit

A two-dimensional model of the rotor and the stator of the generator

was considered sufficient for the modelling on the computer as

skewing effect(s) of the rotor is(are) not accounted for. Thus the

eccentricities and geometries considered are independent of the axial

Cartesian direction z. The main parameters of the 185 kW 3-phase

salient-pole type alternator that are useful in the simulations are given

in Table I. The rotor poles sit outwards on the rotor rim which in turn

is fixed on the spider. This is shown in Fig. 2. It is to be noted at

this stage that the simulations in this article were carried out using

the full two-dimensional model of the generator and not with just the

one-pole pitch model as shown in Fig. 2 as eccentricity destroys any

spatial periodicity in the EM model(s).

rotor spider

rotor rim
1

2

3

Fig. 2. Fig. shows the cross section of one EM model of the generator

studied for one pole pitch only and when there is no eccentricity. The

solid rotor rim sits on the solid spider. The uneven spatial distribution

of the three damper bar slots on a pole shoe can also be seen. The two

damper bars Bars 1 and 3 on every pole shoe are in an asymmetric

configuration around the centre damper slot that holds Bar 2. More

explicitly, if a line is drawn from the rotor geometric centre through

the centre damper slot, then the angle subtended by the line from

the rotor centre though the damper slot for Bar 3 is greater than

the corresponding angle subtended for the damper slot with Bar 1

considered instead. In the simulations, the direction of rotation of the

rotor is anticlockwise with Bar 1 leading. The damper bar slots are

open at the top of the pole shoe

All the simulations in this paper are for the no-load case. This was

preferred to the load condition since measurements are easier to do

when currents are not flowing in the stator coils. Also, vibrations that

appear when the generator is operating under a no-load condition may

be masked once the stator terminals start supplying current to a load

source.
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TABLE I. Important dimensions and parameters of the generator

Parameter Value

Rotor axial length [mm] 305

Rotor spider radius, [mm] 120.1
Rotor rim external radius [mm] 200.1

Rotor external radius1 [mm] 354.1
Mean air-gap length, [mm] 8.4
Mechanical angular velocity, ωro [rad/s] 52.36
Number of poles 12

Number of stator slots 108

1 This includes the pole shoe height

B. The eddy current problem in a generator

In any electrical machine, there are regions which are conducting

and regions which are not conducting in regard to eddy current

presence [16]. If we write the Maxwell’s Equations with respect to

the fixed stator reference frame, then we have [17]

∇×H = J

∇×E = −
∂B

∂t

∇ ·D = ρV

∇ ·B = 0 (1)

where
J =

{

J0 in Ωn

σ (E+ vro ×B) in Ωc

(2)

In Equation (2), the region Ωn refers to the non-conducting domain

with boundary Γn and Ωc refers to the eddy current conducting

domain with Γc as its boundary respectively. A solution to the

magnetic field in the whole domain Ωn ∪ Ωc only becomes possible

when the coupling that exists at the interface(s) between the separate

regions in terms of the continuity of H× n and B · n is maintained

and the constitutive equations of matter are introduced as well. For

a two-dimensional setting, a generator will have a magnetic vector

potential Az and current density Jz . Equations (1) and (2) can then

be cast together as

−
∂2Az

∂x2
−

∂2Az

∂y2
= µJz (3)

and

−
∂2Az

∂x2
−
∂2Az

∂y2
= −σ µ

∂Az

∂t
+σ µ

(

vro ×

[

∂Az

∂y
−

∂Az

∂x

])

(4)

with the boundary condition as Az = 0 on the stator yoke of

the generator. A list of common assumptions governing Maxwell’s

equations as applied to electrical machines is listed in [18], [19].

Whirling term(s) is(are) not seen in Equations (3–4). This is because

the FEM-based EM software product, MagNet [20], that is used

accounts for the effect(s) of whirling in the modelling process and

the user does not have access to the field equations being solved.

By allowing multiple degrees of freedom to be set on the rotor with

different motion components, the effect(s) of rotor whirling come(s)

into being by relative motion between the geometric centre of the

rotor and an axis of rotation of the rotor in the modelling stage. This

axis of rotation in a purely static eccentricity as shown in Fig. 1a is at

a fixed point (xs, 0) and for the case of a purely dynamic eccentricity

is at the centre of the stator bore at the point (0, 0) as displayed in

Fig. 1b.

C. Parameters used in the simulations

For all the simulations, the EM model was set up with no running

up of the rotor. In other words, the speed of the rotor was at its

synchronous value right from the start of the simulations and this

remains so till the end of the simulations. Moreover, the model makes

all current sources to be on at the onset of the simulations. The time

step in the transient simulations had a value of 0.1 ms and it took

120 ms of simulation time for a fixed point on the rotor to make

one complete revolution (see also Table II). For the eccentric motion

simulations, the initial position of the rotor has been set to lie on the

positive side of the Cartesian x-axis.

The two types of eccentricities that are covered in this article

have been examined in Section II. As regard to the purely static

eccentricity simulations, ten revolutions of the rotor were deemed

necessary before steady state operation was reached. The steady state

condition in the EM simulations can be gauged for instance by waiting

for when the ohmic losses in the rotor rim stabilise. As for the

purely dynamic eccentricity simulations, three rotor revolutions were

prescribed irrespective of the whirling velocity and whirling direction

that the rotor takes. It is to be expected that as the rotor whirls,

the flux densities on the rotor vary as well which in turn affect the

whirling velocity of the rotor. This additional complexity was not

introduced in the model. The rotor has been set to whirl with a

constant whirling velocity for the whole duration of the simulations.

The goal with such a simulation type is to find the steady state field

solutions corresponding to a particular whirling frequency.

Different whirling speeds have been considered in the simulations

within a range of six times the synchronous velocity (or the rotor

mechanical angular velocity) of ωro = 52.36 rad/s both in the positive

and in the negative whirl directions. This wide whirling frequencies

span was considered suitable subject to a reasonable amount of

computation time that it requires and of course it can be enlarged

or decreased if desired. The range of whirling frequencies considered

may be viewed as excessively wide. However, it is to be remarked that

in the general case where a combination of purely static eccentricity

and a purely dynamic eccentricity exists, then the whirling frequency

may expect to vary by large amounts depending upon the static and

dynamic eccentricity ratios therein. With mixed eccentricities motion,

the whirling frequency of the moving geometric centre of the rotor

with respect to the fixed stator bore centre becomes non-constant

while the local whirling frequency, with respect to the axis of rotation

at coordinates (xs, 0), due to the dynamic eccentricity component

is still constant. So while considering a wide whirling ratio range

−6.0 ≤ ωwhr ≤ 6.0 in the purely dynamic eccentricity simulations

may appear superfluous and not possibly be observed in practice, it

is to be emphasised that mixed eccentricities motion reflects better

the motion of a hydropower rotor and in this case the whirling ratios

embrace a wide range of whirling frequencies. Hence, examining a

wide ωwhr range as done in this paper is relevant as this wide range

gives valuable information of the effect(s) of what a more accurate

whirling behaviour due to mixed eccentricities motion can bring. A

subset of whirling velocities have been picked to illustrate the results

and these whirling frequencies are given in Table II. Halfway whirling

ratio values of the extremum whirling ratios of −6.0 and 6.0 which

are at ωwhr = −3.0 and 3.0 respectively are proper choices to study.

Furthermore, in all the three sets of simulations for the no eccen-

tricity case, the purely static eccentricity case and the purely dynamic

eccentricity case, the magnetomotive force of the field windings

was constant at 2430 A−turns. Also, the damper bars, which are

made of copper, were connected in a circuit as a squirrel cage with

interconnections between poles.

IV. RESULTS AND ANALYSIS

A. Force on the rotor

In this section, the forces acting on the rotor are presented for

different cases, namely first for an ideal case without any rotor-stator

eccentricity, secondly for a rotor that is statically eccentric at 10 %
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TABLE II. Whirling speeds used in the simulations

Whirling ratio, Whirling speed, Whirling speed,
ω
whr

ω
wh

[deg/s]a ω
wh

[rad/s]

−6.0 −18 000 -314.16
−3.0 −9 000 -157.08

1.0b 3 000 52.36
3.0 9 000 157.08
6.0 18 000 314.16

a This unit can be conveniently set within MagNet [20]
b This value represents (forward) synchronous whirl and has been included

in the table to give an idea of the magnitudes of the whirling speeds used

in the simulations

ratio in the x-direction and thirdly for a rotor that undergoes a purely

dynamic eccentricity motion with 10 % offset or eccentricity ratio. For

the latter case, the whirling speeds as listed in Table II are considered.

MagNet [20] computes the forces acting on the rotor through the

latter’s centre of mass. For the rotor under study that is assumed to

be homogeneous and that has a perfectly circular structure, this centre

of mass coincides with the geometric centre of the rotor.

Fig. 3 next shows the time histories of the forces in the Cartesian

x-direction for the case with no eccentricity and for the case with

a static eccentricity of 10 % in the positive x-direction respectively.

Furthermore, Fig. 4 shows the variations of the forces in the Cartesian

x-direction over time for some different whirling frequencies. In

addition, estimates of the spectrum contents for each of the force

curves of Fig. 4 have been provided in Fig. 5. While the objective with

the spectrum estimates is the identification of the frequency contents

of the signals, the tonal components have been scaled as a one-sided

RMS-scaled linear spectrum estimates using the Welch method [21].

This non-parametric estimate is given by

̂XLS (fl) =

√

√

√

√

2

N2N1U

N2−1
∑

n2=0

∣

∣

∣

∣

∣

N1−1
∑

n1=0

xl(n)w(n)e
−j 2πnl

N1

∣

∣

∣

∣

∣

2

, fl =
l · fs
N1

(5)

where N1 is the length of one periodogram, N2 is the number of

periodograms, l = 0, . . . , N1/2, fl is the frequency at index l, fs is

the sampling frequency, w(n) is the data window and

U =
1

N1

(

N1−1
∑

n=0

w(n)

)2

(6)

is the window-dependent resolution bandwidth normalisation fac-

tor [22] for power spectrum estimation. It is essential to note that

the factor of 2 is not used in Equation (5) at index l = 0. The

selected linear spectrum estimation parameters are shown in Table III.

Next, Fig. 6 displays the steady state average UMP in the radial and

tangential directions respectively over the whole span of the whirling

range of six times the synchronous whirl speed both in the forward

and in the backward whirls motion.

TABLE III. Linear spectrum estimation parameters in Equa-

tion (5)

Parameter Value or name

Data length (samples) 3 201
Sampling frequency, fs [kHz] 10
Length of periodogram, N1 (samples) 3 201

Time window, w Flat top1

Number of periodograms, N2 1

1 This is the flattopwin window in MATLAB [23]

Two observations can be made from the results presented in this

section. Firstly, Figs 4 and 5 show that the whirling frequency dictates

the frequency of the force variations. For example, considering Fig. 4c
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Fig. 3. Time histories of the forces acting on the rotor in the Cartesian

x-direction. The result for no eccentricity is shown in Fig. 3a for three

rotor revolutions whereas the result for a static eccentricity of 10 %

eccentricity ratio of the mean air-gap length in the positive x-direction

is shown in Fig. 3b over ten rotor revolutions. Fig. 3b shows that it

takes a long simulation time for steady state condition in the force

curve to be reached

for a case of whirling ratio ωwhr = −3.0, the time period of the

sinusoidal force variation is one third of the time for the case of

synchronous whirling (not shown in this paper) which gives 40 ms

(see also Table II and Section III-C). Secondly, Fig. 6 shows that the

UMP components both in the radial and in the tangential directions

do not have high magnitudes for the 10 % eccentricity ratio studied.

The dampening effect of the damper windings is estimated to be a

substantial amount of around 30 % in Fig. 6 for the radial UMP

component at high whirling ratios of −6.0 and 6.0 in relative to the

magnitude of the radial UMP component at synchronous whirl speed.

Of importance is to note that force measurements were carried

out [14] and it has been reported that a static eccentricity in the x-

direction of 24 % gives a horizontal force on the rotor of around 4 kN

when no damper windings are present. A corresponding purely static

simulation in MagNet [20] gave a comparable answer; This result

is not shown in this article. We should however remark that a purely

static eccentric rotor is almost impossible to achieve in practice unless

both a static and dynamic balancing of the rotor have been properly

carried out. No thorough information on the rotor balancing for the

generator under study was available though. Besides, as in the case

of a purely static eccentricity motion as given in Fig. 3b in the x-

direction, the corresponding force curve and spectrum contents are

expected to be similar in the Cartesian y-direction as well.
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(a) Whirling ratio of −6.0
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(b) Whirling ratio of 6.0
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(c) Whirling ratio of −3.0
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(d) Whirling ratio of 3.0

Fig. 4. Time histories of the forces acting on the rotor in the horizontal

direction in the case of a purely dynamic eccentricity motion of the

rotor of 10 % eccentricity ratio for different whirling ratios namely

−6.0, 6.0, −3.0 and 3.0
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(b) Whirling ratio of 6.0
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(c) Whirling ratio of −3.0
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(d) Whirling ratio of 3.0

Fig. 5. One-sided linear spectrum estimates of the force time histories

of Fig. 4 in the range 0 rad/s to 400 rad/s (see Table II) for different

whirling ratios namely −6.0, 6.0, −3.0 and 3.0. The parameters used

in the spectrum analysis are given in Table III. A whirl ratio of unity

corresponds to a whirling frequency of 52.36 rad/s
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Fig. 6. Radial force and tangential force on the rotor with a purely dy-

namic eccentricity motion of 10 % eccentricity ratio. The transparent

triangles and squares on the graphs depict the whirling frequencies

used in the simulations expressed as whirl ratios and the corresponding

force values are joined with straight lines. Synchronous whirl is

marked on the graph as the point ωwhr = 1

B. Flux density distribution and harmonics in the air-gap

The flux density B together with the currents flowing in the various

parts of the generator, in principle, provide all the information from

which any other EM parameter of interest can be derived. Current

values and their interpretation are postponed to the next section and

this section presents flux density information. A knowledge of B

provides, among other things, information on how much use of the

iron is made in the generator and this indirectly tells us whether the

size of the generator is right for its power output.

Figs 7 and 8 display the spatial variation of the flux density in

the air-gap in the normal direction over two consecutive poles at the

last time instant in the simulations for the different motion cases as

considered in Section IV-A. The two consecutive poles which were

chosen faced the smallest air-gap position. The arc length considered

is at a radius of 359 mm (see Table I) which is well into an air-

layer in the air-gap where force computations take place and the

spatial circular arc length over two consecutive poles amounts to

2 × 359 mm × π
6

≃ 376 mm. A spatial resolution of 2048 points

exists in Figs 7 and 8.

Figs 9 and 10 give the harmonic contents of the spatial variation

of the flux density distributions of Figs 7 and 8 respectively. We are

interested in the frequency contents in order to view what kinds of

frequencies whirling can bring but the amplitude levels are amenable

to comparison as well since the latter are the absolute magnitude

values from the Fourier Transform results of the spatial variation of the

flux densities. The amplitudes of the peaks in the Fourier Transform

estimates have been normalised with the sampling wavenumber which

is around 5444.96 m−1.

It is immediately obvious from the flux density estimates in Figs 7

and 8 that the eccentricity we are considering can be small in addition

to the generator having perhaps not a small air-gap in relation with

the diameters of the rotor and that of the stator (see Table I), and this

is causing the flux density behaviours to be practically the same even

at very high whirling ratios. In the simulations a maximum value of

B ≤ 0.4 T was noted in all cases and this also explains the relatively

low force magnitudes as seen in Section IV-A. At this flux density

value, we are perhaps not making use of the whole iron available to

us in the generator. This situation can nevertheless be different with

a higher eccentricity ratio value.
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Fig. 7. Spatial distribution of the normal flux density in the air-gap

over a pole pair for the case of no rotor stator eccentricity in Fig. 7a

and for the case with a purely static eccentricity ratio of 10 % of the

mean air-gap length in the positive x-direction in Fig. 7b. A circular

length of around 188 mm subtends an angle of 30◦ mechanical for

one pole pitch
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Fig. 8. Spatial distribution of the normal flux density in the air-gap

over a pole pair for different whirling ratios namely −6.0, 6.0, −3.0
and 3.0. The motion type is a purely dynamic eccentric motion of the

rotor of 10 % eccentricity ratio of the mean air-gap length. A circular

length of around 188 mm subtends an angle of 30◦ mechanical for

one pole pitch
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(b) Static eccentricity of 10 %

Fig. 9. Flux density spatial spectrum estimates stem plots as a function

of harmonic number showing the first eighteen harmonics for the

case of no rotor stator eccentricity in Fig. 9a and for the case with a

purely static eccentricity ratio of 10 % of the mean air-gap length in

the x-direction in Fig. 9b. The amplitudes of the spectrum estimates

represent absolute magnitude values from the Fourier Transform

computation that have been scaled down by the sampling wavenumber.

Refer also to Fig. 7 for the flux density spatial variation

C. Maximum currents in the damper bars and in the rotor rim

Induced currents, whether desirable or undesirable, exist in any

generator. Damper bars allow the flow of currents in order to minimise

oscillations of the rotor and this is a desirable feature. On the other

hand, induced currents flow for example in the solid rotor rim on

which the poles lie and this is undesirable. While the solid rotor rim

and the solid spider on which the former is fixed have been modelled

with the same electrical resistivity value, only the conducting rotor

rim will be considered here as the eddy currents affect the solid rim

considerably more than the solid spider since the latter is much further

away from the poles (see also Fig. 2). The pole shoes and the stator

materials are laminated and hence do not have induced currents.

The roles and importance of the damper bars have been documented

in the literature [1], [24]. For an alternator standing alone, pole

slipping is not an issue and as mentioned in Section III-C, the rotor

speed ωro is kept at its synchronous value (see Table I) irrespective
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Fig. 10. Flux density spatial spectrum estimates stem plots as a

function of harmonic number for different whirling ratios namely

−6.0, 6.0, −3.0 and 3.0 showing the first eighteen harmonics. The

motion type is a purely dynamic eccentric motion of the rotor of

10 % eccentricity ratio of the mean air-gap length. The amplitudes

of the spectrum estimates represent absolute magnitude values from

the Fourier Transform computation that have been scaled down by

the sampling wavenumber. Refer also to Fig. 8 for the flux density

spatial variation

of the whirling speed ωwh used in Table II. The problem of having

a high current flow can be immediately linked to heat dissipation in

the machine, depending also on the resistivity of the material. It is

to be noted that vents and cooling ducts were not modelled in the

EM analysis since these geometric features will only require finer

mesh densities in the finite element analysis, which would increase

the solver time. The electrical resistivities of the conducting rim and

those of the damper bars were 5 × 10−7 ohm–m and 2.092 × 10−8

ohm–m respectively.
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(b) Currents in the three damper bars

Fig. 11. Fig. 11a shows the maximum induced current flowing into the

solid rotor rim while Fig. 11b presents the maximum damper currents

flowing in the damper bars. The currents are for one pole only and

the pole chosen is the one that adjoins the minimum air-gap length.

The range of whirling frequencies considered is in the whirling ratio

range of −6.0 to 6.0. Synchronous whirl is marked on the graph as

the point ωwh = 52.36 rad/s (see also Table II). The arrangement of

the damper bars, Bars 1 to 3, is according to the schematic shown in

Fig. 2. The case for static eccentricity of 10 % can be read from the

plots at the value ωwh = 0 rad/s

Fig. 11 presents the maximum currents flowing in the damper bars

and in the rotor rim for one pole that adjoins the minimum air-gap

length. The currents’ variations have tonal components, and Fig. 11a

and 11b shows the peak values of these sinusoidal time series. Visual

inspection of Fig. 11 reveals that the currents can increase to very

high levels (see Fig. 11b) when there is rotor whirling, be it in the

forward or in the reverse whirl direction. A high current level can

break down the insulation surrounding the damper bar. It is to be

noted that in the simulations, information pertaining to the insulation

type and material was not available. The level of currents in the

rotor rim is not high and this can be attributed to the fact that the

rim is recessed away from the air-gap. Besides, we can note that

forward synchronous whirling at ωwh = 52.36 rad/s produces the least

current flow and this whirling case is more common in hydropower
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generators. Synchronous (forward) whirling can be associated to a

stable operating condition of a hydropower generator as was seen in

an earlier work by two of the authors [13].

On a machine without rotor eccentricity, it has been found that a

current of about 0.02 A and currents of around 1 A were flowing in

the solid rotor rim and damper bars respectively. These low currents

are expected in a machine with perfectly centred rotor and stator. This

provides a useful check for the EM models used in the simulations. It

is thought that the centre damper bar has the smallest current produced

by the whirling due to the fact that the outer damper bars (see Fig. 11b)

act as shields [19].

D. Ohmic losses in the rotor rim

In solid materials, power losses are dissipated. In the model,

only a few parts are electrically conducting and the stator material

together with the pole shoes material are modelled with zero electrical

conductivity. Since the poles sit outside on the rim, the magnetic

diffusion of the magnetic field into the rim is small with a low value

of the flux density and ohmic losses appear almost instantaneously

at switch-on time without any considerable magnetic diffusion time.

Ohmic losses in the damper bars and in the rotor rim are expected

to have the same behaviours as in Fig. 11 from Section IV-C. In

MagNet [20], the ohmic loss calculations for solid conductors neglect

the hysteresis loss component. Table IV presents time average ohmic

losses due to the eddy currents for some whirling cases as considered

in this paper.

TABLE IV. Time average ohmic losses in the complete

rotor rim structure for different whirling frequencies in

the purely dynamic eccentricity motion cases

Whirling ratio Whirling speed [rad/s] Ohmic loss, [W]

−6.0 -314.16 27.828
−3.0 -157.08 10.908
3.0 157.08 3.720
6.0 314.16 15.672

Backward whirling is seen to produce considerably higher eddy

current losses in the rotor rim than the corresponding forward whirling

speeds do. It is also noted that the ohmic losses are very low. Low

flux density values as observed in Section IV-B together with the

outwards geometric configuration of the rotor poles (see Fig. 2) are

the causes for such low ohmic losses. As expected, the ohmic losses

are practically nil for the case without any eccentricity with a loss

value of about 0.08 W (not included in the results of Table IV).

V. CONCLUSIONS

This paper aimed at bridging the gap between what electrical

engineers usually want from EM simulations and what mechanical

engineers would like to see. In this respect, whirling dependent

behaviours of the rotor motion for a purely static eccentricity case

and for a purely dynamic eccentricity case have been studied. The

effects of whirling from a mechanical point of view were earlier

treated by two of the authors [12], [13]. The present article serves to

illustrate the importance of whirling but from an electrical engineering

perspective. A hydropower machine is complex to model as there

are so many variables that come into play and any artificial schism

between the two above-mentioned engineering fields can only be

eliminated when the generator is not viewed as an isolated item but

instead as one which is under the influence of other parts in motion

in a hydropower machine. MagNet [20], by being a general purpose

FEM-based EM field modelling software product, allows a body to

have several degrees of freedom and hence this advantage was taken

of when building the necessary models in this paper.

Perhaps due to the large air-gap length that is providing high

reluctance in the magnetic circuit, the results presented in this paper

tend to have low order of magnitudes and no drastic changes in the

force or in the flux density magnitudes for instance have been noted in

the simulations. Higher eccentricity values other than the studied 10 %
were not considered as they do not occur in a generator when under

normal operating conditions. It has also been seen (see Fig. 6) that the

effect of the damper bars become pronounced on the force magnitudes

at large whirling ratios. In addition, it has been found that backward

whirling tends to induce higher eddy currents than forward whirling

does. The very low ohmic losses in the rotor rim also represent a key

finding in this paper. A no-load model is considered sufficient though

it can be argued that the (radial) UMP magnitudes may decrease when

there is load. That said, the objective of this paper was not to compare

the effect of a loaded versus an unloaded generator but to see how

whirling affects important EM parameters that are normally used by

electrical engineers.

A new contribution to the field of EM analysis of hydropower

generators is the treatment of non-synchronous whirling in this paper

and demonstration of its effect(s) on some EM parameters. This new

addition has been combined with common eccentricity types that are

reported in the literature.
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Abstract— This paper presents an algorithm for sorting by 

using of LIT (left inversions table). The algorithm is named LR. 

The time complexity of the proposed algorithm analytically 

evaluated. Two approaches for acceleration of LR are presented. 

The proposed algorithm and its two improvements are 

implemented in C++. Experimental comparisons are done between 

LR and some known algorithms, and between LR and its two 

modifications. The experiments show that LR is faster than 

“bubble sort” and “LtoRA” algorithms but it is slower than the 

algorithms “insertion sort” and “selection sort”. The experiments 

also show that for rows in which there is a large number of the 

repetitions, the modification “LR – repeat” is faster than the 

original algorithm, “Bubble sort”, “Selection sort” and the 

modification “LRA – minimax”. The algorithm “LR minimax” is 

faster than algorithm LR in all cases (when the row has large or 

small number of repetitions). 

 
Index Terms— Sorting algorithm, Left Inversions Table, 

Insertion sort, Selection sort 

I. INTRODUCTION AND AIMS 

HIS paper is a continuation of the work in article [7]. The 

two papers are part of a research on some sorting methods 

and the possibility for their improvement. 

It is considered that near 25% of the work of the computer 

systems is used for sorting of information [1]. This shows how 

important it is to find good sorting methods and algorithms. 

There are many methods and algorithms for sorting and they are 

studied widely [1,2,3,4,5,6]. This doesn’t mean that everything 

in this area is finished and nothing new and better could be 

found, especially considering the characteristics of the given 

row. 

The aim of this paper is: 

 to propose and investigate a method for sorting of rows by 

a left inversions table  (LIT) with left and right filling 

which is an improvement of the sorting methods proposed 

in [7]; 

 to evaluate the complexity of the proposed method; 

 to make a program for the proposed method (algorithm) 

for row sorting by LIT with right and left filling; 
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 to evaluate and compare experimentally the proposed 

method: sorting by LIT with right and left filling. 

The methods for row sorting considered in [7] are: 

 sorting by LIT with filling from left to right; 

 sorting by LIT with filling from right to left. 

They are based on the proven assertion: the table of the left 

inversions by positions of a given row aj (j = 1,2,…,n) uniquely 

defines the sorted ascending or descending row. 

LIT of a given row is the sequence of numbers in the j-th 

position in which the number of the elements dj is written, left 

from aj (j-th element, j = 1,2,...,n) and lager than it. 

The steps for sorting by LIT are the following: 

1) constructing the LIT of the given row by counting the 

larger elements from the left of every element in the row; 

2) constructing the searching row. 

Constructing the searching row begins with the element in the 

first position of the given row, continues with the second 

element and so on, until the element in the n-th position. The 

position for recording of the elements and the number of moved 

elements depending on the desired sorting, and the direction of 

moving are shown in Table 1. 
 

TABLE 1. POSITION FOR RECORD OF AJ, J = 1,2,...,N, AND NUMBER OF MOVED 

ELEMENTS FOR SORTING WITH FILLING FROM LEFT TO RIGHT AND FROM RIGHT 

TO LEFT 

Filling 

Position for record of aj 
Number of the moved 

elements 

Row Row 

Ascending Descending Ascending Descending 

To the 

right 
j – dj dj + 1 dj j – dj – 1 

To the 

left 
n – dj n – (j – dj) + 1 j – dj – 1 dj 

 

 
TABLE 2. TABLE OF LEFT INVERSIONS OF THE GIVEN ROW 

 

 

A New Sorting Algorithm with filling to the left 

and right 

N. Vasilev and A. Bosakova-Ardenska 

T 

Position j in the 

given row 
1 2 3 4 5 6 7 8 9 

Value of the 

element aj 
6 0 4 0 7 0 2 0 5 0 3 0 1 0 9 0 8 0 

dj – num. of the 

elements from the 

left bigger then aj 

0 1 0 3 2 4 6 0 1 

mailto:mnvasilev@yahoo.com
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Example 

Sort in an ascending and a descending order the following row: 

60, 40, 70, 20, 50, 30, 10, 90, 80. 

We construct the LIT of the row (Table 2). 

 

 
Fig.1. Ascending (a) and descending (b) rows of the given row sorted from left 

to right 

 

Figure 1a shows the ascending row and figure 1b – the 

descending row with filling from left to right. The moved 

elements are underlined. 

The number of the moves for constructing the ascending row is 

17. The number of the moves for constructing the descending 

row is 19. 

If t11 is the time for execution of the comparison operation on 

the computer, t21 – the time for execution of the increment and 

record operations, t22 – the time for execution of the record 

operation (move to the right), then: 

 the time for constructing the ascending row by sorting 

with right filling and the descending row by sorting with 

left filling, without record operations in temporary 

positions of the array and intermediate saving of the 

elements will be:  

       
 the time for constructing the descending row by sorting 

with right filling and the ascending row by sorting with 

left filling, without record operations in temporary 

positions of the array and intermediate saving of the 

elements will be: 

 
As seen above, the complexity of the proposed algorithms is 

quadratic. We will look for ways to reduce the number of 

comparisons and moves.  

II. REDUCING THE NUMBER OF COMPARISONS 

We will consider two ways for reducing the number of 

comparisons proposed in [7]. These methods decrease the value 

of the first addend in the equations above for some rows with 

certain properties. In other words, the efficiency of the proposed 

methods depends on the characteristics of the given row and 

sometimes they do not reduce the number of comparisons.  

Approach 1. Comparisons with the current minimal and current 

maximal elements 

When comparing the elements for constructing the LIT, two 

fields are used. In these fields the minimal (amin) and the 

maximal (amax) values are written among the elements with 

which the current element is compared. When we count the left 

elements larger than aj, first we compare it with the minimal and 

the maximal values. 

If aj < amin= ai, i=1,2,...,j-1 the value dj will be j-1 because all 

elements to the left of aj are larger than it. The comparisons of 

aj with the left elements are not done. 

If aj  amax= ai, i=1,2,...,j-1 the value dj will be 0 because to the 

left of aj there are not elements larger than it. The comparisons 

of aj with the left elements are not done. 

This approach is effective for rows in which the small and the 

large elements are in the end of the rows. It is most effective (0 

comparisons) for the rows, which can be split from left to right 

into two rows – an ascending one and a descending one, for 

which the smallest element of the ascending row is larger than 

the largest element of the descending row. The ascending and 

the descending rows are also such rows. The number of these 

rows is 2n-1. (The values in LIT for such rows are: 0 in the first 

position and 0 or j-1 in the other positions.) 

If the minimal and the maximal elements are in the first two 

position of the given row, the number of the comparisons will 

not be reduced. 

This approach adds at most 2n comparisons. First, the element 

aj is compared to element aj-1. If aj>aj-1 then aj will be compared 

to amax only. If aj<aj-1 then aj will be compared to amin only. If aj 

≥ amin or aj < amax there will be only one more comparison. 

Otherwise the added comparisons will be 2. If aj=aj-1 then 

comparisons to amin and amax are not done. For avoiding repeated 

comparisons, the approach 2 is used. 

Approach 2. Avoid repeated comparisons 

If the row has repeated elements, it is desirable to avoid 

repeated comparisons. 

If ai = aj, i<j, i=1,2,...,n-1, j=2,3,...,n, then the value di+dt  is 

assigned to dj, where dt is the current value of dj. Thus, one 

comparison and one summation are added, but (i-1) repeated 

comparisons are avoided for determination of dj. 

This approach adds n(n-1)/2 comparisons. It is efficient when 

the number of the repeated elements is large, the same elements 

are near and they are to the right in the given row. 

III. REDUCING THE NUMBER OF THE MOVES 

To reduce the number of the moves we will unite both methods 

(algorithms): filling from left to right and filling from right to 

left [7]. In this case, the record of each element aj (j = 1,2, .., n) 

will be done to the left or right of the row depending on the 

result of the comparison of the values dj  and j-dj-1. 

If dj ≤ j-dj-1 the moves for ascending row will be done to the 

right and for descending row will be done to the left. 

If dj > j-dj-1 the moves for ascending row will be done to the 

left and for descending` row will be done to the right. 

Thus, the number of the moves for sorting the row will be 

minimal. The size of the array for saving the sorted row must 

be (2n-1). The first element will be written in position n. By 

filling of the array we must keep current indices of nearest left 

(L) and nearest right (R) vacant positions in the array. 

Position for record pj of the current element aj is: 

pj = R-dj when dj ≤ j-dj-1 and pj = L+j-dj-1 when dj > j-dj-1 for 

ascending row; 
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pj = L+dj when dj ≤ j-dj-1 and pj = R-(j-dj-1) when dj > j-dj-1 

for descending row. 

 

We will construct the ascending row of the row in the example 

above. 

j=1; the first element a1 is written in position p1 = n = 9. 

j=2; L=8, R=10;  d2 = 1 > 2-1-1 = 0 = 2-d2-1; a2 is written to the 

left; p2 = 8+2-1-1 = 8. 

j=3; L=7, R=10;  d3 = 0 < 3-0-1 = 2 = 3-d3-1; a3 is written to the 

right; p3 = 10-0 = 10. 

j=4; L=7, R=11;  d4 = 3 > 4-3-1 = 0 = 4-d4-1; a4 is written to the 

left; p4 = 7+4-3-1 = 7. 

j=5; L=6, R=11;  d5 = 2 = 5-2-1 = 2 = 5-d5-1; a5 is written to the 

right; p5 = 11-2 = 9. 

 

The elements with indices 1 (60) and 3 (70) are moved to the 

right. They are written in positions 10 and 11. 

j=6; L=6, R=12;  d6 = 4 > 6-4-1 = 1 = 6-d6-1; a6 is written to the 

left; p6 = 6+6-4-1 = 7. 

 

The element with index 4 (20) is moved to the left. It is written 

in position 6. 

j=7; L=5, R=12;  d7 = 6 > 7-6-1 = 0 = 7-d7-1; a7 is written to the 

left; p7 = 5+7-6-1 = 5. 

j=8; L=4, R=12;  d8 = 0 < 8-0-1 = 7 = 8-d8-1; a8 is written to the 

right; p8 = 12-0 = 12. 

j=9; L=4, R=13;  d9 = 1 < 9-1-1 = 7 = 9-d9-1; a9 is written to the 

right; p9 = 13-1 = 12. 

 

The element with index 8 is moved to the right. It is written in 

position 13. 

 

Figures 2a and 2b present the construction of the ascending and 

the descending rows sorted by LIT with filling to the left and 

right. The moved elements are underlined. 

 

 
Fig.2. Ascending (а) and descending (б) orders of the given row sorted by LIT 

with filling to the left and right 

 

We will note that: 

 if dj = 0, aj is written to the right after the last element in the 

row; 

 if dj = j-1, aj is written to the left before the first element in 

the row. 

In both cases, moves of elements are not executed. 

The number of the moves for constructing the ascending and 

the descending rows is the same and its value is 4. 

The results are summarized in Table 3. 

 

 

TABLE 3. POSITIONS FOR RECORDING AND DIRECTION OF FILLING BY SORTING 

TO THE LEFT AND RIGHT 

Row 
Direction of filling Position for record of aj 

dj ≤ j-dj-1 dj > j-dj-1 dj ≤ j-dj-1 dj > j-dj-1 

Asc. To the right To the left R-dj L+j-dj-1 

Desc. To the left To the right L+dj R-(j-dj-1) 

IV. EVALUATION OF THE COMPLEXITY OF THE ALGORITHM 

FOR SORTING BY LIT WITH FILLING TO THE LEFT AND RIGHT 

The operations which are used in the proposed algorithm are: 

1) compare for constructing of the LIT (for counting of the 

larger elements); the elements of the array are compared; 

2) record (increment) for counting of the larger elements; 

3) compare to determine the direction of the minimal move 

(left or right); the first operand is number and the second 

one is an expression which contains subtraction (see table 

3); 

4) record (move one position to the left or to the right) of the 

elements of the array to construct the current sorted row; 

5) record (move) of the elements in temporary positions in 

the array for constructing the current sorted row; the 

record position is a result of addition/subtraction (see table 

3); 

6) record (increment) of nearest vacant left (L) and right (R) 

positions in the array for sorted row. 

Number of the compares for count the bigger elements (left 

inversions) by position is: 

C = n(n-1)/2. 

Number of the records (increments) by counting the bigger 

elements is: 

 
His values [7] are: 

- minimal– 0 (the row is ascending); 

- average– n(n-1)/4; 

- maximal– n(n-1)/2 (the row is descending). 

The number of compares to determine the direction of minimal 

move (left or right) is equal to n-1. 

The number of records (moves one position to left or right) is: 

 
The minimal number of the moves is 0. For rows which has dj= 

0 or j-1, j = 1,2,..,n, operations move aren’t done. Every such 

row can be divided (from left to right) in two rows: one 

increasing row and one decreasing row like the smallest 

element in the increasing row is bigger than the biggest element 

in the decreasing row. Ascending and descending rows are such 

rows. When sort increasing row the fill up are to the right only. 

When sort decreasing row the fill up are to the left only. The 

number of these rows is 2n-1. For n=4, the number of these rows 

is 24-1=8. These rows have LIT: 0000, 0100, 0020, 0003, 0120, 

0103, 0023 and 0123. (See table 4.) 
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The maximal number of the moves is: (n2-2n)/4 when n is even 

and (n2-2n+1)/4 when n is odd. This value is obtained when the 

LIT are: 0, 0 or 1, 1, 1 or 2, 2, 2 or 3,..., n/2-1 , n/2-1 or n/2 if n 

is even and 0, 0 or 1, 1, 1 or 2, 2, 2 or 3,..., (n-1)/2-1 or (n-1)/2, 

(n-1)/2 if n is odd. The number of these rows is 2n/2 if n is even 

and 2(n-1)/2 if n is odd. When n = 4, the number of these rows is 

4. The LIT of these rows are: 0011, 0012, 0111 and 0112. The 

maximal number of the moves is 2. (See table 4.) 

The number of records (moves) of the elements in temporary 

positions in the array for constructing of the current sorted row 

is always n (a new array). 

The number of records (increments) of the nearest left (L) 

vacant position and nearest right (R) vacant position in the array 

is n. 

We note that the number of the operations (including the 

moves) for constructing the ascending and the descending row 

is the same. 

The time for constructing the sorted row with filling to the left 

and right will be: 

 
t11 is the time for comparing two elements of the array; 

t21 is the time for incrementing and recording; 

t12 is the time for comparing with the first operand being an 

number, and the second one being a value of the operation 

subtraction; 

t22 is the time for recording (moving to the left or right) of a 

element of the array; 

t23 is the time for additions/subtractions and recording of the 

result. 

The minimal and maximal time for constructing the sorted row 

by LIT with filling to the left and right will be: 

 

𝐓𝐥𝐫_𝐦𝐢𝐧 = 𝐭𝟏𝟏𝐧(𝐧 − 𝟏)/𝟐 + 𝐭𝟏𝟐(𝐧 − 𝟏) + 𝐭𝟐𝟑𝐧 + 𝐭𝟐𝟏𝐧 = 𝐊 

𝐓𝐥𝐫_𝐦𝐚𝐱 = 𝐊 + 𝐦𝐚𝐱(𝐭𝟐𝟏𝐧(𝐧 − 𝟏)/𝟐, 𝐭𝟐𝟏𝐧𝟐 𝟒⁄

+ 𝐭𝟐𝟐 (𝐧𝟐 − 𝟐𝐧) 𝟒⁄ ) 

𝐓𝐥𝐫_𝐦𝐚𝐱 = 𝐊 + 𝐦𝐚𝐱(𝐭𝟐𝟏𝐧(𝐧 − 𝟏)/𝟐,  𝐭𝟐𝟏(𝐧𝟐 − 𝟏) 𝟒⁄

+ 𝐭𝟐𝟐 (𝐧𝟐 − 𝟐𝐧 + 𝟏) 𝟒)⁄  

 

The first expression for Tlr_max is for n even and the second 

expression is for n odd. 

n2/4 is maximal number of recordings (increments) for the rows 

with maximal number of moves for n even. (n2 – 1)/4 is 

maximal number of recordings (increments) for the rows with 

maximal number of moves for n odd. 

The time Tlr_min is for the ascending row. 

The time Tlr_max  is for the rows with LIT: 0,1,1,2,2,3,......,n/2-

1,n/2-1, n/2 when n is even and 0, 1, 1, 2, 2, 3,......,(n-1)/2-1, (n-

1)/2-1, (n-1)/2, (n-1)/2 when n is odd or for the descending row. 

The number of operations in the second operand of the addend 

“max” is equal to the number of operations in the first operand: 

n(n-1)/2. So, the value of max will be determined by the ratio 

of the values of t21 and t22. 

Table 4 shows the relationship between operations “move” in 

the discussed methods for sorting for n = 4. 

The first column contains all rows (permutations) of the 

elements of the set {1,2,3,4}. 

In the second column the tables of the left inversions (LIT) for 

every row are constructed. 

In each cell of the third column the moves to the right are 

sequentially written and summed for the first, second, third and 

fourth elements of the row (in the cell of the first column) for 

constructing the ascending row with filling to the right. It can 

be seen that the numbers (digits) in the second and third column 

are the same. 

In each cell of the fourth column the moves to the left are 

sequentially written and summed for the first, second, third and 

fourth elements of the row (in the cell of the first column) for 

constructing the ascending row with filling to the left. It is seen 

that the sum of the corresponding digits in the third and fourth 

columns is equal to the position number of digits minus one. 

 
TABLE 4. MOVES IN THE THREE METHODS FOR SORTING BY LIT FOR N=4. 

Row 

(n=4) 
LIT 

Moves 

To the right To the left 
Left and 

right 

1234 0000 0+0+0+0=0 0+1+2+3=6 0+0+0+0=0 

1243 0001 0+0+0+1=1 0+1+2+2=5 0+0+0+1=1 

1342 0002 0+0+0+2=2 0+1+2+1=4 0+0+0+1=1 

2341 0003 0+0+0+3=3 0+1+2+0=3 0+0+0+0=0 

1324 0010 0+0+1+0=1 0+1+1+3=5 0+0+1+0=1 

1423 0011 0+0+1+1=2 0+1+1+2=4 0+0+1+1=2 

1432 0012 0+0+1+2=3 0+1+1+1=3 0+0+1+1=2 

2431 0013 0+0+1+3=4 0+1+1+0=2 0+0+1+0=1 

2314 0020 0+0+2+0=2 0+1+0+3=4 0+0+0+0=0 

2413 0021 0+0+2+1=3 0+1+0+2=3 0+0+0+1=1 

3412 0022 0+0+2+2=4 0+1+0+1=2 0+0+0+1=1 

3421 0023 0+0+2+3=5 0+1+0+0=1 0+0+0+0=0 

2134 0100 0+1+0+0=1 0+0+2+3=5 0+0+0+0=0 

2143 0101 0+1+0+1=2 0+0+2+2=4 0+0+0+1=1 

3142 0102 0+1+0+2=3 0+0+2+1=3 0+0+0+1=1 

3241 0103 0+1+0+3=4 0+0+2+0=2 0+0+0+0=0 

3124 0110 0+1+1+0=2 0+0+1+3=4 0+0+1+0=1 

4123 0111 0+1+1+1=3 0+0+1+2=3 0+0+1+1=2 

4132 0112 0+1+1+2=4 0+0+1+1=2 0+0+1+1=2 

4231 0113 0+1+1+3=5 0+0+1+0=1 0+0+1+0=1 

3214 0120 0+1+2+0=3 0+0+0+3=3 0+0+0+0=0 

4213 0121 0+1+2+1=4 0+0+0+2=2 0+0+0+1=1 

4312 0122 0+1+2+2=5 0+0+0+1=1 0+0+0+1=1 

4321 0123 0+1+2+3=6 0+0+0+0=0 0+0+0+0=0 

 

In each cell of the fifth column the moves to the left and right 

are sequentially written and summed for the first, second, third 

and fourth elements of the row (in the cell of the first column) 

for constructing the ascending row with filling to the left and 

right. It is seen that the value of each digit is equal to the value 

of the smaller of the corresponding digits in the third and fourth 

columns. The smaller digit determines the direction of the 

filling. 

The maximal number of moves for sorting with filling to the 

left and right is more than two times smaller than the sorting 

with filling from left to right. 

For example, when n=1000, the maximal number of the moves 
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for constructing the ascending row with filling from left to right 

is 499500, and the average is 249750. When the filling is to the 

left and right the maximal number of the moves is 249500. This 

can be seen in table 4. When n = 4, these values are respectively 

6, 3 and 2. 

In comparison with sorting by LIT with filling from left to right 

[7] sorting by LIT with filling to the left and right use twice 

more memory and has additional operations: n-1 comparisons 

to determine the minimal number of moves; n recordings of the 

nearest left (L) or nearest right (R) vacant positions. 

V. EXPERIMENTAL RESULTS 

The proposed methods for sorting which use LIT are: 

 filling to the left and right; 

 filling to the left and right and comparisons with the current 

minimal and current maximal elements; 

 filling to the left and right with avoiding repeated 

comparisons. 

These methods are implemented in C++. We will name them 

LR, LR minimax, and LR repeat, respectively. 

The aims of the experimental work is the following: 

1. To compare the execution times of the proposed algorithms 

with some known algorithms. We use the algorithms: Bubble, 

Insertion sort, Selection sort and LtoRA [7]. 

2. To verify the influence of the proposed improvements (LR 

minimax, LR repeat) on the execution time of the investigated 

algorithm (LR). 

For experiments a computer system is used with processor Intel 

Celeron E3300 2,5GHz, RAM 2,96 GB. The elements of the 

rows are generated by the functions rand() and srand(). 

The number of the elements of the rows for these experiments 

is from 2000 to 8000. The elements are integer numbers. Each 

algorithm sorts 10 times 4 different rows with number of the 

elements 2000, 3000, 4000, 5000, 6000, 7000 and 8000. The 

execution time is obtained after averaging the corresponding 

execution times. 

 

Experiment 1. Sorting by the algorithms: LtoRA, LR, LR 

minimax, LR repeat, Bubble, Insertion sort and Selection sort 

integer numbers from 0 to 32767 (a low repetition rate for the 

elements). 

The average times (ms) are shown in Table 5 and Fig.3. 

In parentheses is shown the number of operations for sorting the 

row with algorithms LR, LR minimax and LR repeat. The 

number of operations is counted with a program. 

Working time of the program cannot be considered as a reliable 

estimation because computers work in a multiprogramming 

mode and there is no guarantee that the tested program is not 

interrupted, which could increase its execution time. Also, the 

execution time is influenced by the memory organization.  

Аs a result, the time for sorting of the same rows can be 

different. This is why, experimenting with the algorithms LR, 

LR repeat, LR minimax, first the number of operations for 

sorting the rows is counted and the obtained values are used as 

criteria for correct time results. Fig.5 shows result of counting 

the operations for sorting the row with 4000 elements with 

algorithm LR repeat (low repetition rate for the elements). 

TABLE 5. AVERAGE TIMES (MS) FOR SORTING ROWS WITH LOW REPETITION 

RATE FOR THE ELEMENTS 

Elem. 

nmber 

 

Algorithm 

2000 3000 4000 5000 6000 7000 8000 

LtoRA 19,9 38,6 78 123,5 177,8 236 311,1 

LR 
15,2 

(85274

36) 

35,5 

(19113

969) 

68,8 

(34150

391) 

104,7 

(53386

151) 

154,5 

(76723

619) 

207,5 

(10428

6373) 

273,4 

(13615

8382) 

LR mini 

max 

15,1 

(85124

21) 

35,5 

(19091

956) 

67,3 

(34118

041) 

104,6 

(53353

315) 

153 

(76674

177) 

206 

(10423

6432) 

271,9 

(13610

7945) 

LR repeat 
21,5 

(93226

87) 

45,8 

(20867

827) 

81 

(36877

231) 

120,5 

(56958

461) 

174,7 

(81033

635) 

239,3 

(10985

6137) 

304,9 

(14248

2171) 

Bubble 46,2 106,1 182,5 285,6 415,1 562,6 742,5 

Insert. sort 7,5 9,1 15,5 31,1 43,3 56,3 78 

Select. sort 9,1 12,2 25,2 43,1 59,1 78 104,6 

 

 

 
Fig.3 Average times for sorting the rows with low repetition rate for the 

elements 

 

The experiments show that:  

1) algorithm LR is faster than algorithms LtoRA and Bubble 

sort but it is slower than algorithms Insertion sort and 

Selection sort; 

2) algorithm “LR minimax” reduced the number of 

operations (the time) compared with the operations (the 

time) of the algorithm LR; 

3) algorithm “LR repeat” increases the number of operations 

(the time) compared with the operations (the time) of 

algorithm LR; the number of added operations “compare” 

is equal to the not inversed and equal pairs of elements in 

the row; if there are no equal elements, no comparisons 

are avoided. 

 

Experiment 2. Sorting by the algorithms: LtoRA, LR, Bubble, 

Insertion sort and Selection sort for integer numbers with high 

repetition rate for the elements – 10 repetitions on average. 

The average times (ms) are shown in Table 6 and Fig.4. 
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TABLE 6. AVERAGE TIMES (MS) FOR SORTING ROWS WITH HIGH REPETITION OF 

THE ELEMENTS 

Elem. 

no 

 

Algorithm 

2000 3000 4000 5000 6000 7000 8000 

LtoRA 20 43,3 76,5 122 177,7 239,2 308 

LR 

15,3 

(8521

897) 

32,5 

(1918

3809) 

63,8 

(3392

7700) 

106,2 

(5314

1336) 

154,5 

(7660

5673) 

209,1 

(10403

4350) 

272 

(13638

8051) 

LR 

minimax 

15,3 

(8481

391) 

32,5 

(1907

2369) 

63,7 

(3379

7053) 

106,1 

(5293

6231) 

153 

(7638

5661) 

209 

(10374

3277) 

270,5 

(13609

9578) 

LR repeat 

6 

(2969

425) 

7,5 

(6665

277) 

20,2 

(1171

2696) 

32,5 

(1843

2564) 

51,4 

(2657

8738) 

70,4 

(3615

8709) 

90,2 

(4738

2641) 

Bubble 44,7 106 181 285,5 415,3 554,8 747 

Insertion 

sort 
4,5 12 18,6 31 43,3 60,9 78 

Selection 

sort 
7,5 13,9 25 37 49,8 79,5 101,6 

 

 

 
Fig.4 Average times for sorting the rows with a high repetition rate for the 

elements 

 

The experiments show that: 

1) algorithm LR is faster than algorithms LtoRA and Bubble 

sort but it is slower than algorithms Insertion sort and 

Selection sort; 

2) algorithm “LR minimax” reduces the number of 

operations (the time) compared to the operations (the 

time) of the algorithm LR; 

3) algorithm “LR repeat” is faster than algorithms LtoRA, 

LR minimax, Bubble and Selection sort but it is slower 

than Insertion sort; when the number of the repeated 

elements is large, the algorithm “LR repeat” is very 

effective. The number of operations (the time) compared 

to those of algorithm LR is reduced considerably. 

The experiments show that the algorithm “LR repeat” 

outperforms the algorithm LR when the average number of 

repetitions in the row is greater than or equal to 2. 

 

 

 

 

 
Fig.5. Number of operations for sorting the row with 4000 elements with 
algorithm “LR repeat” (a low repetition rate for the elements) 

 

VI. CONCLUSION 

This paper proposes the algorithm for sorting by LIT (Left 

Inversions Table) with filling to the left and right. The 

complexity of the proposed algorithm is evaluated. Its minimal 

and maximal complexities are derived. An experimental 

comparison of the proposed algorithm LR with algorithm 

LtoRA and some known algorithms (Bubble sort, Insertion sort, 

Selection sort) is also done. Two modifications of the algorithm 

LR are proposed and realized: “LR – comparisons with the 

current minimal and maximal values” and “LR with avoiding 

repeated comparisons”. 

The experiments show that: 

a) algorithm LR is faster than algorithms “Bubble sort” and 

LtoRA but it is slower than algorithms “Insertion sort” and 

“Selection sort”; 

b) algorithm “LR repeat” is faster than algorithms LR for 

rows with number of repetitions larger than 2; 

c) obviously there is an average number of repetition for 

which the algorithm “LR repeat” will be faster than 

algorithm “Insertion sort”; 

d) algorithm “LR minimax” is faster than algorithms LR; 

Finally, algorithm “LR minimax” can be used to sort any row, 

while using the algorithm “LR repeat” needs a preliminary 

estimate of the average number of repetitions in the given row. 

The future work will continue with: 

1) developing methods for quick estimation of the average 

number of repetitions in the row; 

2) unification and applying both the improvements; 

3) developing methods (algorithms) with smaller number of 

the comparisons and moves; 

4) development and implementation of good parallel 

algorithms for sorting. 
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Abstract— In this study, non-linear dimension reduction 

methods were applied to ECG signals and success of such 

dimension reduction techniques for the classification and 

segmentation of ECG signals were discussed. Also, segmentation 

of data through neighbourhood feature extraction (NFE) method 

were enabled by transiting from high dimensioned space to low 

dimension space by considering the longitudinal combination of 

ECG signals. Results classification results of NFE algorithm 

performed through longitudinal combination and as a newly 

developed method were compared with classification results of 

ECG signals obtained through dimension reduction by taking 

one pixel. Results of NFE dimension reduction technique 

performed by considering the neighbour pixels, advantage of 

effect on segmentation of ECG signals were presented at 

empirical results section and the success of suggested method was 

indicated. Results obtained by performed study are promising for 

the studies to be conducted in further period. 

 

Index Terms— classification; ECG;  kNN;  Neighbourhood 

Feature Extraction; RBF.  

 

I. INTRODUCTION 

LECTROCARDIOGRAM (ECG) means electrical signs, 

which show how the heart works in the human body and 

also show heart motions. Cardiac diseases arisen depending on 

cardiac arrhythmias, and cardiologic disorders and anomalies 

occurred in heart are diagnosed by ECG signals. Therefore, it 

is very important today that ECG signals can be analyzed 

properly [1]. 

    Today most people die depending on cardiac diseases. 

Therefore, attention must be paid to heart health. ECG records 

any changes in the electrical signs generated in the heart and 

dispersing to all body and tries to diagnose any disorders 

occurred in the heart. ECG shows briefly the heartbeat and is 

used commonly in signal processing [2]. 

    Most studies are conducted on classification of ECG 

signals. But, in the studies, it is not ensured exactly that ECG 

signals may be understood quickly and interpreted properly. 

The new method developed together with this study is applied 

successfully to all dimension reduction techniques. 

Furthermore, success to classify any ECG signals is increased 

and it is endeavored to guide any studies to be conducted in 

other biomedical fields as well.  
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     In the study, firstly a stripe selection and feature extraction 

are conducted for dimension reduction. In this study, it is 

endeavored to conduct a classification by the instructional 

methods and by utilizing the feature extraction in ECG data 

and using the class labels. There are most methods to conduct 

the feature extraction. Of these methods, the oldest and most 

known linear technique is PCA [3]. But, the linear techniques 

are not sufficient to obtain any information. Any non-linear 

techniques are required to classify any complex data. To that 

end, most nonlinear techniques are used recently. In our study, 

the nonlinear techniques, which keep the local properties such 

as Kernel PCA, Isomap, etc., are used for our existing dataset 

as well as the non-linear feature extraction techniques, which 

keep the global properties such as such as Laplacian 

Eigenmaps, etc. Furthermore, the linear extraction techniques 

such as PCA and LDA are also used to compare the 

classification success with the non-linear techniques [4]. 

    Secondly, we discuss 5, 10, 15, 20 and 50 extensional 

neighborhoods for our dataset generated by us by these feature 

extraction methods and try to classify ECG data [5]. In ECG 

data, each data is stated as a sample point. This example point 

is called “pixel.” The vectors generated for these pixels are 

valid for all stripes and have a particular value. If class of a 

pixel is certain, class of the pixel immediately adjacent to that 

pixel is the same as that pixel and this adjacent pixel shows 

the extensional neighborhood. nxn neighbor around this 

extensional neighborhood is taken for ECG signal as ECG 

signal is trained. Proximity of the extensional neighborhood 

between two points is measured by Euclidean distance. Two 

close data points are similar in extensional neighborhoods and 

the likelihood that these points are in the same class is high. 

For nxn neighbor, similarity reduces as distance increases.  

II. METHOD 

       A large amount of data is dealt with in the real world. 

Therefore, much more memories and calculations are required 

to classify data properly. Data is used efficiently as data 

reduction and cost is reduced. To conduct this transaction 

without any data loss, the dimension reduction methods are 

required to ensure the dimension reduction and to reduce 

number of stripes. The feature extraction constitutes a very 

important step in processing the high dimensional data. The 

feature extraction is conducted by the linear or nonlinear 

methods on the stripes. In this study, firstly the feature 

extraction is conducted to perform an instructional study, to 

increase the classification success and to reduce the 

transaction cost by using the class information.  

Classification of ECG Signals By the 

Neighborhood Feature Extraction Method  

C.Bakir 

E 
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    Signatures are taken that provide any particular properties 

primarily to process all data. These spectral signatures are 

identified as ones that represent the spectral distribution in the 

best way as much as possible. The techniques of nonlinear 

feature extraction are applied to these spectral signatures 

instead of all data. The existing dataset is obtained by the 

dimension reduction techniques used in the study by 

extracting 5- and 10-dimensional vectors.  Furthermore, RBF 

and kNN interpolation is used to instruct all dataset. The 

dataset reduced by RBF is learnt by an artificial plexus and it 

is moved from each spectral signature from a low dimensional 

space by using a network structure. RBF is formed by linkages 

between neurons. At the education stage, weights of the 

neurons are updates by examining inputs and outputs. This 

transaction continues until the error rate will be minimum [6]. 

In kNN interpolation method, k is found depending on the 

nearest samples. The nearest neighborhood of the data 

normalized in kNN interpolation is found and weights are 

calculated [7]. In this method, the spectral signatures and 

distances of each pixel in EKG data are found. Then, the value 

of k=9 is selected and the nonlinear dimension reduction 

methods of the spectral signature k nearest to the pixel with a 

dimension to be reduced are found and the feature vectors are 

obtained. Here, the purpose is to find the nearest intermediate 

assessment to be obtained by the nonlinear projection 

methods. This method is applied to all spectral signatures and 

the dimension is reduced.  

 

A. Principal Component Analysis (PCA) 

      Principal Component Analysis (PCA) is most popular 

orthogonal linear transformation. PCA is an illustration of the 

data having the biggest variance in the low dimensional space. 

High variance features are prepared with respect to low 

variance. M linear mapping of samples of X data matrix is 

founded that increases the cost function, calculating the 

covariance matrix. It gives the eigenvectors corresponding to 

the biggest eigenvalue. PCA uses the Euclidean distance 

between the data points  and . PCA transformation is 

shown as µT=XTW. W shows the orthogonal matrix; µT shows 

the linear transformation, and W shows the eigenvectors 

corresponding to the covariance matrix [8]. 

   PCA is a linear illustration of the data. The data is separated 

by PCA as shown in Equation 1 [8]. 

 

                              



p

j

jiji Qwx
1

                                   (1) 

 

B.  Linear Discriminant Analysis (LDA) 

     PCA states a high variety of data by a minimum number of 

components. But, these components never require best variety 

to classify them differently to ensure highest separation. To 

classify the data properly together with LDA, highest 

separation between different classes of data is ensured. It finds 

the dimension reduction required to provide this separation, 

calculating the covariance matrix. Total covariance matrix is 

calculated, utilizing the covariance matrix within the classes 

(SW) and the covariance matrix between the classes (SB) [1]. 

 
                                    ST = SW + SB                                                  (2) 

 

C. Kernel Principal Component Analysis (KPCA) 

     KPCA is an expanded version of PCA method. But, KPCA 

is a nonlinear technique, which improves the linear 

techniques, while PCA is a linear method. Dimension of the 

data is reduced, using the Kernel matrix. The K kernel matrix 

is calculated, using the data points  and  as =K( , ). 

Centers and d vectors are found, changing inputs of the K 

kernel matrix. Thus, the data is transferred by means of KPCA 

to a higher dimensional space according to PCA dimension 

reduction technique. In KPCA, the important thing is to select 

the kernel function. Kernel function may be a linear kernel, 

Gauss kernel and polynomial kernel. In the studies conducted 

in the literature, KPCA provides fairly successful results in 

face recognition and speech recognition [9,10]. 

 

D. Isomap 

     Isomap is a low dimensional embedding method, which is 

used in multi-dimensional scaling algorithms on a weighted 

graphic and uses a geodesic distance instead of an Euclidean 

distance. The geodesic distance is the shortest distance and to 

find this distance, neighborhoods between all data points must 

be found. The geodesic distance data points are calculated by 

((i=1,2,.......,n) in the neighbor graphic. Furthermore, it is 

also important to select a neighborhood parameter in Isomap. 

The linkage in each data point is known as the nearest 

Euclidean distance in a high dimensional space. The nearest 

distance between two points is calculated by the Dijkstra 

algorithm [11]. 

 

E. Laplacian Eigenmaps 

    It ensures that the data is transferred to a low dimensional 

space, keeping its manifold local properties. The Laplacian 

method firstly composes the G graphic in conjunction with its 

nearest neighborhood k and selects a weight. For the data 

points xi and xi, the edge weights are calculated by Gauss. In 

the cost function in illustration in a yi low dimensional space, 

the weights wi depend on short distances between the data 

points xi and xj . Thus, yi  and yj minimize the cost function by 

the spectral graphic theory. M degree matrix is stated as W 

diagonal matrix in L laplacian graphic. Self-separation of the 

Laplacian graphic is conducted and a low dimensional 

embedding is created [12]. 

III. EXPERIMENTAL STUDY AND RESULTS 

     In this study, PTB (Physikalish-Techniseche Bundesantalt) 

ECG dataset is used. This dataset is generated by taking 549 

ECG signals by the German National Metrology Institute from 

289 people. 9 different diagnoses are made on the patients 

depending on heart diseases. Furthermore, each entry contains 

15 signals measured simultaneously. Each signal is digitalized 

approximately by 1000 samples per second [13]. 
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TABLE I 

RESULTS OF RBF CLASSIFICATION ALGORITHMS FOR 

DIMENSIONS 5 AND 10 

 

Feature 

Extraction 

Methods 

RBF 

5 dimensions 10 dimensions 

PCA 72.65 73.84 

LDA 68.66 65.37 

KPCA 78.13 80.31 

Isomap 79.04 79.56 

Laplacian E. 80.25 82.03 

 

 

 
TABLE II 

RESULTS OF kNN CLASSIFICATION ALGORITHMS FOR 

DIMENSIONS 5 AND 10 
 

Feature 

Extraction 

Methods 

kNN 

5 dimensions 10 dimensions 

PCA 75.83 75.25 

LDA 65.72 69.84 

KPCA 84.35 85.04 

Isomap 85.67 83.39 

Laplacian E. 86.69 88.34 

 

   

  The results obtained by kNN interpolation for dimensions 5 

and 10 are shown in Table 2, while the classification results 

obtained by RBF for dimensions 5 and 10 are shown in Table 

1. In Table 3, the results of classification done by RBF in NFE 

technique and suggested by ensuring the extensional 

combination for dimension 5 are shown, and in Table 4, the 

results of classification done for dimension 10 are shown.  

 

 
TABLE III 

THE RBF CLASSIFICATION RESULTS OF THE DATA OBTAINED BY 

NFE TECHNIQUE FOR DIMENSIONS 5  

 

Feature 

Extraction 

Methods 

Neighborhoods Values 

5 10 15 20 50 

PCA 
75.87 85.34 87.62 85.34 64.37 

LDA 
70.12 75.82 79.87 80.12 60.72 

KPCA 
82.88 90.12 92.11 87.64 70.37 

Isomap 
83.17 88.72 95.64 87.62 71.64 

Laplacian E. 
84.62 90.62 97.83 94.62 74.83 

 

 

 

TABLE IV 
THE RBF CLASSIFICATION RESULTS OF THE DATA OBTAINED BY 

NFE TECHNIQUE FOR DIMENSIONS 10  

 

Feature 

Extraction 

Methods 

Neighborhoods Values 

5 10 15 20 50 

PCA 
75.01 77.83 80.64 78.62 64.33 

LDA 
71.64 79.65 74.62 73.13 60.06 

KPCA 
85.37 87.83 91.62 85.12 73.62 

Isomap 
82.64 89.67 91.24 83.64 77.37 

Laplacian E. 
84.65 90.83 95.62 92.47 78.12 

 

TABLE V 

THE kNN CLASSIFICATION RESULTS OF THE DATA OBTAINED BY 
NFE TECHNIQUE FOR DIMENSIONS 5  

 

Feature 

Extraction 

Methods 

Neighborhoods Values 

5 10 15 20 50 

PCA 
80.62 87.64 89.63 82.52 70.03 

LDA 
70.62 73.52 75.64 73.27 64.87 

KPCA 
87.64 92.02 96.75 91.54 71.64 

Isomap 
89.64 93.52 98.64 97.62 78.54 

Laplacian E. 
89.12 95.52 99.14 96.82 71.87 

 

In Table 5, the results of classification done by kNN 

interpolation in NFE technique and suggested by ensuring the 

extensional combination for dimension 5 are shown, and in 

Table 6, the results of classification done for dimension 10 are 

shown.  
TABLE VI 

THE kNN CLASSIFICATION RESULTS OF THE DATA OBTAINED BY 

NFE TECHNIQUE FOR DIMENSIONS 10  
 

Feature 

Extraction 

Methods 

Neighborhoods Values 

5 10 15 20 50 

PCA 
78.62 83.64 85.72 84.17 65.67 

LDA 
74.44 76.62 79.87 75.67 61.12 

KPCA 
90.67 94.86 97.61 95.62 76.15 

Isomap 
84.61 88.63 90.82 87.46 71.04 

Laplacian E. 
90.26 95.65 98.79 87.54 78.22 

 

In the study conducted in Table 1 and Table 2, it is observed 

that the suggested method increases the classification success 
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considerably based on the results suggested in Tables 3, 4, 5 

and 6. Especially the neighborhood value 15 has highest 

classification success. But, a considerable increase in 

neighborhood reduces the classification success.  

    It is observed that NFE technique increase the success in 

classification of ECG signals more than 10% in both 

classification algorithms.  

IV. CONCLUSION 

    In this study, non-linear dimension reduction methods were 

applied to ECG signals. Also, segmentation of data through 

neighbourhood feature extraction (NFE) method by transiting 

from high dimensioned space to low dimension space by 

considering the spatial combination of ECG signals with 

results classification of traditional nonlinear feature extraction 

were compared.  In this study, an extensional combination is 

provided and advantages of the dimension reduction on 

classification are submitted. Success of NFE technique 

suggested in this study on classification of ECG signals is 

shown. In any studies to be done in the future, it shall be 

ensured that NFE technique shall be improved further and 

applied in different practice fields.  
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Abstract—BPL or PLC is relatively a new technology that is 

considered an attractive system to deliver broadband 

communications over power lines. The main objective of paper 

is to understand the impact of in-home PLC devices in case of 

integrated environment with other technologies. Initially, FTW 

Simulator for channel transfer function analysis of an in-home 

PLC network topology is used. Furthermore, through 

measurements conducted in laboratory environment different 

scenarios are built for different test scenarios and the 

coexistence of in-home PLC, Ethernet and Wi-Fi Networks is 

investigated. Toward the end of the paper, throughout different 

scenarios the impact on video quality of in-home PLC, will be 

closely monitored and evaluated. 

Index Terms—BPL, channel transfer function, FTW 

simulator, in-home PLC. 

 

I. INTRODUCTION 

HE PLC (Power-line Communications) in general is a 

promising solution for first mile and last mile broadband 

access. It appears that broadband access is a broader concept 

related to the growth of science, economy aspects and also 

tourism and culture. In-home PLC, Home-plug AV and 

indoor BPL (Broadband over Power-lines) are dedicated 

standards providing a broadband access solution to in-home 

users. Nowadays there are a lot of PLC devices with 

different characteristics of transmission speeds and 

capabilities. Moreover Home-plug and BPL devices include 

products that have flown from different standards. 

In this section the simulations derived from FTW are 

described and a simulator is used for modeling channel 

transfer function for in-home PLC [1,2] (FTW is PLC 

Simulator based on Matlab source code which is used to 

characterize PLC channels). Through this simulator are 

conducted a considerable number of simulations for 

different kind of topologies and characteristics. In power-

line communication network the signals propagate 

 

 

 
E. Hamiti University of Prishtina, Faculty of Electrical and Computer 

Engineering, Prishtina, Kosovo, Corresponding author, (email:     

enver.hamiti@uni-pr.edu) 
 

T. Berisha, University of  Prishtina, Faculty of Electrical and Computer 

Engineering, Prishtina, Kosovo, (email: taulant.berisha@uni-pr.edu) 
 

F. Peci, University of Prishtina, Faculty of Electrical and Computer 

Engineering, Prishtina, Kosovo, (email: fatos.peci@uni-pr.edu) 

from transmitter to receiver facing a harsh and noisy 

transmission medium. Using the FTW simulator is possible 

to derive the best possible frequency band where the voice 

and data can be transmitted. 

The simulations are performed in the frequency band 

from 100 KHz up to 30 MHz matched to the modeled 

characteristics of the simulator. 

There are a number of basic conducted measurements 

performed in various scenarios as well. Measurements 

include different topologies and each of them designed for 

various purposes. By using various scenarios the importance 

of PLC is investigated as a redundant link during intermittent 

drops of one healthy link while video-streaming. In the rest 

of scenarios the focus is on load-sharing of packets where 

the topology includes two links for transmitting the signals 

from transmitter to receiver. The topology is composed of 

different technologies like Wi-Fi and Ethernet along with in-

home PLC devices. 

The motivation for building these kind of topologies is 

derived from the possibilities of using the in-home PLC not 

only for home use where the inside users can have access to 

broadband, but also in the environments like mining industry 

and other kind of industries where the broadband access is 

necessary even for monitoring purposes. The efficient 

bandwidth utilization is another target analyzed in 

measurements conducted on this paper. 

The paper is organized as follows: Section II elaborates 

the channel transfer function (H) for a predefined in-home 

PLC topology, Section III analyses the laboratory 

measurements and Section IV gives a conclusion. 

 

II. CHANNEL TRANSFER FUNCTION 

ANALYSIS THROUGH SIMULATIONS 

The proposed simulations in this paper include the in-

home PLC network topology that matches as close as 

possible to a realistic indoor power-line networks in our 

country (Kosovo, South Eastern Europe). On the other hand 

the channel transfer function is defined from the theory of 

two-port network model as a ratio between load voltage VL 

and source voltage VS by: 

 

S

L

V

V
H                                       (1)

                                     

The above can be rewritten as a function of A, B, C, D, ZL, 

and ZS as follows:  
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)(
log20 10

DZCZBZA

Z
H

LSL

L


                  (2) 

 

where A, B, C, D are the 2x2 matrix elements 

according to the ABCD Line Modeling, whereas ZS and ZL 

are the source impedance and load impedance respectively 

[3-6].  

In this paper the in-home PLC network topology that is 

matched to our country environments will be presented. 

Referring to the topology as depicted below (Figure 1), there 

are a service panel (SP) positioned in the center of topology 

and outlets (OL) connected to the distribution boxes (DB) 

etc.  The DBs are considered boxes positioned per each room 

for in-home environments. The SP connects the energy 

provider side to in-home electrical side. 

 

SPDB_1

DB_2

DB_3

DB_5
DB_4

. 1 .

. 2 .

. 3 . . 5 .
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. 6 .. 4 .

. 1 .

. 2 .

. 3 . . 5 .

. 6 .. 4 .

. 1 .

. 2 .

. 3 . . 5 .

. 6 .. 4 .

OL_1

 
 

Fig.1. The topology of in-home PLC network for channel transfer function analysis 

 

From the above topology we can see the 

connections between topology elements. The distance 

between SP and DBs is 6 m and is the same for five 

connections, whereas the distance between each DB 

and OLs connected to it are 5.2, 5.4, 5.6, 5.8, 6.0 and 

7 m respectively. Cable types used in topology are of 

sections 2.5 mm. Transmitter (equivalent as ZS and 

colored as green) and receiver (equivalent as ZL and 

colored as red) have a common value of 100 Ω. Star 

connection type is used for connection between OLs 

and respective DBs. 

 

It is important to see what happens to the channel 

transfer function for the topology as above on 

situation where position of receiver changes from 

OL_2 to OL_3 and so on. Below are depicted the 

graphic results which will be analyzed on the 

following.  

 

Figure 2 shows an example from which may be 

observed that differences between channel transfer 

functions are slightly change from each other.  

The analysis as it can be seen from the legend is 

performed for the cases where receiver changes the 

position from one outlet to another within distribution 

box (DB_1 in this case) in which is connected to. If 

the range from transmitter (T) to receiver (R) is 

increased there is a longer path linking T and R. It is 

expected to be corrupted the channel performance 

caused by this increasing. The simulations are 

conducted from 100 KHz up to 30 MHz as it can be 

seen from Fig. 2. Also the bandwidth from 7-15 MHz 

is not suitable for transmission because of high level 

of attenuation. Apart from transmitter and receiver the 

topology presented consists of RLC circuits as well. 

These circuits are considered as appliance circuits 

when are connected to outlets in randomly way. In the 

topologies where there is no RLC circuit connected to 

outlets, the bandwidth up to 5 MHz shows an 

improvement of attenuation, whereas the bandwidth 

from 7-15 MHz remains problematic. The receivers 

from different vendors have their specifications 

related to the receiving capabilities. The power noise 

level is not desirable to be lower than around -90 dB 

for getting the better performance for receiver devices. 

The careful should be taken mainly in the bandwidths 

mentioned above although nowadays devices use 

bandwidth up to 62.5 MHz for networking, HD video-

streaming, online gaming and more services. 
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Fig.2. Channel transfer function (H) realizations of 4 different receiver positions 

 

 

III. LABORATORY TESTBED AND IN-

HOME PLC MEASUREMENTS 

   Using PLC adapters for different environments 

when there is no need for building infrastructure is 

optimal solution and even cost-effective. The general 

purpose of measurements is to investigate the 

coexistence between technologies like in-home PLC, 

Wi-Fi and Ethernet. The jitter and latency for video-

streaming and similar services like monitoring are to 

be analyzed whereby the results are shown on the 

following. 

3.1  Laboratory Test-bed 

   The proposed test-bed in this paper consists of: 

 2 PLC adapters compliant with 

IEEE1901 and compatible with Home-

plug AV [4],  

 

 2 PCs equipped with 100 and 1000 Mbps 

NIC (Network Interface Cards),  

 

 2 Cisco routers  

 

 1 Cisco Ethernet switch (not presented on 

the following topologies). 

 

   Within this paper three measurement 

scenarios were conducted: 

 Scenario 1: Bottleneck analysis near 

100 Mbps and importance of different 

transmission mediums. 

 

 Scenario 2: High Redundancy analysis 

in case where the primary link is down 

(Ethernet link) and video-streaming 

quality between PC_1 (transmitter) 

and PC_2 (receiver). 

 

 Scenario 3: Load-sharing per packet 

(utilizing two links, PLC in combination 

with Wi-Fi and    Ethernet) analysis and 

video-streaming quality. 

 

The scenarios are shown on subsequent figures. 

Scenario 1 (Figure 3) is composed of PLC adapters 

(HD Power-line Adapter with data rate 500 Mbps) and 

2 PCs connected on each side.  

 

 
Fig.3. Scenario 1 

 

Scenario 2 is composed from two links whereas 

scenario 3 is composed from a mixed network. The 

latest scenario is the most complicated compared to 

others. The size of video-streaming file is 700 MB 

which is transmitted through the mixed network and 

Ethernet network, alternatively, with target to measure 

the quality of video in transient moments of different 

scenarios. 

PLC adapters are used throughout all the 

scenarios, capable to transmit in data rates up to 500 

Mbps and range distance up to 300 m for in-home 

environments. 
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3.1 Bandwidth, Jitter, Latency Measurements 

and Quality of Video-streaming 

 

Scenario 1 illustrates an example where PLC_1 

(transmitter) transmits a video-streaming to PC_2 

(receiver) through the Ethernet and PLC Network. 

The primary objective of this scenario is to measure 

the video quality at PC_2 for the data rates 10, 100 and 

1000 Mbps. PLC adapters have capability of 500 

Mbps data rates, but both of PLCs are equipped with 

100 Mbps NICs whereas 1000 Mbps NICs are not 

used. It is obvious that in case of 10 Mbps data rate 

the video quality transmitted via UDP on port 1234 

(User Datagram Protocol) has not changed. In the 

second test the data rate is increased to 100 Mbps, 

the incoming rates with value 96.5 Mbps at 

PC_2 were recorded using Iptraf tool [7]. In this case 

quality of video is qualitatively degraded as it is 

shown on Figure 4. From this scenario it is understood 

that even when PLC adapters have a data rate of 500 

Mbps, using cat5e Ethernet cables, it is not able to 

utilize the capacity of PLCs because of auto-

negotiation mechanism. This mechanism offers the 

data rates limited on 10/100/1000 Mbps as Ethernet 

standard does not support other data rates. The 

scenario 1 shows such a problematic solution in these 

situations. 

 

        
 

Fig.4. The degradation of video quality for 100 Mbps data rate. 

 

Scenario 2 as depicted on Figure 5 illustrates a 

different case where the PLC Network is used as a 

redundant link. On the interfaces of routers is 

activated the OSPF (Open Shortest Path First) 

protocol. In this test is forced an Ethernet link 

dropping down in order to measure the video quality 

at receiver PC as well as transient period. In case of 

Ethernet link goes down, it is observed a delay of up 

to 4 s for the video to turn into acceptable quality.  

 

PC_1 PC_2

 PLC Network

Ethernet Network

FE0/0/0 FE0/0/0

FE0/0 FE0/0

 
 

Fig.5. Scenario 2 

  

Figure 6 shows the video quality at receiver side, 

whereas on right hand side of this one is shown the 

original image. This is done for comparison reasons 

where original image is used as a reference of 

comparison. 

From the above figure we are also able to observe 

the time when the link is on switching phase from 

Ethernet to PLC link.  

The load-sharing is such a mechanism that 

provides packet balancing which results in utilizing 

two links (Ethernet and PLC in our case). This is 

another test where on the router from left hand side the 

load-sharing per packet is enabled. On both sides 

(transmitter and receiver) are running the Jperf 

through which it has been able to measure jitter. 
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Fig.6. The degradation of video quality at the moments when link (Ethernet) goes down 

 

Figure 7 shows the jitter results measured for the 

last 30 s (transmit interval is 60 s with 5 parallel 

streams). UDP is used with 10 MBps throughput, 41 

kB buffer size and 32 kB packet size. Jitter results 

show that for this period the maximum value of jitter 

is 1.25 ms. The real-time applications are sensitive to 

latency and jitter so a latency of more than 50 ms 

should be considered for different services.  

 

 
 

Fig.7. Jitter values for load-sharing per packet 

 

Scenario 3 is more complicated in comparison to 

other scenarios because the network topology consists 

of two links (Figure 8) where the upper link is a 

combination of three technologies, Ethernet,  

Wi-Fi and PLC. 

After configuring the load-sharing per packet on 

router the traffic is divided, such that one packet goes 

via upper link (PLC and Wi-Fi) and the next one goes 

via lower link (Ethernet only). 

A Wireshark capture is run on both sides of network 

topology (PC_1 and PC_2) [8]. Packets sent from 

transmitter to receiver are different in order. 

 
 

Fig. 8 Scenario 3 
 

The load-sharing per packet affected MPEG 

packets (Figure 9) where is observed that a few 

packets to be lost. Therefore, in the situations of 

packet-sharing enabled the video quality may 

be degraded. 
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Fig.9. Video quality at receiver side (left image) in case of load-sharing per packet enabled 

 

If the quality of the received video is compared to 

the original image captured at the transmitter side 

there are differences at the certain moments. However, 

this quality is acceptable because these degradations 

are appeared only in short intervals and non 

repeatable. Therefore, in these situations although is 

utilized the upper and lower capacity of links and also 

the packet-sharing is enabled this is not any more 

excellent video quality guarantee. Jperf is run 

similarly to scenario 2, on PC_1 and PC_2. Figure 10 

shows the jitter measurements for 5 parallel streams. 

The testing interval is 60 s. regarding to the jitter 

results observed, the value of jitter is significantly 

higher than the same results from scenario 2. The jitter 

and also latency are increased due to Wi-Fi and PLC 

networks. 

 

 
 

Fig.10. Jitter values for scenario 3 load-sharing per packet 

 

Below are tabulated values for three cases related 

to the jitter and latency parameters about all 

mentioned technology combinations. It is interesting 

to observe the latency of packets for different cases. 

The mean values of latency are derived from 34 

packets measured from ping test. Figure 11 illustrates 

the latency for every packet including cases of 

technology combinations. 

If we relate Figure 11 and results from Table I  

(mean value of latency), it is able to observe the whole 

interval of packets whereby the combination of Wi-

Fi+Ethernet+PLC contains the largest values of 

latency. 
 

TABLE I 

JITTER AND LATENCY VALUES FOR DIFFERENT CASES. 

Measured 

values 

Load-sharing per packet enabled 

Wi-Fi 

+Ethern

et +PLC 

WiFi+Eth

ernet 

Ethernet 

+ PLC 

Max. 

value of 

jitter [ms] 

5.5 3.5 1.25 

Mean 

value of 

latency 

[ms] 

5.3235 1.4412 3.0645 
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Fig.11. Latency values for 34 packets with various combination of technologies 

 

 

IV. CONCLUSION 

Apart from home use the PLC technology apparently due 

to its good bandwidth characteristics there may be more 

alternatives where this technology may penetrate. The 

environments such as: Mining industry for monitoring 

purposes or Urgent cases whenever there is an already 

existent electrical infrastructure.  

The channel transfer function is very important, so the 

results presented in this paper show a problematic bandwidth 

from 7-15 MHz. The data transmitted should be under 

control in order to make sure that the power noise level is 

not being lower than -90 dB. Also differences in distance 

range between outlets from different distribution boxes may 

cause changes in channel transfer function more than outlets 

positioned within the same distribution box. In the situations 

where the network topology is complicated there are 

presented more oscillations on channel transfer function. 

In case of using PLC as a redundant system, this operates 

very well regardless some seconds of video degradation. 

This video degradation occurs to be at the moments when 

secondary link gets recovered from primary link. In case of 

using the load-sharing per packet mechanism the situation 

may change somehow. Although the idea of using the both 

links is desirable, there is needed more attention when a few 

technologies are used in combination, as latency and jitter 

are fundamental parameters for real-time applications. 
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Abstract—In this study a hybrid algorithm - Fletcher Reeves 

method and advanced Genetic Algorithm (GA) are suggested to 

solve reactive power problem. In this approach, each of the G 

Fletcher Reeves method again with progressive operators are 

calculated step length. These approaches are extended to a set of 

multi-point access instead of single point approximation to avoid 

the convergence of the available method at local optimum and a 

new method, named Population Based Fletcher Reeves Method 

(PFR), are proposed to solve the reactive power problem. PFR 

was tested in standard IEEE 30 bus test system and simulation 

results demonstrate obviously about the best performance of the 

recommended algorithm in reducing the real power loss with 

control variables within the limits. 

 

Index Terms—Hybrid Algorithm, Fletcher Reeves method, 

Genetic Algorithm, Bound Constrained Optimization problem, 

Global-optima, optimal reactive power, Transmission loss. 

 

I. INTRODUCTION 

O till date various methodologies has been applied to solve 

the electrical reactive power problems. The key aspect of 

solving the reactive power problem is to reduce the real power 

loss with control variables are within the limits. Previously 

many type of mathematical methodologies like linear 

programming, gradient method [1-8] has been utilized to solve 

the electrical reactive power problem, but they lack in handling 

the constraints to reach a global optimization solution. In the 

Next level various types of Evolutionary algorithms [9-20] has 

been applied to solve the reactive power problem. But every 

algorithm has some merits and demerits. If one algorithm good 

in exploration but it lack in exploitation and another algorithm 

good in exploitation although it lack in exploration. Also some 

algorithm has poor speed in convergence. In the proposed 

method the step length of the Fletcher-Reeves method in each 

iteration is evaluated by GA.  The above proposed concept is 

used to set initial points to overcome the problem of premature 

convergence. Proposed Population Based Fletcher Reeves 

Method (PFR) was tested in standard IEEE 30 bus test system 

and simulation study indicate the best performance of the 

proposed algorithm. 
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I.  OBJECTIVE FUNCTION 

A. Active power loss 

  The objective of the reactive power dispatch problem 

(RPDP) is to minimize the active power loss (APL) and can be 

defined in equations as follows: 

 

     F = PL = ∑ gkk∈Nbr (Vi
2 + Vj

2 − 2ViVjcosθij)                (1) 

 

Where F- objective function, PL – power loss, gk - 

conductance of branch,Vi and Vj  are voltages at buses i,j, Nbr- 

total number of transmission lines in electric power systems.  

 

B. Voltage profile improvement 

   To minimize the voltage deviation in PQ buses, the 

objective function can be written as: 

 

                                       F = PL + ωv × VD                            (2)                       

Where, VD - voltage deviation,    ωv- is a weighting factor of 

voltage deviation. 

 And the Voltage deviation given by: 

 

                                         VD = ∑ |Vi − 1|Npq
i=1                         (3)    

                    

C. Equality Constraint  

 The equality constraint of the problem is indicated by the 

power balance equation are given below: 

                                                  PG = PD + PL                                 (4)    

            

Where the total power generation PG has to cover the total 

power demand PD and the power losses PL. 

 

D. Inequality Constraints  

    The inequality constraint implies the limits on components 

in the power system in addition to the limits created to make 

sure system security. Upper and lower bounds on the active 

power of slack bus (Pg), and electrical reactive power of 

generators (Qg) are written as follows: 
 

                            Pgslack
min ≤ Pgslack ≤ Pgslack

max                            (5) 

 

                           Qgi
min ≤ Qgi ≤ Qgi

max , i ∈ Ng                        (6) 

 

Higher and lower bounds on the bus voltage magnitudes:          
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                           Vi
min ≤ Vi ≤ Vi

max , i ∈ N                             (7) 

 

Higher and lower bounds on the transformers tap ratios: 

 

                          Ti
min ≤ Ti ≤ Ti

max  , i ∈ NT                               (8) 

 

Higher and lower bounds on the compensators it can be 

expressed by the following equation. 

 

                            Qc
min ≤ Qc ≤ QC

max , i ∈ NC                             (9) 

 

Where N is the total number of buses, NT is the total number of 

Transformers; Nc is the total number of shunt reactive 

compensators. 

II. FLETCHER-REEVES METHOD 

The well-known Fletcher –Reeves method is steepest descent 

method due to Cauchy is one of the oldest for solving 

unconstrained minimization problem [21]. In Fletcher- Reeves 

method, the key task is to find the optimal step length for 

getting the next better approximations of the decision variables 

in each iteration. Nearly all the scholars around the world 

utilized this approach in various applications .Here we are 

going to blend Genetic algorithm with Fletcher-Reeves to 

solve the reactive power problem. 

III. GENETIC ALGORITHM 

Genetic algorithms (GA), the most widely used unique method 

used in the solution of many problems. To unravel an 

optimization problem through GA, it is very obligation to plan 

a suitable chromosome representation of solution. There are 

dissimilar types [22.23] of acting between which binary and 

real coding representations are common. In binary coding 

demonstration each changeable is characterized as binary 

substrings with ideal precision. In this instance the string length 

of an isolated will be huge and GA would execute In the 

following sections. In real coding exemplification all 

chromosome vectors are encoded as a vector of floating point 

number of same length as the solution vector. This category of 

illustration is very elementary to handle and is proficient of 

representing very quiet large domains. In this exemplification a 

vector (x1, x2,…, xn) is used as a single to represent a solution 

of the optimization problem. In the subsequent step is to 

initialize the chromosomes which will take part in the artificial 

genetic operations like natural genetics. In this way population 

size of chromosomes are formed in which each element is 

initially selected arbitrarily within the desired domain. 

Amongst many processes for selection of an arbitrary number, 

here we have used the uniform distribution method. 

IV. POPULATION BASED FLETCHER-REEVES 

METHODOLOGY FOR SOLVING RECATIVE POWER 

PROBLEM  

In this paper, a new methodology population based Fletcher 

Reeves method (PFR) by extending the inkling of single-point 

exploration to a multi-point exploration. The multiple 

approximations produce a series of paths among which at least 

one converges to the global optimum. In this technique of the 

study, all the chromosomes is upgraded by Fletcher Reeves 

method whereas the step length is calculated by GA.  

Algorithm  

Step-1: Set k = 0 

 

Step -2: produce an initial population  𝑥(𝑘), by generating each 

component 𝑥𝑖
(𝑘)

(𝑖 = 1,2, . . , 𝑝−𝑠𝑖𝑧𝑒). (P_size denotes 

population size) 

 

Step -3: Compute the function values 𝑓(𝑥𝑖
(𝑘)

) for all i 

 

Step -4: Find the best value of f from all 𝑓(𝑥𝑖
(𝑘)

) come along 

with   𝑥(𝑘) and keep it in  𝑓𝑜𝑙𝑑
(𝑘)

 and 𝑥𝑜𝑙𝑑
(𝑘)

  

 

Step-5: Increase the value of k by unity i.e., k =k+1 

 

Step-6: Set i =1, 

 

Step-7: Find the search direction 𝑑𝑖
(𝑘−1)

= −∇𝑓(𝑥𝑖
(𝑘−1)

)   

 

Step-8: Find the best found value of step length 𝜆 and store this 

value in 𝜆𝑖
(𝑘−1)

  

 

Step-9: Compute 𝑥𝑖
(𝑘)

= 𝑥𝑖
(𝑘−1)

+ 𝜆𝑖
(𝑘−1)

𝑑𝑖
(𝑘−1)

  

 

Step-10: Compute 𝑑𝑖
(𝑘)

= −𝑔𝑖
(𝑘)

+ 𝛽𝑖
(𝑘−1)

𝑑𝑖
(𝑘−1)

  , Where; 

 

 𝛽𝑖
(𝑘−1)

=
〈𝑔𝑖

(𝑘)
,𝑔𝑖

(𝑘)
〉

〈𝑔𝑖
(𝑘−1)

,𝑔𝑖
(𝑘−1)

〉
 and 𝑔𝑖

(𝑘)
= ∇𝑓(𝑥𝑖

𝑘)  

Step -11: Compute the best found value of step length  𝜆𝑖
(𝑘)

 

 

Step-12: Improve the solution 𝑥𝑖
(𝑘+1)

= 𝑥𝑖
(𝑘)

+ 𝜆𝑖
(𝑘)

𝑑𝑖
(𝑘)

 

 

Step -13: Compute 𝑓(𝑥𝑖
(𝑘+1)

) 

 

Step -14: Increase the value of i by unity i.e., i =i+1 

 

Step -15:  𝑖𝑓 𝑖 = < 𝑝 _ 𝑠𝑖𝑧𝑒 , 𝑡ℎ𝑒𝑛 𝑔𝑜 𝑡𝑜 𝑠𝑡𝑒𝑝 7  

 

Step-16: Find the best value of f from all  𝑓(𝑥𝑖
𝑘) along with 𝑥𝑖

𝑘 

and store it in 𝑓𝑛𝑒𝑤
(𝑘)

 and 𝑥𝑛𝑒𝑤 
(𝑘)

  

 

Step-17: If the termination criterion is satisfied, go to step-19. 

Else, go to step-18, 

Step -18:𝑓𝑛𝑒𝑤 
(𝑘)

< 𝑓𝑜𝑙𝑑
(𝑘)

, 𝑎𝑠𝑠𝑖𝑔𝑛 𝑓𝑜𝑙𝑑
(𝑘)

= 𝑓𝑛𝑒𝑤
(𝑘)

𝑎𝑛𝑑 𝑥𝑜𝑙𝑑
(𝑘)

= 𝑥𝑛𝑒𝑤
(𝑘)

 

and then go to step -5 

 

Step-19: Print the result and stop the process. 

 

V. SIMULATION RESULTS 

Validity of PFR algorithm has been verified by testing in IEEE 

30-bus system, 41 branch system and it has 6 generator-bus 

voltage magnitudes, 4 transformer-tap settings, and 2 bus shunt 

reactive compensators. Bus 1 is taken as slack bus and 2, 5, 8, 
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11 and 13 are considered as PV generator buses and others are 

PQ load buses. Variables limits of the control are shows in 

Table I. 
TABLE I 

PRIME VARIABLE LIMITS (PU) 

List of  Variables 

 

Min. 

 

Max. 

 

Type  

Generator Bus 0.90 1.11 Continuous 

Load Bus 0.91 1.01 Continuous 

Transformer-Tap 0.92 1.01 Discrete 

Shunt Reactive Compensator -0.10 0.30 Discrete 

 

In Table II the power limits of generators buses are listed. 

 
TABLE II 

GENERATORS POWER LIMITS 

Bus  Pg Pgmin Pgmax Qgmin 

1 96.00 49 200 -19 

2 79.00 18 79 -19 

5 49.00 14 49 -11 

8 21.00 11 31 -14 

11 21.00 11 28 -12 

13 21.00 11 39 -14 

 

 
TABLE III 

AFTER OPTIMIZATION VALUES OF CONTROL VARIABLES 

Control 

Variables  

PFR 

 

V1 1.0501 

V2 1.0408 

V5 1.0206 

V8 1.0305 

V11 1.0702 

V13 1.0507 

T4,12 0.0000 

T6,9 0.0100 

T6,10 0.9000 

T28,27 0.9100 

Q10 0.1000 

Q24 0.1000 

Real power 

loss 

4.2901 

Voltage 

deviation  

0.9091 

 

Table III shows the proposed PFR approach successfully kept 

the control variables within limits.   

Table IV list out the overall comparison of the results of 

optimal solution obtained by various methods.  

 

 
TABLE IV 

COMPARISON OF RESULTS 

Techniques  Real power 

loss (MW) 

SGA (24) 4.9800 

PSO  (25) 4.9262 

LP     (26) 5.9880 

EP     (26) 4.9630 

CGA (26) 4.9800 

AGA (26) 4.9260 

CLPSO(26) 4.7208 

HSA     (27) 4.7624 

BB-BC (28) 4.6900 

PFR 4.2901 

VI. CONCLUSION 

In this paper, Population Based Fletcher Reeves method is 

efficaciously applied in order to solve Optimal RPDP. The 

projected PFR algorithm is tested in the standard IEEE 30 bus 

system operators. Simulation results show the strength of 

projected PFR methodology for providing improved optimal 

solution in diminishing the real power loss. Variables of the 

control obtained from after the optimization via PFR is within 

the limits. 
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Design of a MRAS, Speed and Flux Estimators used 

in Sensorless Control of Induction Motors 

N. Ben Si Ali and N. Benalia 

 

 

 
Abstract— Model reference adaptive system (MRAS) based 

techniques are one of the best methods to estimate the rotor 

speed. Speed and torque control of an induction motor is usually 

attained by application of a speed or position sensor. However, 

these require the additional mounting space, reduce the 

reliability and increase the cost of the motor. The recent trend in 

field oriented control (FOC) is towards the use of sensorless 

techniques that avert the use of speed sensor and flux sensor. 

This paper seeks to provide a direct comparison between two 

technics of induction motor MRAS based speed estimators, one 

based on the rotor flux and the other based on the back EMF. 

Comparison between the two techniques is made through 

computer simulations.  

Keywords- Induction    motor    drive,    adaptive    observer, 

MRAS, stability analysis. 

 

I.  INTRODUCTION  

 
ODEL Reference Adaptive System (MRAS) represents 
one of the most attractive and popular solutions for 

sensorless control of induction motor drives. Many electronic 
drivers for the induction motor control are based on sensorless 
technologies. Adaptive observers introduced by [1,2] were a 
powerful prolongation of initial sensor based observers.  

The MRAS approach has the immediate advantage in that the 

model is basic and very easy to practice. The most common 

MRAS structure is that based on the rotor flux error vector [3] 

that provides the advantage of producing rotor flux angle 

forecast for the field orientation plan. Other MRAS structures 

have also been proposed recently that use the back EMF and 

the reactive power as the error vectors estimators [4,5].  

In this paper two methods of MRAS based speed estimators are 

proposed. One based on rotor flux estimation and the second 

based on back EMF estimation.  
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II. MACHINE MODELLING 

Basic equations of induction motor in a general reference frame 

in terms of complex space vector quantities are [6]: 

ssss
ss j

dt

d
iRu                       (1a) 

 

rsrrr j
dt

d
iR  )(0              (1b) 

Where: 

sqsds juuu   :  Stator voltage vector 

sqsds jiii  : Stator current vector 

rqrdr jiii  : Rotor current vector 

rqrdr j  : Rotor flux vector 

sqsds j  : Stator flux vector 

mrs LLL ,,  : Stator, rotor and mutual inductance respectively. 

rs RR ,  : Stator and rotor resistance 

rs

m

LL

L2

1  : Leakage coefficient 

s ,   are the stator angular frequency, the motor angular 

velocity respectively. 

The stator and rotor flux linkages are: 

 

rmsss iLiL                       (2a) 

 

    smrr
r

iLiL                          (2b) 

 

Under the rotor flux orientation conditions (FOC) the 

rotor flux is aligned on the d-axis. The electromagnetic 

torque equation is: 

 

sqr
r

m
em i

L

L
pT 

2

3
                     (3) 

The bloc diagram of sensorless indirect field oriented 

control induction motor drive is indicated on Fig.1. 

 

M 
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Fig.1.  Block diagram of RFOC IM simulator  

 

III.  MODEL REFERENCE  ADAPTIVE SYSTEM 

 

There are three approaches developed in literature of 
MRAS based speed estimators [7]: 

 

 The rotor flux error based MRAS scheme  

 The back EMF error based MRAS scheme  

 Stator current error based MRAS scheme  

 

The model reference approach (MRAS) makes use of two 

machine models of different structures that estimate the same 

state variable on the basis of different sets of inputs variables 

[3]. MRAS estimators consist of a reference model (which does 

not include the speed estimate) and an adjustable model (which 

include the speed estimate).  

 

IV. MRAS BASED ON ROTOR FLUX  ESTIMATION 

In this approach, reference model is the voltage model it’s 

the induction motor model. Its equation is derived from (1) 

and (2). In the stationary reference frame ( 0s
), so: 

dti
dt

d
LiRu ss

s
s

srv

)_(                   (4) 

 

 

 The adjustable model is the current model its equation is 

obtained from (1b) and (2) 

s
r

m

riri
r

ri
i

T

L
j

Tdt

d
  ˆ

1
             (5) 

Model (5), generates the rotor flux estimate from the measured 

stator current and from the estimated speed )ˆ(  which is 

obtained through a PI controller from an error signal  . This 

error represents difference between the two estimated flux 

vectors. 

Where 
rv

 the rotor flux estimated by the reference model 

(voltage model), and 
ri

  is the rotor flux estimated by the 

adjustable model (current model). 

 

Fig.2 illustrates the basic structure of rotor flux based MRAS 

approach.   

 

 
 

Fig.2.  Block diagram of rotor flux MRAS method   

 

A. ADAPTATION LAW 

 

From model (4), rotor flux is 

 

s
r

m

r
r

r
i

T

L
j

Tdt

d
  )

1
(                (6) 

 

From model (5), estimated rotor flux is 

 

s
r

m

r
r

r
i

T

L
j

Tdt

d
  ˆ)ˆ

1
(ˆ                (7) 

 

System describing estimation error is 

   
r

r

jej
T

e
dt

d
 
ˆ)ˆ()

1
(         (8)    

                    

It’s important to ensure system (8) stability. It’s guaranteed if 

error   tend to zero. The adaptation law is obtained from 

Lyapunov theory [1]. 

The estimated speed expression can be written as:  

 

    )(ˆ
s

K
K

i
p                                     (9) 

 

With: 
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 
ˆˆ)ˆ(

rrrrrr   

 

Figures (3), (4) are obtained with nominal torque 

).(7 mNT Lo   applied at t=2s. Fig.3 indicates the system 

behavior during steady state condition at high speed (150 

rad/s) and during transient with speed inversion. Fig.4 shows 

the system performance in the low speed region (10 rad/s). 
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 Fig. 3.  Four quadrant operation at high speed for 10K p , 10000K i  
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Fig.4.  Four quadrant operation at low speed for 10K p , 10000K i  

 

Simulation results indicate that the fluxes of the adjustable 

model converge to the reference fluxes, the speed prediction 

has small or no steady-state error and the dynamics of the 

speed estimate is acceptable. Generally, the classical MRAS 

works very well if ideal integration can be used in both 

models. Nevertheless, in a real system, pure integration cannot 

be implemented. 

 

V. MRAS BASED ON BACK EMF ESTIMATION 

The primary method suffers from problems associated with 

pure integration. To avoid the problems, an MRAS based on 

back EMF is proposed. The rotor speed is generated from an 

error signal calculated by the dot product of the stator current 

vector and the back EMF difference vector [7,8]. 

The reference model is derived from (4): 

Ei
dt

d
LiRu

L

L

dt

d

v
ss

s
s

sm

r

rv

 )_(               (10) 
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The adjustable model is derived from Eq. (5) 

Ei
T

L
j

Tdt

d

i
s

r

m

ri
r

ri
ˆˆ)ˆ

1
(ˆ                    (11) 

 

The adaptive law of the estimator is given by [7]: 

 )(ˆ
s

K
K

i
p                                       (12) 

 

With: 

Eviisj T  )(                                      (13) 

EEvE
ivi
ˆ : It’s the back EMF difference vector. 

 

 

 

Fig. 5.  Block diagram of back EMF based approache   

 

Fig.5 indicates the block diagram of the proposed MRAS 

based on back EMF calculation. For this case simulations are 

done for different operating points in monitoring and 

regenerating modes Fig.6.   
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Fig.6. Operating points in the torque speed plane 
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Fig. 7.  Quadrant I Forward monitoring mode: reference speeds 

)/(150 sradref  , )/(15 sradref   and load torque ).(7 mNT Lo   
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Fig.8.  Quadrant II Reverse regenerating mode: reference speeds 

)/(150 sradref  , )/(15 sradref   and load torque ).(7 mNT Lo   
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Fig.9.  Quadrant III Reverse monitoring mode: reference speeds 

)/(150 sradref  , )/(15 sradref   and load torque ).(7 mNT Lo   
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Fig.10.  Quadrant IV  Forward regenerating  mode: reference speeds 

)/(150 sradref  , )/(15 sradref   and load torque ).(7 mNT Lo   

Fig.7 and Fig.9 shows the system behavior for high and low 

speed drive.  It can be seen that in monitoring mode (Quadrant 

I and Quadrant III), estimated speed converge to real rotor 

speed, speed error tend to zero. Fig.8 and Fig10 show that 

divergence is highlighted between real speed and estimated 

speed. Stability of this system is not guaranteed in 

regenerating mode (Quadrant II and Quadrant IV). 
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Fig.11.  Reversing speed operation: )/(50 sradref  to )/(50 sradref    
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Fig.12. Reversing speed operation: )/(5 sradref  to )/(5 sradref    

 

 

Dynamic performances were tested during transient with 

speed inversion from )/(50 srad to )/(50 srad   

(Fig.11) and from )/(5 srad to )/(5 srad  (Fig.12) 

under nominal torque ).(7 mNT Lo  . Results obtained confirm 

that system is stable in monitoring mode and unstable for zero 

speed and unstable in regenerating mode but not for all 

operating points in torque speed plane. 

 

For )/(50 sradref   and load torque ).(7 mNT Lo   system is 

unstable (figure 11). For )/(5 sradref  and load torque  

).(7 mNT Lo   system is stable (Fig.12). 

 

V. CONCLUSIONS 

 

MRAS based on rotor flux estimation had well tracking 

performances at high speed and even at low speed operation. 

Estimated and measured speeds, are equal each other not only 

for the steady-state operation but also under speed reference 

and load torque changes but pure integration process causes 

drift problems. MRAS based on back EMF estimation 

approach can be easily practiced but it suffers from 

instabilities in re-generating mode. The sensorless control 

based on back EMF degrades fast at low speed, at zero speed. 

To ensure good behavior, first stability analysis must be done 

to know unstable zones then   adaptation law will be modified 

to have good tracking performances. 
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 

Abstract— The present review considers the hardware and 

control system structure of the modern SCADA systems. The 

commonly used communication infrastructure and data 

transmission protocols are described. Especially the trends in 

using wireless communication technology applications are 

analyzed. A number of different SCADA system applications are 

represented and its advantages and disadvantages are also 

discussed. 

 
Index Terms— SCADA systems, remote laboratory, wireless 

data network, communication protocols. 

I. INTRODUCTION 

 UPERVISORY Control and Data Acquisition Systems, 

known as SCADA systems, belong to the group of 

systems for management of processes with the name - 

Industrial Control Systems - ICS and are used to manage 

geographically dispersed sites, which are scattered thousands 

of square kilometers. They can be pipelines, water supply 

systems, power lines, railway transport, and various 

production and experimental systems. An essential 

characteristic is the requirement for reliable real-time 

management. SCADA systems can be of varying degree of 

complexity depending on the controlled process and the 

specific implementation [1,2]. 

During last years the SCADA systems are commonly used 

in the field of scientific investigation process, where more and 

more complex systems are examined. The R&D in this field 

adds challenges and specific requirements to measurement, 

monitoring and control system, used under installation tests.  

 

II. THE STRUCTURE OF THE SCADA SYSTEMS 

A. Hardware and communication architecture 

Despite all the differences SCADA systems share a 

common structure related to the different units and their 

functions. Management actions related to the production 

process are performed by remote terminals (Remote Terminal 

 
S. Lishev is with the Department of Optoelectronics and Laser Engineering, 

Technical University of Sofia, Branch Plovdiv, Bulgaria (e-mail: 

stefan_lishev@abv.bg ).  

 

R. Popov is with the Department of Electronics, Communications and 

Information Technologies, Plovdiv University “Paisii Hilendarski”, Bulgaria 

(e-mail: rum_pop@yahoo.com). 

 

A. Georgiev is with the Department of Mechanics, Technical University of 

Sofia, Branch Plovdiv, Bulgaria (e-mail: AGeorgiev@gmx.de). 

 

Units or RTU), PLCs (Programmable Logic Controllers or 

PLC) and intelligent electronic devices (IED - Intelligent 

Electronic Device) in automatic mode, which transmit 

telemetry data to the system and/or change the state of the 

objects based on the control messages. RTU devices 

communicate with the MTU (Master Terminal Unit), which 

has a direct connection to the HMI (Human Machine 

Interface). By the HMI the parameters of the managed process 

are monitored, the measured values are archived and new 

control values are issued if needed [3,4]. The overall structure 

is presented in Fig. 1. 

 

 
Fig. 1 Common structure of SCADA system 

 

The MTU monitor and control the entire information flow 

in the SCADA system and by HMI provides convenient 

human-machine interface [5]. MTU manages all related 

remote terminals that can be located physically on a large area. 

In modern SCADA systems it is always based on computer on 

which operates specialized SCADA software. It may consist 

of a group of servers, where each one performs a different part 

of the task – database connection, communication with the 

RTU devices, communication and user interface and etc. MTU 

can monitor and manage the process, even when the operator 

is missing. This is achieved by incorporating a schedule of 

commands and actions that to be carried out in the process 

management [3]. 

RTU devices interact directly with controlled process in real 

time via a link with thermometers, level meters, valves, 

actuators and other sensors and devices that have a direct 

connection with the physical processes. By them the remote 

terminals perform the basic tasks - management and data 

collection. RTU devices usually have no information on what 

they measure - they follow the control commands of the main 

terminal and sent information of the result [6]. 

Communication with the various sensors and actuators is done 

through serial protocols - RS485, Industrial Ethernet and 

others that are using various media as a physical layer - copper 
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cable - twisted pair, coaxial cable or optical fiber. Often are 

used wireless protocols - ZigBee, Wi-Fi [7,8]. Most RTU 

devices store collected information in memory and wait for 

request from the main terminal to send it. Management 

instructions are usually stored locally because of the limited 

speed of the communication with the MTU device. These 

instructions are usually placed in programmable logic 

controllers, which in the past were separated from RTU 

devices. Over time, the border between them has languished 

and terms have become interchangeable [9]. 

The HMI is used to monitor and control the managed 

process by human. It consists of one or many computer 

terminals connected to the main terminal MTU by the 

network, which provide a suitable interface for management - 

monitors, keyboards, mice and etc. Specialized software for 

SCADA is used, which ensures an intuitive visualization of 

the managed process, so that the operator can quickly respond 

in case of emergency or other extreme event. The basic 

requirements for human-machine interface are to provide 

global visibility of the managed process, information on its 

progress, and to allow monitoring to be carried out at different 

levels of abstraction. Alarms and error messages and 

deviations from norms are an important part of the functions 

of the HMI [10]. 

An important part of the structure of the SCADA system is 

the medium of communication between server and RTU 

devices. It can be realized through cable, telephone or radio. 

Primary requirement is to be "transparent" – link-level 

abstraction of commands and responses should not depend on 

whether an RTU device is connected via cable or radio. 

 

B. SCADA control systems architecture 

It could be distinguished three main ways of connecting 

different units in terms of how to implement management [7]: 

• local control; 

• centralized control; 

• distributed control. 

The first type of control is done locally and the controller 

manages the process, sensors and actuators. It has a human 

machine interface that can be used to set control parameters 

and to monitor various parameters of the process. The 

connection to the supervisor level serves for simple commands 

to start/end or change a parameter, and sending status 

information and alarms. This type of management is usually 

used for simple systems. 

In the second type the sensors and actuators are connected 

to the control room, where are located the MTU, HMI and all 

other units. The advantage of this architecture is that the 

operator can monitor and manage the entire system from one 

place and can react quickly in case of emergency. The 

disadvantage is the high price because connections to the 

sensors and actuators in the managed process must be 

duplicated, and the main controller has to ensure the 

sustainability of the system to accidents. This type of 

management has been used in the past, but now is rarely used. 

The third type of architecture - distributed control, is one of 

the most commonly used because it combines the advantages 

of the other two. Controllers that perform control are near the 

managed process, but are connected by a network to a central 

controller in the control room. It receives a full management 

information and can change individual parameters and the 

entire algorithm and sequence of control. This type of 

architecture has a high degree of reliability because a fault in a 

controller does not affect the work of others and also 

individual controllers can continue to operate in case of loss of 

connection with the master terminal. The disadvantage of such 

systems is security, because it can be made intrusion in the 

algorithm of operation if it is used the global network. 

Therefore, if using this architecture, it is required to take 

special actions to protect from intrusion.  

III. COMMUNICATION PROTOCOLS 

Protocols for communication between different parts of a 

SCADA system are essential to the functionality and 

reliability of the system. Various protocols define the rules 

and scheme of communication between remote terminals and 

the main terminal - commands MTU-RTU, status information, 

presentation and transformation of data, setting the addresses 

of remote terminals, monitoring and control. Protocols for 

SCADA systems are designed to be compact [4]. Typically 

used model is “master/slave” - remote terminals wait for 

command or query for status and then send a reply. In some 

cases, they can send messages on its own initiative – when 

there is a failure of the sensor, actuator, or other emergency 

situation [5]. For this reason, each protocol consists of two 

parts - the format of the messages from MTU to RTU devices, 

and format of the messages in the opposite direction - RTU-

MTU. Mainly are used Internet-based protocols [6].  

Some of the most frequently used protocols are [5]: 

A. Modbus 

Modbus is an entirely open serial protocol that is widely 

used for industrial automation [11]. In terms of the OSI model 

is the 7th level - application layer. It provides client-server 

communication between devices connected to different 

networks. When used on the TCP/IP stack data exchange is 

carried out through port 502 [12]. Modbus is suitable in cases 

where the transfer rate is low. 

B. DNP3 

DNP3 (Distributed network protocol) protocol is based on 

the three-layer model EPA (Enhanced Performance 

Architecture) to effectively connect IED in SCADA systems. 

It can be used to exchange messages between IED and RTU, 

and between the RTU and the main terminal. It is 

characterized by that it ensures high data integrity, has a 

flexible structure and a small amount of overhead. For this 

reason it can be used in a low-speed connection with a speed 

even of 1200 b/s. Most often it is specified on physical layer 

such as RS-232 or RS-485, using copper wire, optical fiber, 

radio or satellite. Newer implementations use an Ethernet 

connection [12]. 

C. IEC 60870-5 

Protocol proposed by the International Electrotechnical 

Commission - IEC to be used in the electrical industry, but is 

also used in other industries. Fully open protocol for 

controlling processes that are distributed on a large territory 

controlled by SCADA systems - Telemetry and Control [13]. 
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D. Profibus 

It is based on the model master/slave, where the master 

device sends periodic queries to slave devices, and they should 

answer in the given time. Profibus supports more than one 

master device, because   the right of access is given from one 

master device to the next [13]. 

E. Foundation Fieldbus 

It is a protocol designed for communication in the field 

between networked devices - sensors, actuators, PLC 

controllers, drives and human-machine interfaces [14]. 

F. CANopen 

The communication protocol of high level is based on CAN 

(Controller Area Network) protocol. It is designed for 

embedded systems, mainly automobiles and industrial 

systems, where there is movement. In terms of the OSI model 

it implement the above five layers - network, transport, 

session, application and presentation layer. The lower two - 

physical and data link are realized by CAN protocol [15]. In 

SCADA systems is used to connect sensors and actuators to 

PLC / RTU controllers. 

In recent years a set of new protocols are implemented for 

use in SCADA systems. Most of them are developed on the 

basis of the existing telecommunication network protocols, 

such as TCP/IP, GPRS, 3G/4G mobile network data exchange 

protocols, WiFi network protocols, low range data 

transmission wireless protocols ZigBee, Bluetooth, e.c.t.   

 

IV. OVERVIEW OF THE EXISTING SCADA SYSTEMS - HARDWARE 

AND SOFTWARE TOOLS 

The general concept of SCADA systems can be 

implemented in different ways according to the specific needs 

and requirements. We will look at various hardware and 

software tools in relatively simple systems, such as research 

laboratories with remote access, as well as more complex 

industrial applications. There are realized tree of the most 

commonly implemented in recent years approaches: 

 PC – PLC approach; 

 PLC WEB server approach 

 PC – DAQ board or embedded control board approach. 

The any combination of these approaches is also usefull. 

A. PC – PLC approach 

A commonly used approach is – an industrial computer with 

SCADA software, connected to PLC controllers, which 

control the physical process. The control functions are 

performed locally, by PLC and supervisory level sets the 

parameters of control and collects the results. 

In [16] a system for laboratory remote access is described. It 

consisting of a couple of PLC Siemens S7-200, connected 

through CAN bus to a computer, on which operates 

LabVIEW™ [17] software. The structure of a remote-

controlled laboratory is shown on Fig. 2. Two experimental 

setups are connected to the PLC controllers – an elevator 

experimental platform and a screw experimental platform. 

Each PLC has the capability to expand functionality through 

additional modules – they can support protocols such as 

PROFIBUS, RS485 and Industrial Ethernet. The computer is 

equipped with interface module ZLG CAN PCI-5110 for CAN 

connection, and PLC controllers are connected via their 

RS485 port to an intelligent interface converter CAN485MB. 

Control instructions are located in the PLC. The capabilities of 

LabVIEW software to generate HTML pages from the front 

panel of virtual instruments allow remote Web access to 

control parameters.  

 
 

Fig. 2 Structure of a remote-controlled laboratory - source [16] 

 

In [18] is offered a similar solution for Web-based laboratory 

for experiments - devices that are managed are 3-phase 

induction motor, position encoder and magnetic powder brake. 

The system (Fig. 3) has a local control, but allows remotely 

changing the operating points and the algorithm that is used. 

 
 

Fig. 3 Web-based remote laboratory - source [18] 

 

The design is based on PLC Siemens S7-200 and PC with 

SCADA software SIMATIC WinCC. The programming of the 

controller is done by SIEMENS Step7 Microwin. It can use 
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two languages - a list of commands and ladder diagram. The 

connection between the PLC and the PC is done via RS485 

interface converter and PPI (Point-to-Point-Interface) 

connection to RS232 port. Remote access is done by a Web 

server whose Web interface is built using Visual Studio 

ASP.NET. At one time, only one user can use the control 

functions by registering with a user name and password. 

B. PLC WEB server approach 

We will look at another example of a laboratory that is 

based on the programmable logic controller Siemens S7-200. 

The laboratory has several workstations for experiments [19]. 

Each workstation consists of a digital oscilloscope Tektronics 

TDS3014B, equipped with an Ethernet interface, a training 

model of a rectifier with change of phase angle and PLC 

controller (Fig. 4). Workstations are connected by a switch to 

a personal computer that combines the functions of SCADA 

and Web server. The use of Ethernet technology has its 

advantages because it is supported by multiple devices, 

besides almost every programming language allows the 

creation of programs with Internet connectivity [13].  

 

 

 
 

Fig. 4 Remote laboratory architecture - source [19] 

 

 

In [20] a low cost, easy to implement system that is described. 

It uses (Fig. 5) a PLC controller VIPA and industrial router 

eWON4005CD. 

 
 

 
 

Fig. 5 Operational architecture of on-line laboratory plant - source [20] 

 

The PLC and the laboratory equipment form the control 

level. To create a control program Siemens Step 7 software 

environment is used.  

PLC controller is connected to the Internet through a router 

that supports Web and FTP server, remote management of 

PLC, data logging and translation of industrial protocols such 

as Modbus and Profibus. The user can connect via browser 

running on the personal computer or even a smartphone. The 

router and the connected user form the supervisory layer. The 

implementation of Web GUI used HTML5, CSS, jQuery and 

XML. Created experimental installation shows that traditional 

approaches to building remote laboratory equipment can be 

simplified with the use of appropriate software and hardware 

resources.  

In [21] we see an example of industrial control system, 

which uses optical fiber link between PLC controllers and 

remote control room, in which is located the main terminal. 

The use of fiber optic cable has a number of advantages such 

as high speed transfer, resistance to electromagnetic 

interference, small physical size. The described system uses 

several HMI stations, so changing a parameter or occurrence 

of alarm can be registered by all operators, which makes it a 

good protection to human error. 

In other project [22] the Global System for Mobile 

Communications is chosen for the wireless communication. 

The system topology is shown on Fig. 6. Continuous 

monitoring of the process can be done through the SCADA 

software by interfacing it with an industrial modem to PLC. 

This could update us continuously about the process 

parameters. The type of PLC chosen here is 1762 MicroLogix 

1200 Controllers. It contains isolated RS-232/RS-485 combo 

port for serial and networked communication. Tag Database, 

generated by SCADA software maintains a list of tags which 

are configured with an address, which could be either input 

address or output address from the PLC. These addresses are 

continuously monitored by the SCADA to provide a 

continuous real time representation of the process. There is 

possibility to monitor to certain tags directly from GSM 

mobile phone by using short message services (SMS). 

 

 

 
 

Fig. 6  - The remote monitoring system topology - source [22] 

 

In [23] a SCADA/PLC system is used to control a whole oil 

refinery instead of the conventional control through DCS. It 

consists of four main units: a crude oil storage unit, a crude oil 

pretreatment unit, a distillation unit and products 

storage/dispatch unit (Fig. 7). The Multipoint Interface/ 

Decentralized Peripherals (MPI/DP) connection in main 

control loop is used, instead of Ethernet connection by the 

reason of higher data transfer speed through the system. Fig. 7 

shows the GUI home page with the operation sequence 

diagram. 
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Fig. 7.The oil plant home page GUI with the operation sequence diagram - source [24] 

 

 

C. PC – DAQ board or embedded control board approach 

Another approach used in the implementation of specialized 

SCADA systems is to use a combination of computer as the 

main terminal unit connected to Data Acquisition Board 

(DAQ board) or a specialized embedded system controller, 

designed for specific needs. If only DAQ boards are connected 

the system is a centralized control type. In a case, when 

specialized embedded system controllers are also included and 

performed local control functions – the system is distributed 

control type. The last scenario is typically applied when high 

speed equipment is controlled in real time mode, which 

requires a high exchange rate of information between 

controller and equipment. 

In [24] a microcontroller system for regulating the 

temperature, developed by board with digital and analog 

inputs and outputs is described. It is based on a 8-bit 

microcontroller ATMEGA 2560 from the company Atmel. 

The supervision level consists of PC with SCADA software 

Vijeo Citect v7.2 from Schneider Electric. Communication 

between the board with microcontroller and computer is done 

through the Modbus protocol running on the physical layer 

RS232. Temperature control is achieved by proportional 

control of the fan speed or by turning it on/off. The authors are 

proposing system with low cost and good scalability, because 

with the necessary hardware and software tools the inputs and 

outputs could be easily increased, in case to meet the needs of 

running a small factory. Such solution with microcontroller for 

temperature measurement is described in [25] where a 

LabVIEW is used as SCADA software and the connection to 

the PC is made also by RS232 interface. 

A hybrid heating system, consisting of solar collectors, 

thermal accumulators based on phase change material and 

borehole heat exchangers is described in [26] Dozens of 

parameters are measured - temperatures, flow rates, electrical 

power and energy, solar radiation and others. The SCADA 

system consists of DAQ board LabJack™ UE9, connected to a  

 

 

 

computer by Ethernet with option to connect to Wi-Fi router. 

The various sensors and actuators are connected to a dedicated  

signal conditioning and interface board, which converts the 

signals so that they are compatible with the inputs and outputs 

of the DAQ module. The Data collection and management of 

the different modes of the system operation is performed by 

the software. The front panel of the operator interface is 

presented on Fig. 8.  
 

 

Fig. 8 The HMI panel for controlling a hybrid thermal system - source [24] 

 

LabVIEW application generates on a WEB server the 

secured html page with the same HMI monitoring screen and 

an ActiveX controls. It is available through the Internet from 

the remote computers. Another page is generated to be 

displayed by the smartphone browser. 

In [27] a different type of system is described in terms of 

HMI operator interface. The system is used for the production 

of composite materials by pulsed plasma sintering by 

performing control and monitoring of the manufacturing 

process. The main element of the system is PLC controller 

with a processor RX3i CPE305. The controller consists of 

separate modules - serial communication MODBUS, digital 

inputs for 24V, relay outputs, Ethernet module with analog 
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inputs. As operator interface is used Touch-screen display, 

working with SCADA Software Proficy, who has the 

capability to operate on different platforms. 

 

V. CONCLUSIONS 

Development of SCADA systems, in recent years indicates 

the presence of several distinct trends. Increasingly 

heterogeneous structure applies of their construction, both in 

terms of hardware resources, and in terms of communication 

networks used in them.  

The most often-purpose structure in large SCADA systems 

distributed in large geographical regions is PC – PLC 

approach with integrated WEB server.  

In smaller systems, particularly in research laboratories and 

laboratories for distance learning often applied PC – DAQ 

board or embedded control board approach.  

The transmission of communication through the Internet 

allows global access and remote monitoring of the system. 

This has already become a standard feature in modern 

SCADA systems.Web-based SCADA system uses the Internet 

to transfer data between the RTUs and the MTU and/or 

between the operators’ workstations and the MTU. The 

connection over the Internet requires the use of additional 

resources to protect the system from unauthorized access and 

hacker attacks. 

Wireless communications is rapidly growing segment of the 

communications industry, with the potential to provide high-

speed and high-quality information More and more often in 

SCADA systems a wireless communication technologies are 

used for short range (WiFi, Buetooth, ZigBee), and for long 

range (Private Radio Networks - PRN, Satelite, 3G, 4G) data 

transmission. Wireless SCADA replaces or extends the 

fieldbus to the Internet. It is required in those applications 

when wireline communications to the remote site is 

prohibitively expensive or it is too time consuming to 

construct wireline communications. It can reduce the cost of 

installing the system. It is also easy to expand.  

New trends in teaching and learning strategies, in which 

blended learning is one of the most promising, can benefit 

from remote laboratories as valuable pedagogical add-ons. 

Experiments conducted in a real laboratory are undoubtedly 

the essential learning experience. However, remote laboratory 

facilities allow the students to access the laboratory 

infrastructure at nonworking hours. From the point of view of 

the teaching institution that offered services, this pleases the 

students very much. 
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