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Department of Mathematics,
Faculty of Science and Arts, Sakarya University,
Sakarya-TÜRKİYE
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Forcing linearity numbers for coatomic modules

Peter R. Fuchs1*

Abstract
We show that an integer n ∈ N∪{0} is the forcing linearity number of a coatomic module over an arbitrary

commutative ring with identity if and only if n ∈ {0,1,2,∞}∪{q+2 |q is a prime power} .
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1. Introduction

Throughout this paper R shall denote a commutative ring with identity and V a unital right R-module. Consider the set

MR (V ) := { f : V →V | f (vr) = f (v)r for all r ∈ R,v ∈V}. Under the operations of pointwise addition and composition of

functions, MR (V ) is a near-ring with identity, called the near-ring of homogeneous functions. Note that MR (V ) contains the

endomorphism ring EndR (V ) . The question arises how much linearity is needed on a function f ∈ MR (V ) to ensure that f is

linear on all of V, i.e. f ∈ EndR (V ) . More precisely, we say that a collection {Wi|i ∈ I} of proper submodules forces linearity

on V, if whenever f ∈ MR (V ) and f is linear on each Wi, i ∈ I, then f ∈ EndR (V ) . Thus MR(V ) = EndR(V ) if and only if the

empty collection forces linearity on V. The smallest number of modules which force linearity on V gives rise to the forcing

linearity number of V.

Definition 1.1. [3] Let V be an R–module. The forcing linearity number f ln(V ) ∈ N∪{0,∞} of V is defined as follows:

1. If MR(V ) = EndR(V ), then f ln(V ) = 0.

2. If MR(V ) 6= EndR(V ), and there is some finite collection {Wi|1 ≤ i ≤ n},n ∈ N, of proper submodules of V which forces

linearity on V, but no collection of fewer than n proper submodules forces linearity, then we say that f ln(V ) = n.

3. If neither 1. or 2. holds, then we say that f ln(V ) = ∞.

Forcing linearity numbers have been found for several classes of rings and modules, see for example [3], [4], [5] and their

references. In section 2 we determine the forcing linearity number of coatomic modules over an arbitrary commutative ring R

with identity. An R–module V is called coatomic, if every proper submodule is contained in a maximal submodule of V. For

example a finitely generated module or a semisimple module over any ring is coatomic. For a commutative noetherian local

ring, the coatomic modules have been characterized in [7].

2. Forcing linearity numbers of coatomic modules

For an R–module V and subsets S1,S2 of V let (S1 : S2) = {r ∈ R|S2r ⊆ S1}. For v ∈V let Ann(v) = {r ∈ R|vr = 0}.
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Theorem 2.1. Let V be an R–module and let M,N be maximal submodules of V, M 6= N. The following are equivalent:

1. The collection {M,N} does not force linearity.

2. ∃ w 6= 0 ∈V : (M : V ) = (N : V ) = Ann(w).

Proof. 1 ⇒ 2 : Since {M,N} does not force linearity on V, there exists a function f ∈ MR(V ) such that f is linear on

the submodules M,N, but f /∈ EndR(V ). Let u,v ∈ V be such that w := f (u+ v)− f (u)− f (v) 6= 0. Since M 6= N, and

M,N are maximal, we have that M +N = V. For every v ∈ V −M, (M : v) = (M : V ), therefore (M : V ) and (N : V ) are

maximal ideals. If (M : V ) 6= (N : V ), then (M : V ) + (N : V ) = R, hence r + s = 1 for some r ∈ (M : V ), s ∈ (N : V ).
Now wr = f (ur+ vr)− f (ur)− f (vr) = f (ur)+ f (vr)− f (ur)− f (vr) = 0, since f is linear on M. Similarly, ws = 0, hence

w = w.1 = w(r+ s) = 0, a contradiction. Thus (M : V ) = (N : V ), and since (M : V )⊆ Ann(w) and (M : V ) is a maximal ideal,

it follows that (M : V ) = Ann(w).
2 ⇒ 1 : Let v ∈ V −M. Then (M : v) = (M : V ) = Ann(w) and h : V/M → Rw, h(vr/M) := wr is an isomorphism. Define a

function f : V →V as follows: For m ∈ M,n ∈ N let

f (m+n) :=

{

h(n/M) if m+n /∈ M∪N

0 otherwise

Since M+N =V, f is defined on V. We show that f is well–defined. Suppose m1+n1 = m2+n2, m1,m2 ∈ M, n1,n2 ∈ N. If

m1+n1 ∈ M∪N, then f (m1+n1) = f (m2+n2) = 0. If m1+n1 /∈ M∪N, then n1/M = n2/M, hence f (m1+n1) = h(n1/M) =
h(n2/M) = f (m2 + n2). Next we show that f is homogeneous. Let S := V − (M ∪N). If m+ n ∈ S, then (N : m) = (N : V )
and (M : n) = (M : V ). By our assumption (M : V ) = (N : V ) = Ann(w) 6= R, hence (N : m) = (M : n). If r /∈ (M : n),
then r /∈ (N : m), which implies that (m+ n)r = mr + nr ∈ S, hence f ((m+ n)r) = h(nr/M) = h(n/M)r = f (m+ n)r. If

r ∈ (M : n), then (m+n)r /∈ S, hence f (m+n)r = h(n/M)r = h(nr/M) = h(0) = 0 = f ((m+n)r). Now suppose m+n /∈ S.
Then m+n ∈ M∪N, hence (m+n)r ∈ M∪N for all r ∈ R. Thus f (m+n)r = 0 = f ((m+n)r). It now follows that f ∈ MR(V ).
Since f |M = f |N = 0, f is linear on M and N. However, for m ∈ M −N and n ∈ N −M, we have that m+ n ∈ S, thus

f (m+ n) = h(n/M) 6= 0, since h is an isomorphism, whereas f (m)+ f (n) = 0, so f /∈ EndR(V ).Therefore the collection

{M,N} does not force linearity on V.

For an R−module V let Rad(V ) denote the Jacobson radical of V and let J := Rad(R). Recall that an R−module V is called

local, if V contains a unique maximal submodule.

Theorem 2.2. For a noncyclic coatomic module V, the following are equivalent:

1. f ln(V )> 2.

2. I := (Rad(V ) : V ) is a maximal ideal and I = Ann(w) for some

0 6= w ∈V.

Proof. 1 ⇒ 2 : Let M denote the collection of all maximal submodules of V. Since V is coatomic, M 6= /0. If there exist M1,M2 ∈
M such that (M1 : V ) 6= (M2 : V ), then by Theorem 2.1 the collection {M1,M2} forces linearity on V. Thus (M1 : V ) = (M2 : V )
for all M1,M2 ∈ M and I =

⋂

{(M : V )| M ∈ M}= (M : V ) for all M ∈ M, hence I = (Rad(V ) : V ) is a maximal ideal. Like in

the proof of Theorem 1, we see that I = Ann(w) for some w 6= 0.
2 ⇒ 1 : Suppose that V is a local module with unique maximal submodule M. Let v ∈V −M. If vR 6=V, then vR is contained

in a maximal submodule, which implies vR ⊆ M, a contradiction. Consequently vR =V for all v ∈V −M, which contradicts

our assumption that V is noncyclic. Therefore there exist at least two maximal submodules. Suppose f ln(V )≤ 2. Then there

exists a collection of submodules {S1,S2} which forces linearity on V. Since V is coatomic, there exist maximal submodules

M1,M2 such that S1 ⊆ M1, S2 ⊆ M2. Without loss of generality we may assume that M1 6= M2 (otherwise we can choose another

maximal submodule, since V is not local). Then {M1,M2} also forces linearity on V. We have (Rad(V ) : V )⊆ (M1 : V ) 6= R. By

our assumptions (Rad(V ) : V ) is a maximal ideal, hence (Rad(V ) : V ) = (M1 : V ) = (M2 : V ). Also, (Rad(V ) : V ) = Ann(w)
for some 0 6= w ∈V. Therefore {M1,M2} does not force linearity by Theorem 1, a contradiction.

Theorem 2.3. Let V be coatomic. Suppose I := (Rad(V ) : V ) is a maximal ideal of R and there exists 0 6= w ∈V such that

I = Ann(w). Then

f lnR(V ) = f lnR/I(V/Rad(V ))
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Proof. We first show that f lnR/I(V/Rad(V ))≤ f lnR(V ). Let {Wi|i ∈ I} be a collection of proper submodules which forces

linearity on V. Since V is coatomic, we may assume that each Wi, i∈ I, is maximal. We show that the collection {Wi/Rad(V )| i∈
I} forces linearity on V/Rad(V ). Suppose that this is not the case. Then there exists a homogeneous function f : V/Rad(V )→
V/Rad(V ), which is linear on each submodule Wi/Rad(V ), i ∈ I, but not linear on V/Rad(V ). Let πM : V/Rad(V )→V/M

denote the projection of V/Rad(V ) onto V/M for a maximal submodule M. Since f is not linear, there exists a maximal

submodule M of V such that πM f : V/Rad(V )→V/M is not linear. Since I is a maximal ideal, I = (M : V ), hence w(M : V ) = 0,

which implies V/M ≃ wR. Thus we obtain a homogeneous map f1 : V/Rad(V )→ wR, which is linear on each submodule

Wi/Rad(V ), i ∈ I. If g : V → V is defined by g(v) := f1(v/Rad(V )), then g ∈ MR(V ) and linear on each Wi, i ∈ I, but not

linear on V, a contradiction to our assumption that {Wi|i ∈ I} forces linearity on V. For the reverse inequality suppose first

that f lnR/I(V/Rad(V )) ≤ 1. Since V/Rad(V ) is a vector space over the field R/I, it follows from Theorem 3.1 in [3] that

dimR/I(V/Rad(V )) = 1. Note that Rad(V ) is a superfluous submodule, since V is coatomic. It follows that V is cyclic, hence

f lnR/I(V/Rad(V )) = 0 = f ln(V ). If dimR/I(V/Rad(V )) = 2 or f lnR/I(V/Rad(V )) ≥ 2 and R/I is infinite, we have that

f lnR/I(V/Rad(V )) = ∞ by Theorem 3.1 in [3]. So suppose that f lnR/I(V/Rad(V ))≥ 3 and |R/I|=: q ∈ N. By [3], 3.8 and

3.10, f lnR/I(V/Rad(V )) = q+2. Choose {r1, ...,rq} ⊆ R such that R/I = {r1/I, ...,rq/I}. It suffices to give a collection of

q+2 proper submodules which forces linearity on V. Let {bi|i ∈ I} ⊆V be such that {bi/Rad(V )|i ∈ I} is a basis of the vector

space V/Rad(V ). As we have seen above, |I| ≥ 3, so we can choose pairwise different elements i1, i2, i3 ∈ I. Let 〈X〉 denote the

submodule generated by a subset X ⊆V, and define S1 := 〈bi1 ,bi2〉+Rad(V ), S2 :=
〈

bi1 +bi3

〉

+ 〈bi|i /∈ {i1, i3}〉+Rad(V ),
and for r ∈ {r1, ...,rq} define Sr :=

〈

bi1 + rbi2 , bi1 +bi3

〉

+ 〈bi|i /∈ {i1, i2, i3}〉+Rad(V ). Note that all submodules are proper,

since Rad(V ) is superfluous. Similarly as in Theorems 3.8,3.10 in [3], one can prove that the collection {S1,S2}∪ {Sri
|

i ∈ {1, ...,q}} forces linearity on V.

For R local and J T-nilpotent, Theorem 2.3 has been proved in [4], Theorem 5.1. The following example shows that

Theorem 2.3 is not true in general, if I is not the annihilator of some 0 6= w ∈V.

Example 2.4. Let R := F [[x]] denote the ring of formal power series over a field F and let V := R×R. Since R is local

with radical J = (x), Rad(V ) =V J = (x)× (x) and I = (Rad(V ) : V ) = (x) is maximal. By [3], Corollary 2.4, f lnR(V ) = 1.
However, f lnR/I(V/Rad(V )) = f lnF(F

2) = ∞, by [3], Theorem 3.1.

Theorem 2.5. Let n ∈ N∪{0,∞}. Then n is the forcing linearity number of a coatomic module over a commutative ring if and

only if n ∈ {0,1,2,∞}∪{q+2| q is a prime power}.

Proof. It is well-known that there exist coatomic modules V over a commutative ring R such that f lnR(V ) ∈ {0,1,2,∞}, see for

example [5]. If V is a cyclic module, then MR(V ) = EndR(V ), hence f lnR(V ) = 0. Now suppose f lnR(V )> 2. By Theorem

2.2, I = (Rad(V ) : V ) is a maximal ideal and I = Ann(w) for some 0 6= w ∈V. By Theorem 2.3, f lnR(V ) = f lnR/I(V/Rad(V ))
and as we have remarked previously, f lnR/I(V/Rad(V )) ∈ {∞}∪{q+2| q is a prime power}.

It is not known to the author, whether Theorem 2.5 is true for every module over a commutative ring.

There is a class of rings which have the property that every right module is coatomic, or which is easily seen to be equivalent,

every nonzero right module has a maximal submodule.

Definition 2.6. A ring R is called a right max–ring, if every right R−module is coatomic. See [6].

Theorem 2.7. [2] For a commutative ring R, the following are equivalent:

1. R is a max–ring.

2. J is T–nilpotent and R/J is von Neumann regular.

Theorem 2.8. Let V be a module over a commutative max–ring R. If R is not local, then f lnR(V )≤ 2.

Proof. Suppose that R is not local, but f ln(V )> 2. Since R is a max-ring, it follows from Theorem 2.7 and from [1], Proposition

18.3 that Rad(V ) =V J. By Theorem 2.2, (Rad(V ) : V ) = (V J : V ) is a maximal ideal. We have J ⊆ (V J : V ). Suppose that

there exists an element r ∈ (V J : V )− J. Then r /∈ M for some maximal ideal M of R. Let RM,VM denote the localisations of

R,V at M. By [1], Proposition 18.3, Rad(VM) =VMJM. Since R is a max-ring J is T-nilpotent, thus JM is T-nilpotent. It follows

from Theorem 2.5 that RM is a max-ring, hence Rad(VM) = VMJM 6= VM. So let w/1 ∈ VM −Rad(VM). From r ∈ (V J : V ),
w/1 ·r/1 = wr/1 ∈VMJM. Since r /∈ M, r/1 is invertible in RM , hence w/1 ∈VMJM = Rad(VM), a contradiction. It now follows

that J = (V J : V ) is a maximal ideal of R, which contradicts our assumption that R is not local.



Forcing linearity numbers for coatomic modules — 4/4

References
[1] C. Faith, Algebra. II. Ring theory. Grundlehren der Mathematischen Wissenschaften, No. 191. Springer-Verlag, Berlin-

New York, 1976.

[2] R.M.Hamsher, Commutative rings over which every module has a maximal submodule, Proc. Amer. Math. Soc. 18 (1967),

1133–1137.

[3] C.J.Maxson, J.H.Meyer, Forcing linearity numbers, J.Algebra 223 (2000), 190–207.

[4] C.J.Maxson, A.B.Van der Merwe, Forcing linearity numbers for modules over rings with nontrivial idempotents, J.Algebra

256 (2002), 66–84.

[5] C.J.Maxson, A.B.Van der Merwe, Forcing linearity numbers for finitely generated modules, Rocky Mountain J.Math.35 (3)

(2005), 929–939.

[6] A.A. Tuganbaev, Rings whose nonzero modules have maximal submodules, J.Math.Sci. (New York) 109 (2002), no.3,

1589–1640

[7] H.Zöschinger, Koatomare Moduln, Math.Z. 170 (1980), 221–232



Communications in Advanced Mathematical Sciences

Vol. I, No. 1, 5-34, 2018

Annihilation of torZp
(G ab

K,S) for real abelian extensions

K/Q

Georges Gras1*

Abstract

Let K be a real abelian extension of Q. Let p be a prime number, S the set of p-places of K and GK,S the Galois

group of the maximal S∪{∞}-ramified pro-p-extension of K (i.e., unramified outside p and ∞). We revisit the

problem of annihilation of the p-torsion group TK := torZp

(
G ab

K,S

)
initiated by us and Oriat then systematized

in our paper on the construction of p-adic L-functions in which we obtained a canonical ideal annihilator of

TK in full generality (1978–1981). Afterwards (1992–2014) some annihilators, using cyclotomic units, were

proposed by Solomon, Belliard–Nguyen Quang Do, Nguyen Quang Do–Nicolas, All, Belliard–Martin. In this

text, we improve our original papers and show that, in general, the Solomon elements are not optimal and/or

partly degenerated. We obtain, whatever K and p, an universal non-degenerated annihilator in terms of p-adic

logarithms of cyclotomic numbers related to Lp-functions at s = 1 of primitive characters of K (Theorem 9.4). Some

computations are given with PARI programs; the case p = 2 is analyzed and illustrated in degrees 2, 3, 4 to test a

conjecture.

Keywords: Class field theory, Abelian p-ramification; annihilation of p-torsion modules, p-adic L-functions,

Stickelberger’s elements, Cyclotomic units
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1. Introduction

Let K/Q be a real abelian extension of Galois group GK . Let p be a prime number, S the set of p-places of K, and GK,S the

Galois group of the maximal S-ramified in the ordinary sense (i.e., unramified outside p and ∞, whence totally real if p = 2)

pro-p-extension of K.

We revisit the classical problem of annihilation of the so-called Zp[GK ]-module TK := torZp

(
G ab

K,S

)
, as dual of H2(GK,S,Zp(0)).

This was initiated by us [12] (1979) and improved by Oriat [22] (1981). Then in our paper [13] (1978/79) on the construction

of p-adic L-functions (via an “arithmetic Mellin transform” from the “Spiegel involution” of suitable Stickelberger elements)

we obtained incidentally a canonical ideal annihilator AK of TK in full generality, but our purpose, contrary to the present

work, was the semi-simple case with p-adic characters and the annihilation of the isotopic components; this aspect has then

been outdated by the “principal theorems” of Ribet–Mazur–Wiles–Kolyvagin–Greither (refer for instance to the bibliography

of [15]), and many other contributions.

Afterwards some annihilators, using cyclotomic units, were proposed by Solomon [26] (1992), Belliard–Nguyen Quang Do [5]

(2005), Nguyen Quang Do–Nicolas [21] (2011), All [1] (2013), Belliard–Martin [4] (2014), using techniques of Sinnott, Rubin,
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Thaine, Coleman, from Iwasawa’s theory.

In this text, we translate into english some parts of the above 1978–1981’s papers, written in french with tedious classical

techniques, then we show that, in general, the Solomon elements ΨK are often degenerated regarding the annihilator AK , even

for cyclic fields, and explain the origin of this gap due to trivialization of some Euler factors.

We obtain, whatever K and p (Theorem 9.4), an universal non-degenerated annihilator AK , in terms of p-adic logarithms of

cyclotomic numbers, perhaps the best possible regarding these classical methods, but probably too general to cover all the

possible Galois structures of TK , which raises the question of the existence of a better theorem than Stickelberger’s one.

Indeed, if the semi-simple case is now completely solved, the non-semi-simple case is far to be known. Numerical experiments

show in this case that the results are far to give the precise Galois structure of TK (e.g., in direction of its Fitting ideal),

moreover, it seems to us that many (all ?) papers are based on the classical reasoning with Kummer’s theory and Leopoldt’s

Spiegel involution applied to Stickelberger’s elements, even translated into Iwasawa’s theory, without practical analysis of the

results (e.g., with extensive numerical illustrations). So, there is some difficulties to compare these various contributions.

Thus, we perform some computations given with PARI programs [23] to analyse the quality of such annihilators, which is

in general not addressed by papers dealing with Iwasawa’s theory. We consider in a large part the case p = 2, illustrated in

degrees 2, 3, 4 to test the Conjecture 5.7.

2. Notations and reminders on p-ramification theory

Let K be a real abelian number field of degree d, of Galois group GK , and let p≥ 2 be a prime number; we denote by S the set

of prime ideals of K dividing p. Let GK,S be the Galois group of the maximal S∪{∞}-ramified pro-p-extension of K and let

H
pr
K be the maximal abelian S∪{∞}-ramified pro-p-extension of K. To simplify, we put G ab

K,S =: GK and (e.g., [8, Chapter III,

§ (c)]):

TK := torZp
(GK) = Gal(H

pr
K /K∞)

where K∞ = KQ∞ is the cyclotomic Zp-extension of K; so:

GK ≃ Zp

⊕
TK

since, in the abelian case, Leopoldt’s conjecture is true.

We denote by F an extension of K such that H
pr
K is the direct compositum of K∞ and F over K, then by Cℓ∞

K the subgroup of the

p-class group CℓK corresponding, by class field theory, to Gal(HK/K∞∩HK), where HK is the p-Hilbert class field. We have

(where ∼ means “equality up to a p-adic unit”):

#Cℓ∞
K ∼

#CℓK

[K∞ ∩HK : K]
∼ #CℓK · [K∩Q∞ : Q]

ep
· 2

#(〈−1〉∩NK/Q(UK))
, (2.1)

where ep is the ramification index of p in K/Q [8, Theorem III.2.6.4], and UK is defined as follows:

For each p | p, let Kp be the p-completion of K and p the corresponding prime ideal of the ring of integers of Kp; then let:

UK :=
{

u ∈
⊕
p|p

K×p , u = 1+ x, x ∈
⊕
p|p

p
}

& WK := torZp
(UK)

the Zp-module (of Zp-rank d = [K : Q]) of principal local units at p and its torsion subgroup, respectively; by class field theory

this gives in the diagram:

Gal(H
pr
K /HK)≃UK/EK & Gal(H

pr
K /K∞HK)≃ torZp

(
UK

/
EK

)
,
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where EK is the closure of the group EK of p-principal global units of K (i.e., units ε ≡ 1 (mod ∏p|p p)):

F

TK = torZp
(GK)

≃CℓK

#Cℓ∞
K

≃UK/EK

GK

H
pr
KK∞HK

#RK · #WK

K∞

HKK∞∩HK

KQ
GK

For any field k, let µk be the group of roots of unity of k of p-power order. Then WK =
⊕
p|p

µKp
. We have the following exact

sequence defining WK and RK via the p-adic logarithm log ([8, Lemma III.4.2.4] or [9, Lemma 3.1 & § 5]):

1→WK :=WK/µK −−−→ torZp

(
UK

/
EK

)

log−−−→ torZp

(
log

(
UK

)/
log(EK)

)
=: RK → 0.

(2.2)

The group RK is called the normalized p-adic regulator of K and makes sense for any number field (see the above references in

[9] for more details and the main properties of these invariants).

It is clear that the annihilation of TK mainely concerns the group RK since the p-class group is in general trivial (and so for

p large enough) and because the regulator may be non-trivial with large valuations and unpredictible p (see [11] for some

conjectures and [10] giving programs of fast computation of the group structure of TK for any number field given by means of

polynomials).

Definition 2.1. A field K is said to be p-rational if the Leopoldt conjecture is satisfied for p in K and if the torsion group TK is

trivial ([14, Section III, § 2], then [8, Theorem IV.3.5], [10], and bibliographies for the history and properties of p-rationality).

This has deep consequences in Galois theory over K since TK is the dual of H2(GK,S,Zp(0)) [18].

3. Kummer theory and Spiegel involution

3.1 Kummer theory

We denote by Qn, n≥ 0, the nth stage in Q∞ so that [Qn : Q] = pn. Let n0 ≥ 0 be defined by K∩Q∞ =: Qn0
.

Let n≥ n0. We denote by Kn the compositum KQn and by Fn the compositum FKn = FQn (in other words, K = Kn0
, F = Fn0

).

Then we have the group isomorphism Gal(Fn/Kn)≃TK for all n≥ n0.

Put q = p (resp. 4) if p 6= 2 (resp. p = 2). Let L = K(µq) and M = F(µq); then put Ln := LKn for all n≥ n0.

Let Mn := Fn(µq) (whence L = Ln0
, M = Mn0

). For p 6= 2, the degrees [Ln : Kn] = [Mn : Fn] are equal to a divisor δ of p−1

independent of n≥ n0 (δ is even since K is real). For p = 2, δ = 2. In any case, one has, for n≥ n0:

Ln = K(µqpn).

All this is summarized by the following diagram:
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Qn0
(µq)

K′

H
pr
KK∞Q∞

Qn Kn Fn

Ln Mn

Qn0
K F

L M

Q
GK

K = Kn0
, F = Fn0

K′ := K∩Qn0
(µq) & Qn0

(µq) =Q(µ
qpn0 )

(for p = 2, K′ =Qn0
& δ = 2)

δ |ϕ(q)

TK

Gn GK

Lemma 3.1. Let fK be the conductor of K. Then the conductor fLn of Ln (n≥ n0) is equal to l.c.m. ( fK ,qpn). Thus for n large

enough (explicit), fLn = qpn f ′, with p ∤ f ′. If p ∤ fK , then fLn = qpn fK for all n≥ n0 + e.

Proof. A classical formula (see, e.g., [8, Proposition II.4.1.1]).

Lemma 3.2. Let pe, e ≥ 0, be the exponent of TK . Then, for all n ≥ n0 + e, the restriction TK −→ Gal(Fn/Kn) is an

isomorphism of GK-modules and TK ≃ Gal(Mn/Ln).

Proof. The abelian group GK := Gal(H
pr
K /K) is normal in Gal(H

pr
K /Q), then (GK)

pn−n0 is normal; but (GK)
pn−n0 fixes Fn which

is Galois over Q. In other words, GK , as well as Gal(Kn/Q) or Gal(K∞/Q), operate by conjugation in the same way since GK

is abelian; if F is clearly non-unique, then Fn0+e is canonical, being the fixed fiel of
(
GK

)pe

. Then Gal(Mn/Ln)≃ Gal(Fn/Kn)
is trivialy an somorphism of GK-modules.

The use of the extension F is not strictly necessary but clarifies the reasoning which needs to work at any level n≥ n0 + e to

preserve Galois structures.

The extension Mn/Ln (of exponent pe) is a Kummer extension for the “exponent” qpn since Ln contains the group µqpn and

since n≥ n0 + e.

Let Gn := Gal(Ln/Q) and let, for n≥ n0 + e,

Radn := {w ∈ L×n ,
qpn√

w ∈Mn}

be the radical of Mn/Ln. Then we have the group isomorphism:

Radn/L×qpn

n ≃ Gal(Mn/Ln).

In some sense, the group Radn/L
×qpn

n does not depend on n ≥ n0 + e since the canonical isomorphism Gal(Mn+h/Ln+h) ≃
Gal(Mn/Ln) gives Ln+h(

qpn√
Radn) = Mn+h; the map Radn/L

×qpn

n
ph

−→Radn+h/L
×qpn+h

n+h is an isomorphism for any h ≥ 0. In

other words, as soon as n≥ n0 + e, we have:

Radn ⊆ L×qpn−e

n & Radn+h = Radph

n ·L×qpn+h

n+h .
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3.2 Spiegel involution

The structures of (Z/qpnZ)[Gn]-modules of the Galois group Gal(Mn/Ln) and Radn/L
×qpn

n are related via the “Spiegel

involution” defined as follows: let ωn : Gn −→ Z/qpnZ be the character of Teichmüller of level n defined by:

ζ s = ζ ωn(s), for all s ∈ Gn and all ζ ∈ µqpn .

The Spiegel involution is the involution of (Z/qpnZ)[Gn] defined by:

x := ∑
s∈Gn

as · s 7→ x∗ := ∑
s∈Gn

as ·ωn(s) · s−1.

Thus, if s is the Artin symbol
(

Ln

a

)
, then

(
Ln

a

)∗
≡ a ·

(
Ln

a

)−1

(mod qpn). For the convenience of the reader we prove once

again the very classical:

Lemma 3.3. Let n ≥ n0 + e where pn0 = [K ∩Q∞ : Q] and pe is the exponent of TK . The annihilators An of Gal(Mn/Ln)

(thus of TK) in (Z/qpnZ)[Gn] are the images of the annihilators Sn of Radn/L
×qpn

n by the Spiegel involution and inversely. An

annihilator An of TK only depends on its projection AK,n in (Z/qpnZ)[GK ].

Proof. To simplify, put Rad := Radn/L
×qpn

n , T := Gal(Mn/Ln)≃TK . Let:

λ : Rad×T −−−→ µqpn

(w,τ) 7−→
( qpn√

w
)τ−1

;

then λ is a non-degenerated Z/qpnZ-bilinear form such that:

λ (ws,τ) = λ (w,τs∗), for all s ∈ Gn,

where s∗ = ωn(s) · s−1 (see e.g., [8, Corollary I.6.2.1]).

Let Sn = ∑
s∈Gn

as · s ∈ (Z/qpnZ)[Gn]; then, for all (w,τ) ∈ Rad×T we have:

λ (wSn ,τ) = ∏
s∈Gn

λ (ws,τ)as = ∏
s∈Gn

λ (w,τs∗)as = λ (w,τS∗n).

So, if Sn annihilates Rad, then λ (w,τS∗n) = 1 for all w & τ; since λ is non-degenerated, τS∗n = 1 for all τ ∈ T . Whence the

annihilation of T by An = S∗n (without any assumption on K nor on p), then by the projection AK,n since Gal(Ln/K) acts

trivially on Gal(Mn/Ln).

Remark 3.4. (i) As we have mention, the radical Radn does not depend realy on the field Ln for n≥ n0 + e; so, if we consider

the radical of the maximal p-ramified abelian p-extension of Ln, of exponent qpn:

Rad′n := {w′ ∈ L×n , Ln(
qpn√

w′)/Ln is p-ramified},

we obtain a group whose p-rank tends to infinity with n; this is due mainely to the Zp-rank of the compositum of the Zp-

extensions of Ln (totally imaginary) and from the less known TLn which contains TKn . But since TK is annihilated by 1− s∞,

Radn/L
×qpn

n is annihilated by (1− s∞)
∗ = 1+ s∞ which means that only the “minus part” of Rad′n/L

×qpn

n is needed, which

eliminates the huge “plus” part containing in particular all the units. Thus Radn is essentially given by the “relative” S′n-units

of Ln (S′n being the set of p-places of Ln) and generators of some “relative” p-classes of Ln.

(ii) In the case p = 2, let T res
K := torZ2

(
G resab

K,S

)
, where G res

K,S is the Galois group of the maximal abelian S-ramified (i.e.,

unramified outside 2 but possibly complexified) pro-2-extension of K and let Radres
n the corresponding radical {w ∈ L×n ,

4·2n√
w ∈

Mres
n }, where Mres

n is analogous to Mn for the restricted sense. We observe that in the restricted sense, we have the exact

sequence [8, Theorem III.4.1.5] 0→ (Z/2Z)d −→T res
K −→TK → 1, then a dual exact sequence with radicals. As in [2], one

may consider more general ray class fields and find results of annihilation with suitable Stickelberger or Solomon elements.
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4. Stickelberger elements and cyclotomic numbers

4.1 General definitions

Let f ≥ 1 be any modulus and let Q f be the corresponding cyclotomic field Q(µ f ).
1 Let L be a subfield of Q f .

(i) We define (where all Artin symbols are taken over Q):

SQ f :=−
f

∑
a=1

(
a

f
− 1

2

)
·
(
Q f

a

)−1

and the restriction:

SL := NQ f /L(SQ f ) :=−
f

∑
a=1

(
a

f
− 1

2

)
·
(

L

a

)−1

to L of SQ f , where a runs trough the integers a ∈ [1, f ] prime to f . In this case, one must precise the relation between f and

the conductor fL of L.

We know that the properties of annihilation of ideal classes need to multiply SL by an element of the ideal annihilator of the

group µ f (or µ2 f ), which is generated by f (or 2 f ) and the multiplicators:

δc := 1− c ·
(

Q f

c

)−1

,

for c odd, prime to f . This shall give integral elements in the group algebra.

(ii) Then we define in the same way:

ηQ f := 1−ζ f & ηL := NQ f /L(1−ζ f ), f 6= 1,

where ζ f is a primitive f th root of unity for which we assume the coherent definitions ζ m′
f = ζm if f = m′ ·m.

It is well known that if f is not a prime power, then η f is a unit, otherwise, NQ f /Q(1−ζ f ) = ℓ if f = ℓr, ℓ≥ 2 prime, r ≥ 1.

Definition 4.1. Since
f −a

f
− 1

2
=−

( a

f
− 1

2

)
, SQ f = S ′

Q f · (1− s∞) and SL = S ′
L · (1− s∞), where s∞ :=

(
Q f

−1

)
is the complex

conjugation, and where:

S
′
Q f :=−

f/2

∑
a=1

(
a

f
− 1

2

)
·
(
Q f

a

)−1

& S
′

L :=−
f/2

∑
a=1

(
a

f
− 1

2

)
·
(

L

a

)−1

.

4.2 Norms of Stickelberger elements and cyclotomic numbers

Let f ≥ 1 and m | f be any modulus and let Q f and Qm ⊆ Q f be the corresponding cyclotomic fields. Let NQ f /Qm be the

restriction map:

Q[Gal(Q f /Q)]−→Q[Gal(Qm/Q)],

or the usual arithmetic norm in Q f /Qm. Consider as above:

SQ f :=−
f

∑
a=1

(
a

f
− 1

2

)
·
(
Q f

a

)−1

& ηQ f := 1−ζ f ( f 6= 1).

We have, respectively:

NQ f /Qm(SQ f ) = ∏
ℓ| f , ℓ∤m

(
1−

(
Qm

ℓ

)−1)
·SQm , (4.1)

NQ f /Qm(ηQ f ) =
(
ηQm

)∏ℓ| f , ℓ∤m
(

1−
(
Qm

ℓ

)−1)
if m 6= 1. (4.2)

1Such modulus are conductors of the corresponding cyclotomic fields, except for an even integer not divisible by 4; but this point of view is essential to

establish the functional properties of Stickelberger elements and cyclotomic numbers. So, if f is odd, we distinguish, by abuse, the notations Q f and Q2 f

despite their equality.
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As we have explained in the previous footnote, if m is odd, then we have:

NQ2m/Qm(SQ2m) =
(
1−

(
Qm

2

)−1) ·SQm , NQ2m/Qm(ηQ2m) = η

(
1−
(
Qm

2

)−1)
Qm ,

where the “norms” NQ2m/Qm are of course the identity. For instance one verifies immediately that SQ6 = 1
3
(1− s∞) and SQ3 =

1
6
(1− s∞), but since 2 is inert in Q3/Q,

(
1−

(
Q3

2

)−1)
= 1− s∞ and one must compute (1− s∞)SQ3 = 1

6
(1− s∞)

2 = 1
3
(1− s∞)

as expected. We have SQ2 = 0 and SQ1 =− 1
2
.

If L (imaginary or real), of conductor f , is an extension of k, of conductor m | f , let SL := NQ f /L(SQ f ) and ηL := NQ f /L(ηQ f ),

then:

NL/k(SL) = ∏
ℓ| f , ℓ∤m

(
1−

(
k

ℓ

)−1)
·Sk,

NL/k(S
′

L)≡ ∏
ℓ| f , ℓ∤m

(
1−

(
k

ℓ

)−1)
·S ′

k (mod (1+ s∞) ·Q[Gk]),

NL/k(ηL) = (ηk)
∏ℓ| f , ℓ∤m

(
1−
(

k
ℓ

)−1)
if m 6= 1 (i.e., k 6=Q).

If f = ℓr, ℓ prime, r ≥ 1, then NQ f /Q(ηQ f ) = ℓ, otherwise NQ f /Q(ηQ f ) = 1.

This implies that NL/k(SL) = 0 (resp. NL/k(ηL) = 1) as soon as there exists a prime ℓ | f , ℓ ∤ m, totally split in k. In particular,

if k is real, the formula is valid for the infinite place and NL/k(SL) = 0 (of course, if L 6=Q is real, SL = 0).

For the classical proofs, we consider by induction the case f = ℓ ·m, with ℓ prime and examine the two cases ℓ | m and ℓ ∤ m;

the case of Stickelberger elements been crucial for our purpose, we give again a proof (a similar reasoning will be detailed for

the Theorem 7.2).

To simplify, put SQ f =: S f , SQm =: Sm, and consider:

S f =−
f

∑
a=1

(
a

f
− 1

2

)
·
(
Q f

a

)−1

,

for f = ℓ ·m, ℓ ∤ m, where a runs trough the integers a ∈ [1, f ] prime to f .

Put a = b+λ ·m, b ∈ [1,m], λ ∈ [0, ℓ− 1]; since a must be prime to f , b is automatically prime to m but we must exclude

λ ∗b ∈ [0, ℓ−1] such that:

b+λ ∗b ·m = b′ℓ · ℓ, b′ℓ ∈ [1,m] (b′ℓ is necessarily prime to m).

We then have:

NQ f /Qm(S f )

=−
f

∑
a=1

(
a

f
− 1

2

)
·
(
Qm

a

)−1

=− ∑
b,λ 6=λ ∗

b

(
b+λ m

ℓm
− 1

2

)
·
(
Qm

b

)−1

=−∑
b

(
Qm

b

)−1
∑

λ 6=λ ∗
b

(
b

ℓm
+

λ

ℓ
− 1

2

)

=−∑
b

(
Qm

b

)−1( ℓ−1

ℓ

b

m
− ℓ−1

2

)
−∑

b

(
Qm

b

)−1 1

ℓ

(
ℓ(ℓ−1)

2
−λ ∗b

)

=−
(

1− 1

ℓ

)
∑
b

(
Qm

b

)−1 b

m
+

1

ℓ
∑
b

(
Qm

b

)−1

λ ∗b .

Since the correspondence b 7→ b′ℓ is bijective on the set of elements prime to m in [1,m], one has, with λ ∗b =
b′ℓ · ℓ−b

m
and(

Qm

b

)
=
(
Qm

b′ℓ

)(
Qm

ℓ

)
:

1

ℓ
∑
b

(
Qm

b

)−1

λ ∗b = ∑
b

(
Qm

b

)−1 b′ℓ
m
− 1

ℓ
∑
b

(
Qm

b

)−1 b

m

=
(
Qm

ℓ

)−1
∑
b

(
Qm

b′ℓ

)−1 b′ℓ
m
− 1

ℓ
∑
b

(
Qm

b

)−1 b

m

=
((

Qm

ℓ

)−1

− 1

ℓ

)
·∑

b

(
Qm

b

)−1 b

m
.
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Thus we obtain:

NQ f /Qm(S f ) =−
(

1− 1

ℓ

)
∑
b

(
Qm

b

)−1 b

m
+
((

Qm

ℓ

)−1

− 1

ℓ

)
·∑

b

(
Qm

b

)−1 b

m

=−
(

1−
(
Qm

ℓ

)−1)
∑
b

(
Qm

b

)−1 b

m
.

But
1

2
∑
b

(
Qm

b

)−1(
1−

(
Qm

ℓ

)−1)
= 0; so replacing

b

m
by

b

m
− 1

2
we get:

NQ f /Qm(S f ) =
(

1−
(
Qm

ℓ

)−1)
·Sm.

Then it is easy to compute that if ℓ | m, any λ ∈ [0, ℓ−1] is suitable, giving:

NQ f /Qm(S f ) = Sm.

The case of cyclotomic elements η f is exactly the same, replacing the additive setting by the multiplicative one.

4.3 Multiplicators of Stickelberger elements
The conductor of Ln, n ≥ n0, is fLn = l.c.m.( fK ,qpn) (Lemma 3.1). So in general fLn = qpn · f ′ with p ∤ f ′, except if fK is

divisible by a large power of p in which case one must take n large enough in the practical computations (write fK = qpn0+r f ′,
r ≥ 0, and take n≥ n0 + r). In some formulas we shall abbreviate fLn by fn.

Let c be an (odd) integer, prime to fn, and let:

SLn(c) :=
(

1− c
(

Ln

c

)−1)
·SLn . (4.3)

Then SLn(c) ∈ Z[Gn] as we have explain; indeed, we have:

SLn(c) =
−1

fn

∑
a

[
a
(

Ln

a

)−1

−ac
(

Ln

a

)−1(Ln

c

)−1]
+

1− c

2
∑
a

(
Ln

a

)−1

.

Let a′c ∈ [1, fn] be the unique integer such that a′c · c ≡ a (mod fn) and put a′c · c = a+λ n
a (c) fn, λ n

a (c) ∈ Z; then, using the

bijection a 7→ a′c in the second summation and the fact that
(

Ln

a′c

)(
Ln

c

)
=
(

Ln

a

)
, this yields:

SLn(c) =
−1

fn

[
∑
a

a
(

Ln

a

)−1

−∑
a

a′c · c
(

Ln

a′c

)−1(Ln

c

)−1]
+

1− c

2
∑
a

(
Ln

a

)−1

=
−1

fn

∑
a

[
a−a′c · c

](
Ln

a

)−1

+
1− c

2
∑
a

(
Ln

a

)−1

= ∑
a

[
λ n

a (c)+
1− c

2

](
Ln

a

)−1

∈ Z[Gn].

Lemma 4.2. We have the relations λ n
fn−a(c)+

1−c
2

=−
(
λ n

a (c)+
1−c

2

)
for all a ∈ [1, fn] prime to fn. Then:

S
′

Ln
(c) :=

fn/2

∑
a=1

[
λ n

a (c)+
1− c

2

](
Ln

a

)−1

∈ Z[Gn] (4.4)

is such that SLn(c) = S ′
Ln
(c) · (1− s∞), whence SLn(c)

∗ = S ′
Ln
(c)∗ · (1+ s∞).

Proof. By definition, the integer ( fn− a)′c is in [1, fn] and congruent modulo fn to ( fn− a)c−1 ≡ −ac−1 ≡ −a′c (mod fn);
thus ( fn−a)′c = fn−a′c and

λ n
fn−a(c) =

( fn−a)′c c− ( fn−a)

fn
=

( fn−a′c)c− ( fn−a)

fn
= c−1−λ n

a (c),

whence λ n
fn−a(c)+

1−c
2

=−
(
λ n

a (c)+
1−c

2

)
and the result.

The multiplicator δc :=
(
1−c

(
Ln
c

)−1)
has a great importance since the image of δc by the Spiegel involution is δ ∗c := 1−

(
Ln
c

)

(mod qpn); the order of the Artin symbol of c shall be crucial.
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5. Annihilation of radicals and Galois groups

5.1 Annihilation of Radn/L
×qpn

n

We begin with the classical property of annihilation of class groups of imaginary abelian fields by modified Stickelberger

elements SLn(c) = δc ·SLn . Before let’s give two technical lemmas. Recall that SLn(c) = S ′
Ln
(c) · (1− s∞) and that, from

§ 4.2, the SLn , SLn(c) and S ′
Ln
(c) (mod (1+ s∞)Z[Gn]) form coherent families in lim←−

n≥n0+e

Q[Gn] for the “norm” since fLn and

fLn+h
are divisible by the same prime numbers for all h≥ 0.

Lemma 5.1. Let ζ ∈ µqpn , n≥ n0 + e. If ζ ∈ Radn (or Radres
n when p = 2) then ζ = 1.

Proof. If ζ 6= 1 with Ln(
qpn√

ζ )⊆Mn (or Mres
n ), we would have Ln(

qpn√
ζ ) = Ln+h, where h≥ 1 since

qpn√
ζ is of order ≥ qpn+1

and since µp∞ ∩L×n = µqpn , which is absurd because of the linear disjonction Ln+h∩Mn = Ln (or Ln+h∩Mres
n = Ln).

Lemma 5.2. Let w0 ∈ Radn be real. Then w2
0 ∈ L

×qpn

n .

Proof. Since K is real, we know that 1− s∞ annihilates the (Z/qpnZ)[Gn]-module Gal(Mn/Ln), thus 1+ s∞ annihilates

Radn/L
×qpn

n and w
1+s∞
0 = w2

0 ∈ L
×qpn

n (this does not work for the restricted sense since the minus part of T res
K is of order

2d).

Theorem 5.3. Let pe be the exponent of TK := torZp

(
G ab

K,S

)
(p-ramification in the ordinary sense). For p = 2, let 2eres

be

the exponent of T res
K := torZ2

(
G resab

K,S

)
, where G res

K,S is the Galois group of the maximal S-ramified in the restricted sense (i.e.,

unramified outside 2 but complexified) pro-2-extension of K and let Radres
n be the corresponding radical.

(i) p > 2. For all n≥ n0 + e, the (Z/qpnZ)[Gn]-module Radn/L
×qpn

n is annihilated by S ′
Ln
(c). Thus, S ′

Ln
(c)∗ annihilates TK .

(ii) p = 2, ordinary sense. The annihilation occurs with 2SLn(c) and with 4S ′
Ln
(c). Thus 2SLn(c)

∗ and 4S ′
Ln
(c)∗ annihilate

TK .

(iii) p = 2, restricted sense. For all n≥ n0 + eres, the (Z/4 ·2nZ)[Gn]-module Radres
n /L×4·2n

n is annihilated by 2SLn(c); thus

2SLn(c)
∗ annihilates T res

K .

Proof. Let w ∈ Radn; since Ln(
qpn√

w)/Ln is p-ramified, (w) = aqpn ·b where a is an ideal of Ln, prime to p, and b is a product of

prime ideals pn of Ln dividing p. Let pn | b and consider p
SLn (c)
n ; one can replace SLn(c) by its restriction to the decomposition

field k (possibly k =Q) of p in the abelian extension Ln/Q, which gives rise to the Euler factor 1−
(

k

p

)−1

since k, of conductor

prime to p, is strictely contained in Ln of conductor qpn f ′ for n≥ n0 + e; so this factor is 0 and bSLn (c) = 1.

From the principality of the ideal aSLn (c) (Stickelberger’s theorem) there exists αn ∈ L×n and a unit εn of Ln such that:

wSLn (c) = αqpn

n · εn. (5.1)

We see that ε1+s∞
n is the qpnth power of a unit of Ln: consider ε1+s∞

n in (5.1) with the fact that SLn(c) = S ′
Ln
(c)(1− s∞). Since

the Z-rank of the groups of units of Ln and L+
n (the maximal real subfield of Ln) are equal, a power εN

n of εn is a real unit; so

ε1−s∞
n is a torsion element and ε2

n = ε1+s∞
n ε1−s∞

n is equal, up to a qpnth power, to a p-torsion element of the form ζ ′ ∈ Radn.

Thus ζ ′ = 1 (Lemma 5.1) and ε2
n ∈ L

×qpn

n .

(i) Case p 6= 2. We deduce from the above that εn ∈ L
×pn+1

n . We have wS ′Ln
(c)(1−s∞) = β

pn+1

n ; but β 1+s∞
n = 1 (the property is also

true for p = 2 since the result is a totally positive root of unity in L+
n , but the proof only works taking the square of the relation

(5.1) using ε2
n ), and there exists γn ∈ L×n such that βn = γ1−s∞

n , and wS ′Ln
(c) · γ−pn+1

n = w0, a real number in the radical, thus a

pn+1th power (Lemma 5.2) (as above, the proof for p = 2 only works taking once again the square of this relation to get w2
0).

Other proof for any p≥ 2: since TK is annihilated by 1− s∞, Radn/L
×qpn

n is annihilated by 1+ s∞, thus w1−s∞ ∈ w2 ·L×qpn

n for

all w ∈ Radn, and wSLn (c) = w2S ′Ln
(c) up to L

×qpn

n .

(ii) Case p = 2 in the ordinary sense (so L+
n = Kn). The result is obvious taking the square in the previous computations giving

ε2
n instead of εn for the annihilation with 2SLn(c), then w2

0 for the annihilation with 4S ′
Ln
(c).

(iii) Case p = 2 in the restricted sense. The proof is in fact contained in the same relation (w) = a4·2n ·b, for all w∈Radres
n , where

a is an ideal of Ln, prime to 2, and b is a product of prime ideals pn of Ln dividing 2, then the relation (5.1), n≥ n0 + e.
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5.2 Computation of SLn(c)
∗ or S ′

Ln
(c)∗ – Annihilation of TK

From the expressions (4.3) and (4.4) of SLn(c), the image by the Spiegel involution is:

SLn(c)
∗ ≡

fn

∑
a=1

[
λ n

a (c)+
1− c

2

]
a−1

(
Ln

a

)
(mod qpn),

which defines a coherent familly (SLn(c)
∗)n ∈ lim←−

n≥n0+e

Z/qpnZ[Gn] of annihilators of the Galois groups Gal(Mn/Ln)≃TK . In

the case p 6= 2, one may use equivalently S ′
Ln
(c)∗ with the half summation.

Since the operation of Gal(Ln/K) on Gal(Mn/Ln) is trivial, by restriction of SLn(c)
∗ to K (see Lemma 3.3), one obtains a

coherent familly of annihilators of TK denoted (AK,n(c))n ∈ lim←−
n≥n0+e

Z/qpnZ[GK ], whose p-adic limit:

AK(c) := lim
n→∞

AK,n(c) = lim
n→∞

fn

∑
a=1

[
λ n

a (c)+
1− c

2

]
a−1

(
K

a

)
∈ Zp[GK ]

is a canonical annihilator of TK that we shall link to p-adic L-functions; of course, it is sufficient to know its coefficients

modulo the exponent pe of TK and in a programming point of view, the element AK,n0+e(c) annihilates TK , knowing that [10,

Program I, § 3.2] gives the group structure of TK .

Remark 5.4. Let αLn :=
fn

∑
a=1

a−1
(

Ln

a

)
≡
[ fn

∑
a=1

(
Ln

a

)−1]∗
; we have:

αLn :=
fn/2

∑
a=1

a−1
(

Ln

a

)
+( fn−a)−1

(
Ln

fn−a

)
≡

fn/2

∑
a=1

a−1
(

Ln

a

)
(1− s∞)(mod fn)

which annihilates TK and is such that NLn/K(αLn)≡ 0 (mod qpn) since K is real. We shall neglect such expressions and use

the symbol ≡̃ , where A ≡̃ B (mod pn+1) will mean A = B+ µ · pn+1 +ν ·
fn

∑
a=1

a−1
(

K

a

)
, in the group algebra Zp[GK ], µ,ν

in Zp (we put the modulus pn+1 instead of qpn to cover, subsequently, the case p = 2; moreover, pn+1 annihilates TK since

n≥ n0 + e). By abuse, we still denote AK(c) = lim
n→∞

∑
fn
a=1 λ n

a (c)a−1
(

K
a

)
.

Thus, we have obtained:

Theorem 5.5. Let c be any integer prime to 2p and to the conductor of K.

Assume n≥ n0 + e and let fn be the conductor of Ln; for all a ∈ [1, fn], prime to fn, let a′c be the unique integer in [1, fn] such

that a′c · c≡ a (mod fn) and put a′c · c−a = λ n
a (c) fn, λ n

a (c) ∈ Z.

Let AK,n(c) :=
fn

∑
a=1

λ n
a (c)a−1

(
K

a

)
and put AK,n(c) = A ′

K,n(c) · (1+ s∞) where A ′
K,n(c) =

fn/2

∑
a=1

λ n
a (c)a−1

(
K

a

)
. Let AK(c) :=

lim
n→∞

[ fn

∑
a=1

λ n
a (c)a−1

(
K

a

)]
and put AK(c) =: A ′

K(c) · (1+ s∞).

(i) For p 6= 2, A ′
K(c) annihilates the Zp[GK ]-module TK .

(ii) For p = 2, the annihilation is true for 2 ·AK(c) and 4 ·A ′
K(c).

In practice, when the exponent pe is known, one can use n = n0 + e and the annihilators AK,n(c) or A ′
K,n(c), the annihilator

limit AK(c) being related to p-adic L-functions of primitive characters, thus giving the other approach than Solomon one, that

we shall obtain in Theorem 9.4.

Remark 5.6. We have proved in a seminar report (1977) that for p = 2, S ′
Ln
(c) annihilates CℓLn/Cℓ

0
Ln

, where CℓLn is the

2-class group of Ln and where Cℓ0
Ln

is generated by the classes of the the invariant ideals in Ln/Kn.

This shows that some 2-classes may give an obstruction; but Radn is particular as we have explained in Remark 3.4. In [15],

Greither gives suitable statements about Stickelberger’s theorem for p = 2, using the main theorems of Iwasawa’s theory about

the orders 1
2
L2(1,χ) of the isotypic components.

From this, as well as some numerical experiments, and the roles of εn and w0 in the above reasonings, we may propose the

following conjecture:

Conjecture 5.7. Let p = 2 and let K be a real abelian number field linearly disjoint from the cyclotomic Z2-extension. Put

AK(c) = A ′
K(c) · (1+ s∞) (see formula of Theorem 5.5). Then A ′

K(c) annihilates TK .

If there exists, in the class of A ′
K(c) modulo ∑σ∈GK

σ , an element of the form 2 ·A ′′
K (c), A ′′

K (c) ∈ Zp[GK ], one may ask if

A ′′
K (c) does annihilate TK . We shall give a counterexample for the annihilation of TK by A ′′

K (c) (see § 6.5.5), but we ignore if

this may be true under some assumptions.
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5.3 Experiments for cyclic cubic fields with p≡ 1 (mod 3)

To simplify we suppose fK prime. The first part of the program gives a defining polynomial. A second part computes the p-adic

valuation of #TK using [10, Program I, § 3.2] and gives AK(c) = Λ0 +Λ1σ−1 +Λ2σ−2 modulo a power of p, after the choice

of c, prime to 2p fK , with an Artin symbol of order 3; in the program pex is the exponent pe of TK and fn the conductor of Ln.

The parameter nt must be > ex.

{p=7;nt=8;forprime(f=7,10ˆ4,if(Mod(f,3)!=1,next);

for(bb=1,sqrt(4*f/27),if(vf==2 & Mod(bb,3)==0,next);A=4*f-27*bbˆ2;

if(issquare(A,&aa)==1,if(Mod(aa,3)==1,aa=-aa);

P=xˆ3+xˆ2+(1-f)/3*x+(f*(aa-3)+1)/27;K=bnfinit(P,1);Kpn=bnrinit(K,pˆnt);

C5=component(Kpn,5);Hpn0=component(C5,1);Hpn=component(C5,2);

h=component(component(component(K,8),1),2);L=List;ex=0;

i=component(matsize(Hpn),2);R=0;for(k=1,i-1,co=component(Hpn,i-k+1);

if(Mod(co,p)==0,R=R+1;val=valuation(co,p);if(val>ex,ex=val);

listinsert(L,pˆval,1)));Hpn1=component(Hpn,1);

vptor=valuation(Hpn0/Hpn1,p);if(vptor>1,S0=0;S1=0;S2=0;

pN=p*pˆex;nu=(f-1)/3;fn=pN*f;z=znprimroot(f);

zz=lift(z);t=lift(Mod((1-zz)/f,2*p));c=zz+t*f;

for(a=1,fn/2,if(gcd(a,fn)!=1,next);asurc=lift(a*Mod(c,fn)ˆ-1);

lambda=(asurc*c-a)/fn;u=Mod(lambda*aˆ-1,pN);

a0=lift((a*zˆ0)ˆnu);a1=lift((a*zˆ2)ˆnu);a2=lift((a*z)ˆnu);

if(a0==1,S0=S0+u);if(a1==1,S1=S1+u);if(a2==1,S2=S2+u));

L0=lift(S0);L1=lift(S1);L2=lift(S2);

j=Mod(y,yˆ2+y+1);Y=L0+j*L1+jˆ2*L2;nj=valuation(norm(Y),p);

print(f," ",P," vptor=",vptor," T_K=",L," A= ",L0," ",L1," ",L2," ",nj)))))}

Let’s give a partial table for p= 7 and 13, in which vptor := vp(#TK) (examples limited to vptor≥ 2), and nj= vp

(
NQ( j)/Q(Λ0+

Λ1 · j+Λ2 · j2)
)
; one sees that, as expected, all the examples give nj= vptor since TK is a finite Z7[ j]-module which may be

decomposed with two 7-adic characters:

f P vptor T_K coefficients nj

313 xˆ3+xˆ2-104*x+371 2 [7,7] [41, 41, 48] 2

577 xˆ3+xˆ2-192*x+171 2 [49] [183, 17, 280] 2

823 xˆ3+xˆ2-274*x+61 3 [343] [761, 419, 437] 3

883 xˆ3+xˆ2-294*x+1439 2 [7,7] [14, 0, 35] 2

1051 xˆ3+xˆ2-350*x-2608 2 [49] [4, 247, 309] 2

1117 xˆ3+xˆ2-372*x+2565 2 [7,7] [7, 7, 42] 2

1213 xˆ3+xˆ2-404*x+629 2 [49] [45, 313, 268] 2

1231 xˆ3+xˆ2-410*x-1003 2 [49] [247, 73, 273] 2

1237 xˆ3+xˆ2-412*x+1741 2 [49] [108, 336, 128] 2

1297 xˆ3+xˆ2-432*x-1345 2 [49] [277, 62, 14] 2

1327 xˆ3+xˆ2-442*x-344 2 [49] [217, 340, 251] 2

1381 xˆ3+xˆ2-460*x-1739 4 [343,7] [1738, 2186, 2361] 4

1567 xˆ3+xˆ2-522*x-4759 2 [49] [219, 137, 78] 2

(...)

2203 xˆ3+xˆ2-734*x+408 2 [7,7] [28, 28, 35] 2

2251 xˆ3+xˆ2-750*x-1584 2 [49] [191, 274, 151] 2

2557 xˆ3+xˆ2-852*x+9281 3 [49,7] [235, 3, 286] 3

For f = 33199, P = x3 + x2− 11066x+ 238541, TK ≃ Z/7Z×Z/7Z, h = 14, and the annihilator is equivalent, modulo

1+σ +σ2, to A = σ −2.

For f = 20857, P = x3+x2−6952x+210115, TK ≃Z/72Z×Z/72Z, h = 1, and the annihilator is equivalent to A = 72(σ−3)
where σ −3 is invertible modulo 7.

For f = 1381, TK ≃ Z/73Z×Z/7Z, h = 1, A = 1738+2186σ +2361σ2 is equivalent to 7 · (448+623σ) and 448+623σ
operates on T 7

K ≃ Z/72Z as σ −18 modulo 72 where 18 is of order 3 modulo 72 as expected.

For f = 39679, TK ≃ Z/73Z×Z/7Z×Z/7Z, h = 7, and one finds the annihilator A = 72(σ −4) where σ −4 is not invertible

(NQ( j)/Q( j−4) = 21).
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For p = 13, the same program gives the following similar results:

f P vptor T_K coefficients nj

1033 xˆ3+xˆ2-344*x+1913 2 [169] [311, 455, 919] 2

1459 xˆ3+xˆ2-486*x+2864 2 [13,13] [101, 88, 153] 2

1483 xˆ3+xˆ2-494*x-2197 2 [169] [911, 1868, 1628] 2

1543 xˆ3+xˆ2-514*x+4229 2 [169] [1598, 603, 1866] 2

1747 xˆ3+xˆ2-582*x-4141 2 [169] [1952, 505, 155] 2

3391 xˆ3+xˆ2-1130*x+14192 3 [169,13] [803, 1765, 283] 3

4423 xˆ3+xˆ2-1474*x+10648 2 [169] [52, 1213, 1888] 2

4933 xˆ3+xˆ2-1644*x-1827 2 [13,13] [92, 79, 105] 2

5011 xˆ3+xˆ2-1670*x-4083 2 [169] [602, 1673, 869] 2

5479 xˆ3+xˆ2-1826*x+13799 2 [13,13] [93, 158, 28] 2

7321 xˆ3+xˆ2-2440*x-45824 2 [169] [745, 409, 1546] 2

7963 xˆ3+xˆ2-2654*x+43944 2 [169] [1805, 794, 860] 2

9319 xˆ3+xˆ2-3106*x-67649 2 [13,13] [26, 52, 0] 2

6. Experiments and heuristics about the case p = 2

Conjecture 5.7 gives various possibilities of annihilation, depending on the choice of AK,n(c), A ′
K,n(c) or else, and of the

degree of K/Q, odd, even, or a 2th power. We shall give some illustrations with quadratic, quartic and cubic fields.

6.1 Quadratic fields

Although the order of TK is known and given by 1
2
L2(1,χ) (for K 6= Q(

√
2)), we give the computations for the quadratic

fields K of conductor f ≥ 5 with A ′
K,n(c) (a ∈ [1, fn/2]) instead of AK,n(c) to test the conjecture; the computation of the Artin

symbols is easily given by PARI with kronecker(f,a) =±1. The modulus fn = l.c.m.( fK ,4 ·2n) is computed exactely and we

take n = e+2.

From the annihilator A′ = a0 +a1 ·σ (in (L0,L1)), we deduce, modulo the norm, an equivalent annihilator denoted by abuse

A′ = a1−a0 ∈ Z.

One finds A′ ≡ 2 · #TK (mod 22+e) for all f 6= 8 (only case with K∩Q∞ 6=Q) in this interval; then the class group is given (be

careful to take nt large enought for the computation of the structure of TK):

{p=2;nt=18;bf=5;Bf=10ˆ4;for(f=bf,Bf,v=valuation(f,2);M=f/2ˆv;

if(core(M)!=M,next);if((v==1||v>3)||(v==0 & Mod(M,4)!=1)||

(v==2 & Mod(M,4)==1),next);P=xˆ2-f;K=bnfinit(P,1);Kpn=bnrinit(K,pˆnt);

C5=component(Kpn,5);Hpn0=component(C5,1);Hpn=component(C5,2);

h=component(component(component(K,8),1),2);L=List;ex=0;

i=component(matsize(Hpn),2);for(k=1,i-1,co=component(Hpn,i-k+1);

if(Mod(co,p)==0,val=valuation(co,p);if(val>ex,ex=val);

listinsert(L,pˆval,1)));Hpn1=component(Hpn,1);

vptor=valuation(Hpn0/Hpn1,p);tor=pˆvptor;S0=0;S1=0;w=valuation(f,p);

pN=pˆ2*pˆex;fn=pN*f/2ˆw;if(ex==0 & w==3,fn=p*fn);

for(cc=2,10ˆ2,if(gcd(cc,p*f)!=1 || kronecker(f,cc)!=-1,next);c=cc;break);

for(a=1,fn/2,if(gcd(a,fn)!=1,next);asurc=lift(a*Mod(c,fn)ˆ-1);

lambda=(asurc*c-a)/fn;u=Mod(lambda*aˆ-1,pN);

s=kronecker(f,a);if(s==1,S0=S0+u);if(s==-1,S1=S1+u));

L0=lift(S0);L1=lift(S1);A=L1-L0;if(A!=0,A=pˆvaluation(A,p));

print(f," P=",P," ",L0," ",L1," A=",A," tor=",tor," T_K=",L," Cl_K=",h))}

f_K=8 P=xˆ2-8 (1,0) A’=1 tor=1 T_K=[] Cl_K=[]

(...)

f_K=508 P=xˆ2-508 (223,479) A’=256 tor=128 T_K=[128] Cl_K=[]

(...)

f_K=1160 P=xˆ2-1160 (2,6) A’=4 tor=2 T_K=[2] Cl_K=[2,2]

f_K=1164 P=xˆ2-1164 (12,4) A’=8 tor=4 T_K=[4] Cl_K=[4]

(...)

f_K=1185 P=xˆ2-1185 (1640,1640) A’=0 tor=1024 T_K=[2,512] Cl_K=[2]

f_K=1189 P=xˆ2-1189 (2,6) A’=4 tor=2 T_K=[2] Cl_K=[2]
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(...)

f_K=1196 P=xˆ2-1196 (4,20) A’=16 tor=8 T_K=[8] Cl_K=[2]

f_K=1201 P=xˆ2-1201 (7752,3656) A’=4096 tor=2048 T_K=[2048] Cl_K=[]

(...)

f_K=1209 P=xˆ2-1209 (4,4) A’=0 tor=4 T_K=[2,2] Cl_K=[2]

(...)

f_K=1217 P=xˆ2-1217 (16,48) A’=32 tor=16 T_K=[16] Cl_K=[]

f_K=1221 P=xˆ2-1221 (8,8) A’=0 tor=8 T_K=[2,4] Cl_K=[4]

(...)

f_K=1596 P=xˆ2-1596 (16,16) A’=0 tor=16 T_K=[8, 2] Cl_K=[4,2]

Remark 6.1. (i) For f = 1160, one sees that #Cℓ∞
K = 1

2
#CℓK (indeed, −1 is norm in K/Q, cf. (2.1)).

(ii) It seems that for all the conductors, A′ is of the form 2h (1+σ) up to a 2-adic unit, where h≥ 0 takes any value and can

exceed the exponent.

(iii) For f prime, the annihilator of TK , given by the Theorem 9.4, or by any Solomon’s type element, is related to its order:

1

2
L2(1,χ)∼ 1

2
∑

f
a=1 χ(a) · log(1−ζ a

f ) =
1

2
·
[
log(ηK)− log(ησ

K )
]
,

where ηK = NQ f /K(1−ζ f ) (here the character χ is primitive modulo f since K = kχ ). The following program verifies (at least

for these kind of prime conductors with trivial class group) that we have ηK ·ε =±√ f , where ε is the fundamental unit of K or

its inverse (the program gives in N0 and N1 the conjugates of ηK and gives ε in E):

{f=1201;N0=1;N1=1;X=exp(2*I*Pi/f);z=znprimroot(f);E=quadunit(f);zk=1;

for(k=1,(f-1)/2,zk=zk*zˆ2;N0=N0*(1-Xˆlift(zk));N1=N1*(1-Xˆlift(zk*z)));

print(N0*E," ",N1/E)}

We find N0 ε = N1 ε−1 ≈ 34.65544690 =
√

1201, which implies that:

1

2
L2(1,χ)∼ 1

2
(2log(ε)) = log(ε).

A direct computation gives log(ε)∼ 212 as expected since #TK = 211 with #RK ∼ 210 [9, Proposition 5.2] and #WK = 2 since 2

splits in K. Same kind of result with f = 1217.

6.2 A familly of cyclic quartic fields of composite conductor

We consider a conductor f product of two prime numbers q1 and q2 such that q1−1≡ 2 (mod 4) and q2−1≡ 0 (mod 8). So

there exists only one real cyclic quartic field K of conductor f which is found eliminating the imaginary and non-cyclic fields;

the quadratic subfield of K is k =Q(
√

q2). The program is written with A ′
K,n(c) and gives all information for k and K.

The following result may help to precise the annihilations (see [14, Theorem 2] or [8, Theorem IV.3.3, Exercise IV.3.3.1]):

Lemma 6.2. Let k be a totally real number field and let K/k be a Galois p-extension with Galois group g of order pr. Then we

have the fixed point formula: #T
g

K = #Tk · ph, where (l ∤ p being the ramified primes in K/k):

h := min(n0 + r ; . . . ,νl+ϕl+ γl, . . .)− (n0 + r)+ ∑
l ∤ p

el,

with:

pνl := p-part of q−1log(ℓ), where l∩Z=: ℓZ,

pϕl := p-part of the residue degree of ℓ in K/Q,

pγl := p-part of the number of prime ideals L | l in K/k,

pel := p-part of the ramification index of l in K/k.

In such famillies of cyclic quartic fields, h = ∑
l ∤ p

el.

6.2.1 The program

In the present familly, h = 2 (resp. 3) if q is inert (resp. splits) in k/Q.
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{p=2;nt=18;forprime(qq=17,100,if(Mod(qq,8)!=1,next);Pk=xˆ2-qq;

k=bnfinit(Pk,1);kpn=bnrinit(k,pˆnt);Hkpn=component(component(kpn,5),2);

Lk=List;i=component(matsize(Hkpn),2);

for(j=1,i-1,C=component(Hkpn,i-j+1);if(Mod(C,p)==0,

listinsert(Lk,pˆvaluation(C,p),1)));forprime(q=5,100,

if(valuation(q-1,2)!=2,next);f=q*qq;Q=polsubcyclo(f,4);

for(j=1,7,P=component(Q,j);K=bnfinit(P,1);C7=component(K,7);

S=component(C7,2);D=component(C7,3);

if(Mod(D,f)!=0 || S!=[4,0] || component(polgalois(P),2)!=-1,next);break);

Cl=component(component(component(K,8),1),2);Kpn=bnrinit(K,pˆnt);

C5=component(Kpn,5);Hpn0=component(C5,1);Hpn=component(C5,2);

Hpn=component(component(Kpn,5),2);L=List;ex=0;

i=component(matsize(Hpn),2);for(k=1,i-1,co=component(Hpn,i-k+1);

if(Mod(co,p)==0,val=valuation(co,p);if(val>ex,ex=val);

listinsert(L,pˆval,1)));Hpn1=component(Hpn,1);

vptor=valuation(Hpn0/Hpn1,p);if(vptor>0,S0=0;S1=0;S2=0;S3=0;

pN=pˆ2*pˆex;fn=pN*f;dqq=(qq-1)/4;dq=(q-1)/2;

z=znprimroot(q);zz=znprimroot(qq);for(cc=3,f,if(gcd(cc,p*f)!=1,next);

cz=lift((cc*z)ˆdq);czz=lift((cc*zz)ˆdqq);if(cz!=1 || czz!=1,next);

c=cc;break);cm1=Mod(c,fn)ˆ-1;for(a=1,fn/2,if(gcd(a,fn)!=1,next);

asurc=lift(a*cm1);lambda=(asurc*c-a)/fn;u=Mod(lambda*aˆ-1,pN);

aqq0=lift((a*zzˆ0)ˆdqq);aqq1=lift((a*zzˆ1)ˆdqq);

aqq2=lift((a*zzˆ2)ˆdqq);aqq3=lift((a*zzˆ3)ˆdqq);

aq0=lift((a*zˆ0)ˆdq);aq1=lift((a*zˆ1)ˆdq);

if(aqq0==1 & aq0==1,S0=S0+u);if(aqq0==1 & aq1==1,S2=S2+u);

if(aqq1==1 & aq0==1,S1=S1+u);if(aqq1==1 & aq1==1,S3=S3+u);

if(aqq2==1 & aq0==1,S2=S2+u);if(aqq2==1 & aq1==1,S0=S0+u);

if(aqq3==1 & aq0==1,S3=S3+u);if(aqq3==1 & aq1==1,S1=S1+u));

L0=lift(S0);L1=lift(S1);L2=lift(S2);L3=lift(S3);Y=Mod(y,yˆ2+1);

ni=L0+Y*L1+Yˆ2*L2+Yˆ3*L3;Nni=valuation(norm(ni),2));V0=1;V1=1;V2=1;V3=1;

if(L0!=0,V0=2ˆvaluation(L0,2));if(L1!=0,V1=2ˆvaluation(L1,2));

if(L2!=0,V2=2ˆvaluation(L2,2));if(L3!=0,V3=2ˆvaluation(L3,2));

print();F=component(factor(f),1);

print("f=",F," Cl=",Cl," P=",P," tor=",2ˆvptor," Nni=",2ˆNni);

print("A=",V0,"*",L0/V0," ",V1,"*",L1/V1," ",V2,"*",L2/V2," ",V3,"*",L3/V3);

print("q=",q," qq=",qq," T_k=",Lk," T_K=",L)))}

f=[5, 17] h=[2] P=xˆ4-xˆ3-23*xˆ2+x+86 tor=16 Nni=16

A=[2*5, 4*1, 2*1, 1*0] q=5 qq=17 T_k=List([2]) T_K=[4, 2, 2]

f=[13, 17] h=[2] P=xˆ4-xˆ3-57*xˆ2+x+664 tor=32 Nni=32

A=[2*1, 2*1, 2*3, 2*3] q=13 qq=17 T_k=[2] T_K=[4, 4, 2]

f=[17, 29] h=[2] P=xˆ4-xˆ3-125*xˆ2+x+3452 tor=16 Nni=16

A=[4*3, 2*1, 1*0, 2*1] q=29 qq=17 T_k=[2] T_K=[4, 2, 2]

f=[17, 37] h=[10] P=xˆ4-xˆ3-159*xˆ2+x+5662 tor=16 Nni=16

A=[4*1, 2*3, 8*1, 2*7] q=37 qq=17 T_k=[2] T_K=[4, 2, 2]

f=[17, 53] h=[2, 2] P=xˆ4-xˆ3-227*xˆ2+x+11714 tor=32 Nni=32

A=[2*1, 2*5, 2*3, 2*7] q=53 qq=17 T_k=[2] T_K=[4, 4, 2]

f=[17, 61] h=[2] P=xˆ4-xˆ3-261*xˆ2+x+15556 tor=16 Nni=16

A=[2*1, 8*1, 2*5, 4*3] q=61 qq=17 T_k=[2] T_K=[4, 2, 2]

f=[5, 41] h=[2] P=xˆ4-xˆ3-56*xˆ2-100*x+160 tor=256 Nni=32

A=[2*13, 2*45, 2*59, 2*27] q=5 qq=41 T_k=[16] T_K=[32, 4, 2]

f=[13, 41] h=[2] P=xˆ4-xˆ3-138*xˆ2-264*x+1472 tor=256 Nni=32

A=[2*13, 2*27, 2*51, 2*5] q=13 qq=41 T_k=[16] T_K=[32, 4, 2]

f=[29, 41] h=[2] P=xˆ4-xˆ3-302*xˆ2-592*x+8032 tor=1024 Nni=128

A=[4*21, 4*5, 4*15, 4*15] q=29 qq=41 T_k=[16] T_K=[32, 8, 4]

f=[37, 41] h=[2] P=xˆ4-xˆ3-384*xˆ2-756*x+13280 tor=256 Nni=32

A=[2*57, 2*7, 2*47, 2*33] q=37 qq=41 T_k=[16] T_K=[32, 4, 2]

f=[41, 53] h=[2] P=xˆ4-xˆ3-548*xˆ2-1084*x+27712 tor=512 Nni=64

A=[4*23, 8*15, 4*5, 8*7] q=53 qq=41 T_k=[16] T_K=[32, 4, 4]

f=[41, 61] h=[2, 2] P=xˆ4-xˆ3-630*xˆ2-1248*x+36896 tor=8192 Nni=1024
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A=[32*3, 16*7, 1*0, 16*7] q=61 qq=41 T_k=[16] T_K=[32, 16, 16]

f=[5, 73] h=[2] P=xˆ4-xˆ3-100*xˆ2+187*x+1389 tor=8 Nni=8

A=[1*5, 1*9, 1*15, 1*3] q=5 qq=73 T_k=[2] T_K=[4, 2]

f=[13, 73] h=[2] P=xˆ4-xˆ3-246*xˆ2+479*x+11171 tor=8 Nni=8

A=[1*7, 1*13, 1*13, 1*15] q=13 qq=73 T_k=[2] T_K=[4, 2]

f=[29, 73] h=[2] P=xˆ4-xˆ3-538*xˆ2+1063*x+58767 tor=8 Nni=8

A=[1*5, 1*7, 1*15, 1*5] q=29 qq=73 T_k=[2] T_K=[4, 2]

f=[37, 73] h=[2] P=xˆ4-xˆ3-684*xˆ2+1355*x+96581 tor=128 Nni=128

A=[1*0, 16*1, 8*1, 8*1] q=37 qq=73 T_k=[2] T_K=[8, 8, 2]

f=[53, 73] h=[10] P=xˆ4-xˆ3-976*xˆ2+1939*x+200241 tor=8 Nni=8

A=[1*15, 1*15, 1*5, 1*13] q=53 qq=73 T_k=[2] T_K=[4, 2]

f=[61, 73] h=[2] P=xˆ4-xˆ3-1122*xˆ2+2231*x+266087 tor=16 Nni=16

A=[8*1, 2*3, 1*0, 2*1] q=61 qq=73 T_k=[2] T_K=[4, 2, 2]

f=[5, 89] h=[2, 2] P=xˆ4-xˆ3-122*xˆ2-217*x+1699 tor=16 Nni=16

A=[1*0, 2*1, 8*1, 2*3] q=5 qq=89 T_k=[2] T_K=[4, 2, 2]

f=[13, 89] h=[2] P=xˆ4-xˆ3-300*xˆ2-573*x+13625 tor=8 Nni=8

A=[1*1, 1*7, 1*11, 1*13] q=13 qq=89 T_k=[2] T_K=[4, 2]

f=[29, 89] h=[2] P=xˆ4-xˆ3-656*xˆ2-1285*x+71653 tor=8 Nni=8

A=[1*11, 1*5, 1*1, 1*15] q=29 qq=89 T_k=[2] T_K=[4, 2]

f=[37, 89] h=[2] P=xˆ4-xˆ3-834*xˆ2-1641*x+117755 tor=8 Nni=8

A=[1*9, 1*15, 1*3, 1*5] q=37 qq=89 T_k=[2] T_K=[4, 2]

f=[53, 89] h=[2] P=xˆ4-xˆ3-1190*xˆ2-2353*x+244135 tor=16 Nni=16

A=[4*1, 2*5, 4*1, 2*7] q=53 qq=89 T_k=[2] T_K=[4, 2, 2]

f=[61, 89] h=[2] P=xˆ4-xˆ3-1368*xˆ2-2709*x+324413 tor=8 Nni=8

A=[1*1, 1*9, 1*11, 1*11] q=61 qq=89 T_k=[2] T_K=[4, 2]

f=[5, 97] h=[2] P=xˆ4-xˆ3-133*xˆ2-479*x+36 tor=16 Nni=16

A=[2*5, 8*1, 2*1, 4*3] q=5 qq=97 T_k=[2] T_K=[4, 2, 2]

f=[13, 97] h=[10] P=xˆ4-xˆ3-327*xˆ2-1255*x+2558 tor=16 Nni=16

A=[4*1, 2*7, 8*1, 2*3] q=13 qq=97 T_k=[2] T_K=[4, 2, 2]

f=[29, 97] h=[2] P=xˆ4-xˆ3-715*xˆ2-2807*x+16914 tor=16 Nni=16

A=[2*3, 8*1, 2*3, 4*3] q=29 qq=97 T_k=[2] T_K=[4, 2, 2]

f=[37, 97] h=[2] P=xˆ4-xˆ3-909*xˆ2-3583*x+28748 tor=16 Nni=16

A=[4*3, 2*7, 1*0, 2*3] q=37 qq=97 T_k=[2] T_K=[4, 2, 2]

f=[53, 97] h=[2] P=xˆ4-xˆ3-1297*xˆ2-5135*x+61728 tor=64 Nni=64

A=[8*3, 4*7, 16*1, 4*7] q=53 qq=97 T_k=[2] T_K=[8, 4, 2]

f=[61, 97] h=[2] P=xˆ4-xˆ3-1491*xˆ2-5911*x+82874 tor=32 Nni=32

A=[2*7, 2*5, 2*5, 2*7] q=61 qq=97 T_k=[2] T_K=[4, 4, 2]

6.2.2 The case f = 5 ·73

One may try to find a contradiction to Conjecture 5.7 with the A ′
K,n(c) given by the above data. One sees that 1

2
A ′

K,n(c) is not

always in Z[GK ], but modulo the norm we have an annihilator of the form 2 ·A ′′
K,n(c), and similarly we may ask under what

condition A ′′
K,n(c) annihilates TK .

For f = 5 ·73, P = x4− x3−100x2 +187x+1389, for which we have TK ≃ Z/4Z×Z/2Z, Tk ≃ Z/2Z, Cl= 2, A ′
K,n(c) =

5+9σ +15σ2 +3σ3, giving:

A
′′

K,n(c) =
1
2

[
5+9σ +15σ2 +3σ3−3(1+σ +σ2 +σ3)

]
≡ 1−σ +2σ2 (mod 4)

without obvious contradiction since #T
g

K = 8 (i.e., T
g

K = TK) and #T
GK

K = 4 (Lemma 6.2). Moreover, we deduce from this

that NK/k(TK) = Tk.

6.3 Cyclic cubic fields of prime conductors

The following program gives, for p = 2 and for cyclic cubic fields of prime conductor f, the group structure of TK in L (from

[10, § 3.2]; recall that in all such programs, the parameter nt must be large enough regarding the exponent of TK), then the

(conjectural) annihilator A ′
K,n(c), reduced modulo 1+σ +σ2; it is equal, up to an invertible element, to a power of 2 (2 is inert

in Q( j)):

{p=2;nt=12;forprime(f=10ˆ4,2*10ˆ4,if(Mod(f,3)!=1,next);P=polsubcyclo(f,3);
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K=bnfinit(P,1);Kpn=bnrinit(K,pˆnt);C5=component(Kpn,5);

Hpn0=component(C5,1);Hpn=component(C5,2);L=List;ex=0;

i=component(matsize(Hpn),2);for(k=1,i-1,co=component(Hpn,i-k+1);

if(Mod(co,p)==0,val=valuation(co,p);if(val>ex,ex=val);

listinsert(L,pˆval,1)));Hpn1=component(Hpn,1);

vptor=valuation(Hpn0/Hpn1,p);if(vptor>2,S0=0;S1=0;S2=0;pN=pˆ2*pˆex;

D=(f-1)/3;fn=pN*f;z=znprimroot(f);zz=lift(z);t=lift(Mod((1-zz)/f,p));

c=zz+t*f;for(a=1,fn/2,if(gcd(a,fn)!=1,next);asurc=lift(a*Mod(c,fn)ˆ-1);

lambda=(asurc*c-a)/fn;u=Mod(lambda*aˆ-1,pN);

a0=lift((a*zˆ0)ˆD);a1=lift((a*zˆ2)ˆD);a2=lift((a*z)ˆD);

if(a0==1,S0=S0+u);if(a1==1,S1=S1+u);if(a2==1,S2=S2+u));

L0=lift(S0);L1=lift(S1);L2=lift(S2);L1=L1-L0;L2=L2-L0;

A=gcd(L1,L2);A=2ˆvaluation(A,2);print(f," ",P," ", A," ",L)))}

f P A L

10399 xˆ3+xˆ2-3466*x+7703 4 [4,4]

10513 xˆ3+xˆ2-3504*x-80989 8 [8,8]

10753 xˆ3+xˆ2-3584*x-76864 4 [4,4]

10771 xˆ3+xˆ2-3590*x-26728 4 [4,4]

10903 xˆ3+xˆ2-3634*x+26248 8 [8,8]

10939 xˆ3+xˆ2-3646*x-46592 16 [16,16]

10957 xˆ3+xˆ2-3652*x-39364 4 [4,4]

11149 xˆ3+xˆ2-3716*x+39228 4 [2,2,2,2]

(...)

12757 xˆ3+xˆ2-4252*x+103001 4 [4,4]

13267 xˆ3+xˆ2-4422*x+96800 16 [16,16]

13297 xˆ3+xˆ2-4432*x+94064 4 [4,4]

13309 xˆ3+xˆ2-4436*x+100064 4 [4,4]

13591 xˆ3+xˆ2-4530*x-63928 8 [8,8]

6.4 Cyclic quartic fields of prime conductors

Let’s give the same program for prime conductors f ≡ 1 (mod 8), with the annihilator AK,n(c):

{p=2;nt=18;d=4;forprime(f=5,500,if(Mod(f,2*d)!=1,next);P=polsubcyclo(f,d);

K=bnfinit(P,1);Kpn=bnrinit(K,pˆnt);C5=component(Kpn,5);Hpn0=component(C5,1);

Hpn=component(C5,2);L=List;ex=0;

i=component(matsize(Hpn),2);for(k=1,i-1,co=component(Hpn,i-k+1);

if(Mod(co,p)==0,val=valuation(co,p);if(val>ex,ex=val);

listinsert(L,pˆval,1)));Hpn1=component(Hpn,1);

vptor=valuation(Hpn0/Hpn1,p);if(vptor>1,S0=0;S1=0;S2=0;S3=0;

pN=pˆ2*pˆex;D=(f-1)/d;fn=pN*f;z=znprimroot(f);zz=lift(z);

t=lift(Mod((1-zz)/f,p));c=zz+t*f;for(a=1,fn,if(gcd(a,fn)!=1,next);

asurc=lift(a*Mod(c,fn)ˆ-1);lambda=(asurc*c-a)/fn;u=Mod(lambda*aˆ-1,pN);

a0=lift((a*zˆ0)ˆD);a1=lift((a*zˆ1)ˆD);a2=lift((a*zˆ2)ˆD);a3=lift((a*zˆ3)ˆD);

if(a0==1,S0=S0+u);if(a1==1,S1=S1+u);if(a2==1,S2=S2+u);if(a3==1,S3=S3+u));

L0=lift(S0);L1=lift(S1);L2=lift(S2);L3=lift(S3);Y=Mod(y,yˆ2+1);

ni=L0+Y*L1+Yˆ2*L2+Yˆ3*L3;Nni=valuation(norm(ni),2);

print(f," ",P," ",L0," ",L1," ",L2," ",L3," ",L," ",2ˆNni)))}

One gets the following examples (with vptor > 1 and where 2Nni is the norm of L0−L2 +(L1−L3)
√
−1 with AK,n(c) =

L0 +L1σ +L2σ2 +L3σ3, given in A= [L0,L1,L2,L3]); then the list L gives the structure of TK :

f P A L 2ˆNni

17 xˆ4+xˆ3-6*xˆ2-x+1 [4, 6, 0, 6] [4] 16

41 xˆ4+xˆ3-15*xˆ2+18*x-4 [90, 28, 102, 100] [32] 16

73 xˆ4+xˆ3-27*xˆ2-41*x+2 [4, 4, 0, 0] [2,2,2] 32

89 xˆ4+xˆ3-33*xˆ2+39*x+8 [4, 4, 0, 0] [2,2,2] 32

97 xˆ4+xˆ3-36*xˆ2+91*x-61 [8, 10, 12, 2] [4] 16

113 xˆ4+xˆ3-42*xˆ2-120*x-64 [16, 28, 8, 12] [2,2,8] 64
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137 xˆ4+xˆ3-51*xˆ2-214*x-236 [26, 8, 30, 16] [16] 16

193 xˆ4+xˆ3-72*xˆ2-205*x-49 [6, 0, 14, 12] [4] 16

233 xˆ4+xˆ3-87*xˆ2+335*x-314 [4, 0, 0, 4] [2,2,2] 32

241 xˆ4+xˆ3-90*xˆ2-497*x-739 [6, 0, 6, 4] [4] 16

257 xˆ4+xˆ3-96*xˆ2-16*x+256 [28, 20, 20, 60] [2,4,16] 128

281 xˆ4+xˆ3-105*xˆ2+123*x+236 [4, 4, 0, 0] [2,2,2] 32

313 xˆ4+xˆ3-117*xˆ2+450*x-324 [78, 12, 106, 108] [32] 16

337 xˆ4+xˆ3-126*xˆ2+316*x+104 [28, 12, 28, 28] [2,8,8] 256

353 xˆ4+xˆ3-132*xˆ2+684*x-928 [112, 60, 80, 68] [2,2,32] 64

401 xˆ4+xˆ3-150*xˆ2-25*x+625 [14, 4, 6, 8] [4] 16

409 xˆ4+xˆ3-153*xˆ2-230*x+548 [22, 8, 26, 24] [8] 16

433 xˆ4+xˆ3-162*xˆ2+839*x-1003 [2, 4, 10, 0] [4] 16

449 xˆ4+xˆ3-168*xˆ2-477*x+335 [10, 4, 10, 8] [4] 16

457 xˆ4+xˆ3-171*xˆ2+1114*x-2044 [76, 10, 28, 30] [32] 16

6.5 Detailed example of annihilation

The case of the cyclic quartic field K of conductor f = 3433 is particularly interesting:

6.5.1 Numerical data

We have P = x4 + x3−1287x2−12230x+3956 and TK ≃ Z/27Z, knowing that the quadratic subfield k =Q(
√

3433) is such

that Tk ≃ Z/26Z:

{P=xˆ4+xˆ3-1287*xˆ2-12230*x+3956;K=bnfinit(P,1);p=2;nt=18;

Kpn=bnrinit(K,pˆnt);Hpn=component(component(Kpn,5),2);L=List;

i=component(matsize(Hpn),2);for(k=1,i-1,c=component(Hpn,i-k+1);

if(Mod(c,p)==0,listinsert(L,pˆvaluation(c,p),1)));print("Structure: ",L)}

Structure: List([128])

{P=xˆ2-3433;K=bnfinit(P,1);p=2;nt=18;Kpn=bnrinit(K,pˆnt);

Hpn=component(component(Kpn,5),2);L=List;i=component(matsize(Hpn),2);

for(k=1,i-1,c=component(Hpn,i-k+1);if(Mod(c,p)==0,

listinsert(L,pˆvaluation(c,p),1)));print("Structure: ",L)}

Structure: List([64])

The class group of K is trivial and its three fundamental units are:

[227193/338*xˆ3-6613325/338*xˆ2-93274465/338*x+14925255/169,

34349/169*xˆ3+1388772/169*xˆ2+10559389/169*x-3491425/169,

70276336974818125/338*xˆ3-677429229869394661/338*xˆ2

-83238272983560888143/338*x+13065197272033438434/169]

6.5.2 Annihilation from AK,n(c)

We have computed AK,n(c) and obtained:

AK,n(c) =: AK ≡ 8 ·13+2 ·21σ +16 ·7σ2 +2 ·23σ3 (mod 27).

Let h be a group generator of TK (order 27) and let h0 be a generator of Tk (order 26); it is easy to prove that one may suppose

h2 = jK/k(h0) (injectivity of the transfer map jK/k) and hσ2

0 = h0. We put jK/k(h0) =: h0 for simplicity. Then it follows that

hAK = h4·13+21σ+8·7σ2+23σ3

0 = 1.

Since hσ2

0 = h0, we obtain hAK = h
(4·13+8·7)+(21+23)σ
0 = h4·27+4·11σ

0 = 1; giving, modulo the norm 1+σ , h
4·(27−11)
0 = h26

0 = 1,

as expected.

6.5.3 Annihilation from A ′K,n(c)

There is (by accident ?) no numerical obstruction for an annihilation by A′K := A ′
K,n(c), with the same program replacing

“for(a= 1, fn, ...)” by “for(a= 1, fn/2, ...)”. Then it follows that the program gives hA′K = h4·13+21σ+8·15σ2+23σ3
= 1. Since
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the restriction of A′K to k is A′k (no Euler factors), we get:

h
A′k
0 = h

4·13+8·15+(21+23)·σ
0 = h4·43+4·11σ

0 = 1

which is equivalent, modulo the norm, to the annihilation by 4 ·43−4 ·11 = 27 for a cyclic group of order 26.

Now we may return to the annihilation of h; since h1+σ2 ∈ jK/k(Tk) we put h1+σ2
= ht

0. Then, with u = 13, v = 21, w = 15,

z = 23, we have:

h4u+vσ+8wσ2+zσ3

= h2u+4wσ2

0 h(v+zσ2)σ

= h2u+4w+23 t σ
0 h(v−z)σ = h2·43+23 t σ

0 h−2σ

= h
2·43+(23 t−1)σ
0 = h2·43−23 t+1

0 = h87−23 t
0 = 1

so necessarily 87−23 t ≡ 0 (mod 26), giving t ≡ 1 (mod 26). So we can write:

h1+σ2

= jK/k(h0).

6.5.4 Direct study of the GK-module structure of TK

We consider TK only given with the following information: h is a group generator such that h2 = h0, a generator of jK/k(TK);

hσ = hx, x ∈ Z/27Z, whence hσ
0 = hx

0 = h−1
0 giving x ≡ −1 (mod 26). The relation hσ2+1 = hx2+1 = h2 = h0 gives again

t = 1 in the previous notation hσ2+1 = ht
0. Moreover, hσ2−1 = hx2−1 = 1, which is in accordance with Lemma 6.2 and gives

T
g

K = TK .

If we take into account these theoretical informations for the “annihilators” AK and A′K we find no contradiction, but we do not

know if x =−1 or x =−1+26 (modulo 27). The prime 2 splits in k, is inert in K/k and the class number of K is 1; so we have

WK ≃Wk ≃ Z/2Z and TK = torZ2

(
UK

/
EK

)
; then the result about x depends on the exact sequence (2.2):

1→ Z/2Z−→TK ≃ Z/27Z
log−−−→ torZ2

(
log

(
UK

)/
log(EK)

)
=: RK → 0,

knowing the units and then the structure of the regulator RK .

6.5.5 About the case fK = 233

The field K is defined by the polynomial P = x4 + x3−87x2 +335x−314 for which TK ≃ (Z/2Z)3 and Tk ≃ Z/2Z.

In this case an annihilator is AK = 4 · (1+σ3), which shows that A′K = 2 · (1+σ3) is also suitable. Then A′′K = 1
2
A′K should be

equivalent to 1−σ .

Since 2 splits completely in K, we have TK = WK ≃ (Z/2Z)3 and in the same way, Tk = Wk ≃ Z/2Z, for which the Galois

structures are well-known: in particular, 1−σ does not annihilate TK (the class of (1,−1,1,−1) is invariant). Another proof:

use Lemma 6.2 giving here #T
GK

K = 2.

7. p-adic measures and annihilations

To establish (in Section 9) a link with the values of p-adic L-functions, Lp(s,χ), at s = 1, we shall refer to [13, Section II] using

the point of view of explicit p-adic measures (from pseudo-measures in the sense of [24]) with a Mellin transform for the

construction of Lp(s,χ) and the application to some properties of the λ invariants of Iwasawa’s theory.

But since we only need the value Lp(1,χ), instead of Lp(s,χ), for s ∈ Zp, we can simplify the general setting, using a similar

computation of SLn(c)
∗, directly in Z[Gn], given by Oriat in [22, Proposition 3.5].

7.1 Definition of ALn and ALn(c)

Let n≥ n0 + e, where T
pe

K = 1, and put ϕn := ϕ(qpn) = (p−1) · pn if p 6= 2, ϕn = 2n+1 otherwise.

We consider (where c is odd and prime to fn and where a runs trough the integers in [1, fn], prime to fn):

ALn :=
−1

fnϕn

∑
a

aϕn

(
Ln

a

)
& ALn(c) :=

[
1− cϕn

(
Ln

c

)]
ALn . (7.1)
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For now, these elements, or more precisely their restrictions to K, are not to be confused with the restrictions AK,n(c) of

SLn(c)
∗ defined in § 5.2, even we shall prove that they are indeed equal; but such an expression is more directly associated to

Lp-functions. Then:

ALn(c) =
[
1− cϕn

(
Ln

c

)] −1

fnϕn

∑
a

aϕn

(
Ln

a

)

≡̃ −1

fnϕn

[
∑
a

aϕn

(
Ln

a

)
−∑

a
aϕncϕn

(
Ln

a

)(
Ln

c

)]

(in the same way, use a′c such that

a′c · c≡ a (mod fn), 1≤ a′c ≤ fn)

≡̃ −1

fnϕn

[
∑
a

aϕn

(
Ln

a

)
−∑

a
a′c

ϕn cϕn

(
Ln

a′c

)(
Ln

c

)]

≡̃ 1

fnϕn

∑
a

[
(a′c · c)ϕn −aϕn

](
Ln

a

)
.

Lemma 7.1. We have (a′c · c)ϕn −aϕn ≡ 0 (mod fnϕn).

Proof. By definition, a′c · c = a+λ n
a (c) fn with λ n

a (c) ∈ Z. Consider:

A :=
(a′c · c)ϕn −aϕn

fnϕn

=
[aϕn +λ n

a (c) fnϕnaϕn−1 +λ n
a (c)

2 f 2
n

ϕn(ϕn−1)
2

aϕn−2 + · · · ]−aϕn

fnϕn

≡ λ n
a (c)a

ϕn−1 +λ n
a (c)

2 fn
(ϕn−1)

2
aϕn−2

≡ λ n
a (c)a

ϕn−1 ≡ λ n
a (c)a

−1 (mod pn+1),

since aϕn ≡ 1 (mod qpn).

When p = 2, one must take into account the term λ n
a (c) fn

ϕn−1

2
aϕn−2 ∼ 1

2
λ n

a (c) fn, in which case the congruence is with the

modulus pn+1 (which is sufficient since for n≥ n0 + e, this modulus annihilates TK for any p).

We have obtained for all n≥ n0 + e:

ALn(c) ≡̃
fn

∑
a=1

λ n
a (c) ·a−1

(
Ln

a

)
≡̃SLn(c)

∗, (7.2)

thus giving again, by restriction to K, the annihilator AK,n(c)∈Zp[GK ] of TK such that (for all n≥ n0+e) AK,n(c) ≡̃
fn

∑
a=1

λ n
a (c)a−1

(
K

a

)
.

7.2 Normic properties of the ALn – Euler factors

Theorem 7.2. [13, Proposition II.2 (iv)]. Let K be of conductor f = mℓ where m is the conductor of a subfield k of K and where

ℓ 6= p is a prime number. For n≥ n0, let Ln := K(µqpn) and the analogous field ln for k, of conductors fn and mn, respectively;

recall that ϕn = ϕ(qpn).

Let ALn :=
−1

fnϕn

fn

∑
a

aϕn

(
Ln

a

)
and Aln :=

−1

mnϕn

mn

∑
b

bϕn

(
ln

b

)
. Then:

NLn/ln(ALn) ≡̃
(

1− ℓϕn 1

ℓ

(
ln

ℓ

))
Aln , resp., NLn/ln(ALn) ≡̃ Aln ,

if ℓ ∤ m, resp., ℓ | m (congruences modulo pn+1Zp[Gn]+ (1− s∞)Zp[Gn]).

Proof. Suppose first that ℓ ∤ m, so fn = lmn. 2 Put a = b+λ mn, λ ∈ [0, ℓ− 1], b ∈ [1,mn] prime to mn; since a ∈ [1, fn] is

prime to fn, b is prime to mn and λ 6= λ ∗b such that b+λ ∗b mn =: b′ℓ · ℓ, b′ℓ ∈ Z. Thus aϕn = (b+λ mn)
ϕn ≡ bϕn +bϕn−1λ mnϕn

2For ℓ= 2 and m odd, f = 2m is not a conductor stricto sensu, but the following computations are exact and necessary with the modulus mn and fn = 2mn;

then if f = 2k ·m (m odd, k≥ 2), the second case of the theorem applies and shall give the Euler factor
(
1−2ϕn 1

2

(
ln
2

))
≡̃

(
1− 1

2

(
ln
2

))
. If p | f and p ∤ m, there

is no Euler factor for p since mn and fn are divisible by p; in other words, these computations and the forthcoming ones are, by nature, not “primitive” at p.
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(mod mnϕn pn+1). Then:

NLn/ln(ALn) ≡̃
−1

ℓmnϕn
· ∑

b,λ 6=λ ∗
b

[
bϕn +bϕn−1λ mnϕn

](
ln

b

)

≡̃ −(ℓ−1)

ℓmnϕn

∑
b

bϕn

(
ln

b

)
− 1

ℓ
∑

b,λ 6=λ ∗
b

bϕn−1λ
(

ln

b

)

≡̃
(

1− 1

ℓ

)
Aln −

1

ℓ
∑

b,λ 6=λ ∗
b

bϕn−1λ
(

ln

b

)

≡̃
(

1− 1

ℓ

)
Aln −

1

ℓ
∑
b

bϕn−1
(

ln

b

)(
∑

λ 6=λ ∗
b

λ
)

≡̃
(

1− 1

ℓ

)
Aln −

1

ℓ
∑
b

bϕn−1
(

ln

b

)(
ℓ(ℓ−1)

2
−λ ∗b

)
.

We remark that λ ∗b = λ n
b (ℓ) is relative to the writing b′ℓ · ℓ = b+λ n

b (ℓ)mn and that bϕn−1 ≡ b−1 (mod pn+1), whence using

∑b b−1
(

ln
b

)
≡̃ 0:

NLn/ln(ALn) ≡̃
(

1− 1

ℓ

)
Aln +

1

ℓ
∑
b

λ ∗b ·b−1
(

ln

b

)
.

But as we know (see relations 7.1 and (7.2)), ∑
b

λ ∗b b−1
(

ln

b

)
≡̃ Aln(ℓ); so NLn/ln(ALn) ≡̃

(
1− 1

ℓ

)
Aln +

1

ℓ
Aln(ℓ): since

Aln(ℓ) ≡̃
(

1− ℓϕn

(
ln

ℓ

))
Aln , we get NLn/ln(ALn) ≡̃

(
1− ℓϕn

1

ℓ

(
ln

ℓ

))
Aln .

The case ℓ | m is obtained more easily from the same computations.

Of course, for all h≥ 0 we get:

NLn+h/Ln
(ALn+h

) ≡̃ ALn ,

which expresses the coherence of the family
(
ALn

)
n

in the cyclotomic tower.

Corollary 7.3. (i) Let K/k be an extension of fields of conductors fK and fk, respectively. Multiplying by
[
1− cϕn

(
ln

c

)]
=

NLn/ln

[
1−cϕn

(
Ln

c

)]
to get elements in the algebras (Z/pn+1Z)[Gal(Ln/Q)] and (Z/pn+1Z)[Gal(ln/Q)], one obtains NLn/ln(ALn(c)) ≡̃ ∏

ℓ| fK , ℓ∤
1

ℓ

(
ln

ℓ

))
Aln(c).

(ii) Let AK,n(c) and Ak,n(c) be the restrictions of ALn(c) and Aln(c) to K and k, respectively; then NK/k(AK,n(c)) ≡̃ ∏
ℓ| fK , ℓ∤p fk

(
1−

1

ℓ

(
k

ℓ

))
·Ak,n(c).

(iii) The family (AK,n)n = (NLn/K(ALn))n defines a pseudo-measure denoted AK by abuse, such that the measure (AK,n(c))n

defines the element AK(c) =
(

1−
(

K

c

))
·AK ∈ Zp[GK ] and gives the main formula:

NK/k(AK(c)) ≡̃ ∏
ℓ| fK , ℓ∤p fk

(
1− 1

ℓ

(
k

ℓ

))
·Ak(c).

Remark 7.4. (i) In a numerical point of view, we only need a minimal value of n, and we shall write (e.g., for n = e when

K∩Q∞ =Q):

AK,e(c) ≡̃ ∑
σ∈GK

[
∑

a,(K
a )=σ

λ e
a (c)a−1

]
·σ =: ∑

σ∈GK

Λe
σ (c) ·σ .

Then the next step shall be to interprete the limit, Λσ (c), of the coefficients Λn
σ (c) = ∑a,(K

a )=σ λ n
a (c)a−1, for n→ ∞, giving an

equivalent annihilator, but with a more canonical interpretation.

(ii) In [12, 13, 22, 26, 28, 29, 5, 19, 27, 21, 1, 2, 4], some limits are expressed by means of p-adic logarithms of cyclotomic

numbers/units of Q f as expressions of the values at s = 1 of the p-adic L-functions of K (for instance, in [29, Theorem 2.1]

a link between Stickelberger elements and cyclotomic units is given following Iwasawa and Coleman). But these results are

obtained with various non-comparable techniques; this will be discussed later.

(iii) In the relation AK(c) :=
[
1−

(
K

c

)]
AK , the choice of c must be such that the integers 1− χ(c) be of minimal p-adic

valuation for the characters χ of K. But 1−χ(c) is invertible if and only if χ(c) is not a root of unity of p-power order.
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8. Remarks about Solomon’s annihilators

We shall give two examples: one giving the same annihilator as our’s, and another giving a Solomon annihilator in part

degenerated, contrary to AK(c).

8.1 Cubic field of conductor 1381 and Solomon’s ΨK

We have (see the previous table of § 5.3) P = x3 + x2−460x−1739 and the classical program gives the class number in h, the

group structure of TK (in L) and the units in E:

{P=xˆ3+xˆ2-460*x-1739;K=bnfinit(P,1);p=7;nt=8;Kpn=bnrinit(K,pˆnt);r=1;

Hpn=component(component(Kpn,5),2);C8=component(K,8);E=component(C8,5);

h=component(component(C8,1),1);L=List;i=component(matsize(Hpn),2);

for(k=1,i-1,c=component(Hpn,i-k+1);if(Mod(c,p)==0,

listinsert(L,pˆvaluation(c,p),1)));print(L);print("h=",h," ",L," E=",E)}

h=1 List([343, 7])

E=[245/13*xˆ2-4606/13*x-21522/13, 147/13*xˆ2+3479/13*x+11272/13]

So, the class group is trivial, TK = RK ≃ Z/73Z×Z/7Z and the cyclotomic units are the fundamental units. Then we shall

use a definition of the automorphism σ to define the Galois operation on the units:

{P=xˆ3 + xˆ2 - 460*x - 1739;print(nfgaloisconj(P))}

[x, -1/13*xˆ2 - 2/13*x + 302/13, 1/13*xˆ2 - 11/13*x - 315/13]

From ε = 245
13

x2− 4606
13

x− 21522
13

and σ : x 7→ − 1
13

x2− 2
13

x+ 302
13

, one gets:

Mod(245/13*(-1/13*xˆ2 - 2/13*x + 302/13)ˆ2 -

4606/13*(-1/13*xˆ2 - 2/13*x + 302/13) - 21522/13,P)=

Mod(147/13*xˆ2 + 3479/13*x + 11259/13, xˆ3 + xˆ2 - 460*x - 1739)

which is εσ and the units are, on the Q-base {1,x,x2}:
ε = ε1 =

245
13

x2− 4606
13

x− 21522
13

,

εσ = ε2 =
147
13

x2 + 3479
13

x+ 11259
13

,

εσ2
= ε3 =− 392

13
x2 + 1127

13
x+ 175948

13
.

The second unit given by PARI is 147
13

x2 + 3479
13

x+ 11272
13

=−ε−σ2
. The order of ε modulo p = 7 is 114. We compute Ai := ε114

i

modulo 76, i = 1,2,3), then Li := Ai−1:

{P=xˆ3+xˆ2-460*x-1739;

E1=Mod(245/13*xˆ2-4606/13*x-21522/13,P+Mod(0,7ˆ6));

E2=Mod(147/13*xˆ2+3479/13*x+11259/13,P+Mod(0,7ˆ6));

E3=Mod(-392/13*xˆ2+1127/13*x+175948/13,P+Mod(0,7ˆ6));

L1=E1ˆ114-1;L2=E2ˆ114-1;L3=E3ˆ114-1;

print(lift(L1)," ",lift(L2)," ",lift(L3))}

L1 = 17542x2 +48608x+81879 = 72(358x2 +992x+1671) = 72α1,

L2 = 62867x2 +833x+33761 = 72(1283x2 +17x+689) = 72α2,

L3 = 37240x2 +68208x+2009 = 72(760x2 +1392x+41) = 72α3,

giving
1

7
log(εi)≡ 7αi− 1

2
73α2

i (mod 74):

1

7
log(ε)≡ 791x2 +2142x+378 = 7(113x2 +306x+54) (mod 74),

1

7
log(εσ )≡ 2121x2 +119x+364 = 7(303x2 +17x+52) (mod 74),

1

7
log(εσ2

)≡ 1890x2 +140x+1659 = 7(270x2 +20x+237) (mod 74).

So, the Solomon annihilator
1

p
∑

σ∈GK

log(εσ ) ·σ−1 of TK is (modulo 73 and up to a 7-adic unit):

ΨK ≡ 7 ·
[
15x2 +12x+5+(9x2 +17x+3)σ−1 +(25x2 +20x+41)σ−2

]
.



Annihilation of torZp
(G ab

K,S) for real abelian extensions K/Q — 26

Since the norm is a trivial annihilator, we can replace ΨK by

Ψ′K = ΨK−7 · (15x2 +12x+5)(1+σ−1 +σ−2)

≡ 7 ·
[
(43x2 +5x+47)σ−1 +(10x2 +8x+36)

]
σ−2 (mod 73).

Then, 43x2 +5x+47 is invertible p-adically (its norm is prime to 7) which gives the equivalent annihilator:

7 ·
[
σ +(10x2 +8x+36) · (43x2 +5x+47)−1 ≡ σ +31 (mod 72)

]

equivalent to the annihilator defined by 7 · (σ −18) modulo 73.

Our annihilator, given by the previous table, is 1738+2186σ−1+2361σ−2 equivalent to 448+623σ ≡ 7 ·(σ−18) (mod 73).

So σ −18 is an annihilator for the submodule T 7
K ≃ Z/72Z, which is coherent since 18 is of order 3 modulo 73.

The perfect identity of the two results shows that no information has been lost for this particular case, whatever the method (but

in the case of cyclic fields of prime degree, there is not any Euler factor).

8.2 Cyclic quartic field of conductor 37 ·45161 and Solomon’s ΨK

Let K be a real cyclic quartic field of conductor f such that the quadratic subfield k has conductor m | f , with for instance

f = ℓm, ℓ prime split in k/Q. We take p≡ 1 (mod 4), p ∤ f .

Put η f := 1−ζ f , ηm := 1−ζm, ηK := NQ f /K(η f ), ηk := NQm/k(ηm).

Then we have the Solomon annihilator:

ΨK =
1

p
∑

σ∈GK

log(ησ
K ) ·σ−1.

Since, from the formula (4.2) (which applies since m 6= 1), one has NQ f /Qm(η f ) =η
(1−(Qm

ℓ )−1)
m , i.e., NK/k(ηK) =η

(1−( k
ℓ )
−1)

k = 1,

we get (with GK = {1,σ ,σ2,σ3}):

ΨK =
1

p

(
log(ηK)+ log(ησ

K ) ·σ−1 + log(ησ2

K ) ·σ−2 + log(ησ3

K ) ·σ−3
)

=
1

p

(
log(ηK)+ log(ησ

K ) ·σ−1− log(ηK) ·σ−2− log(ησ
K ) ·σ−3

)

So, in this particular situation, one has:

ΨK =
1

p

(
log(ηK)+ log(ησ

K ) ·σ−1
)
· (1−σ2). (8.1)

Suppose that TK is equal to the transfer of Tk (many examples are available), then TK is annihilated by (1−σ2), whatever the

structure of Tk ≃TK ; but one expects annihilators AK such that NK/k(AK) = Ak be a non-trivial annihilator of Tk.

For instance, define K by x =

√
ℓ
√

m
√

m+a

2
where m = a2 +b2, b = 2b′. This gives the polynomial P = x4− ℓmx2 + ℓ2mb′2.

The following program gives many examples with non-trivial Tk (with m prime, p = 5):

{p=5;forprime(m=1,10ˆ5,if(Mod(m,20)!=1,next);P=xˆ2-m;K=bnfinit(P,1);nt=12;

Kpn=bnrinit(K,pˆnt);Hpn=component(component(Kpn,5),2);L=List;

i=component(matsize(Hpn),2);R=0;for(k=1,i-1,c=component(Hpn,i-k+1);

if(Mod(c,p)==0,R=R+1;listinsert(L,pˆvaluation(c,p),1)));if(R>0,

print("m=",m," structure",L)))}

For m = 45161, one obtains Tk ≃ Z/55Z; then a = 205, b′ = 28. Now we find some primes ℓ with the following program:

{p=5;m=45161;bprim=28;forprime(ell=7,10ˆ3,if(Mod(ell,4)!=1,next);

if(kronecker(m,ell)!=1,next);P=xˆ4-ell*m*xˆ2+ellˆ2*m*bprimˆ2;

K=bnfinit(P,1);nt=12;Kpn=bnrinit(K,pˆnt);Hpn=component(component(Kpn,5),2);

L=List;i=component(matsize(Hpn),2);

for(k=1,i-1,c=component(Hpn,i-k+1);if(Mod(c,p)==0,

listinsert(L,pˆvaluation(c,p),1)));

print("ell=",ell," m=",m," P=",P," structure",L))}
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giving the following examples (for which Tk is a direct factor in TK):

ell=13 P=xˆ4-587093*xˆ2+5983651856 structure [3125]

ell=17 P=xˆ4-767737*xˆ2+10232398736 structure [3125,5,5]

ell=37 P=xˆ4-1670957*xˆ2+48471120656 structure [3125]

ell=997 P=xˆ4-45025517*xˆ2+35194105312016 structure [3125,25]

We consider the case ℓ= 37, P = x4−1670957x2 +48471120656 for wich PARI gives the following information that may be

used by the reader:

nfgaloisconj(xˆ4-1670957*xˆ2+48471120656)=

[-x, x, -1/212380*xˆ3 + 43593/5740*x, 1/212380*xˆ3 - 43593/5740*x]

{P=xˆ4-1670957*xˆ2+48471120656;K=bnfinit(P,1);p=5;nt=8;Kpn=bnrinit(K,pˆnt);

r=1; Hpn=component(component(Kpn,5),2);C8=component(K,8);E=component(C8,5);

h=component(component(C8,1),1);L=List;i=component(matsize(Hpn),2);R=0;

for(k=1,i-1,c=component(Hpn,i-k+1);if(Mod(c,p)==0,R=R+1;

listinsert(L,pˆvaluation(c,p),1)));print("h=",h," ",L);print("E=",E)}

h=2 List([3125])

Now, consider the annihilator AK,n(c) =: AK ; since TK ≃Tk, we get T
AK

K ≃T
NK/k(AK)

k , where (see Corollary 7.3):

NK/k(AK,n(c)) ≡̃
(

1− 1

ℓ

(
k

ℓ

))
Ak,n(c).

Then ℓ= 37≡ 2 (mod 5) splits in k and 1− 1

ℓ

(
k

ℓ

)
= 1− 1

ℓ
is invertible modulo 5.

So AK acts on TK as Ak,n(c) on Tk; we can use the program for quadratic fields and p > 2 (of course the bounds b f ,B f may

be arbitrary):

{p=5;nt=8;bf=45161;Bf=45161;for(f=bf,Bf,v=valuation(f,2);M=f/2ˆv;

if(core(M)!=M,next);if((v==1||v>3)||(v==0 & Mod(M,4)!=1)||

(v==2 & Mod(M,4)==1),next);P=xˆ2-f;K=bnfinit(P,1);Kpn=bnrinit(K,pˆnt);

C5=component(Kpn,5);Hpn0=component(C5,1);Hpn=component(C5,2);

h=component(component(component(K,8),1),2);L=List;ex=0;

i=component(matsize(Hpn),2);for(k=1,i-1,co=component(Hpn,i-k+1);

if(Mod(co,p)==0,val=valuation(co,p);if(val>ex,ex=val);

listinsert(L,pˆval,1)));Hpn1=component(Hpn,1);

vptor=valuation(Hpn0/Hpn1,p);tor=pˆvptor;S0=0;S1=0;pN=p*pˆex;fn=pN*f;

for(cc=2,10ˆ2,if(gcd(cc,p*f)!=1 || kronecker(f,cc)!=-1,next);c=cc;break);

for(a=1,fn/2,if(gcd(a,fn)!=1,next);asurc=lift(a*Mod(c,fn)ˆ-1);

lambda=(asurc*c-a)/fn;u=Mod(lambda*aˆ-1,pN);

s=kronecker(f,a);if(s==1,S0=S0+u);if(s==-1,S1=S1+u));

L0=lift(S0);L1=lift(S1);A=L1-L0;if(A!=0,A=pˆvaluation(A,p));

print(f," P=",P," ",L0," ",L1," A=",A," tor=",tor," T_K=",L," Cl_K=",h))}

giving the annihilator Ak ≡ 10185+3935σ (mod 56) where σ generates Gal(k/Q); then, Ak is equivalent, modulo the norm,

to the integer 10185−3935≡ 2 ·55 (mod 56), which is perfect since Tk ≃ Z/55Z.

The class group of k being trivial, the fundamental unit ε is the cyclotomic one and is such that ε4 = 1+56 ·α , α prime to 5,

which confirms that:

Ψk ∼ 1

5
(log(ε)+ log(εσ ) ·σ) =

1

5
log(ε)(1−σ) (8.2)

equivalent (modulo the norm) to 2
5

log(ε) and Ψk = Ak as expected. Meanwhile, the Solomon annihilator ΨK does not give Ψk

by restriction, but 0.

9. About the annihilator AK(c) and the primitive Lp(1,χ)
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9.1 Galois characters v.s. Dirichlet characters

Let fK be the conductor of K. In most formulas, the characters χ of K must be primitive of conductor fχ | fK , whence Dirichlet

characters on (Z/ fχZ)
× such that χ

[(
Q fχ

a

)]
makes sense for a ∈ Z, prime to fχ , but not necessarily for χ

[(
Q fK

a

)]
if a prime ℓ

divides both a and fK but not fχ . This is an obstruction to consider them as Galois characters over Zp[GK ] for instance, whence

defined on (Z/ fKZ)
×; so we shall introduce the corresponding Galois character of GK , denoted ψχ =: ψ . A Galois character

ψ of GK is also a character of Gn = Gal(Ln/Q) whose kernel fixes K, so ψ(a) (a ∈ [1, fn] prime to fn) is the image by ψ of the

Artin symbol
(

Ln

a

)
whence of

(
K

a

)
.

Any non-primitive writing ψ(AK), for AK ∈ Zp[GK ], may introduce a product of Euler factors. Indeed, let kχ be the subfield

fixed by the kernel of ψ = ψχ (then χ is a primitive character of kχ but not necessarily of K); then, ψ(AK) = ψ(NK/kχ
(AK)) =

χ(Ekχ ) ·χ(Akχ ) in which χ(Ekχ ) may be non-invertible (or 0).

9.2 Expression of ψ(AK(c))
Let ψ be any Galois character of K considered as Galois character of Gal(Ln/Q), for n≥ n0 + e. We then have the following

result about the computation of the annihilator AK(c) =: ∑
σ∈GK

Λσ (c) ·σ (given explicitely by the Theorem 5.5), without any

hypothesis on K and p:

Lemma 9.1. The expression ψ(AK(c)) is the product of the multiplicator 1−ψ
((

L∞
c

))
by the non-primitive value Lp(1,ψ).

In other words, one has:

ψ(AK(c)) = (1−ψ(c)) ·Lp(1,ψ)

= (1−ψ(c)) · ∏
ℓ| fK , ℓ∤p fχ

(
1−χ(ℓ)ℓ−1

)
Lp(1,χ).

Proof. This comes from the classical construction of p-adic L-functions [13, Propositions II.2, II.3, Définition II.3, II.4, and

Remarques II.3, II.4], then [7, page 292]. Thus we obtain, using the computations of the § 7.1, the link between the limit (for

n→ ∞):

ψ(AK(c)) = ∑
σ∈GK

Λσ (c) ·ψ(σ) (cf. Remark 7.4 (i)),

of ψ(ALn(c)) = ψ(AK,n(c)) = ∑
σ∈GK

Λn
σ (c)ψ(σ), and the value at s = 1 of the Lp-function of the primitive character χ

associated to ψ .

Remark 9.2. Note that in the various calculations in § 7.1, ϕn = ϕ(qpn) when n→ ∞ plays the role of 1− s when s→ 1 in the

construction of p-adic Lp-functions by reference to Bernoulli numbers.

For all primitive Dirichlet character χ 6= 1 of K, of modulus fχ (or p fχ if p ∤ fχ ), and for all p ≥ 2, we have the classical

formulas of the value at s = 1 of the p-adic L-functions (see for instance [30, Theorem 5.18]), where τ(χ) = ∑(a, fχ )=1 χ(a)ζ a
fχ

is the primitive Gauss sum of χ:

Lp(1,χ) =−
(

1− χ(p)

p

)
· τ(χ)

fχ

∑
a∈[1, fχ ],(a, fχ )=1

χ−1(a)log(1−ζ a
fχ
),

where the Euler factor 1−χ(p)p−1 illustrates the fact that for Lp-functions, any character χ is considered modulo p fχ when

p ∤ fχ .

From the Coates formula [6] and classical computations (see also some details in [11, § 2.2]) we recall that #TK ∼ [K∩Q∞ :

Q] ·∏χ 6=1
1
2

Lp(1,χ) (up to a p-adic unit), thus #TK ∼∏χ 6=1
1
2

Lp(1,χ) if K∩Q∞ =Q (i.e., n0 = 0). Moreover, we know that

in the semi-simple case, one obtains the orders of the isotypic components of TK by means of the 1
2

Lp(1,χ); but the whole

Galois structure of TK is more precise that the set of those given by the components T
eθ

K , where the eθ are the corresponding

p-adic idempotents.

Remark 9.3. Let χ be a primitive Dirichlet character of conductor fχ 6= 1. We define the “modified Solomon element” of

Zp[Gkχ ]:

Ψkχ :=−
(

1− χ(p)

p

)
· τ(χ)

fχ

∑
τ∈Gkχ

log(ητ
kχ
) · τ−1.
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Whence Lp(1,χ) = χ
(
Ψkχ ) (χ 6= 1 primitive). Put:

Cχ :=−
(

1− χ(p)

p

)
· τ(χ)

fχ
.

When p ∤ fχ , τ(χ) is invertible and Cχ · log(ητ
kχ
)∼ 1

p
· log(ητ

kχ
)∼Ψkχ (the original Solomon element); when p | fχ , the factor

1
p

in Cχ is replaced, ahead the logarithms, by the quotient
1

τ(χ)
having the suitable p-valuations. For instance, if d is prime and

p unramified, 1
p

∑
σ∈GK

log(ησ
K ) ·σ−1 annihilates TK .

9.3 The annihilator AK(c) and the Ψkχ

The following statement does not assume any hypothesis on K and p and gives again the known results of annihilation (e.g.,

semi-simple case, but also the point of view of [22]):

Theorem 9.4. Let K be a real abelian number field, of degree d, of Galois group GK and of conductor fK . Let AK(c) =
lim
n→∞

AK,n(c) ∈ Zp[GK ] annihilating TK (cf. Theorem 5.5). Then we have (where each χ is the primitive Dirichlet character

associated to the Galois character ψ of GK):

AK(c) =
1

d ∑
σ∈GK

[
∑

ψ 6=1
ψ−1(σ)(1−ψ(c)) · ∏

ℓ| fK , ℓ∤p fχ

(
1− χ(ℓ)

ℓ

)
·χ(Ψkχ )

]
·σ ,

with Ψkχ =−
(

1− χ(p)

p

)
τ(χ)

fχ

∑
τ∈Gkχ

log
(
NQ fχ /kχ

(1−ζ fχ )
τ
)
· τ−1.

Thus, TK is annihilated by the ideal AK of Zp[GK ] generated by the AK(c), c ∈ Z, prime to 2 p fK .

Proof. For all Galois character ψ of GK , Lemma 9.1 leads to the identity:

ψ(AK(c)) = ∑
σ∈GK

Λσ (c) ·ψ(σ)

= (1−ψ(c)) · ∏
ℓ| fK , ℓ∤p fχ

(
1−χ(ℓ)ℓ−1

)
·Lp(1,χ)

= (1−ψ(c)) · ∏
ℓ| fK , ℓ∤p fχ

(
1−χ(ℓ)ℓ−1

)
·χ(Ψkχ )

with ψ1(AK(c)) = 0 for the unit character ψ1.

Since the matrix
(
ψ(σ)

)
ψ,σ

is invertible with inverse
1

d

(
ψ−1(σ)

)
σ ,ψ

, this yields Λσ (c)=
1

d
∑
ψ

ψ−1(σ)ψ(AK(c))=
1

d
∑
ψ

ψ−1(σ)(1−
ψ(c)) ·Lp(1,ψ). Whence the result using the expression of Lp(1,ψ) in Lemma 9.1.

9.4 A cyclic quartic field K of conductor 37 ·45161

We recall from § 8.2 that m = 45161 is totally ramified in K, that ℓ = 37 splits in the quadratic subfield k = Q(
√

m) and is

ramified in K/k; then p = 5 totally splits in K. We have Tk ≃ Z/55Z.

Denote the four characters by ψ1, ψ2, ψ4 & ψ−1
4 (orders 1,2, 4, respectively) and let GK = {1,σ2,σ ,σ−1} with σ of order 4.

We shall put ψ4(σ) = i, and so on by conjugation and the relation ψ2 = ψ2
4 .

Then, using the modified Solomon elements Ψk, ΨK (expressions (8.1), (8.2)):

Ψk = 55·u & ΨK =
v

5

(
log(A)+ log(B)σ

)
(1−σ2),

where u and v are p-adic units, A & B = Aσ are the two independent units of K of relative norm 1.

We have to compute the coefficients ψ−1(σ)(1−ψ(c)), which gives the array:

ψ1 ψ2 ψ4 ψ−1
4

1 0 1 ·2 1 · (1− i) 1 · (1+ i)

σ2 0 1 ·2 −1 · (1− i) −1 · (1+ i)

σ 0 −1 ·2 −i · (1− i) i · (1+ i)

σ−1 0 −1 ·2 i · (1− i) − i · (1+ i)

Then the terms ∏
ℓ| fK , ℓ∤p fχ

(
1−χ(ℓ)ℓ−1

)
·χ(Ψkχ ) have the following values, depending on the character ψ in the summation of

the theorem:
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• 55·u for ψ2, since 1−χ2(ℓ)ℓ
−1 = 1−37−1 ∼ 1,

• 2v

5

(
log(A)+ i log(B)

)
&

2v

5

(
log(A)− i log(B)

)
, for ψ4 & ψ−1

4 .

We obtain, up to a p-adic unit, using the coefficients of the above array:

AK(c) =[
v

5

[
log(A)+ log(B)

]
+55·u

]
+
[

v

5

[
− log(A)− log(B)

]
+55·u

]
·σ2+

[
v

5

[
− log(A)+ log(B)

]
−55·u

]
·σ +

[
v

5

[
log(A)− log(B)

]
−55·u

]
·σ−1

= 55u·(1−σ)(1+σ2)

+ v
[

1

5

[
log(A)+ log(B)

]
− 1

5

[
log(A)− log(B)

]
·σ

]
· (1−σ2).

We give A, one of the two units of relative norm 1 (the other being B = Aσ ):

377216797578975495402206020260112295002483855252847326395960961891321756

935656033880097414072613343385538964199960251752277854265043908282068622

071287/424760*xˆ3 -

863005972214749996449837366815586234260744443520807110375190268414267539

937539821074892103868728835668111842347981799323725052575447796376125480

7708541/7585*xˆ2 -

301058401703043815651487372068244675606729686675124486738439428208587682

003249385550605088262234049232685807258542997079887400411162925713036023

300228411/11480*x +

137753779960320144069066397981124894126287808388246384703621136571725449

454295610577594731673630502306081901547245942649393930683936045056394190

29007385081/410

So it is easy to compute A4−1, congruent modulo 58 to:

5 ·α = 317056x3 +260605x2 +260934x+182595,

whence log(A)∼ 5 ·α . The decompositions into prime ideals of 5 (which is totally split in K/Q) and of 5 ·α give respectively

for the 5-places:

[[5,[-3,-2,2,2]˜,1,1,[3,4,1,1]˜]1] [[5,[-3,0,2,-2]˜,1,1,[2,0,4,1]˜]1]

[[5,[-1,-2,-2,-2]˜,1,1,[1,1,1,1]˜]1] [[5,[0,-1,-2,2]˜,1,1,[2,2,4,1]˜]1]

[[5,[-3,-2,2,2]˜,1,1,[3,4,1,1]˜]2] [[5,[-3,0,2,-2]˜,1,1,[2,0,4,1]˜]1]

[[5,[-1,-2,-2,-2]˜,1,1,[1,1,1,1]˜]2] [[5,[0,-1,-2,2]˜,1,1,[2,2,4,1]˜]1]

Dividing by 5, we find that
1

5
log(A)∼ π1 ·π2 then

1

5
log(Aσ )∼ (π1 ·π2)

σ =: π3 ·π4, where the πi are integers with valuation 1

at the four prime ideals dividing 5; thus the coefficient:

U−V σ =
1

5
log(AB)− 1

5
log(AB−1)

∼ uπ1 ·π2 +u′π3 ·π4− (uπ1 ·π2−u′π3 ·π4) ·σ ,

of 1−σ2 in AK(c) is such that:

U2 +V 2 ≡ 2(u2 π2
1 ·π2

2 +u′2 π2
3 ·π2

4 ) (mod 5)

is 5-adically invertible. So AK(c) = 55u(1−σ)(1+σ2)+w(1−σ2), u,w invertible. This gives the optimal annihilation

of both Tk (since TK = jK/k(Tk)), and the relative factor T ∗
K = 1, as kernel of the relative norm 1+σ2 in K/k, since the

operation is given by U−V σ which is invertible.

9.5 A cyclic quartic field K of conductor 22 ·16212 ·677

Let K = Q(x) where x =

√
677

1621+39
√

1621

2
. This field is also defined by P = x4 − 1097417x2 + 18573782725. The

conjugates of x are given by:
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nfgaloisconj(P)=[-x, x, -1/132015*xˆ3+1571/195*x, 1/132015*xˆ3-1571/195*x]

We still consider the case p = 5. The prime ℓ= 677 splits in the quadratic subfield k =Q(
√

1621), the ramified prime 2 does

not split in k; the class number of k is 1 and that of K is 4, so we obtain a trivial 5-class group and the following group structures

giving, here, a non-trivial relative T ∗
K :

Tk ≃ Z/52Z, TK ≃ Z/52Z×Z/53Z.

In k, the cyclotomic unit is the fundamental unit and is given by:

ε =
119806883557

26403
x2− 3042847629386

39
;

we compute that 1
5
· log(ε)∼ 52 ∼Ψk as expected since Tk = Rk.

The cyclotomic units A and B = Aσ of K, of relative norm 1, are too large to be given here, but we can work with some

representatives modulo a large power of 5. As in the previous example, we have to compute (up to 5-adic units since the Euler

factors for 2 and 677 are invertible):
[

1

5

[
log(A)+ log(B)

]
− 1

5

[
log(A)− log(B)

]
·σ

]
· (1−σ2). (9.1)

We see that log(A) is of the form 5 ·α , where α is a 5-adic unit, and that
1

5

[
log(A)− log(B)

]
and

1

5

[
log(A)+ log(B)

]
are

5-adically invertible, so we consider for instance:

C :=
log(A)+ log(B)

log(A)− log(B)
≡ 13 ·52x3 +53x2 +19 ·52x+57 (mod 54)

and we verify that, despite the denominators 5,
3

5
· x3− 1

5
· x is an integer of K (congruent to xσ modulo 5 as given by

n f galoiscon j(P)) so that:

C ≡ 53 ·3 ·
(

3

5
x3− 1

5
x+ x2

)
+57 (mod 54).

Since the exponent of TK is 53, we obtain that the coefficient U−V ·σ (in (9.1)) is equal to (57−σ) · (1−σ2); thus the whole

annihilator is:

AK(c)≡ 52 ·u · (1−σ)(1+σ2)+ v · (57−σ) · (1−σ2) (mod 54).

So, on the factor Tk the annihilator AK(c) acts as the order 52 of Tk, and on the relative submodule T ∗
K , it acts as 57−σ ,

which is very satisfactory since 57 is of order 4 modulo 53 (note that 572 +1 = 53 ·26).

These examples show that AK(c) takes into account the whole structure of TK ; but when the Euler factor is not a p-adic unit

because of a prime ℓ≡ 1 (mod p) which splits in k and is ramified in K/k, the annihilation is probably not optimal.

It should be usefull to know if the annihilators, given more recently in the literature, have best properties or not in this point of

view, which is not easy since numerical tests are absent (to our knowledge).

9.6 Ideal of annihilation for arbitrary real abelian number fields
We do not make any assumption on p and GK , nor on the decomposition of the primes ℓ | fK in the real abelian extension K/Q.

If K/Q is cyclic, one can choose c (prime to 2p fK) such that for all ψ 6= 1, 1−ψ(c) is non-zero with minimal p-adic valuation;

this valuation is 0 as soon as d is not divisible by p, taking
(

K
c

)
as a generator of GK . Since in the non-cyclic case, this is

impossible, we can consider the augmentation ideal IK =
〈
1−

(
K
c

)
, c prime to 2p fK

〉
Z[GK ]

of GK and the ideal:

IK ·AK

which annihilates TK . It is clear, from Corollary 7.3, that the pseudo-measure AK does not depend on IK and that any choice

of δK ∈IK is such that δK AK ∈ Zp[GK ].
In a p-group GK of p-rank r, δK = ∑

r
i=1 λi · (1− σi), where the generators σi are suitable Artin symbols of integers ci

prime to 2p fK ; then the characters ψ may be written ψ = ∏
r
i=1 ψi, with obvious definition of the ψi, so that ψ(δK) =

∑
r
i=1 ψ(λi) · (1−ψi(σi)) = ∑

r
i=1 ψ(λi) · (1− ξi), where the ξi are roots of unity of p-power order. So we can minimize the

p-adic valuations of the ψ(δK) to obtain the best annihilator.

For instance, if K is the compositum of two cyclic cubic fields and p = 3, whatever the choice of δK = λ1 (1−σ1)+λ2 (1−σ2),
λ1,λ2 prime to 3, where σ1, σ2 are two generators of GK , then ψ(δK) ∼ 1− j for 6 characters and ψ(δK) ∼ 3 for 2 other

characters ψ 6= 1. So the result depends on the structures of the Tk of the 4 cubic subfields k of K.
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Remark 9.5. (i) Let k be a subfield of K and let jK/k be the “transfer map” Tk→TK . Then, for δKAK , we get:

( jK/k(Tk))
δKAK = jK/k(T

NK/k(δKAK)

k )≃T
NK/k(δKAK)

k = T
Ek·δkAk

k ;

indeed, this comes from the injectivity of the transfer since the Leopoldt conjecture is true in abelian extensions (see e.g., [8,

Theorem IV.2.1]); then if the product of Euler factors Ek := ∏ℓ| fK , ℓ∤p fk

(
1− 1

ℓ

(
k

ℓ

))
is invertible (i.e., χ(Ek) prime to p for all

χ), this means that there is no loss of information by using the annihilation of TK by the δKAK , instead of that of Tk by the

δkAk; otherwise, it is not possible to eliminate the Euler factors “hidden” in δKAK when they are non-invertible (although they

are never zero) unless to restrict ourselves to the use of the δkAk for Tk, at the cost of a weaker information on the global

Galois structure of TK .

(ii) The GK-module TK gives rise to the following submodules or quotients-modules which have interesting arithmetical

meaning and are of course annihilated by the δKAK: 3

• The submodule Cℓ∞
K := Gal(K∞HK/K∞) isomorphic to a sub-module of CℓK . Note that if p is unramified in K/Q and if

(for p = 2) −1 is not a local norm at 2, then Cℓ∞
K ≃ CℓK (cf. (2.1)), which explains that, in general, one says that the p-class

group is annihilated by the annihilators of TK .

• The module WK and the normalized p-adic regulator RK defining the exact sequence (2.2).

• The Bertrandias–Payan module BPK := TK/WK for which the fixed field H
bp
K by WK in H

pr
K /K∞ is the compositum of the

p-cyclic extensions of K which are embeddable in p-cyclic extensions of arbitrary large degree.

Then some “logarithmic objects” defined and studied by Jaulent (see [16], [17, § 2.3, Schéma] and [3]), in a theoretical and

computational point of view:

• The logarithmic class group C̃ℓK := Gal(H lc
K /K∞) (H lc

K is the maximal abelian locally cyclotomic pro-p-extension of K),

defining the exact sequence 1→ C̃ℓ
[p]

K → C̃ℓK → CℓS∞
K → 1 (CℓS

K := CℓK/cℓK(S) is the p-group of S-classes of K and C̃ℓ
[p]

K the

subgroup generated by S).

• The “logarithmic regulator” R̃K as quotient of the group of “semi-local logarithmic units” by the “global logarithmic

units”.

10. Conclusion

This elementary study, especially with the help of numerical computations, shows that the broad generalizations of Zp[GK ]-
annihilations, that come from values of partial ζ -functions, with various base fields (see, e.g., [19, 20, 21, 25] among many

others), may be difficult to analyse, owing to the fact that the results are not so efficients (especially in the non semi-simple and/or

the non-cyclic cases), and that some degeneracies may occur because of Euler factors as soon as the p-adic pseudo-measures

that are used are of “Stickelberger’s type“ like Solomon’s elements or cyclotomic units.

Moreover, Iwasawa’s techniques give more elegant formalism but do not avoid the question of Euler factors.

Depending on whether one deals with imaginary or real fields, the suitable object to be annihilated is not defined in an unique

way as shown by the context of the present paper about the GK-module TK . Moreover, roughly speaking, some objects are

relative to the values Lp(0,χ) (order of some component of the p-class group of some non-real “mirror field”), while some

other are relative to the values Lp(1,χ) (groups TK), and it is well known that the points “s = 0” and “s = 1” are mysteriousely

independent, giving sometimes abundant “Siegel zeros” near 1, as explained by Washington in many papers (see [11] and its

bibliography), whence an unpredictible order of magnitude of the annihilators.

11. Note

All the programs of the paper may be found at:

https://www.dropbox.com/s/jb5nfc3l8gcn630/Georges%20Gras%20–%20Annihilation%20%28programs%29.pdf?dl=0

References

[1] T. All, On p-adic annihilators of real ideal classes, J. Number Theory 133 (2013), no. 7, 2324–2338. https://doi.

org/10.1016/j.jnt.2012.12.013

3For some CK := Gal(H∗K/K), H∗K ⊆ H
pr
K , we put C ∞

K := Gal(K∞H∗K/K∞).



Annihilation of torZp
(G ab

K,S) for real abelian extensions K/Q — 33

[2] T. All, Gauss sums, Stickelberger’s theorem, and the Gras conjecture for ray class groups (2015). https://arxiv.

org/abs/1502.01578

[3] K. Belabas and J-F. Jaulent The logarithmic class group package in PARI/GP, Publ. Math. Fac. Sci. Besançon (Théorie des
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1. Introduction

The basic concepts of UP-algebra are taken from the text [2]. The author in his article has introduced and analyzed the concepts

of UP-algebra, UP-subalgebra and UP-ideals. In the article [9] the authors introduced the concept of UP-filter in UP algebras.

This latter concept has a non-standard attitude towards the concept of UP-ideals. In our recently published article [7] and in

the forthcoming article [8] we introduce and analyze the concept of proper UP-filters in UP-algebra. A number of authors

investigated the reflections of the UP-substructures in UP-algebras within the fuzzy environment (See articles [1, 4, 5, 10, 9]).

In the article [1], the authors determined the concept of a strong UP ideas. Since according to Theorem 2.1 in [1], a subset J in

a UP-algebra A is a strong UP-ideal in A if and only if J = A, it seems to us that this concept will not be of interest in the further

researching of properties of UP-algebras.

In this article, we are more profoundly analyze UP-ideals in UP-algebras and establish some of their additional properties.

We show that the concept of UP-ideals in a UP-algebra can be determined in some other way than it was done in Iampan’s

article. Finally, we have shown the theorem that we can look at as the Second theorem on isomorphisms between UP-algebras.

2. Preliminaries

First, let us recall the definition of UP-algebra.

Definition 2.1 ([2], Definition 1.3). An algebra A = (A, ·,0) of type (2,0) is called a UP- algebra if it satisfies the following

axioms:

(UP - 1): (∀x,y,z ∈ A)((y · z) · ((x · y) · (x · z)) = 0),

(UP - 2): (∀x ∈ A)(0 · x = x),

(UP - 3): (∀x ∈ A)(x ·0 = 0),

(UP - 4): (∀x,y ∈ A)((x · y = 0 ∧ y · x = 0) =⇒ x = y).
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On a UP-algebra (A, ·,0), we define a binary relation ′ 6 ′ on A as follows:

(∀x,y ∈ A)(x 6 y ⇐⇒ x · y = 0).

Second, in the following we give definition of the concept of UP-ideals of UP-algebra.

Definition 2.2 ([2], Definition 2.1). Let A be a UP-algebra. A subset J of A is called a UP-ideal of A if it satisfies the following

properties:

(1) 0 ∈ J,

(2) (∀x,y,z ∈ A)((x · (y · z) ∈ J ∧ y ∈ J) =⇒ x · z ∈ J).

Third, let’s remind ourselves of UP-homomorphisms between UP-algebras.

Definition 2.3 ([2], Definition 4.1). A mapping f : A −→ B between two UP-algebras is a UP-homomorphism if the following

holds

(∀x,y ∈ A)( f (x · y) = f (x) · f (y)).

3. Main results

For this talk, the recognizable feature of the UP-ideal is given in the following theorem. Although the statements (3) and (4)

of this theorem are proved in the text [2], we show extraordinarily simpler evidence of these claims here than was done in

Iampan’s article.

Theorem 3.1. Let A be a UP-algebra and J a UP-ideal of A. Then

(3) (∀x,y ∈ A)((x · y ∈ J ∧ x ∈ J) =⇒ y ∈ J),
(4) (∀x,y ∈ A)(y ∈ J =⇒ x · y ∈ J).

Proof. If we put x = 0, y = x and z = y in (2) we got (3) taking into account (UP - 2).

If we put z = y in (2) we have (x · (y · y) ∈ J ∧ y ∈ J) =⇒ x · y ∈ J. Thus 0 = x ·0 ∈ J and y ∈ J implies x · y ∈ J. So, the

property (4) is proven taking into account (1) of Theorem 1.7 in [2], (1) and (UP - 3).

The following property of UP-ideal follows immediately from (3):

Corollary 3.2. Let J be a UP-ideal of UP-algebra A. Then

(5) (∀x,y ∈ A)((x 6 y ∧ x ∈ J) =⇒ y ∈ J).

Let us show (3) ∧ (4) implies (1) ∧ (2) if we assume J 6= /0.

Theorem 3.3. Let J be a non empty subset of UP-algebra for which the formulas (3) and (4) are valid. Then J is a UP-ideal in

A.

Proof. Let us suppose that for a nonempty subset J in A formulas (3) and (4) are valid.

Since the set J is nonempty, there exists at least one element y in J. If we put x = y in (4), we get y · y ∈ J. Then 0 ∈ J

considering the statement (1) of the Theorem 1.7 in [2].

Let x,y,z ∈ A be arbitrary elements such that x · (y · z) ∈ J and y ∈ J. From y ∈ J follows x · y ∈ J by (4). On the other hand,

(UP-1) gives us y · z 6 (x · y) · (x · z). If we assume that ¬(yz ∈ J), we would have (¬(yz ∈ J) ∧ x ∈ J) =⇒ ¬(x · (y · z) ∈ J)
by the contraposition of (3). This is in a contradiction with the first hypothesis. Therefore, it must be yz ∈ J. Thus, from

y · z ∈ J and y · z 6 (x · y) · (x · z), we get (x · y) · (x · z) ∈ J by (5). Now, from last and z · y ∈ J we have x · z ∈ J by (3). So, (2) is

proven.

In addition to the previous criterion, we have the following possibility to check whether to nonempty subset J of a UP-algebra

A is a UP-ideal in A or not.

Theorem 3.4. A subset J of a UP-algebra A such that 0 ∈ J is a UP-ideal in A if and only if the following holds

(6) (∀x,y,z ∈ A)((¬(x · z ∈ J) ∧ y ∈ J) =⇒ ¬(x · (y · z) ∈ J)).

Proof. Let J be a UP-ideal in UP-algebra A. Suppose ¬(x · z ∈ J) and y ∈ J hold. If x · (y · z) ∈ J, we would have x · z ∈ J, which

is contradictory to the first hypothesis. So it has to be ¬(x · (y · z) ∈ J). Therefore, (6) is proven.

Opposite, let (6) be holds. Suppose that hypothesis in the formula (2) are valid. If it were ¬(x · z ∈ J), then it would have

¬(x · (y · z) ∈ J by (6) in contradiction with x · (y · z) ∈ J. So it has to be x · z ∈ J. Therefore, (3) is proven.
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Corollary 3.5. Let J be a UP-ideal in a UP-algebra A. Then

(7) (∀x,y ∈ A)((x ∈ J ∧ ¬(y ∈ J) =⇒ ¬(x · y ∈ J)).

Proof. Is we put x = 0, y = x and z = y in (6) we obtain (7).

Theorem 3.6. A subset J of a UP-algebra A such that 0 ∈ J is a UP-ideal in A if and only if the following holds

(8) (∀x,y,z ∈ A)((¬(x · z ∈ J) ∧ x · (y · z) ∈ J) =⇒ ¬(y ∈ J)).

Proof. Let J be a UP-ideal in UP-algebra A. Suppose ¬(x · z ∈ J) and x · (y · z) ∈ J hold. If y ∈ J, we would have x · z ∈ J, which

is contradictory to the first hypothesis. So it has to be ¬(y ∈ J). Therefore, (8) is proven.

Opposite, let (8) be holds. Suppose that hypothesis in the formula (2) are valid. If it were ¬(x · z ∈ J), then it would have

¬(y ∈ J) by (8) in contradiction with y ∈ J. So it has to be x · z ∈ J. Therefore, (3) is proven.

Corollary 3.7. Let J be a UP-ideal in a UP-algebra A. Then

(9) (∀x,y ∈ A)((x · y ∈ J ∧ ¬(y ∈ J) =⇒ ¬(x ∈ J)).

Proof. Is we put x = 0, y = x and z = y in (8) we obtain (9).

One part of the following theorem is proved in [2] (Theorem 2.6). We repeat this proof as it has some useful consequences.

Theorem 3.8. The family JA of all UP-ideals in a UP-algebra A forms the completely lattice.

Proof. Let {Ji}i∈I be a family of UP-ideals in a UP-algebra A.

(a) Obviously, the following is true 0 ∈
⋃

i∈I Ji and 0 ∈
⋂

i∈I Ji.

(b) Let x,y,z ∈ A arbitrary elements such that x · (y · z) ∈
⋂

i∈I Ji and y ∈
⋂

i∈I Ji. Thus x · (y · z) ∈ Ji and y ∈ Ji for any i ∈ I.

Then x · z ∈ Ji since Ji is a UP-ideal in A. Therefore, x · z ∈
⋂

i∈I Ji. So,
⋂

i∈I Ji is a UP-ideal in A.

(c) Let X be the family of all UP-filters of UP-algebra A contained the union
⋃

i∈I Ji. The
⋂
X is a UP-ideal in A by the first

part of this proof.

(d) If we put ⊓i∈IJi =
⋂

i∈I Ji and ⊔i∈IJi =
⋂
X, then (J,⊓,⊔) is a completely lattice.

Corollary 3.9. Let X be an arbitrary subset of UP-algebra A. Then there is the minimal UP-ideal 〈X〉 containing the set X.

Specifically, for every element x in A there is the minimal UP-ideal in A that contains x.

Proof. Let F = {J : J is a UP-ideal containsX}. Then
⋂

F is the minimal UP-ideal in A contains the subset X . Specifically, for

X = {x} we get the second part of this claim.

Let f : A −→ B be a UP-homomorphism between two UP-algebras. In [2] it has been shown (Theorem 4.5) that Ker f is an

UP-ideal and that f (A) is an UP-subalgebra of algebra A. Without major difficulties, it can be proved that if J is an UP-ideal in

UP-algebra A and ′ ∼ ′ the congruence on A determined by the ideal J ([2], Proposition 3.5), then A/J ≡ A/∼ = {[x]J : x ∈ A}
is also UP-algebra with the internal operation ′ · ′ defined by

(∀x,y ∈ A)([x]J · [y]J = [x · y]J)

and the fixed element J. The following claims is proven by direct verification. Furthermore, without major difficulties, it can be

shown ([8], Theorem 3.5) that if f : A −→ B is a UP-homomorphism between UP-algebras, then there is an UP-isomorphism

g : A/Ker f −→ f (A) such that f = g◦π , where π is the natural UP-epimorphism. We can look at this as the First theorem on

isomorphisms between UP-algebras. In addition, if J and K are UP-ideals in UP-algebra A such that J is contained in K, then

K/J is a UP-ideal in UP-algebra A/J ([8], Theorem 3.6). For more details, see articles [3, 6].

Now we can express the following theorem, so called the second isomorphism theorem. The proof of this theorem differs

significantly from the proof of the analogous theorem in the article [6].

Theorem 3.10. Let J and K be UP-ideals of a UP-algebra A such that J ⊆ K. Then K/J is a UP-ideal of UP-algebra A/J

and the following holds

(A/J)/(K/J) ∼= A/K.

Proof. Since K/J = {[x]J : x ∈ K} is a UP-ideal in UP-algebra A/J = {[x]J : x ∈ A}, then the factor-set (A/J)/(K/J) =
{[[x]J ]K/J ] : [x]J ∈ A/J} can be correctly determined as the factor-algebra of the UP-algebra A/J by the UP-ideal K/J. If we

define mapping ϕ : (A/J)/(K/J)−→ A/K by the following way ϕ([[x]J ]K/J = [x]K without major difficulties we can verify

that this mapping is a UP isomorphism. Since it is obvious that ϕ is a UP-endomorphism, it is sufficient to check that ϕ is a

UP-monomorphism. Let [x]K = ϕ([[x]J ]K/J) and [y]K = ϕ([[y]J ]K/J) be arbitrary elements of A/K such that [x]K = [y]K . This

means x · y ∈ K and y · x ∈ K. Thus [x · y]J ∈ K/J and [y · x]J ∈ K/J. Then [x]J · [y]J ∈ K/J and [y]J · [x]J ∈ K/J. Last equality

means [[x]J ]K/J = [[y]J ]K/J . So, the UP-homomorphism ϕ is a UP-monomorphism.
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4. Conclusion

In this article analyzing the axioms by which the concept of UP-ideals in UP-algebras was determined we offered some

possibilities for introduction of UP-ideals on different ways. This analysis enables us to gain a more serious insight into the

properties of ideals in these algebraic. Finally, we have shown the Theorem that we can look at as the Second theorem on

isomorphisms between UP-algebras.
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1. Introduction

The Poisson–exponential cumulative distribution function (Pcdf) is given by (see for instance [1]):

M(t;λ ;β ) =
eλe−β t

− eλ

1− eλ
(1.1)

where β > 0; λ > 0.

For other extensions and estimations, see [2] – [3]. Some applications of the (Pcdf) to rainfall and aircraft data with zero

occurrence can be found in [3].

In this note we study the saturation of the Poisson–exponential cumulative distribution family of functions (1) to asymptote

t = 1 in the Hausdorff sense.

Definition 1.1. [4] The Hausdorff distance (the H–distance) ρ( f ,g) between two interval functions f ,g on Ω ⊆ R, is the

distance between their completed graphs F( f ) and F(g) considered as closed subsets of Ω×R. More precisely,

ρ( f ,g) = max{ sup
A∈F( f )

inf
B∈F(g)

||A−B||, sup
B∈F(g)

inf
A∈F( f )

||A−B||},

wherein ||.|| is any norm in R
2, e. g. the maximum norm ||(t,x)|| = max{|t|, |x|}; hence the distance between the points

A = (tA,xA), B = (tB,xB) in R
2 is ||A−B||= max(|tA − tB|, |xA − xB|).
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We propose a software modules (intellectual properties) within the programming environment CAS Mathematica for the

analysis.

2. Main Results

Without loosing of generality we will look at the following (Pcdf):

M∗(t) =
eλe−β t

− eλ

1− eλ
, (2.1)

with

t0 =−
1

β
ln

(

1

λ
ln

(

1+ eλ

2

))

; M∗(t0) =
1

2
. (2.2)

To evaluate the important saturation characteristic d of the (Pcdf) to asymptote t = 1 in the Hausdorff sense we will use the

following representation:

M∗(t0 +d) = 1−d. (2.3)

The following theorem gives upper and lower bounds for d

Theorem 1. Let

p =−
1

2
,

q = 1−
β

1− eλ

1+ eλ

2
ln

(

1+ eλ

2

)

.

For the Hausdorff distance d the following inequalities hold for:

2.1q > e1.05 ≈ 1.36079

dl =
1

2.1q
< d <

ln(2.1q)

2.1q
= dr. (2.4)

Proof. Let us examine the function:

F(d) = M∗(t0 +d)−1+d. (2.5)

From F ′(d)> 0 we conclude that function F is increasing.

Consider the function

G(d) = p+qd. (2.6)

From Taylor expansion we obtain G(d)−F(d) = O(d2).
Hence G(d) approximates F(d) with d → 0 as O(d2) (see Fig. 1).

In addition G′(d)> 0.

Further, for 2.1q > e1.05 we have G(dl)< 0 and G(dr)> 0.

This completes the proof of the theorem.

The model ((2)–(3)) for β = 5, λ = 0.8, t0 = 0.10302 is visualized on Fig. 2. From the nonlinear equation (4) and

inequalities (5) we have: d = 0.177469, dl = 0.114887, dr = 0.248593.
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Figure 2.1. The functions F(d) and G(d).

Figure 2.2. The model ((2)–(3)) for β = 5, λ = 0.8, t0 = 0.10302; H–distance d = 0.176469, dl = 0.114887, dr = 0.248593.

Figure 2.3. The model ((2)–(3)) for β = 15, λ = 0.1, t0 = 0.0445643; H–distance d = 0.10359, dl = 0.0547734,

dr = 0.159092.
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Figure 2.4. An example of the usage of dynamical and graphical representation for the family M(t). For example λ = 0.22,

β = 6.4. The plots are prepared using CAS Mathematica.

The model ((2)–(3)) for β = 15, λ = 0.1, t0 = 0.0445643 is visualized on Fig. 3. From the nonlinear equation (4) and

inequalities (5) we have: d = 0.10359, dl = 0.0547734, dr = 0.159092.

From the above examples, it can be seen that the proven bottom estimate (see Theorem 1) for the value of the Hausdorff

distance is reliable when assessing the important characteristic - ”saturation”.

This characteristic (as we have already shown in our previous publications) has its equal participation together with the

other two characteristics - ”confidence intervals” and ”confidence bounds” in the area of the Software Reliability Theory.

Constructions of ”confidence curves” and ”confidence bounds” as basics elements from Software Reliability Theory are not

easy to be calculated in comparison to estimations pointed in the theorem proven here.

Some software reliability models, can be found in [5]–[6].

Remark. Ramos, Percontini, Cordeiro and Silva [7] studied the following Burr XII–Negative–Binomial Distribution with

applications to lifetime data:

M1(t) =
(1−β )−s −

(

1−β
(

1+
(

t
a

)c)−k
)−s

(1−β )−s −1
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where a,k,s,c > 0 and β ∈ (0,1).

The reader can get accurate bounds for the saturation feature using the technique described in this article.

For some approximation and modeling aspects see [8]–[21].

We hope that the results will be useful for specialists in this scientific area.
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In this paper, we propose a dictionary between Partial Differential Equations and Information Theory. As a

model case, we will discuss in detail the example of the Schrödinger Equation and Shannon Information Theory.

Comments will be made in both the continuous and discrete case and in both the noiseless and noisy case.

Keywords: Information Theory, PDEs, Nyquist Bit Rate, Shannon Capacity, Strichartz Estimates

2010 AMS: Primary 35Q94, Secondary 94A15, 94A17

1Department of Mathematics and Statistics of University of Ottawa 585 King Edward Avenue (ON) K1N 7N5 Canada

*Corresponding author: aselvite@uottawa.ca

Received: 27 July 2018, Accepted: 16 September 2018, Available online: 30 September 2018

1. Introduction

The Rosetta Stone is a stele inscribed with a decree issued at Memphis, Egypt, in 196 BC on behalf of King Ptolemy V.

The Rosetta Stone has writings in both Egyptian and Greek, using the three different scripts popular in Egypt at that time:

hieroglyphic, demotic and Greek. This particular feature of having written essentially the same text on itself in the three scripts,

provided a fundamental dictionary to understand Egyptian hieroglyphs.

The search of dictionaries is not a phenomenon confined to Humanistic Sciences and Linguistics: it is ubiquitous also in

Technical Sciences, such as Mathematics and Physics. One of the most famous of these dictionaries is due to Wu and Yang

[49], who published a paper containing a list of correspondences between the mathematical terminology related to the theory

of Connections on Riemannian Manifolds, and the physical terminology concerning the Yang-Mills Theory. This dictionary

translates, one to the other, physical and mathematical terminologies. This list is referred to in the literature by some as the

Wu-Yang Dictionary (See for example [50]). The relationship between these two fields was most likely clear to many others

before, at least implicitly. However, the Wu-Yang Dictionary played an important role. Since then, the interactions between

mathematics and physics have become more natural and fruitful.

In a recent series of seminars, Weinstein [47], [48] proposed new applications of Gauge Theory beyond those familiar in the

Natural Sciences. In his view, Neoclassical Economics is an example of Gauge Theory and, for this reason, he proposes a

dictionary between Economics and Gauge Theory. The terminology ”Rosetta Stone” in our title is inspired by his presentations.

In this paper, we propose a dictionary between Partial Differential Equations (PDEs) and Information Theory.

Information Theoretical methods have been already used to investigate the large time behavior of solutions of PDEs. Remarkable
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is the use of entropy (Shannon Entropy, Kullback-Leibler Entropy, Von Neumann Entropy, etc..) to study the asymptotics of

dissipative and heat-type equations, both in the case of classical and quantum systems. For a detailed discussion, we refer to

[21].

Beyond the typical use of instruments from Information Theory being applied to PDEs, our dictionary underlines that many

instruments of Information Theory already have natural counterparts in PDEs. For the use of some Information methods in the

context of PDEs and Optimal Transport, we refer to [45], [44], [35], [5]. Our model examples will be the Schrödinger Equation

and Shannon Theory of Communication.

Several authors have studied the relationship between the Schrödinger Equation and Information Theoretical tools, like the

Fisher Information. In particular, there is a program due to Frieden and his collaborators (see for example [16], [17], [18], [19],

[20] and the reference therein), based on what they called Extreme Physical Information (EPI). EPI states that scientific laws

can be derived through the Fisher Information and are ruled by differential equations and probability. They extended their

approach to encompass existing laws of biology, cancer growth, chemistry, and economics. In our paper, we do not argue in

favor or against the claim that Information is the leading principle of all physical laws, but we underline that the vocabulary of

Information Theory can have a natural translation into the PDE language and vice versa.

The two pioneering achievements of Classical Information Theory are the following theorems due to Shannon [40] (See Section

2 or directly [40] for the precise definitions and terminology involved in the theorems). The first theorem treats the case of a

noiseless channel.

Theorem 1.1 (Fundamental theorem for a noiseless channel). Let a source S have an entropy H and a channel K have a

capacity C. Then, it is possible to encode the output O of S in such a way to transmit at the average rate C/H − ε over the

channel K. Here 0 < ε ≪ 1 is an arbitrary constant. It is not possible to transmit at an average rate greater than C/H.

In this theorem, Shannon demonstrates the existence of a limit to the efficiency of Source Coding. The entropy of a source

H corresponds to the minimum binary digits to be used for its coding. Any discrepancy from this limit translates into a growing

complexity. A second theorem deals with the noisy case.

Theorem 1.2 (Fundamental theorem for a channel with noise ). Let a source S have an entropy H and a channel K have a

capacity C. If H ≤C, there exists a coding system such that the output O of S can be transmitted over K with an arbitrarily

small frequency of errors (also called equivocation). If H > C, it is possible to encode S so that the equivocation is less

than H −C+ ε . Here 0 < ε ≪ 1 is an arbitrarily small arbitrary constant. There is no method of encoding which gives an

equivocation less than H −C.

For the precise definitions of Entropy and Capacity, we refer to Section 2.

Remark 1.3. Since the source is characterized by its information transmission rate (according to Shannon’s definition of

entropy), this theorem explains that the transmission of this information requires a channel with C > H. If we try to transmit

a message through a channel of lower capacity, any excess of source entropy with respect to channel capacity will imply

an increased rate of error for the receiver. Viceversa, a regime where C ≃ H or C ≫ H, translates to an increment of the

complexity.

Since then, a huge amount of literature has been developed. We refer to [40], [26], [9] and [33] for more details on Classical

Information Theory. We refer to [32] , [11] for different uses of Information Theoretical tools in different areas of mathematics

and statistics. In particular, the theory has enlarged to Quantum Information Theory, see for example [38], [37], [36], [27],

[29], [30], [31], [23], [28] and [22] for a theoretical background and some connections to Fisher Information Inequalities. We

specify that the main emphasis of our paper is on Classical more than Quantum Information Theory, even if our model example

is the Schrödinger Equation.

A fundamental question in Information Theory is: how fast can we send data? Data rate depends on the bandwidth B, the level

of the signal S and the level of the noise N.

For a noiseless channel, Nyquist’s Theorem says that the theoretical maximum bit rate is given by

C = 2×B× log2 L,
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with L the number of signal levels used to represent data, and the bit rate C is measured bits/second.

The Shannon-Hartley’s Theorem says that highest data rate for a noisy channel is given by

C = B× log2

(

1+
S

N

)

.

We believe that the speed of data transmission plays the role of the speed of propagation in dispersive equations. This idea

motivates our analogy and the dictionary.

The remaining part of the paper is organized as follows. In Section 2, we introduce some notation and give some preliminary

results. In particular, we introduce Information Theoretic concepts, Strichartz Estimates and briefly treat the ODE case. In

Section 2.2, we connect the terminologies of PDE and Information Theory, proposing a dictionary between the two fields and

revisiting Shannon Code Sourcing Theorem and Strichartz Estimates from a common point of view. In particular, we introduce

the Schrödinger Equation, Keel and Tao’s Strichartz Estimates and explicitly illustrate the dictionary. In Section 4, we describe

some possible further connections between PDEs and Shannon Information Theory, like the ones between maximizers of

Entropy and Strichartz Norms, Time Recovery and the role of symmetries. We conclude with Section 5, in which we treat the

discrete case, the noisy case, and give the example of the Kinetic Transport Equation.

2. Notation and preliminaries

In this section, we introduce the Informational Theoretic Concepts as presented in [40], we introduce Strichartz Estimates, as

presented for example in [42] and [24], and, at the end, we briefly treat the ODE case.

2.1 Information theoretic concepts

The most important concepts employed by Shannon in [40] are the ones of Entropy and Capacity. In this subsection, we

introduce the precise definitions of these two concepts.

Definition 2.1 (Entropy). Suppose that X ∈ S := {x1, . . . ,xn} is a discrete random variable with pmf p(x) := P(X = x) for

every x ∈ S and p(x) = 0 otherwise. Then, the Entropy H(X) of the Discrete Random Variable X is defined as follows

H(X) := EX [I(x)] =−∑
x∈S

p(x) log p(x). (2.1)

Here, I(x) := − log p(x) is called Self-Information and it is the entropy contribution of the individual message x. EX is the

expected value, taken with respect to p(x).

In an analogous manner, we define the Differential Entropy H(X) of a Continuous Random Variable X with support x ∈ S ⊂R
n

by:

H(X) := EX [I(x)] =−
∫

x∈S
p(x) log p(x)dx. (2.2)

Again, EX is the expected value, taken with respect to p(x).

Remark 2.2. A property of the discrete entropy is that it is maximized when all the messages in the message space are

equi-probable p(x) = 1/n (most unpredictable case), which gives H(X) = logn.

Definition 2.3 (Joint Entropy). The Joint Entropy of two Discrete Random Variables X ∈ S := {x1, . . . ,xn} and Y ∈ T :=
{y1, . . . ,yn} is the entropy of their pairing (X ,Y ):

H(X ,Y ) := EX ,Y [I(x,y)] =− ∑
x,y∈S×T

p(x,y) log p(x,y). (2.3)

Here, I(x,y) :=− log p(x,y) is the Joint Self-Information, which is the entropy contribution of the individual joint message

(x,y). EX ,Y is the expected value, taken with respect to the joint pmf p(x,y).
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In an analogous manner, we define the Joint Entropy H(X ,Y ) of two Continuous Random Variables X and Y with supports

x ∈ S ⊂ R
n and with support y ∈ T ⊂ R

n by:

H(X ,Y ) := EX ,Y [I(x,y)] =−
∫ ∫

(x,y)∈S×T
p(x,y) log p(x,y)dxdy, (2.4)

with p(x,y) the joint pdf. Again, EX ,Y is the expected value, taken with respect to the joint pdf p(x,y).

Remark 2.4. Note that if X and Y are independent, then their joint entropy is the sum of their individual entropies.

From now on, we will skip specify the support in order to enlighten the notation.

Definition 2.5 (Conditional Entropy). The Conditional Entropy H(X |Y ) of a Discrete Random Variable X given random

variable Y is defined by:

H(X |Y ) := EY [H(X |y)] =− ∑
y∈Y

p(y) ∑
x∈X

p(x|y) log p(x|y) =−∑
x,y

p(x,y) log
p(x,y)

p(y)
. (2.5)

The Conditional Entropy H(X |Y ) of a Continuous Random Variable X given random variable Y is defined by:

H(X |Y ) := E[H(X |y)] =−
∫ ∫

x,y
p(x,y) log

p(x,y)

p(y)
dxdy, (2.6)

where

p(y) =
∫

x
p(x,y)dx.

Remark 2.6. The Conditional Entropy H(X |Y ) of a Random Variable X given random variable Y is the average conditional

entropy of X over Y . It is also called Equivocation of X about Y .

Remark 2.7. Consider for example the continuous case. Then

H(Y |X) := EX [H(Y |x)] =−
∫ ∫

x,y
p(x,y) log

p(x,y)

p(x)
dxdy, (2.7)

where

p(x) =
∫

y
p(x,y)dy.

In some sense, the conditional entropy is ”almost symmetric”, because the only difference between H(Y |X) and H(X |Y ) is

in the denominator of the log. The complete symmetry is recovered in the case when p(x) = p(y) both in the dependent or

independent case.

Remark 2.8. A basic property of the conditional entropy is that:

H(X |Y ) = H(X ,Y )−H(Y ).

This means that the information produced by X given Y is the same as the information jointly produced by X and Y minus the

information produced by Y alone.

Definition 2.9. [Mutual Information] The Mutual Information of two Discrete Random Variables X and Y is defined as:

I(X ;Y ) := EX ,Y [SI(X ,Y )] = ∑
y

∑
x

p(x,y) log

(

p(x,y)

p(x) p(y)

)

. (2.8)

In the above formula, SI is called Specific Mutual Information. Here p(x,y), p(x) and p(y) are defined as in the previous

definitions.

The Mutual Information of two Continuous Random Variables X and Y is defined as:

I(X ;Y ) := EX ,Y [SI(X ,Y )] =
∫

y

∫

x
p(x,y) log

(

p(x,y)

p(x) p(y)

)

dxdy. (2.9)

Again, SI is called Specific Mutual Information and p(x,y), p(x) and p(y) are defined as in the previous definitions.
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Remark 2.10. The Mutual Information I(X ;Y ) measures the amount of information that can be obtained about one random

variable by observing another. It is a measure of the mutual dependence of two random variables and determines how similar

the joint distribution p(X ,Y ) is to the product of the marginal distributions p(X)p(Y ). It is important in communication theory

because it can be used to maximize the amount of information shared between sent and received signals.

Lemma 2.11 (Properties of the Discrete Entropy). Suppose X and Y are discrete random variables. Then, the following

properties hold:

• I(X ;Y ) = H(X)−H(X |Y ).

• I(X ;Y ) = I(Y ;X) = H(X)+H(Y )−H(X ,Y ).

Lemma 2.12 (Properties of the Continuous Entropy). Suppose X and Y are continuous random variables. Then, the following

properties hold:

• If X is limited to a certain volume V , then H(X) is a maximum and equal to logV when p(x) is constant (p(x) = 1/V ) in

V .

• We have

H(X ;Y ) = H(X)+H(Y |X) = H(Y )+H(X |Y )

and

H(Y |X)≤ H(Y ).

• Let X ∈ R be a random variable. The pdf p(x) giving maximum entropy subject to the condition that the standard

deviation of X is fixed to be σ is the Gaussian Distribution. Similarly in n dimensions, subject to the constraint of

Variance-Covariance Matrix to be Σ. The entropy of a one-dimensional Gaussian distribution whose standard deviation

is σ is given by H(x) = 1
2

log
[

2πeσ2
]

, while the n-dimensional counterpart is H(X) = 1
2

log [(2πe)n det(Σ)].

We give the definition of discrete channel.

Definition 2.13. We define a channel to be a triplet {X , p(y|x),Y} consisting of an input random variable X, an output random

variable Y and a conditional probability distribution p(y|x) specifying the probability that we observe the output Y = y given

that X = x. The channel is said to be memoryless if the output distribution depends only on the input distribution and is

conditionally independent of previous channel inputs and outputs.

From now on, we will always consider memoryless channels.

Definition 2.14 (Capacity of a Channel). Consider the memoryless channel {X , p(y|x),Y}, as in Definition 2.13. Let I(X ;Y )
be the Mutual Information of Y and X of Definition 2.9. The Channel Capacity is defined as

C = sup
pX (x)

I(X ;Y ), (2.10)

where the supremum is taken over all possible pdfs pX (x) of the input variable X.

Remark 2.15. The conditional distribution function of Y given X, pY |X (y|x) is an intrinsic property of the channel. A single

choice of pX (x) determines the joint pdf pX ,Y (x,y) and so the Mutual Information I(X ;Y ). Basically, I(X ;Y ) depends on the

channel and on the choice of the distribution of the input. The capacity then depends just on pY |X (y|x) and so it is an intrinsic

property of the channel.

Remark 2.16. There is one important difference between the continuous and discrete entropies. In the discrete case, the

entropy measures in an absolute way the randomness of the chance variable. In the continuous case, the measurement is

relative to the coordinate system.
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2.2 Strichartz estimates
In this section, we introduce the Strichartz Estimates. These estimates are very important in the context of PDEs and Harmonic

Analysis, because they provide useful information concerning the dispersive behaviour of solutions to PDEs. Among the other

things, one can give a more general characterization of the Gaussian Distribution by maximizing Strichartz Norms. We first

introduce some characteristic quantities called Admissible Exponents.

Definition 2.17. Fix n ≥ 1. We call a set of exponents (q,r) admissible if 2 ≤ q,r ≤+∞ and

2

q
+

n

r
=

n

2
.

Remark 2.18. These exponents are characteristic quantities of certain norms, called Strichartz Norms, naturally arising in the

context of Dispersive Equations and can vary from an equation to another equation. We refer to [43] for more details.

Here is the precise characterization of the Multivariate Normal Distribution, through Strichartz Estimates.

Theorem 2.19. [42], [24], [7], [39] Suppose n = 1 or n = 2. Then, for every (q,r) and (q̃, r̃) admissible and for every

u0 ∈ L2
x(R

n) such that ||u0||2L2(Rn)
= 1, we have

∣

∣

∣

∣

∣

∣
e−it∆u0

∣

∣

∣

∣

∣

∣

L
q
t Lr

x

≤ S(n,q,r), (2.11)

where Sh(n,q,r) = Sh(n,r) is the Sharp Homogeneous Strichartz Constant, defined by

Sh(n,r) := sup
{

||u||Lq
t Lr

x(R×Rn) : ||u||2
L2

x(R
n) = 1

}

, (2.12)

and given by

Sh(n,r) = 2
n
4−

n(r−2)
2r r−

n
2r . (2.13)

Moreover, the inequality (2.11) becomes an equality if and only if |u0|2 is the pdf of a Multivariate Normal Distribution.

Recall that

‖ f‖L2(Rn) :=

(

∫

Rn
| f |2dx

)1/2

and

‖F‖L
q
t Lr

x(R×Rn) :=

(

∫

R

(

∫

Rn
|F(t,x)|rdx

)q/r

dt

)1/q

.

Analogously, we can define lp spaces of integrable sequences by substituting integration with summation.

Remark 2.20. This characterization does not need the restriction of fixed variance as the one achieved using the Entropy

Functional and so it is more general. The result is conjectured to be true for any dimension n ≥ 1. See for example [39], where

the optimal constant has been computed in any dimension n ≥ 1, under the hypothesis that the maximizers are Gaussians also

in dimension n ≥ 3.

2.3 The ODE case
Consider the following ODE:

ẋ(t) = Lx(t), x(0) = x0.

Here x : I ⊂ R→V where I is an interval containing the origin t = 0, V is a vector space and x0 represents the initial position.

The operator L : V →V is taken to be linear and determines the behaviour of the solution x(t) = etLx0 with its spectral properties.

We define the operator norm of L as

‖L‖op := inf{c > 0 : ‖Lv‖V ≤ c‖v‖V}
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and also the operator norm of etL as

‖etL‖op := inf{c > 0 : ‖etLv‖V ≤ c‖v‖V},

for any t ∈ I. Note that in our case, it is natural to take x0 = (x1
0, . . . ,x

n
0) with n = dim(V ) such that xi

0 > 0 for i = 1, . . . ,n and

‖x0‖V = ‖x0‖l1 = ∑
n
i=1 xi

0. We give here a restricted dictionary for ODEs:

Information Theory Differential Equations

Source time t = 0

Source Encoding map 0 7→ x0

Transmitter Initial Datum x0

Channel Propagator etL

Receiver Solution x(t) = etLx0

Decoder map x(t) 7→ t

Inference of the source time t

Nyquist Bit Rate CODE

Here, we used the notation: CODE := sup{‖etLx0‖L
q
t lr

x
s.t ‖x0‖l1 = 1}. As we will explain later in the PDE case, the role of

the source and the transmitter in the case when the equation is deterministic (noiseless case) as in all this paper, are basically

identical. Since the ODEs we are considering are linear, there exists a unique solution for any initial datum. Therefore, there

is a bijection between t and x(t). In the case in which we add to the ODE a random component (noisy case), this bijection

disappears. The source is the position t = 0, to which the encoder assigns the initial datum x0. The encoded message x0 is

transmitted by the channel etL to the receiver x(t) = etLx0 which can deduce the position t by uniqueness. A quantity which

characterizes the speed of transmission of the channel is CODE .

Example 2.21. Consider the simplest case of a noiseless linear system of differential equations in a vector space V = R
2

and F(u) = Lu, for some linear L : V → V , given by L = −Id2×2. Take I = [0,+∞). The ODE is then d
dt

x(t) = −x(t). The

channel ”input” is the initial condition x(0), the channel is the fundamental matrix etL and the channel ”output” is the solution

x(t) = etLx(0) = e−tx(0). The corresponding of the Nyquist Bit Rate in the dictionary is therefore:

CODE = sup
x0:‖x0‖l1

=1

‖x0‖lr

∫ +∞

0
e−qt =

1

q
,

when one component of x0 is zero. Note that 1/q corresponds to the ”rate” parameter of the corresponding exponential

distribution.

Remark 2.22. Consider the following ODE:

ẋ(t) = F(x(t)), x(0) = x0.

Here x : I ⊂ R→V where I is an interval containing the origin t = 0, V is a vector space and x0 represents the initial position.

Suppose that the operator F : V →V is nonlinear. This problem is more complicated than the case where F = L. One important

point is that the existence is not guaranteed anymore for every time t ∈ R. For example take V = R and F(u) = u2. The

corresponding ODE admits solutions blowing up in finite time. Even in the cases where the solutions exist for all times,

uniqueness is not guaranteed. Consider for example V = R and F(u) =
√

|u|. The corresponding ODE admits multiple

solutions with initial datum x0 = 0. We will give further comments in Section 3.

3. The Rosetta Stone

In this section, we make explicit our proposed Rosetta Stone between Information Theory and Partial Differential Equations.

We start with a general theorem of Keel and Tao on Strichartz Estimates [24], which generalizes Theorem 2.19 and then restrict

our attention to a toy model, the Schrödinger Equation. For the purpose of translation, we rephrase their Strichartz Estimates

into Information Theoretical terminology, connect maximizers of Entropy with Maximizers of Strichartz Norms and discuss a

possible role of symmetries into encoding.
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3.1 Keel and Tao’s theorem

Let (X ,dx) be a measure space and H be a Hilbert space. Consider the Banach space of functions f : X →C with the following

norm bounded:

‖ f‖p := ‖ f‖Lp(X) =

(

∫

X
| f (x)|pdx

)
1
p

.

Consider the family of operators indexed by t given by

U(t) : X → L2(X)

and satisfying the following estimates:

• (Energy Estimate) for all t and all f ∈ H we have:

‖U(t) f‖L2(X) ≤ S‖ f‖H ; (3.1)

For some σ > 0, one of the following decay estimate holds

• for all t 6= s and all g ∈ L1(X):

‖U(s)U(t)∗g‖∞ ≤C|t − s|−σ‖g‖1 (3.2)

or

• for all t,s and all g ∈ L1(X):

‖U(s)U(t)∗g‖∞ ≤C (1+ |t − s|)−σ ‖g‖1. (3.3)

Whenever one of these last two estimates holds together with the Energy Estimate, we have the following.

Definition 3.1. We say that the exponent pair (q,r) is σ -admissible if q,r ≥ 2, (q,r,σ) 6= (2,∞,1) and

1

q
+

σ

r
≤ σ

2
.

Theorem 3.2. [24] If U(t) obeys the estimates (3.1) and one between (3.2) and (3.3), then the estimates

•

‖U(t) f‖L
q
t Lr

x
≤ S‖ f‖H (3.4)

•
∥

∥

∥

∥

∫

dsU(s)∗F

∥

∥

∥

∥

H

≤ ‖F‖
L

q̃′
t Lr̃′

x

(3.5)

•
∥

∥

∥

∥

∫

s<t
dsU(t)U(s)∗F‖L

q
t Lr

x

∥

∥

∥

∥

≤ ‖F‖
L

q′
t Lr′

x

(3.6)

hold for all sharp admissible pairs (q,r) and (q̃, r̃).



A Rosetta Stone for information theory and differential equations — 53

3.2 The case of the Schrödinger equation

Keel and Tao’s Theorem is abstract and holds for very general propagators U(t). In the following, we will concentrate on the

case of the Schrödinger Equation

i∂tu(t,x) = ∆u(t,x), (t,x) ∈ (0,∞)×R
n, (3.7)

and give some further comments on other PDEs in later sections.

3.3 Conservation of mass and flow on the space of probability measures

It is well known that if p0(x) = |u0|2 defines a probability distribution, then also pt(x) = |eit∆u0|2 defines a probability

distribution. This is mainly a consequence of the property of eit∆ of being a unitary operator.

Theorem 3.3. Consider P(Rn), the set of all probability distributions on R
n and u : (0,∞)×R

n →C a solution to (3.7). Then

u induces a flow in the space of probability distributions.

Remark 3.4. This observation justifies our choice of the Schrödinger Equation as a toy model. In fact, not all PDEs possess

the property of conserving the charge/mass/number of particles/etc. For example, both the heat and the wave equation do not

possess this property.

3.4 Fundamental solution for the linear Schrödinger equation using fourier transform

The solution of the Linear Schrödinger Equation

i∂tu(t,x) = ∆u(t,x), (t,x) ∈ (0,∞)×R
n,

with initial datum u0(x) = e−|x|2 ∈ S (Rn) (Schwartz class) is given by

u(t,x) = (1−4it)−n/2e−
|x|2

1−4it . (3.8)

This solution induces the probability density function:

p(t,x) =
(π

2

)− n
2 |1+16t2|−n/2e

− 2|x|2
1+16t2 . (3.9)

Remark 3.5. Note that if the initial datum is Gaussian, the solution is Gaussian for every time t ∈ R. This implies that, as

we see in later sections, the estimation of parameters from the final solutions can be naturally done in a parametric way. See

Subsection 4.2.

3.5 The information theoretic perspective of Strichartz estimates

In this section, we restate the Strichartz Estimate with Information Theoretical terminology. We propose the following

dictionary:

Information Theory Differential Equations

Source time t = 0

Source Encoding map 0 7→ u0

Transmitter Initial Datum u0

Channel Propagator etL

Channel Encoding External Potential

Receiver Solution u(t) = etLu0

Decoder map u(t) 7→ t

Inference of the source time t

Nyquist Bit Rate Strichartz Constant

Entropy Strichartz Norms

Maximizer of the Entropy Maximizer of Strichartz Norms

Linear Channel F = L-Linear PDE

Nonlinear Channel F Nonlinear-Nonlinear PDE

Gaussian Gaussian
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The source is the position t = 0, to which the encoder assigns the initial datum u0. The message u0 is transmitted by

the channel etL to the receiver u(t) = etLu0 which can deduce the position t by uniqueness. Before reaching the receiver, the

message might be modified by the presence of an external potential (channel encoding). A quantity which characterizes the

dispersion of the initial datum is the entropy of the source/a space-time norm, like the Strichartz Norm. The supremum over

all possible sources gives the best Strichartz Constant, which is an intrinsic characteristic of the propagator and measures the

maximal dispersive ability of the channel. Source encoding attempts to compress the data from a source in order to transmit it

more efficiently. The best efficient way is when u0 is a Gaussian pdf.

Remark 3.6. Channel encoding adds extra data bits to make the transmission of data more robust to disturbances present on

the transmission channel. This is basically the role played by a confining potential which tends to stabilize the wave.

Remark 3.7. This dictionary will be adjusted for the noisy case. First of all, the role played by the Nyquist Bit Rate is

substituted by the Shannon Capacity. Then, for deterministic PDEs for which there is uniqueness, the map t → u(t) is a

bijection, if we fix initial datum u0. Therefore, the decoding is basically an identification map. In the noisy case, this cannot be

true, because what the receiver gets is the noisy solution that the decoder needs to extract, so there cannot be a one to one

correspondence between the noisy solution and the time t. In the noisy case, therefore, the noisy solution plays the role of the

receiver and the denoised solution plays the role of the inference of the source. We refer to Section 5 for more details on the

noisy case.

We are now ready to restate Theorem 2.19 about Strichartz Estimates, using an Informational Theoretic point of view.

Theorem 3.8. Let t = 0 be a source, whose transmitted signal u0 has ”entropy” H given by

H :=
∣

∣

∣

∣

∣

∣
e−it∆u0

∣

∣

∣

∣

∣

∣

L
q
t Lr

x

. (3.10)

Consider the Channel U(t) := e−it∆, whose Nyquist Bit Rate is

C := S(n,q,r) = sup
{

||u||Lq
t Lr

x(R×Rn) : ||u||2
L2

x(R
n) = 1

}

.

Then, it is possible to encode t = 0 by u0 in such a way that the message can be transmitted at an average rate of at most C.

The maximum rate C = 2n/4−n(r−2)/(2r)rn/(2r) is reached when u0 is Gaussian and measures the maximal speed of transmission

of the channel U(t). It is not possible to transmit at an average rate greater than the Strichartz Constant.

Some explanations are in order. Since we are in the noiseless case and by the uniqueness of the solution of the PDE (in this

paper we are considering just linear PDEs), once you know u(t,x) at any time t, then you know the solution at any previous and

subsequent time. Therefore, any measure of relative entropy must be zero H(X |Y ) = H(Y |X) = 0. No extra entropy is added

during the flow, since the flow is deterministic. So, a good measure of mutual information must give I(X ,Y ) = H(X) = H(Y ).
A reasonable such measure is indeed given by the Strichartz norms:

I(X ,Y ) =
∣

∣

∣

∣

∣

∣
e−it∆u0

∣

∣

∣

∣

∣

∣

L
q
t Lr

x

.

Therefore, a measure of speed of transmission is given by

S(n,q,r) = sup
u0∈L2(X)

I(X ,Y ).

The Sharp Strichartz Constant plays then the role of Nyquist Bit Rate of the Channel.

Remark 3.9. Our parallel between Strichartz Norms and Entropy is also justified by the result in [3], where the authors

prove a monotonicity property of the Strichartz Norms under the evolution of a certain quadratic heat flow that looks like

the monotonicity property of the entropy. The entropy measures a level of uncertainty and it always increases. Similarly, the

Strichartz Norms measure dispersion and they are always increasing under the heat flow.

Remark 3.10. The Strichartz norm quantifies the dispersion of the propagator and ”translates” to the Nyquist Bit Rate. It

is actually an intrinsic property of the propagator and measures the information rate at which the input can travel. The

Schrödinger Strichartz constant is the optimal upper bound on the rate at which information can be transmitted over the

Schrödinger channel.

Remark 3.11. The Gaussian maximizes both the Shannon Entropy and the Strichartz Norms, but, differently from the usual

capacity measure, there is no need of power upper bounds and the Gaussian is an absolute maximizer of the mutual information.
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Remark 3.12. In quantum mechanics, loss of information corresponds to the violation of the unitary property, which has to do

with the conservation of probability. Under the flow of the equation that we are considering, unitarity is preserved and in fact,

the measure of information that we are using is constant along the flow as we showed in Subsection 3.3.

Remark 3.13. The Gaussian is added to the dictionary to show a connection between maximizers, as we will see in next section.

It shows, also, a kind of centrality that that distribution plays in several fields. It is a kind of ”fix point” of the dictionary.

Remark 3.14. Since the equations treated in this paper are all linear, we have uniqueness for free. This simplifies the decoding

procedure. In the case of non-uniqueness, the situation can become more involved. Another complication appears if the

transmitter can send just some information about the initial datum and not all. In this case, the presence of the symmetry of the

equation might play a role in the reconstruction of the signal. See Section 4.3.

Remark 3.15. It might be interesting to extend this notion to the nonlinear case. In that situation for a certain range of

nonlinearities, the long time behaviour of the solution is still linear (see [43]) and so a similar dictionary seem to be suitable.

4. Further connections between PDEs and Shannon information theory

In this section, we describe some possible further parallels between PDEs and Information Theory.

4.1 Maximizers of the entropy are maximizers of the Strichartz norm?

The Principle of Maximum Entropy states that, among distributions belonging to a particular class (e.g. fixed variance, supported

on the half-line, etc...), you should select the distribution with the maximum entropy, because it is the most uninformative. By

doing this, you minimize the possibility of adding extra bias and you follow the physical principle that many systems tend to

stabilize towards maximal entropy configurations. The following is a well-known theorem of Boltzmann on maximizers of the

Entropy.

Theorem 4.1 (Boltzmann’s Theorem). Consider the following subset of Rn:

C := {g : Rn → R such that E[g(x)] = c with x ∈ S ⊂ R
n} ,

where S ⊂ R
n is a closed subset, g(x) = (g1(x), . . . ,gn(x)) and c = (c1, . . . ,cn) ∈ R

n. Suppose there exists g ∈ C , such that

supp(g) = S and such that

g ∈ argmaxC H(X),

then

g(x) = cexp

(

n

∑
j=1

λ jg j(x)

)

for all x ∈ S

with c, λ j such that
∫

S g(x) = 1 and such that E[g(x)] = c. A viceversa holds.

Remark 4.2. A similar version of this theorem works also in the discrete case.

We can list several cases in which maximizers of the entropy are known:

• R
n case: The Univariate N(µ ,σ2) or Multivariate N(µ,Σ) Normal Distribution has maximum entropy among all real-

valued distributions with specified mean µ and standard deviation σ and Var-Cov matrix |Σ| respectively. Therefore,

the assumption of normality imposes the minimal prior structural constraint beyond these moments. We saw that the

entropy of the Univariate Normal Distribution whose standard deviation is σ is given by H(x) = 1
2

log
[

2σ2πe
]

, while

the entropy of the Multivariate Normal Distribution with fixed |Σ| is H(X) = 1
2

log [(2πe)n det(Σ)]

• Interval case: The uniform distribution on the interval [a,b] is the maximum entropy distribution among all continuous

distributions which are supported in the interval [a,b]. The entropy of the uniform distribution in the interval [a,b] is

given by log[b−a].

• Circular case: The von Mises distribution [34] has pdf given by

f (θ ; µ,κ) =
eκ cos(θ−µ)

2πI0(κ)
.
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The function I0(κ) denotes the modified Bessel function of order 0, the angle θ ∈ [0,2π] and µ and κ are the scale and

concentration parameter, respectively. The entropy of the Von Mises distribution is given by

H =−
∫ 2π

0
f (θ ; µ ,κ) ln( f (θ ; µ ,κ))dθ = ln(2πI0(κ))−κ

I1(κ)

I0(κ)
,

with the function I1(κ) denoting the modified Bessel function of order 1.

• Half-line case: If X ∈ R
+, namely p(x) = 0 for x ≤ 0, and the first moment of X is fixed to be a, a =

∫ ∞
0 p(x)xdx,,

then the maximum entropy distribution is the exponential distribution with pdf p(x) = 1
a
e−x/a for x > 0 and p(x) = 0

otherwise. In this case, the entropy is equal to log[ea].

Remark 4.3. Some classes of distributions do not contain a maximum entropy distribution. It is possible that a class contain

distributions of arbitrarily large entropy (for example, the class of continuous distributions on R with mean 0 but arbitrary

standard deviation), or that the Entropy is bounded above, but there is no distribution which attains the maximal entropy ( for

example, if you add too many constraints -See [9]-).

In the case of Rn, Strichartz Norms are maximized by Gaussians (conjectured in n ≥ 3 and proved n = 1,2, see [39]). As

far as we know, no work has been done to describe the maximizers of the Strichartz Norms on other types of domains. We have

the following question.

Question:

We are wondering if the connection between Strichartz Norms and Entropy that we are proposing here is reflected also in the

maximizers of these norms on domains different from R
n. More precisely. If we fix the domain Ω, is it true that the class of

functions which maximize some Strichartz Norms on Ω maximize also the Entropy? For which admissible exponents is this true?

Differently from the Entropy, computing the Strichartz Norm of distribution functions, apart from few particular cases, like the

Gaussian (see [39]) is not exactly simple. Just for the sake of illustration, we discuss the case of the pdf of a uniform random

variable between −1 and 1. We take as initial datum u0 the function u0 =
1
2

χ[−1,1]. If we compute its Fourier Transform, we get:

û(0,ξ ) =
1√
2π

∫

R

u0(x)e
ixξ dx =

1

2
√

2π

∫ 1

−1
eixξ dx =

1

2
√

2π

eixξ

iξ

∣

∣

∣

1

−1
=

1

2
√

2π

e+iξ − e−iξ

iξ
.

Using the propagator (similarly to what we did in Section 3.4), we get

u(t,x) =
∫

R

ei|ξ |2t+ixξ 1

2
√

2π

e−iξ − eiξ

−iξ
dξ .

If now we take the space derivative of this function, we get:

∂

∂x
u(t,x) =

∫

R

ei|ξ |2t+ixξ 1

2
√

2π

(

eiξ − e−iξ
)

dξ

=
1

2
√

2π

∫

R

ei|ξ |2t+i(x+1)ξ dξ − 1

2
√

2π

∫

R

ei|ξ |2t+i(x−1)ξ dξ .

Each of the two terms represent the Schrödinger Evolution of a Delta Function, with center at +1 and −1 respectively.

Therefore, we get:

∂

∂x
u(t,x) =

π
1
2

4t
1
2

e
−i t

|t|
π
4 e−i

(x+1)2

4t − π
1
2

4t
1
2

e
−i t

|t|
π
4 e−i

(x−1)2

4t .

Now, by integrating in x, we find:

u(t,x) ∝ e
−i t

|t|

(

Φ

(

x+1

2

(

i

t

)
1
2

)

−Φ

(

x−1

2

(

i

t

)
1
2

))

.

Here Φ(x) is the cumulative distribution function of the Standard Normal. Now, we should compute the Strichartz Norm of this

function u(t,x), but since already this cannot be computed in closed form, neither any space time integral can be. So, it seems

hard to verify that an optimal bound is attained by a certain distribution, just by direct computation.
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4.2 Time recovery: estimation of the source
One of the main goals of the Theory of Communication is to transmit a message and be able to recover it entirely or at least

with the highest possible precision. In this section, we rephrase this in the context of PDEs, using the dictionary.

Given n output observations, it is simple to estimate the time t at which the signal has been sent. Suppose the input is again a

Gaussian distribution u0(x) = e−|x|2 and so that p0 ∝ e−2|x|2 . Then

u(t,x) = (1−4it)−n/2e−
|x|2

1−4it (4.1)

and so

p(t,x) =
(π

2

)− n
2 |1+16t2|−n/2e

− 2|x|2
1+16t2 , (4.2)

as we showed in Subsection 3.4. A random process Xt with this distribution is a Normal Random Variable Xt ≃ N (0,σ2
t ) with

σ2
t = 1+16t2

4
. This automatically implies that: t2 = 4σ2

t −1

16
. Therefore the MLE estimator of the time t2 is a linear transformation

of the MLE of the variance: t̂2
MLE =

4σ̂2
t MLE−1

16
, with σ̂2

t MLE := 1
n−1 ∑

n
i=1 (Xi − X̄)

2
and X̄ = 1

n ∑
n
i=1 Xi.

Remark 4.4. The correspondence between a solution u(t,x) of the Schrödinger equation and p(t,x) is not a bijection. In fact,

once you know p(t,x), every function eiθ u(t,x) with θ ∈ [0,2π) gives rise to the same p(t,x). This does not prevent to recover

the time t, since the parameter θ does not have any effect on the variance.

Similarly, suppose that different subsets of the data are observed at different instants: independently, we observe Xi,

i = 1, . . . ,n at tX and we observe Yj, j = 1, . . . ,m at tY . We can estimate the signed distance T between the emission times of

the signals X and Y in the following way. We first estimate the time when Xi’s have been emitted:

ˆt2
X MLE

=
4σ̂2

X MLE
−1

16
,

with

σ̂2
X MLE

:=
1

n−1

n

∑
i=1

(Xi − X̄)
2

and

X̄ =
1

n

n

∑
i=1

Xi.

Then, we estimate the time at which the Yj’s have been emitted:

ˆt2
Y MLE

=
4σ̂2

Y MLE
−1

16
,

with

σ̂2
Y MLE

:=
1

m−1

m

∑
j=1

(Yj − Ȳ )
2

and

Ȳ =
1

m

m

∑
i=1

Yi.

Then,

T̂ = ˆtY MLE − ˆtX MLE =

(

4σ̂2
Y MLE

−1

16

)1/2

−
(

4σ̂2
Y MLE

−1

16

)1/2

.
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We can also estimate the period if the same signal is sent in a periodic way at instants tk, k = 1, . . . ,N. First, we can estimate for

each k:

t̂2
k MLE

=
4σ̂2

tk MLE
−1

16
,

with

σ̂2
tk MLE

:=
1

n−1

n

∑
i=1

(Xi − X̄)
2

and

X̄ =
1

n

n

∑
i=1

Xi.

Then,

T̂ :=
1

N −1

N−1

∑
k=1

(ti+1 − t i) =
1

N −1
(tN − t1).

Remark 4.5. In the case that the signal is not Gaussian, using the Central Limit Theorem, we can prove that these estimators

are asymptotic estimators, for t ∈ [0,T ] with 0 < T <+∞.

4.3 Symmetries and encoding/decoding
The purpose of source encoding is to decrease the dimension of the source data. In the context of the Schrödinger Equation,

the source coding can be seen as a way to organize the particles. For example in the case of Gaussian initial data, this means

giving to the Variance-Covariance Matrix a particular structure. The main point here is that, due to its symmetries and since it

is possible to transmit the message at the optimal rate, the source encoding for the Schrodinger Equation, based on domain,

co-domain and structure invariance do not affect the optimal transmission rate. This is because the symmetries of the propagator

have counterparts in the symmetries of the Strichartz Norms. In this section, we summarize these symmetries, to make explicit

what we mean. As explained in [15] (see also [39] following [15]), Strichartz Estimates are invariant by the following set of

symmetries.

Lemma 4.6. [15] Let G be the group of transformations generated by:

• space-time translations: u(t,x) 7→ u(t + t0,x+ x0), with t0 ∈ R, x0 ∈ R
n;

• parabolic dilations: u(t,x) 7→ u(λ 2t,λx), with λ > 0;

• change of scale: u(t,x) 7→ µu(t,x), with µ > 0;

• space rotations: u(t,x) 7→ u(t,Rx), with R ∈ SO(n);

• phase shifts: u(t,x) 7→ eiθ u(t,x), with θ ∈ R;

• Galilean transformations:

u(t,x) 7→ e
i
4

(

|v|2t+2v·x
)

u(t,x+ tv),

with v ∈ R
n.

Then, if u solves equation (3.7) and g ∈ G , also v = g ◦ u solves equation (3.7). Moreover, the constants Sh(n,q,r) are left

unchanged by the action of G .

Not all these symmetries leave invariant the set of probability distributions P(Rn). Therefore, we need to reduce the set of

symmetries in our treatment and, in particular, we need to combine the scaling and the parabolic dilations in order to have all

the family inside the space of probability distributions P(Rn).

Lemma 4.7. Consider uµ,λ = µu(λ 2t,λx) such that u(t,x) ∈ P(Rn) maximizes (2.11), then µ = λ n/2.
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Proof.

1 = ||uλ ||2L2(Rn) = µ2
∫

Rn
|u(λ 2t,λx)|2dx = µ2λ−n||u||2

L2(Rn) = µ2λ−n,

so µ = λ n/2.

Remark 4.8. We notice that some of the symmetries can be seen just at the level of the generator of the family u, but

not by the family of probability distributions pt(x). For example the phase shifts u(t,x) 7→ eiθ u(t,x), with θ ∈ R give rise

to the same probability distribution function because |eiθ u(t,x)|2 = |u(t,x)|2 and, partially, the Galilean transformations

u(t,x) 7→ e
i
4

(

|v|2t+2v·x
)

u(t,x+ tv), with v ∈R
n reduces to a space translation with x0 = vt, since

∣

∣

∣

∣

∣

e
i
4

(

|v|2t+2v·x
)

u(t,x+ tv)

∣

∣

∣

∣

∣

2

=

|u(t,x+ tv)|2. In some sense, the parameter θ can be seen as a latent variable.

Therefore, we have the complete set of probability distributions induced by the generator u(t,x).

Theorem 4.9. Consider pt(x) = |u(t,x)|2 a probability distribution function generated by u(t,x) (see Subsection 3.4). Let S

be the group of transformations generated by:

• inertial-space translations and time translations: p(t,x) 7→ p(t + t0,x+ x0 + vt), with t0 ∈ R, x0 ∈ R
n and v ∈ R

n ;

• scaling-parabolic dilations: u(t,x) 7→ λ nu(λ 2t,λx), with λ > 0;

• space rotations: u(t,x) 7→ u(t,Rx), with R ∈ SO(n);

Then, if u solves equation (3.7) and g ∈S , also v = g◦u solves equation (3.7), qt(x) = |v(t,x)|2 is still a probability distribution

for every g ∈ S and the constant Sh(n,q,r) is left unchanged by the action of S .

Remark 4.10. Optimality and symmetry are two strictly related concepts in the calculus of variations. Usually, extremizers

possess some extra structure (see for example [6]). This might suggest to use symmetries/properties of the channel to optimize

a code. Strichartz Inequalities, Soboloev Inequalities and several others possess radial extremizers (see again [6]).

5. Some final remarks

In this section, we collect some further comments about the discrete case, the noisy case and the Kinetic Transport Equation.

5.1 The discrete case

Up to now, we mainly treated the case of a continuous channel and so continuous PDEs. One can think about extending this

machinery to the discrete case. A possible approach would be to consider the Continuous Schrödinger Equation and use as

initial data a sum of delta functions. This approach fails for the following reason. Consider for instance the case of a single

delta function u0(x) = δ (x). This gives rise to the solution:

u(t,x) =

(

1

πt

)
1
2

ei x2

t .

ans so to the pdf

|u(t,x)|2 =
(

1

πt

)
1
2

,

which is constant in space. So, every Strichartz Norm of this function would be infinity. Moreover, the estimates cannot work

even locally in space because of the following reason. Consider a subset of Rn with volume V . Then,

‖u(t,x)‖L
q
t Lr

x
=
∫

t

(

1

πt

)

q
2

V
1
r dt,

while

‖u(t,x)‖L2
x
=

(

1

πt

)
1
2

V
1
2 .
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But an inequality of the type
∫

t

(

1

πt

)

q
2

V
1
r dt ≤C

(

1

πt

)
1
2

V
1
2 ,

cannot hold for a constant C independent of time, because the time variable appears at different powers in the left and right

hand side of the inequality. The main reason for all of this is that the mass is conserved just for L2 solutions and δ (x) has a

regularity lower than L2.

A second approach is to consider the Discrete Schrödinger Equation:

i∂tuk(t)+h−2 (uk+h(t)+uk−h(t)−2un(t)) = 0,

with k ∈ Z and u0 ∈ l2. This equation resembles the continuous model, when the step size h is small 0 < h ≪ 1. Now, the

domain is itself discrete and so we cannot do anything but choosing an initial datum defined on a discrete set. Moreover, the

quantity which is now conserved for this equation is the ‖ · ‖l2 , namely the discrete version of the ‖ · ‖L2 norm. Using the main

theorem of [24], the authors in [41] have been able to prove Strichartz Estimates:

‖un(t)‖L
q
t lr

x
≤C‖un(0)‖l2

x
,

for (q,r)≥ 2 and
1

q
+

n

3r
≤ n

6
.

In this setting, we can use the Rosetta Stone and translate this discrete PDE in the context of Information Theory, in particular

using the Discrete Schrödinger Equation as a toy model for Discrete Channels.

Remark 5.1. For the Discrete Schrödinger Equation, the problem of finding the Sharp Strichartz Constant is still open, and the

problem of finding the maximizer is open, as well. Possibly, the dictionary will be somehow helpful to answer this question.

5.2 The noisy case
In this subsection, we consider the Stochastic Linear Schrödinger Equation

i∂tu(t,x) = ∆u(t,x)◦dβ , (t ≥ s,x) ∈ (0,∞)×R
n,

with initial datum u(s,x) = us(x). This equation has an explicit solution (see [10] for details).

Proposition 5.2. [10] For any s ≤ T and us(x) ∈ S ′(Rn), there exists a unique solution of the Stochastic Linear Schrödinger

Equation, almost surely in C([s,T ];S ′(Rn)). Its Fourier Transform in space is given by

û(t,ξ ) = e−i|ξ |2(β (t)−β (s))ûs(ξ ), t ≥ s, ξ ∈ R
n.

Moreover, if us ∈ Hσ
x for some σ ∈ R, then u(·) ∈C([0,T ];Hσ

x ) a.s. and ‖u(t)‖Hσ = ‖us‖Hσ , a.s. for t ≥ s. If us ∈ L1
x , then the

explicit solution takes the form:

u(t) =U(t,s)us :=
1

(4πi(β (t)−β (s)))n/2

∫

Rn
exp

(

i|x− y|2
(4(β (t)−β (s)))

)

us(y)dy

for t ∈ [s,T ].

Strichartz Estimates have been proved also in the stochastic case.

Theorem 5.3. Let 2 ≤ r < +∞ and 2 ≤ p ≤ +∞ be such that 2
r
> n

(

1
2
− 1

p

)

or r = +∞ and p = 2. Let ρ be such that

r′ ≤ ρ ≤ r. Then, there exists a constant c = c(ρ,r, p)> 0 such that, for any s ∈ R, T ≥ 0 and f ∈ L
ρ
P
(Ω;Lr′(s,s+T ;L

p′
x )),

the following estimate holds:
∣

∣

∣

∣

∫

s
U(·,σ) f (σ)dσ

∣

∣

∣

∣

≤ c(ρ,r, p)T β | f |
L

ρ
P
(Ω;Lr′ (s,s+T ;L

p′
x ))

with β = 2
r
− n

2

(

1
2
− 1

p

)

.
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Remark 5.4. For the precise definition of the function spaces in the previous theorem we refer to [10].

Concerning the optimal Strichartz Constant in the stochastic case c(ρ,r, p) and the function which realizes it, as far as we

know, there are no results. Nevertheless, we can propose a dictionary in the same flavour of the deterministic case.

Information Theory Differential Equations

Source u0

Source Encoding map u0 7→ u0 +noise

Transmitter Noisy Initial Datum u0 +noise

Channel Propagator etL

Channel Encoding External Potential

Receiver Noisy Solution u(t)+noise = etL(u0 +noise)
Decoder map u(t)+noise 7→ u(t)
Inference of the source E[u(t)+noise]
Shannon Capacity Strichartz Constant

Entropy Strichartz Norms

Maximizer of the Entropy Maximizer of Strichartz Norms

Linear Channel F = L-Linear PDE

Nonlinear Channel F Nonlinear-Nonlinear PDE

Gaussian Gaussian

The main difference with respect to the deterministic case is that Nyquist Bit Rate is substituted by Shannon Capacity. Moreover,

in the stochastic case, we do not have a one to one correspondence between the encoded signal and the time t = 0, as well as

between what the decoder sees and the time t. For this reason, the dictionary cannot be simplified using the bijection between t

and u(t), as in the deterministic case.

Remark 5.5. Each couple of admissible exponents give a different measure of ”capacity”, non necessarily equivalent. For this

reason, there exist different notions of capacity that might not be equivalent.

If we try to compute the mutual information for a joint pdf pλ (x,y) = λ a p(λ bx,λ cy), using the constraints that also p(x), p(y),
p(x,y) need to be pdfs as well with the marginals of pλ (x,y), we conclude that I is invariant under this rescaling if and only if

a = n(b+ c).

Consider a generalized version of the mutual information:

Iα,β ,γ,r(X ;Y ) =
∫

y

∫

x
p(x,y)r log

(

p(x,y)α

p(x)β p(y)γ

)

dxdy. (5.1)

The scale invariance implies r = 1 and so from now on Iα,β ,γ(X ;Y ) := Iα,β ,γ,r(X ;Y ). The argument of the log needs to be scale

free and so α(b+ c) = (βb+ γc). This condition is trivially satisfied when α = β = γ , which gives the original I(X ;Y ) up to a

constant scale. But for example, in the symmetric case c = b and so a = 2nb, for α = β+γ
2

we have the corresponding scale

invariance of Iα,β ,γ(X ;Y ). Note that fixed q := b
b+c

, we have scale invariance whenever α = qβ +(1−q)γ . The choice of q is

strictly related to the choice of the channel p(y|x). This is reminiscent of the admissible exponents, which are strictly related to

the linear propagator of the corresponding PDE.

It would be interesting to study more deeply the properties of Iα,β ,γ(X ;Y ) in the context of Information Theory and see if the

corresponding capacity

Cα,β ,γ := sup
pX (x)

Iα,β ,γ(X ;Y )

plays any important role.

5.3 The example of the kinetic transport equation
In this subsection, we give another example of our proposed relationship between Information Theory and PDEs. We consider

the Kinetic Transport Equation:

∂t f (t,x,v)+ v ·∇x f (t,x,v) = 0, f (0,x,v) = f 0(x,v)
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for (t,x,v) ∈ R×R
n ×R

n. This equation satisfies a similar set of Strichartz Estimates:

‖ f‖L
q
t L

p
x Lr

v
≤C‖ f 0‖La

x,v

for a set of admissible exponents;

2

q
= n

(

1

r
− 1

p

)

,
1

a
=

1

2

(

1

r
+

1

p

)

, q > a, p ≥ a.

The distribution function f (t,x,v) is a non negative function f (t,x,v)≥ 0 depending on the time t ∈ R, on the position x ∈ R
n

and on the velocity v ∈R
n and it is required to be integrable in x and v,

∫∫

x,v f (x,v,)dxdv <+∞ for every t ∈R. From a physical

point of view, the density f describes the evolution of the system of particles and
∫

C f (t,x,v)dxdv represents the probability

of finding particles in the position-velocity space region C, at a fixed instant t. Furthermore, the Kinetic Transport Equation

admits several conservation laws and in particular the conservation of the number of the particles (see for example [12]). These

properties put ourselves in the same framework of the Schrödinger Equation and therefore a similar Rosetta Stone might be

produced in the case of the Kinetic Transport Equation, as well.
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Abstract
The signless Laplacian eigenvalues of a graph G are eigenvalues of the matrix Q(G) = D(G)+A(G), where D(G)
is the diagonal matrix of the degrees of the vertices in G and A(G) is the adjacency matrix of G. Using a result

on the sum of the largest and smallest signless Laplacian eigenvalues obtained by Das in [2], we in this note

present sufficient conditions based on the sum of the largest and smallest signless Laplacian eigenvalues for

some Hamiltonian properties of graphs.
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1. Introduction

We consider only finite undirected graphs without loops or multiple edges. Notation and terminology not defined here follow

those in [1]. For a graph G = (V (G), E(G)), we use n to denote its order |V (G)|. A subset V1 of the vertex set V (G) is

independent if no two vertices in V1 are adjacent in G. The size of a maximum independent set is called the independence

number of G and it is denoted by α(G). We use G1 ∨G2 to denote the the join of two disjoint graphs G1 and G2. The graph

consists of p isolated vertices is denoted by pK1. Let D(G) be a diagonal matrix such that its diagonal entries are the degrees of

vertices in a graph G. The signless Laplacian matrix of a graph G, denoted Q(G), is defined as D(G)+A(G), where A(G) is the

adjacency matrix of G. The eigenvalues q1(G)≥ q2(G)≥ ·· · ≥ qn(G) of Q(G) are called the signless Laplacian eigenvalues of

G. A cycle C in a graph G is called a Hamiltonian cycle of G if C contains all the vertices of G. A graph G is called Hamiltonian

if G has a Hamiltonian cycle. A path P in a graph G is called a Hamiltonian path of G if P contains all the vertices of G. A

graph G is called traceable if G has a Hamiltonian path.

In this note we present sufficient conditions based on the sum of the largest and smallest signless Laplacian eigenvalues for

the Hamiltonian and traceable graphs. The main results are as follows.

Theorem 1.1. Let G be a k-connected graph (k ≥ 2) of order n ≥ 4. If q1 +qn ≥ 3n−2k−4, then G is Hamiltonian or G is

(k+1)K1 ∨Kr with 2 ≤ r ≤ k.
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Theorem 1.2. Let G be a k-connected (k ≥ 1) graph of order n ≥ 4. If q1 + qn ≥ 3n− 2k− 6, then G is traceable or G is

(k+2)K1 ∨Kr with 1 ≤ r ≤ k.

2. Proofs

In order to prove Theorem 1.1 and Theorem 1.2, we need the following result obtained by Das as our lemma. Lemma 2.1 below

is Theorem 3.2 on Page 995 in [2].

Lemma 2.1. Let G be a connected graph on n ≥ 4 vertices with independence number α . Then q1 +qn +2α ≤ 3n−2 with

equality holding if and only if G is αK1 ∨Kn−α .

Proof of Theorem 1. Let G be a graph satisfying the conditions in Theorem 1.1. Suppose, to the contrary, that G is not

Hamiltonian. Since k ≥ 2, G has a cycle. Choose a longest cycle C in G and give an orientation on C. Since G is not

Hamiltonian, there exists a vertex u0 ∈V (G)−V (C). By Menger’s theorem, we can find k pairwise disjoint (except for u0)

paths P1, P2, ..., Pk between u0 and V (C). Let vi be the end vertex of Pi on C, where 1 ≤ i ≤ k. Without loss of generality, we

assume that the appearance of v1, v2, ..., vk agrees with the orientation of C. We use v+i to denote the successor of vi along the

orientation of C, where 1 ≤ i ≤ k. Since C is a longest cycle in G, we have that v+i 6= vi+1, where 1 ≤ i ≤ k and the index k+1

is regarded as 1. Moreover, S := {u0,v
+
1 ,v

+
2 , ...,v

+
k } is independent (otherwise G would have cycles which are longer than C).

From Lemma 2.1, we have that

3n−2 = 3n−2k−4+2(k+1)≤ q1 +qn +2|S| ≤ q1 +qn +2α ≤ 3n−2.

From Lemma 2.1 again, we have that q1 + qn = 3n− 2k− 4, S is a maximum independent set of size α = k+ 1, and G is

(k+1)K1 ∨Kn−(k+1). Notice that G is Hamiltonian if n− (k+1)≥ (k+1). Thus n− (k+1)≤ k. Since G is k-connected with

k ≥ 2, G must be (k+1)K1 ∨Kr with 2 ≤ r ≤ k. �

Proof of Theorem 2. Let G be a graph satisfying the conditions in Theorem 1.2. Suppose, to the contrary, that G is not

traceable. Choose a longest path P in G and give an orientation on P. Let x and y be the two end vertices of P. Since G is

not traceable, there exists a vertex u0 ∈V (G)−V (P). By Menger’s theorem, we can find k pairwise disjoint (except for u0)

paths P1, P2, ..., Pk between u0 and V (P). Let vi be the end vertex of Pi on P, where 1 ≤ i ≤ s. Without loss of generality, we

assume that the appearance of v1, v2, ..., vk agrees with the orientation of P. Since P is a longest path in G, x 6= vi and y 6= vi,

for each i with 1 ≤ i ≤ k, otherwise G would have paths which are longer than P. We use v+i to denote the successor of vi along

the orientation of P, where 1 ≤ i ≤ k. Since P is a longest path in G, we have that v+i 6= vi+1, where 1 ≤ i ≤ k−1. Moreover,

{u0,v
+
1 ,v

+
2 , ...,v

+
k ,x} is independent (otherwise G would have paths which are longer than P). From Lemma 2.1, we have that

3n−2 = 3n−2k−6+2(k+2)≤ q1 +qn +2|S| ≤ q1 +qn +2α ≤ 3n−2.

From Lemma 2.1 again, we have that q1 + qn = 3n− 2k− 6, S is a maximum independent set of size α = k+ 2, and G is

(k+2)K1 ∨Kn−(k+2). Notice that G is traceable if n− (k+2) ≥ (k+1). Thus n− (k+2) ≤ k. Since G is k-connected with

k ≥ 1, G must be (k+2)K1 ∨Kr with 1 ≤ r ≤ k. �
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Abstract

It is well known that the numerical solution of evolutionary systems and problems based on topological design

requires a high computational power. In the last years, many parallel algorithms have been developed in order

to improve its performance. Among them, genetic algorithms (GAs) are one of the most popular metaheuristic

algorithms inspired by Darwin’s evolution theory. From the High Performance Computing (HPC) point of view, the

CUDA environment is probably the parallel computing platform and programming model that more heyday has

had in recent years, mainly due to the low acquisition cost of graphics processing units (GPUs) compared to a

cluster with similar functional characteristics. Consequently, the number of GPU-CUDAs present in the top 500

fastest supercomputers in the world is constantly growing. In this paper, a numerical algorithm developed in the

NVIDIA CUDA platform capable of solving classical optimization functions usually employed as benchmarks is

presented. The obtained results demonstrate that GPUs are a valuable tool for acceleration of GAs and may

enable its use in much complex problems. Also, a sensitivity analysis is carried out in order to show the relative

weight of each GA operator in the whole computational cost of the algorithm.
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1. Introduction

It is well known that Genetic Algorithms (GAs) are robust and efficient domain-independent searching techniques for global

optimization problems inspired by the Darwinian evolution theory. Most classical GAs include three different operators:

selection, mutation and crossover. In each iteration, individuals are evaluated using the objective (or fitness) function and a

stopping criteria is also required in order to end the iterative process [5]. However, despite GA is very useful for many practical

optimization problems, the execution time can become a limiting factor for some huge problems [4, 6, 9].

There are many possibilities to accelerate a GA code [1]. One of the most widespread strategies proposed in order to

reduce the computational cost are the MPI-based parallelization techniques. In this case, a cluster computer is required [19, 20].

Probably, the main problem in the near future will be the platforms heterogeneity of data and applications. However, since the

CPU maximum frequency seems to be reached [8], many-core parallel techniques appear to be an interesting option.

During the last decade, Graphic Processing Unit (GPU) has been used for computing acceleration due to the intrinsic
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vector-oriented design of the chip set. This gave race to a new programming paradigm: the General Purpose Computing on

Graphics Processing Units (GPGPU) [11, 16, 12]. In general, the GPGPU acronym is used for all techniques able to develop

algorithms extending computer graphics applications but running on a GPU. This paradigm is widely used for a very large range

of applications, in computational fluid dynamics (CFD) problems [24], environmental applications [2], advection transport [7],

numerical analysis [22], optimization techniques [21, 29], among others.

Later on, the GPGPU programming paradigm was replaced by the Compute Unified Device Architecture (CUDA) in 2007.

CUDA has several advantages compared to GPGPU and CPU which includes faster memory sharing and read backs, minimal

threads creation overhead, etc. [17]. Since GAs are inherently parallel, the CUDA computing paradigm provides an interesting

framework, allowing a strong optimization in terms of processing performance and scalability [15, 25, 23].

In this paper an open source code written in the C++ programming language that allows the optimization of n-dimensional

space functions using GA classical metaheuristic techniques is developed. In order to reduce the computational cost of

metaheuristic optimization, a parallelization of a classic GA code using a GPU in a CUDA environment is also proposed.

Moreover, a sensitivity analysis is performed in order to identify the relative computational cost of each GA operator.

Three different objective functions are employed, which are often used as benchmark functions in optimization problems:

De Jong’s function, Rastrigin’s function and Ackley’s function. The global optimum is the same and is known for all test cases:

this allows to make comparisons from the GA performance point of view. The paralellized algorithm propoed in this work is

capable of optimize n-dimensional functions using CUDA programming paradigm. The obtained results using a GeForce GTX

750 Ti GPU show that the proposed code is a valuable tool for accelerating GAs, reducing its computational cost by about 92%.

The article is structured as follows. Section 2 presents some characteristics of classical GAs as well as the main features

of the GA proposed in this work. Section 3 describes the characteristics of the employed hardware and some key aspects of

the parallelization strategy using CUDA. The results are shown in Section 4 while the conclusions and final discussions are

presented in Section 5.

2. Classical genetic algorithm

Based on the Darwin’s evolution theory, genetic algorithms are analogous to the natural selection laws and survival of strongest

individuals. Therefore, the individuals with higher fitness in a population have a greater chance of survival than the others.

Each individual is a candidate solution of the optimization problem and its quality is assessed by evaluating an objective (or

fitness) function which has to be minimized or maximized.

2.1 General characteristics

Some features of classical genetic algorithms are [5, 14]:

• Individuals can be defined with arrays of integer, real or binary numbers as well as a combination.

• The iterative process is usually known as elitist algorithm. Thus, the better adapted individuals pass to the next generation

without going through the crossover and mutation procedures.

• Continuous functions for individual definition allow imposing conditions on lower and upper bounds of the variables in

order to fulfill the objective function domain.

• Partial renewal of the population in order to prevent the saturation with the best individuals. In this step, the mutation

procedure is no longer required.

Figure 1.1a shows the pseudocode of the GA developed in this article. Also, the main features of the classical GA are

included, being pop, sel and shoot three entities accounting population, selection operator and the randomized shooting

procedure, respectively.

2.2 Characterization of individuals

In Fig. 2.1, a generic coordinate xi is presented. Therefore, each generic coordinate of an individual is composed by nvdec

genes and nvbin chromosomes. The first gene is used for sign assignation. Thus, the negative sign of a generic coordinate is

adopted when the first digit is less than five, otherwise the obtained coordinate is positive. Form example, Fig. 2.2 shows the

determination of a real number from a binary random matrix.

Although individuals are defined from a binary matrix of nvbin∗nvdec elements, in the GA code developed in this work

the population is organized as a vector of size psize∗nvbin∗nvdec in order to optimize memory access. According to this

definition of individuals, the domain of the generic coordinate is setting automatically in xi ∈ ]−1,1[ . Thus, no further penalty

functions are required in order to impose boundary conditions.
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Figure 2.1. Definition of a generic coordinate xi

Figure 2.2. Example of a real number determination.

2.3 Initiation

At the beginning, the control variables should be defined, i.e. the population size (psize), the maximum number of generations

(ngen), the number of genes (or variables) for each individual (nvars), which in this case is obtained by the product between the

total amount of decimal digits plus one, for the sign assignation (nvdec) and the adopted quantity of binary digits (nvbin). Also,

the mutation probability (mut prob) and the elite size (nelit) should be set at the beginning of the GA.

2.4 Initial population

The initial population is generated by a random algorithm specially designed to fulfil the boundary conditions regarding to

the upper and lower bounds of the variables. Individuals are vectors of nvars dimension composed by eight integer digits (the

first one used for sign assignation). Each integer digit is determined by a four digits binary number (see Fig. 2.1). Therefore,

on the optimization problem of two three-dimensional functions (two independent variables), the individual dimension is

nvars = 2∗nvdec∗nvbin = 128 binary digits.

2.5 Cost functions

In a classical GA, the concept of fitness involves testing how “fit” a given individual is in comparison with other individuals

using a cost function in order to obtain the best individual of the population. If a GA is used in unconstrained optimization

problems, as in the case of this study, the fitness coincided with the actual cost function [26].

In the following, three different cost functions are considered. These functions are widely used to evaluate the performance

of new optimization algorithms [15, 27, 28, 23]. Being n the problem dimension, the following cost functions are used:

• The simplest test function, the De Jong’s function, also known as the sphere model. It is continuos, convex and unimodal

(see Fig. 2.3a):

f1 =
n

∑
i=1

x2
i . (2.1)

• The Ackley’s function [3], widely used as a multimodal test function. It has many extreme values and a unique absolute

minimum (see Fig. 2.3b):

f2 =−a exp

[

−b

(

n

∑
i=1

x2
i /n

)− 1
2
]

− exp

(

n

∑
i=1

cos(c xi)/n

)

+a+ exp(1) , (2.2)

where, the adopted values of the constant parameters a, b and c are: 20, 0.2 and 2π , respectively.
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• The Rastrigin’s function, based on function f1, Eq. (2.1), with the addition of a cosine modulation to produce many local

minima. Therefore, is highly multimodal. However, the location of the minima are regularly distributed (see Fig. 2.3c):

f3 = 10 n+
n

∑
i=1

x2
i −10 cos(2π xi) . (2.3)

All the adopted cost functions share special characteristics. They all are continous functions with monotonic shape and

their absolute minimum is perfectly determined at xi = 0. This important feature allows an accurate evaluation of the GA

performance analyzed in this work.

2.6 Selection

The selection process is also known as Tournament or Ranking selection method. In this method, a ranking-based competition is

carried out in small groups of individuals (ngroup), randomly generated, in which the best of each group is selected according

to its cost.

The main disadvantage of this procedure is that the worst individuals have nearly zero probability of being selected. In

contrast, the population heterogeneity is better assessed in comparison with the classical Simple Roulete selection method [5, ?].

2.7 Crossover

The crossover procedure is a crucial module for the GA performance. However, as the main purpose of this work is not focused

on qualitatively improving convergence behavior of GA, an enhanced crossover technique is not required.

Furthermore, the GA parallelization in a GPGPU presented in this study allows computational cost of classical GA to be

greatly reduced. Thus the simple well known one-point crossover method is used. All data beyond that point are swapped

between the two parent individuals.

2.8 Mutation

Mutation is a genetic operator used to preserve the population diversity, behaving analogously to a biological mutation. Another

purpose of this operator is to prevent the algorithm from being trapped into a local optimum, thus increasing GA search

capability. The simplest mutation consists in modifying one or more gene values in a chromosome from its initial state according

to a user-defined mutation probability during the evolutionary process. This probability should be set to a low value (< 5%).

Otherwise, the process could switch to a primitive random search [30].

In this research, the Flip Bit mutation operator was implemented. This technique is widely used and inverts the bits of a

chosen genome according to its mutation probability (i.e. if the genome bit is 1, it is changed to 0 and viceversa).

3. Parallelization strategy in the CUDA environment

The main feature of graphics processing units is the ability to run a common process on a large number of cores working

all together over different data. In order to improve the GPGPU paradigm, the CUDA environment has been developed by

NVIDIA [18], allowing a more efficient programming. Therefore, there are two important issues that directly affect the

performance of CUDA codes. The first one is related to a basic processing element: threads. Threads are labelled between 0

and BlockDim. The group of threads is called a block, and it contains a (recommended) 32 multiple number of threads.

The following aspect to be considered in the CUDA programming style is the device architecture. The minimum unit,

where a single thread runs, is the Streaming Processor (SP). A Streaming Multiprocessor (SM) is a group of SPs.

The parallelization on GPU/CUDA architecture can be done on a fine-grained or coarse-grained level [18]. In order to

reduce the data processing latency, a fine-grained parallelization strategy is adopted [10, 13], in which each data is assigned

to each thread. This strategy in general improves GPU performance keeping busy at all times all multiprocessors cores, and

consequently, the latency diminishes [25].

The coarsest granularity of synchronization occurs between commands in a queue or stream. Although this does provide

synchronization across the entire kernel, it is very slow, as it often even involves a round trip to the CPU for API call completion.

Finer-grained barriers can also be used to synchronize control (not data) within a thread block.

Figure 1.1a presents a standard GA flowchart. To qualitatively show the computational cost of each subroutine of this GA,

the inner loops schemes required in each function of the GA are also depicted.

The flowchart of the CUDA GA algorithm implemented in this research is shown in Fig. 1.1b. The main difference

observed between the classical sequential GA and the fully parallel CUDA-based GA is the absence of the inner loop in each

GA subroutine. As will be seen later, this difference introduces a substantial improvement in the computational cost of the GA.



A metaheuristic optimization algorithm for multimodal benchmark function in a GPU architecture — 71

Table 1. Main features of GTX GeForce 750 Ti related to CUDA environment

CUDA Driver Version / Runtime Version: 7.0 / 6.5

Total amount of global memory: 2048 MBytes

( 5) Multiprocessors, (128) CUDA Cores/MP: 640 CUDA Cores

L2 Cache Size: 2097152 bytes

Total amount of constant memory: 65536 bytes

Total amount of shared memory per block: 49152 bytes

Warp size: 32

Maximum number of threads per multiprocessor: 2048

Maximum number of threads per block: 1024

Furthermore, in the Appendix A the main CUDA parallelized functions developed in this work are presented. This section was

included in order to illustrate a simple way to introduce a CUDA parallelized function in a classical GA.

The graphics card used in this work is the GeForce GTX 750 Ti, and its main features can be obtained from the deviceQuery

application found in the installation folder of NVIDIA CUDA enviroment [17]. In Table 1, the main characteristics of the GPU

employed in this work are summarized.

4. Numerical results

In this section, the numerical results obtained from the computational tests using the CUDA GA algorithm developed in this

work are presented.

4.1 Sensitivity analysis on the computational cost of the different operations entailed by GA

Firstly, a sensitivity analysis similar to the proposed in [?] is carried out. In this case, the main objective is the determination of

the relative computational cost of each GA subroutine. For that purpose, each subroutine is parallelized while keeping the

traditional sequential scheme for the remaining of the code. In order to have a homogeneous basis of comparison, ngen = 100

and psize = 320 are adopted for this computational test as control variables.

Figure 4.1 shows the computational cost of each GA subroutine compared with the fully parallelized CUDA version

considering only the De Jong’s cost function. It can clearly be seen that the most expensive process is the cost function

evaluation (Func), followed by the crossing operator (Crossover).

Furthermore, it can be observed that the computational cost of the fully parallelized GA (3.54 sec) is only the 7.66% of the

computational cost of the sequential GA scheme (46.21 sec). Hence, the parallel implementation allows to achieve an 92%

improvement.

The following sensitivity analysis test consists in evaluate the De Jong’s cost function with different dimensions of the

independent variable (xi). The results obtained were presented in Fig. 4.2a in order to qualitatively show the non-linear

dependence of the total speedup of the fully parallelized GA with the independent variable dimension. Furthermore, the table

included in Fig. 4.2b shows mean values as well as standard deviation of both generations and time.

4.2 Effect of population size
The effect on population size on the computational cost of the whole GA optimization process is then analyzed. For that

purpose, both sequential and parallel codes are used with different population sizes. Also, in order to optimize the memory

access, the chosen population size (psize) is proportional to the warp size (which is equal to 32 for the graphic card used in this

work) in each numerical test.

Figure 4.3 shows a comparison between the numerical results obtained from the classical sequential GA and the fully

parallelized CUDA version, for different population sizes. In addition, a third order polynomial fitting equation is plotted. It can

be noted that the non-linear coefficients (corresponding to x3 and x2) are very small in both cases, therefore a linear function

adjustment is enough to fit the numerical test. Hence, the average speedup of the GA can be deduced through the ratio between

the values given by the two curves plotted in Fig. 4.3. Thus, the speedup obtained is equal to 14.4, neglecting higher order

terms. These results were obtained with a fixed number of iterations (ngen = 100) in order to show the average computational

cost of the sequential code compared with the fully parallelized implementation.

Actually, in classical GA optimization problems the number of generations required for obtaining the optimal solution is

not a deterministic variable. Therefore, optimized design and computational cost should be evaluated in terms of computation

time statistics (mean and standard deviation). In this regard, Fig. 4.4 illustrates the behaviour of the mean computation time for

each cost function defined in section 2.5 considering different population sizes. It can be observed that the computation time

dispersion decreases as the population size increases.
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4.3 Computational cost analysis of the optimization process

This section analyzes the computational cost required for the optimization benchmark problem. In order to obtain a probabilistic

estimation, one hundred samples were obtained by running the fully parallelized GA code considering the following population

sizes: 320, 640, 960, 1280, 1600, 1920, 2240.

In this analysis the number of generations is not set previously. Therefore, a stopping criteria for the iterative procedure

must be adopted. Since the global minimum is known in all benchmark functions described in Section 2.5 (xi = 0), the stopping

criteria is | f (xi)|< tol, being the adopted tolerance tol = 10−6.

Figure 4.5 shows the numerical results of this computational test for the De Jong’s function with different population sizes.

Similar to the results discussed in the previous section, the points representing each global optimum, obtained in successive

runs with the same population size are fairly close to a linear function. Furthermore, it can noted that the population size

directly affects the average slope of the linear function. However, the mean values for each population size is better fitted by an

exponential function (discontinuous line in Fig. 4.5). Furthermore, the statistics analysis of the fully parallel GA considering

different population sizes for each cost functions defined in section 2.5 are presented in Table 2, 3 and 4 for De Jong, Ackley

and Rastrigin’s cost functions, respectively. Also, in the above mentioned tables g, Sdg are the mean and standard deviation of

the generations number, respectively, as well as t, Sdt are the mean and standard deviation of computation time, respectively.

Table 2. Comparative study of the parallel algorithm considering different population sizes and De Jong’s cost functions.

psize g Sdg t Sdt

320 1240.13 670.51 40.33 21.75

640 299.23 209.60 20.00 11.49

960 153.28 122.32 12.51 9.75

1280 74.08 54.36 8.38 5.87

1600 47.92 34.81 6.76 4.55

1920 38.54 28.82 6.54 4.44

2240 27.91 18.63 5.79 3.37

2560 40.59 14.67 9.41 3.09

2880 161.00 125.12 13.00 2.80

Table 3. Comparative study of the parallel algorithm considering different population sizes and Ackley’s cost functions.

psize g Sdg t Sdt

320 2602.90 930.13 84.81 30.28

640 724.31 299.81 39.85 16.39

960 346.78 141.93 27.91 11.29

1280 202.62 83.81 22.21 11.00

1600 146.13 84.14 19.55 10.96

1920 131.43 61.64 20.78 9.46

2240 100.49 47.17 18.91 8.52

2560 98.46 39.04 21.56 8.20

2880 351.00 143.20 28.00 10.10
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Table 4. Comparative study of the parallel algorithm considering different population sizes and Rastrigin’s cost functions.

psize g Sdg t Sdt

320 1850.04 841.17 60.23 27.35

640 512.10 217.98 28.23 11.96

960 227.37 103.85 18.33 8.25

1280 128.94 60.58 14.10 6.68

1600 96.71 36.58 13.07 5.00

1920 73.03 27.07 11.81 4.16

2240 61.40 22.33 11.84 4.02

2560 52.43 15.26 11.86 3.20

2880 126.00 58.50 14.00 3.01

4.4 Effect of cost function complexity on computational cost

In this section, the effect of cost function complexity on the computational cost of the optimization process is studied for each

test problem running 100 times the fully parallelized GA code considering the following population sizes: 320, 640, 960, 1280,

1600, 1920 and 2240. The numerical results are summarized in Table 5.

Table 5. Statistical data on the CUDA GA computational cost for the different test problems.

psize De Jong’s function Ackley’s function Rastrigin’s function

t Sdt FA t Sdt FA t Sdt FA

320 1262.56 710.36 0 2428.01 971.40 4 1840.53 804.28 42

640 299.23 209.60 0 750.02 314.20 0 519.47 205.38 42

960 153.28 122.32 0 338.75 154.05 0 232.11 86.19 28

1280 78.82 69.34 0 208.82 118.89 0 134.49 66.45 23

1600 47.92 34.81 0 162.56 104.04 0 100.24 41.52 21

1920 38.54 28.82 0 126.61 50.95 0 74.65 32.20 17

2240 27.91 18.63 0 92.05 50.93 0 59.47 19.50 13

t, Sdt : mean and standard deviation of computation time, respectively.

FA: Failed attempts.

Figure 4.6 shows the mean lapsed computational time required for the convergence of the fully parallelized GA code against

the generations numbers considering each cost function adopted in Section 2.5.

It can be seen that the De Jong’s function optimization is faster than the others. Although the optimization of the Rastrigin’s

function requires less CPU time than the Ackley’s problem, it should be noted that this test case has a much higher number of

failed attempts, where the target global optimum could not be reached (see Table 5).
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Figure 4.6. Comparison of computational cost of parallel CUDA GA for the different test problems.

5. Conclusions

A general GA code for global optimization implemented in the GPU CUDA environment was developed in this study. The code

is capable of optimize n-dimensional functions which are frequently used as benchmark problems. Using CUDA programming

paradigm, an interesting increment in the convergence rate of about 92% compared with the sequential code is obtained, and

also, the speedup reported is about 13.05.

Furthermore, a sensitivity analysis performed on each GA operator allowed to determine its relative influence on the total

computational cost of the algorithm and enables the programmer to focus on certain routines of the GA when the goal is not

to fully parallelize the GA. The obtained numerical results show the efficiency and scalability of the proposed algorithm for

the chosen cost functions. The presented GA is very general and may be extended to more complex problems or real-life

applications in an straightforward manner, by rewriting the objective function.
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1. Parallelized functions

Main device functions parallelized in CUDA framework are presented in this appendix.

A.1 InitPop
This is the first device function, included in any classical GA, with the aim of generate the random initial population
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__global__ void InitPop(int *d_Pop, int nvars, curandState* globalState){

int it = blockDim.x * blockIdx.x + threadIdx.x;

for(int i=0; i<nvars ; i++) {

float k = generate(globalState, i+it)*1;

d_Pop[it*nvars + i] = lroundf(k);

}

}

A.2 Func n

This device subroutine contain precisely the cost functions adopted in this article for n-dimensional generic variables xi.

__global__ void Func_n(float *d_Sol, int *d_Pop, int nvbin, int nvdec, int ndim){

int it = blockDim.x * blockIdx.x + threadIdx.x;

int function = 3 ; // 1=DeJong, 2=Ackley , 3= Rastrigin

int ipop=0, two=2, ten=10, bin[4];

float x=0, y=0, X=0, Y=0, sum = 0, PI=3.141592653, xi[2], lim = 9/(powf(2,nvbin)-1);

for(int ix=0; ix<ndim; ix++){

for (int inum=1; inum<nvdec; inum++){

for(int i = 0; i<nvbin; i++) bin[i] = d_Pop[it*nvbin*nvdec*ndim + nvbin*nvdec*ix +

nvbin*inum + i];

X = lroundf(BinDec(bin, nvbin)*lim); x = x + powf(ten,(0-inum))*X;

}

xi[ix] = x, x=0, X=0;

}

for(int i=0; i<nvbin; i++) bin[i]=d_Pop[it*nvbin*nvdec*ndim+i];

if(BinDec(bin,nvbin) < (powf(two,nvbin)-1)*0.5) x = (-1)*x;

d_Sol[it]=0;

float a=20, b=0.2, c=2*PI, d=10, x1=0, x2=0;

switch(function) {

case 1: // De Jong’s function

for(int ix=0; ix<ndim; ix++) d_Sol[it] = d_Sol[it] + xi[ix]*xi[ix];

break;

case 2: // Ackley’s function

for(int ix=0; ix<ndim; ix++){

x1 = x1 + xi[ix]*xi[ix]; x2 = x2 + cos(c*xi[ix]);

}

d_Sol[it] = -a*expf(-b*sqrt(x1/ndim)) - expf(x2/ndim) + a + expf(1);

break;

case 3: // Rastrigin’s function

for(int ix=0; ix<ndim; ix++) x1 = x1+xi[ix]*xi[ix]-d*cos(two*PI*xi[ix]);

d_Sol[it] = d*ndim + x1;

break;

}

}

A.3 GroupSelection

This device function generate the group selection for the Ranking selection method adopted in this classical genetic algorithm.

__global__ void GroupSelection(int *sel, int *group, int gsize, int ngroup){

int it = blockDim.x * blockIdx.x + threadIdx.x;

if(it<ngroup){

sel[it] = group[it*gsize];

for(int i=0; i<gsize; i++){

if (sel[it] < group[it*gsize + i] ) sel[it] = group[it*gsize + i];

}
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}

}

A.4 CrossoverSingle

The crossover operation is easily performed in this device function.

__global__ void CrossoverSingle(int *NPop, int *Male, int *Female, int *Pop, int psize, int

nvars, int ndim){

int it = blockDim.x * blockIdx.x + threadIdx.x ;

if(threadIdx.x < nvars/2){

NPop[it*2] = Pop[Male[blockIdx.x]*nvars + threadIdx.x*2];

NPop[it*2+1] = Pop[Female[blockIdx.x]*nvars + threadIdx.x*2+1];

}else{

NPop[it*2] = Pop[Female[blockIdx.x]*nvars + (threadIdx.x - nvars/2)*2];

NPop[it*2+1] = Pop[Male[blockIdx.x]*nvars + (threadIdx.x - nvars/2)*2+1];

}

}

A.5 Mutation

The mutation operation is performed in this device function.

__global__ void Mutation(int *Pop, float mutp, int nvec, int nvars, curandState*
globalState){

int it = blockDim.x * blockIdx.x + threadIdx.x;

if (it < nvec) {

float ran = generate(globalState, it)*(1.0);

if(ran<mutp){

int ivar = lroundf(generate(globalState, it)*(nvars-0.5));

if(Pop[it*nvars+ivar]==0){

Pop[it*nvars+ivar] = 1;

}else{

Pop[it*nvars+ivar] = 0;

}

}

}

}
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Figure 1.1. Flowchart for: a) Sequential GA; b) GPU-GA.
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Figure 2.3. Representation of the cost function for two-dimensional optimization (n = 2): a) De Jong’s function; b) Ackley’s

function; c) Rastrigin’s function.
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Figure 4.1. Sensitivity analysis on the computational cost of classical GA operations for De Jong’s cost function (ngen = 100,

psize = 320)

Figure 4.2. Influence of the variable dimension on speedup of the fully parallelized GA: a) Qualitative representation; b) Data

table
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Figure 4.3. Comparison of the computational cost of both the fully parallelized and sequential GA implementations, assuming

the De Jong’s cost function with different population sizes.
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Figure 4.4. Mean speedup of the fully parallelized GA code vs population size. a) De Jong’s function, b) Rastrigin’s function,

c) Ackley’s function, d) Mean values and standard deviations.
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Figure 4.5. Actual computational cost of the fully parallelized CUDA GA implementation for the De Jong’s function with

different population sizes.
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Abstract

We replace Chebyshev’s method for solving equations requiring the second derivative by a Chebyshev-type

second derivative free method. The local convergence analysis of the new method is provided using hypotheses

only on the first derivative in contrast to the Chebyshev method using hypotheses on the second derivative. This

way we extend the applicability of the method. Numerical examples are also used to test the convergence criteria

and to obtain error bounds and also the radius of convergence.
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1. Introduction

Let B1,B2 be Banach spaces, Ω ⊆ B1 be nonempty and convex set. Numerous problems can be written in the form

F(x) = 0, (1.1)

using mathematical modeling, where F : Ω −→ B2 is a continuously Fréchet differentiable operator. Analytical solutions x∗
are not easy or impossible to find in general for equation (1.1). This leads researchers and practitioners to use iterative methods

to generate a sequence approximating x∗.
Newton’s method defined for x0 ∈ Ω and for each n = 0,1,2, . . . by

xn+1 = xn −F ′(xn)
−1F(xn) (1.2)

is the most popular method for solving equation (1.1). Newton’s method converges quadratically under certain conditions

[1, 2, 3, 11]. Higher convergence order methods have also been suggested such as the cubically convergent Chebyshev’s method

defined for each n = 0,1,2, . . . by

xn+1 = xn − (I +Bn)F
′(xn)

−1F(xn), (1.3)

where Bn = F ′(xn)
−1F ′′(xn)F

′(xn)
−1F(xn). If one considers a system of k equations in k unknowns, then F ′(x) is a matrix with

k2 evaluations whereas F ′′(x) requires
k2(k+1)

2
evaluations. That is Chebyshev’s method is expensive to implement. Moreover,

the convergence requires conditions of the form [6, 7, 8, 9, 10, 11, 12]

‖F ′(x∗)−1F ′′(x)‖ ≤ a for each x ∈ Ω
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and

‖F ′(x∗)−1(F ′′(x)−F ′′(y))‖ ≤ b for each x,y ∈ Ω.

These conditions limit the applicability of Chebyshev’s method. As a motivational example, let us define function F on

X = [− 1
2
, 5

2
] by

F(x) =

{

x3 lnx2 + x5 − x4, x 6= 0

0, x = 0

Choose x∗ = 1. We have that

F ′(x) = 3x2 lnx2 +5x4 −4x3 +2x2, F ′(1) = 3,

F ′′(x) = 6x lnx2 +20x3 −12x2 +10x

F ′′′(x) = 6lnx2 +60x2 −24x+22.

Then, obviously function F does not have bounded third derivative in X . That is why we suggest the method defined for each

n = 0,1,2, . . . by

yn = xn −F ′(xn)
−1F(xn)

zn = yn −F ′(xn)
−1F(yn)

xn+1 = zn −CnF ′(xn)
−1F(zn), (1.4)

where Cn = 2I −F ′(xn)
−1[zn,yn;F ] and [., .;F ] : Ω×Ω −→ B2 is a divided difference of order one.

The study of convergence of iterative algorithms is usually centered into two categories: semi-local and local convergence

analysis. The semi-local convergence is based on the information around an initial point, to obtain conditions ensuring the

convergence of these algorithms, while the local convergence is based on the information around a solution to find estimates of

the computed radii of the convergence balls. Local results are important since they provide the degree of difficulty in choosing

initial points.

Our local convergence analysis uses only hypotheses on the first Fréchet derivative, whereas the order of convergence is

established using (COC) and (ACOC) (see Remark 2.2). Hence, we expand the applicability of method (1.4).

Section 2 contains the local convergence of method (1.4), whereas in the concluding Section 3, we provide numerical

examples.

2. Local convergence

Let ϕ0 : I0 −→ I0 be a continuous and increasing function with ϕ0(0) = 0, where I0 = R+∪{0}. Suppose that equation

ϕ0(t) = 1. (2.1)

has at least one positive solution. Denote by ρ0 the smallest such solution. Let ϕ : [0,ρ0)−→ I0 be a continuous and increasing

function with ϕ(0) = 0. Define functions g1 and h1 on [0,ρ0) by

g1(t) =

∫ 1
0 ϕ((1−θ)t)dθ

1−ϕ0(t)

and

h1(t) = g1(t)−1.

We have that h1(0) =−1 and h1(t)−→+∞ as t −→ ρ−
0 . It then follows from the intermediate value theorem that equation

h1(t) = 0 has at least one solution in the interval (0,ρ0). Denote by r1 the smallest such solution.

Suppose that

ϕ0(g1(t)t) = 1. (2.2)
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has at least one positive solution. Denote by ρ1 the smallest such solution. Let ϕ1 : [0,ρ0)−→ I0 be continuous and increasing

function. Moreover, define functions g2 and h2 on [0,ρ) by

g2(t) =

[

∫ 1
0 ϕ((1−θ)g1(t)t)dθ

1−ϕ0(g1(t)t)

+
(ϕ(t)+ϕ0(g1(t)t))

∫ 1
0 ϕ1(θg1(t)t)dθ

(1−ϕ0(g1(t)t))(1−ϕ0(t))

]

g1(t)

and

h2(t) = g2(t)−1,

where ρ = min{ρ0,ρ1}. We get that h2(0) =−1 and h2(t)−→+∞ as t −→ ρ−. Denote by r2 the smallest solution of equation

h2(t) = 0 in the interval (0,ρ). Let ϕ2 : [0,ρ)× [0,ρ) −→ I0 be a continuous and increasing function. Furthermore, define

functions g3 and h3 on the interval [0,ρ) by

g3(t) =

[

1+

(

1+
ϕ0(t)+ϕ2(g2(t)t,g1(t)t)

1−ϕ0(t)

)

×

∫ 1
0 ϕ1(θg2(t)t)dθ

1−ϕ0(t)

]

g2(t)

and

h3(t) = g3(t)−1.

We obtain h3(t) =−1 and h3(t)−→+∞ as t −→ ρ−. Denote by r3 the smallest solution of equation h3(t) = 0 in (0,ρ). Define

the radius of convergence r by

r = min{ri} , i = 1,2,3. (2.3)

Then, for each t ∈ [0,r) we have

0 ≤ ϕ0(t)< 1 (2.4)

0 ≤ ϕ1(g1(t))< 1 (2.5)

and

0 ≤ gi(t)< 1. (2.6)

Let B(u,τ), B̄(u,τ) stand for the open and closed balls in B1, respectively with center u ∈ B1 and of radius τ > 0.
The local convergence of method (1.2) is based on the conditions (A):

(a1) F : Ω ⊂ B1 −→ B2 is a continuously Fréchet-differentiable operator and [., .;F ] : Ω×Ω −→ L (B1,B2) a divided

difference of order one for F.

(a2) There exists x∗ ∈ Ω such that F(x∗) = 0 and F(x∗)
−1 ∈ L (B2,B1).

(a3) There exist a continuous and increasing function ϕ0 : I0 −→ I0 such that for each x ∈ Ω,

‖F ′(x∗)
−1(F ′(x)−F ′(x∗))‖ ≤ ϕ0(‖x− x∗‖).

Set Ω0 = Ω∩Ū(x∗,ρ0) where ρ0 is given by (2.1).

(a4) There exist functions ϕ : [0,ρ1) −→ I0,ϕ1 : [0,ρ1) −→ I0, ϕ2 : [0,ρ1)
2 −→ I0 continuous, increasing with ϕ(0) =

ϕ2(0,0) = 0 such that for each x,y,z ∈ Ω0

‖F ′(x∗)
−1(F ′(x)−F ′(y))‖ ≤ ϕ(‖x− y‖),

‖F ′(x∗)
−1F ′(x)‖ ≤ ϕ1(‖x− x∗‖)

and

‖F ′(x∗)
−1([y,z;F ]−F ′(x∗))‖ ≤ ϕ2(‖x− x∗‖,‖z− x∗‖).
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(a5) There exist r̄ ≥ r such that

∫ 1

0
ϕ0(θ r̄)dθ < 1.

Set Ω1 = Ω∩ B̄(x∗, r̄). Next, the local convergence analysis of method (1.2) follows:

Theorem 2.1. Suppose that the conditions (A) hold. Then, sequence {xn} generated for x0 ∈ B(x∗,r)−{x∗} by method (1.2) is

well defined in B(x∗,r), remains in B(x∗,r) for each n = 0,1,2, . . . and converges to x∗, so that

‖yn − x∗‖ ≤ g1(‖xn − x∗‖)‖xn − x∗‖ ≤ ‖xn − x∗‖< ρ (2.7)

‖zn − x∗‖ ≤ g2(‖xn − x∗‖)‖xn − x∗‖ ≤ ‖xn − x∗‖ (2.8)

and

‖xn+1 − x∗‖ ≤ g3(‖xn − x∗‖)‖xn − x∗‖ ≤ ‖xn − x∗‖, (2.9)

where functions gi, i = 1,2,3 are defined previously and the radius r is given in (2.3). Moreover, x∗ is the only solution of

equation F(x) = 0 in Ω1.

Proof. Inequations (2.7)-(2.9) are shown using mathematical induction. First, we shall show that iterates {xn} are well

defined and inequation (2.7)-(2.9) are satisfied for n = 0. Let x ∈ B(x∗,r)−{x∗}. Using (2.1), (2.3) and (2.4), we have in turn

that

‖F ′(x∗)−1(F ′(x)−F ′(x∗))‖ ≤ ϕ0(‖x− x∗‖)≤ ϕ0(r)< 1 (2.10)

which together with the Banach Lemma on invertible operators [1, 4, 11] imply that F ′(x)−1 ∈ L (B2,B1) and

‖F ′(x)−1F ′(x∗)‖ ≤
1

1−ϕ0(‖x− x∗‖)
. (2.11)

Notice that (2.11) holds for x = x0, since x0 ∈ B(x∗,r) and y0,z0 are well defined by the first and second sub-step of method

(1.2) for n = 0. We have by the first substep of method (1.2) for n = 0

y0 − x∗

= x0 − x∗−F ′(x0)
−1F(x0)

= F ′(x0)
−1

∫ 1

0
(F ′(x∗+θ(x0 − x∗))−F ′(x0))(x0 − x∗)dθ . (2.12)

By (a1)-(a4), (2.3), (2.6) (for i = 1), (2.11) and (2.12), we get in turn that

‖y0 − x∗‖

≤ ‖F ′(x∗)
−1F ′(x∗)‖‖

∫ 1

0
F ′(x∗)

−1(F ′(x∗+θ(x0 − x∗))−F ′(x0))dθ‖‖x0 − x∗‖

≤

∫ 1
0 ϕ((1−θ)‖x− x0)‖)dθ

1−ϕ0(‖x0 − x∗‖)
‖x0 − x∗‖

≤ ‖x0 − x∗‖< r, (2.13)

which shows (2.7) for n = 0,y0 ∈ B(x∗,r) and (2.11) hold for x = y0. That is

‖F ′(y0)
−1F ′(x∗)‖ ≤

1

1−ϕ0(‖y0 − x∗‖)

≤
1

1−ϕ0(g1(‖x0 − x∗‖)‖x0 − x∗‖)
. (2.14)

We can write

F(x0) = F(x0)−F(x∗) =
∫ 1

0
F ′(x∗+θ(x0 − x∗))(x0 − x∗)dθ . (2.15)
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In view of (a4) (second condition) and (2.15), we obtain

‖F ′(x∗)
−1F(x0)‖ = ‖

∫ 1

0
F ′(x∗)

−1F ′(x∗+θ(x0 − x∗))dθ(x0 − x∗)‖

≤
∫ 1

0
ϕ1(θ‖x0 − x∗‖)dθ‖x0 − x∗‖. (2.16)

Then, using the second substep of method (1.2), (2.3), (2.6) (for i = 2), (2.13) (for x0 = y0), (2.14) and (2.16) (for y0 = x0), we

have in turn from

z0 − x∗ = y0 − x∗−F ′(y0)
−1F(y0)

+F ′(y0)
−1(F ′(x0)−F ′(y0))F

′(x0)
−1F(y0), (2.17)

so

‖z0 − x∗‖ ≤ ‖y0 − x∗‖+‖F ′(y0)
−1F ′(x∗)‖

×[‖F ′(x∗)
−1(F ′(x0)−F ′(x∗))‖+‖F ′(x∗)

−1(F ′(y0)−F ′(x∗))‖]

×‖F ′(x0)
−1F ′(x∗)‖‖F ′(x∗)

−1F(y0)‖

≤

[

∫ 1
0 ϕ((1−θ)‖y0 − x∗‖)dθ

1−ϕ0(‖y0 − x∗‖)

+
(ϕ0(‖x0 − x∗‖)+ϕ0(‖y0 − x∗‖))

∫ 1
0 ϕ1(θ‖y0 − x∗‖)dθ

(1−ϕ0(‖y0 − x∗‖))(1−ϕ0(‖x0 − x∗‖))

]

‖y0 − x∗‖

≤ g2(‖x0 − x∗‖)‖x0 − x∗‖ ≤ ‖x0 − x∗‖< r (2.18)

which shows (2.8) for n = 0 and z0 ∈ B(x∗,r). The third substep of method (1.4) together with (2.3), (2.6) (for i = 3), (2.15)

(for x0 = z0), the third hypothesis in (a4) and (2.18), we get

‖x1 − x∗‖ ≤ ‖z0 − x∗‖

+‖F ′(x0)
−1(2F ′(x0)− [z0,y0;F ])F ′(x0)

−1F(z0)‖

≤ ‖z0 − x∗‖+[1+‖F ′(x0)
−1F ′(x∗)[(F

′(x∗)
−1(F ′(x0)−F ′(x∗))

+F ′(x∗)
−1(F ′(x∗)− [z0,y0;F ])]‖‖F ′(x0)

−1F ′(x∗)‖

×‖F ′(x∗)
−1F(z0)‖

≤

[

1+

(

1+
ϕ0(‖x0 − x∗‖)+ϕ2(‖z0 − x∗‖,‖y0 − x∗‖)

1−ϕ0(‖x0 − x∗‖)

)

∫ 1
0 ϕ1(θ‖z0 − x∗‖)dθ

1−ϕ0(‖x0 − x∗‖)

]

‖z0 − x∗‖

≤ g3(‖x0 − x∗‖)‖x0 − x∗‖ ≤ ‖x0 − x∗‖< r, (2.19)

which shows (2.9) and z0 ∈B(x∗,r). The induction for inequation (2.7)-(2.9) is completed replacing x0,y0,z0,x1 by xm,ym,zm,xm+1

in the preceding estimates. We then also have that

‖xm+1 − x∗‖ ≤ q‖xm − x∗‖< r (2.20)

where q = g3(‖x0 − x∗‖) ∈ [0,1), leading to limm−→+∞ xm = x∗ and xm+1 ∈ B(x∗,r). The, uniqueness part is shown as follows:

Let Q =
∫ 1

0 F ′(x∗+θ(y∗− x∗))dθ for some y∗ ∈ Ω1 with F(y∗) = 0. The condition (a5) gives

‖F ′(x∗)
−1(Q−F ′(x∗))‖ ≤

∫ 1

0
ϕ0(θ‖y∗− x∗‖)dθ ≤

∫ 1

0
ϕ0(θ r̄)dθ < 1, (2.21)

so Q−1 ∈ L (B2,B1) and from the identity

0 = F(y∗)−F(x∗) = Q(y∗− x∗), (2.22)

we deduce that x∗ = y∗.
�
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Remark 2.2. 1. The second condition in (a4) can be dropped, since this condition follows from (a3), if we set

ϕ1(t) = 1+ϕ0(t).

2. The results obtained here can be used for operators F satisfying autonomous differential equations [11] of the form

F ′(x) = P(F(x))

where P is a continuous operator. Then, since F ′(x∗) = P(F(x∗)) = P(0), we can apply the results without actually

knowing x∗. For example, let F(x) = ex −1. Then, we can choose: P(x) = x+1.

3. The radius r was shown by us to be the convergence radius of Newton’s method [1, 2, 3, 4, 5]

xn+1 = xn −F ′(xn)
−1F(xn) for each n = 0,1,2, · · · (2.23)

under the conditions (a1)–(a4) for ϕ0(t) = L0t and ϕ(t) = Lt. It follows from the definition of r that the convergence

radius r1 of the method (1.4) cannot be larger than the convergence radius r1 of the second order Newton’s method

(2.23). As already noted in [11] r1 is at least as large as the convergence ball given by Rheinboldt [11]

rR =
2

3L
. (2.24)

In particular, for L0 < L we have that

rR < r1

and

rR

r1
→

1

3
as

L0

L
→ 0.

That is our convergence ball r1 is at most three times larger than Rheinboldt’s. The same value for rR was given by Traub

[13].

4. It is worth noticing that method (1.2) is not changing when we use the conditions of Theorem 2.1 instead of the stronger

conditions used in [14]. Moreover, we can compute the computational order of convergence (COC) defined by

ξ = ln

(

|xn+1 − x∗|

|xn − x∗|

)

/ ln

(

|xn − x∗|

|xn−1 − x∗|

)

or the approximate computational order of convergence

ξ1 = ln

(

|xn+1 − xn|

|xn − xn−1|

)

/ ln

(

|xn − xn−1|

|xn−1 − xn−2|

)

.

This way we obtain in practice the order of convergence in a way that avoids the bounds involving estimates using

estimates higher than the first Fréchet derivative of operator F.

3. Numerical examples

In this Section the divided difference is given by [x,y;F ] =
∫ 1

0 F ′(y+θ(x− y))dθ .

Example 3.1. Returning back to the example in the introduction, we have for ϕ0(t) = ϕ(t) = 147t,ϕ1(t) = 1+ϕ0(t),ϕ2(s, t) =
1
2
(ϕ0(s)+ϕ0(t)). Using the definition of r we obtain

r1 = 0.0045,r2 = 0.0029 = r,r3 = 0.0039.

Example 3.2. Let X = Y = R
3,Ω = Ū(0,1),x∗ = (0,0,0)T . Define function F on Ω for w = (x,y,z)T by

F(w) = (ex −1,
e−1

2
y2 + y,z)T .
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Then, the Fréchet-derivative is defined by

F ′(v) =





ex 0 0

0 (e−1)y+1 0

0 0 1



 .

Then, we have ϕ0(t) = (e−1)t,ϕ(t) = e
1

e−1 t, ϕ1(t) = 1+ϕ0(t),ϕ2(s, t) =
1
2
(ϕ0(s)+ϕ0(t)). Using the definition of r we

obtain

r1 = 0.4977,r2 = 0.3731 = r,r3 = 0.4951.

Example 3.3. Let X = Y = C[0,1], be the space of continuous functions on [0,1] equipped with the max-norm. Let

Ω = Ū(0,1). Define F on Ω by

F(ϕ)(x) = ϕ(x)−10

∫ 1

0
xθϕ(θ)3dθ .

We have that

[F ′(ϕ(ξ ))](x) = ξ (x)−30

∫ 1

0
xθϕ(θ)2dθ , for each ξ ∈ D.

Then, we get that x∗ = 0, ϕ0(t) = 15t, ϕ(t) = 30t,ϕ1(t) = 1+ϕ0(t),ϕ2(s, t) =
1
2
(ϕ0(s)+ϕ0(t)). We obtain

r1 = 0.0333,r2 = 0.0197 = r,r3 = 0.0350.
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