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makyigit@sakarya.edu.tr

Editor in Chief
Emrah Evren Kara

Department of Mathematics,
Faculty of Science and Arts, Düzce University,
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Abstract

This article introduces proximal planar vortex 1-cycles, resembling the structure of vortex
atoms introduced by William Thomson (Lord Kelvin) in 1867 and recent work on the
proximity of sets that overlap either spatially or descriptively. Vortex cycles resemble
Thomson’s model of a vortex atom, inspired by P.G. Tait’s smoke rings. A vortex cycle is a
collection of non-concentric, nesting 1-cycles with nonempty interiors (i.e., a collection of
1-cycles that share a nonempty set of interior points and which may or may not overlap).
Overlapping 1-cycles in a vortex yield an Edelsbrunner-Harer nerve within the vortex.
Overlapping vortex cycles constitute a vortex nerve complex. Several main results are
given in this paper, namely, a Whitehead CW topology and a Leader uniform topology are
outcomes of having a collection of vortex cycles (or nerves) equipped with a connectedness
proximity and the case where each cluster of closed, convex vortex cycles and the union of
the vortex cycles in the cluster have the same homotopy type.

1. Introduction

This paper introduces vortex cycles restricted to the Euclidean plane. Each vortex cycle A (denoted by vcycA) is a collection of non-
concentric, nesting 1-cycles with nonempty interiors. A 1-cycle is a finite, collection of vertices (0-cells) connected by oriented edges
(1-cells) that define a simple, closed path so that there is a path between any pair of vertices in each 1-cycle. A path is simple, provided it
has no self-intersections.

Let vcycA be a finite region of the Euclidean plane (denoted by R2). Also, let bdy(vcycA) be a set of boundary points of vcycA. Then,
for every vortex cycle, there is a collection of functions f : bdy(vcycA)−→ R2 such that each function maps a vcycA boundary point to an
interior fixed point shared by the 1-cycles in the vortex. The physical analogue of a vortex cycle is a collection of non-concentric, nesting
equipotential curves in an electric field [3, §5.1, pp. 96-97]. This view of vortex cycles befits a proximal physical geometry approach to the
study of vortices in the physical world [37].

Oriented 1-cycles by themselves in vortex cycles are closed braids [5] with nonempty interiors. The study of vortex cycles and their spatial
as well as descriptive proximities is important in isolating distinctive shape properties such as vertex area, cycle overlap count, hole count,
nerve count, perimeter, diameter over surface shape sub-regions. A finite, bounded planar shape A (denoted by shA) is a finite region of the
Euclidean plane bounded by a simple closed curve and with a nonempty interior [40]. In effect, a vortex cycle is a system of shapes within
a shape1

1Many thanks to M.Z. Ahmad for pointing this out.

Email address: james.peters3@umanitoba.ca (J. F. Peters)
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The geometry of vortex cycles is related to the study shape signatures [39], the study of Edelsbrunner-Harer nerves on tessellated, finite,
bounded planar regions [32] and the geometry of photon vortices by N.M. Litchinitser [26], overlapping vortices by E. Adelberger, G. Dvali
and A. Gruzinov [14], vortex properties of photons and electromagnetic vortices formed by photons by I.V. Dzedolik [13] and vortex atoms
introduced by Kelvin [24].
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Figure 1: Pair of Two Different Vortex Cycles

Overlapping 1-cycles in a vortex constitute an Edelsbrunner-Harer nerve within the vortex. Let F be a finite collection of sets. An
Edelsbrunner-Harer nerve [15, §III.2, p. 59] consists of all nonempty subcollections of F (denoted by NrvF) whose sets have nonempty
intersection, i.e.,

NrvF =
{

X ⊆ F :
∩

X ̸= /0
}

(Edelsbrunner-Harer Nerve).

Example 1. Two Forms of Vortex Cycles.
Two different vortex cycles vcycA,vcycB are shown in Fig. 1. Vortex vcycA contains a pair of non-overlapping 1-cycles cycA1,cycA2.
By contrast, vortex vcycB in Fig. 1 contains a pair of overlapping 1-cycles cycB1,cycB2 with a common vertex, namely, v13. Let F
be a collection of sets of edges in cycB1,cycB2. The pair of 1-cycles in vortex vcycB constitute an Edelsbrunner-Harer nerve, since
cycB1 ∩ cycB2 = v13, i.e., the intersection of 1-cycles cycB1,cycB2 is nonempty. The edges of the cycles in both forms of vortices define
closed convex curves. �

A number of simple results for vortex cycles come from the Jordan Curve Theorem.

Theorem 1. [Jordan Curve Theorem [23]].
A simple closed curve lying on the plane divides the plane into two regions and forms their common boundary.

Proof. For the first complete proof, see O. Veblen [50]. For a simplified proof via the Brouwer Fixed Point Theorem, see R. Maehara [28].
For an elaborate proof, see J.R. Mundres [29, §63, 390-391, Theorem 63.4].

Lemma 1. A finite planar shape contour separates the plane into two distinct regions.

Proof. The boundary of each planar shape is a finite, simple closed curve. Hence, from Theorem 1, a finite, planar shape separates the
plane into two regions, namely, the region outside the shape boundary and the region in the shape interior.

Theorem 2. A finite planar vortex cycle is a collection of non-concentric, nesting shapes within a shape.

Proof. Each 1-cycle in a finite planar vortex cycle is a simple, closed curve. By definition, a vortex cycle is a collection of non-concentric
1-cycles nesting within a 1-cycle, each with a nonempty interior. From Theorem 1, each vortex 1-cycle separates the plane into two regions.
Hence, from Lemma 1, a finite planar vortex is a collection of planar shapes within a shape.

A darkened region in a planar shape represents a hole in the interior of the shape. In cellular homology, a cell complex K is a Hausdorff
space and a sequence of subspaces called skeletons [8] (also called a CW complex or Closure-finite Weak topology complex [22]). Minimal
planar skeletons are shown in Table 1.

Table 1 includes a K1.5 skeleton, which is a filled triangle with a 2-hole in its interior. The fractional dimension of a K1.5 skeleton signals
the fact such a skeleton has a partially filled interior, punctured with one or more holes. A 2-hole is a planar region with a boundary and an
empty interior. For example, a finite simple, closed curve that is the boundary of a planar shape defines a 2-hole.
For a recent graphics study of polygons with holes in their interiors, see H. Boomari, M. Ostavari and A. Zarei [20]. Also, from Table 1, it
is apparent from the grey shading that a K2 skeleton is the intersection of three half planes that form a filled triangle. Similarly, a 6-sided
1-cycle such as cycA2 in vortex cycle vcycA in Fig. 1 is the intersection of six half planes that construct a 6-gon with a nonempty interior.
Recall that a polytope is the intersection of finitely-many closed half planes [53]. In general, a 1-cycle is an n-sided polytope that is the
intersection of n half planes.
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Figure 2: Pair of Two Different Vortex Cycles With Holes

Table 1: Minimal Planar Cell Complex Skeletons

Minimal Skeleton Ki, i = 0,1,1.5,2 Planar Geometry Interior

bc

K0 Vertex nonempty

b

b

bc

bc

K1 Line segment nonempty

bc

bc

bc
K1.5 Partially filled triangle containing a 2-hole nonempty

bc

bc

bc
K2 Filled triangle nonempty

Problem 1. How many 2-holes are needed to destroy a 1-cycle, making it a shape boundary with an empty interior?

Problem 2. The diameter of a 2-hole is the maximum distance between a pair of points on the boundary of the 2-hole. What is the diameter
of a 2-hole in a filled, planar n-sided polytope that destroys a 1-cycle, making it a shape boundary with an empty interior?

Example 2. Vortex Cycles with Holes.
Two different vortex cycles with holes are shown in Fig. 2, namely, vcycE,vcycG. The vortex cycle vcycE is an example of a 1-cycle within
a 1-cycle (i.e., cycE2 within cycE1) in which cycE2 has a 2-hole h in its interior. The vortex cycle vcycG is an example of intersecting
1-cycles (i.e., cycG2 within cycG1) that form a vortex nerve in which cycG2 has a 2-hole h′ in its interior. In both cases, each inner 1-cycle
is in the interior of an outer 1-cycle. Hence, the 2-hole in the interior of the inner 1-cycle is common to the interiors of both 1-cycles in
each vortex. For example, 2-hole h′ in vortex nerve vcycG is common to both of its 1-cycles. �

Theorem 3. Let K be a collection of skeletons in a planar cell complex.
1o In K, skeletons K0,K1,K2 are planar shapes.
2o A K1.5 skeleton is a planar shape.
3o A 1-cycle cycA with a hole h ∈ int(cycA) that is a proper subset in the interior of cycA is a planar shape.
4o A planar vortex cycle with a hole is a collection of overlapping 1-cycles, each with a hole.
5o A planar vortex cycle with a hole is a collection of concentric planar shapes.

Proof.

1o: By definition, every member of K is a skeleton. Each of the skeletons K0,K1,K2 has a boundary with nonempty interior. Hence, these
skeletons are planar shapes.

2o: By definition, a K1.5 skeleton is a closed 3-sided polytope that has a nonempty interior with a hole. That is, let h ∈ int(cycA) be a
2-hole that is a proper subset in the interior of a K1.5 skeleton. In that case, the nonempty part of interior of the K1.5 skeleton int(cycA)
equals int(cycA)\h. In effect, cycA is a planar shape.

3o: That a 1-cycle cycA with a hole that is a proper subset in the interior of cycA is a planar shape, follows from Part 2.
4o: Immediate from Part 3.
5o: Immediate from Part 3 and Theorem 2.

Let (K,δΦ) be a collection of planar vortex cycles equipped with a descriptive proximity δΦ [6, §4], [35, §1.8], based on the descriptive
intersection ∩

Φ
of nonempty sets A and B [33, §3]. With respect to vortex cycles vcycE,vcycG in K, for example, we consider vcycE∩

Φ
vcycG,

i.e., the set of descriptions common to a pair of vortex cycles. A vortex cycle description is a mapping Φ : 2K 7−→ Rn (an n-dimensional
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feature space). For each given vortex cycle vcycE, find all vortex cycles vcycG in K that have nonempty descriptive intersection with
vcycE, i.e., cycA ∩

Φ
cycB ̸= /0 such that Φ(vcycG) = Φ(vcycE). This results in a Leader uniform topology on H1 [25].

2. Preliminaries

This section briefly presents the axioms for connectedness, strong and descriptive proximity. A nonempty set P is a proximity space,
provided the closeness or remoteness of any two subsets in P can be determined.

2.1. Cech Proximity Space

A proximity space P is sometimes called a δ -space [44], provided P is equipped with a relation δ that satisfies, for example, the following
C̆ech axioms for sets A,B,C ∈ 2P [48, §2.5, p. 439].

C̆ech axioms
P1 All subsets in P are far from the empty set.
P2 A δ B =⇒ B δ A, i.e., A close to B implies B is close to A.
P3 A δ (B∪C) ⇔ A δ B or A δ C.
P4 A∩B ̸= /0 =⇒ A δ B.

A space P equipped with the C̆ech proximity (denoted by (P,δ )) is called a C̆ech proximity space. We adopt the convention for a proximity
metric δ : 2P × 2P −→ {0,1} introduced by Ju. M. Smirnov [44, §1, p. 8]. We write δ (A,B) = 0, provided subsets A,B ∈ 2P are close
and δ (E,H) = 1, provided subsets A,B ∈ 2P are not close, i.e., there is a non-zero distance between E and H. Let A,B,C ∈ 2P. Then a
proximity space satisfies the following properties.

Smirnov Proximity Space Properties
Q1 If A ⊆ B, then for any C, δ (A,C)≥ δ (B,C).
Q2 Any sets which intersect are close.
Q3 No set is close to the empty set.

In a C̆ech proximity space, Smirnov proximity space property Q3 is satisfied by axiom P1 and property Q2 is satisfied by axioms P2-P4,
i.e., any subsets of P are close, provided the subsets have nonempty intersection. That is, A close to B implies B is close to A (axiom P2).
Similarly, A close to B∪C implies A is close to B or A is close to C (axiom P3) or A is close to B∩C (axiom P4). Let A∩C = /0. Then
δ (A,C) = 1, since A has no points in common with C. Similarly, assume B∩C = /0. Then, δ (B,C) = 1, since B and C have no points in
common. Hence, property Q1 is satisfied, since

δ (A,C) = δ (B,C) = 1 ⇒ δ (A,C)≥ δ (B,C).

For A ⊂ B and C ⊂ B, we have δ (A,C) = 0, since A and C have points in common. Similarly, δ (B,C) = 0. Hence, δ (A,C) = δ (B,C) =
0 ⇒ δ (A,C)≥ δ (B,C).

2.2. Connectedness Proximity Space

Let K be a collection of skeletons in a planar cell complex and let A,B,C be subsets containing skeletons in K equipped with the relation
conn
δ . The pair A,B is connected, provided A∩B ̸= /0, i.e., there is a skeleton in A that has at least one vertex in common a skeleton in B.

Otherwise, A and B are disconnected.
Let X be a nonempty set and let A,B ∈ 2X , nonempty subsets in the collection of subsets 2X . A and B are mutually separated, provided
A∩B = /0, i.e., A and B have no points in common [52, §26.4, p. 192]. From the notion of separated sets, we obtain the following result for
connected spaces.

Theorem 4. [52]

If X =
∞∪

n−1
Xn, where each Xn ∈ 2X is connected and Xn−1 ∩Xn ̸= /0 for each n ≥ 2, then space X is connected.

Proof. The proof is given by S. Willard [52, §26.4, p. 193]. For a new kind of connectedness in which nonempty intersection is replaced
by strong nearness, see C. Guadagni [19, p. 72] and in J.F. Peters [35, §1.16].

In this work, connectedness is defined in terms of the connectedness proximity
conn
δ and overlap connectedness

∧∧
conn
δ in Section 2.5. In

both cases, nonempty intersection is replaced by a connectedness proximity in the study of connected cell complex spaces populated by

connected skeletons. For connected sets A,B ⊂ K, we write A
conn
δ B. In effect, for each pair of skeletons A,B in K, A

conn
δ B, provided

there is a path between at least one vertex in A and one or more vertices in B. A path is sequence of edges between a pair of vertices.
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Equivalently, A∩B ̸= /0 implies A
conn
δ B. If the sets of skeletons A,B ∈ K are separated (i.e., A,B have no vertices in common), we write

A
conn
̸ δ B. This view of connectedness

Then the C̆ech axiom P4 is replaced by

P4conn A∩B ̸= /0 ⇔ A
conn
δ B.

By replacing δ with
conn
δ in the remaining C̆ech axioms, we obtain

Connectedness proximity axioms.

P1conn A∩B = /0 ⇔ A
conn
̸ δ B, i.e., the sets of skeletons A and B are not close (A and B are far from each other).

P2conn A
conn
δ B =⇒ B

conn
δ A, i.e., A close to B implies B is close to A.

P3conn A
conn
δ (B∪C) =⇒ A

conn
δ B or A

conn
δ C.

P4conn A∩B ̸= /0 ⇔ A
conn
δ B (Connectedness Axiom).

A connectedness proximity space is denoted by (K,
conn
δ ). For A,B ∈ K, the Smirnov metric δ (A,B) = 0 means that there is a path between

any two vertices in A∪B and δ (A,B) = 1 means that there is no path between any two vertices in A∪B.

Lemma 2. Let K be a collection of skeletons in a planar cell complex equipped with the relation
conn
δ . Then A

conn
δ B implies A∩B ̸= /0.

Proof. A
conn
δ B, provided there is a path between any pair of vertices in skeletons A and B, i.e., A,B are connected, provided there is a

vertex common to A and B. Consequently, A∩B ̸= /0.

Lemma 3. Let K be a connectedness space containing a collection of skeletons in a planar cell complex equipped with the relation
conn
δ .

The space K is a proximity space.

Proof. Let A,B,C ∈ K. Smirnov proximity space property Q3 is satisfied by axiom P1conn and property Q2 is satisfied by axioms P2conn-
P4conn, i.e., any sets of skeletons that are close, are connected. Let C ⊂ A∪B (C is part of the skeleton A∪B ∈ K). For any vertex p

in A or B, there is a path between p and any vertex q ∈ C. Then A
conn
δ C and B

conn
δ C. Consequently, δ (A,C) = 0 = δ (B,C), Hence,

δ (A,C) ≥ δ (B,C). If (A∪B)∩C = /0 (the skeletons in A and B have no vertices in common with C), then δ (A,C) = 1 = δ (B,C) and
δ (A,C)≥ δ (B,C). From axiom P4conn, we have

(A∪B)
conn
̸ δ C ⇔ (A∪B)∩C = /0 ⇔ δ (A,C) = 1 = δ (B,C)⇒ δ (A,C)≥ δ (B,C).

Smirnov property Q1 is satisfied. Hence, (K,
conn
δ ) is a proximity space.
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Figure 3: Collection of Skeletons, including a Vortex Cycle with a Hole

Example 3. Connectedness Proximity Space.

Let K be a collection of skeletons represented in Fig. 3, equipped with the proximity
conn
δ . A pair of skeletons in K are close, provided the

skeletons have at least one vertex in common. For example, vortex cycle vcycA and skeleton skelE have vertex v6 in common. Hence, from
axiom P4conn, we have

v6 ∈ vcycA ∩ skelE ⇔ vcycA
conn
δ skelE
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Skeletons that are not close have no vertices in common. For example, in Fig. 3,

skelE
conn
̸ δ skelH,

since the pair of skeletons skelE,skelH have no vertices in common. �

Theorem 5. Let K be a collection of vortex cycles in a planar cell complex. The space K equipped with the relation
conn
δ is a proximity

space.

Proof. A vortex cycle is a collection of concentric 1-cycles. Each 1-cycle is a skeleton. Then vortex cycle is a collection of skeletons and
each collection of vortex cycles is also a collection of skeletons. Hence, from Lemma 3, K is a connectedness proximity space.
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bc

bc bc
bc

bc

bcbc

bc

cycH2

Figure 5: cycH2 ∈ vNrvH ∈ vNrvB in Fig. 4

2.3. Vortex Nerves Proximity space

A vortex cycle vcycA containing 1-cycles with a common vertex is an example of a vortex nerve (denoted by vNrvA). A collection of

vortex nerves equipped with the
conn
δ proximity is a connectedness proximity space.

Theorem 6. Let K be a collection of vortex nerves in a planar cell complex. The space K equipped with the relation
conn
δ is a proximity

space.

Proof. Each vortex nerve is a collection of intersecting 1-cycles, which are skeletons. The results follows from Lemma 3, since K is also a

collection of skeletons equipped with the proximity
conn
δ .

Example 4. Vortex Nerves Proximity Space.
Three vortex nerves vNrvA,vNrvE attached to vNrvA,vNrvB,vNrvH in the interior of vNrvB in a cell complex K are represented in Fig. 4.
The filled interior of a 1-cycle in a vortex that appears in Fig. 4 is represented with a shaded interior in cycH2 ∈ vNrvH ∈ vNrvB in Fig. 5.
For simplicity, the filled interiors of the 1-cycles in Fig. 4 are hidden (not shaded). Let the collection of vortex nerves K be equipped

with the proximity
conn
δ . Vortex nerves are close, provided the nerves have nonempty intersection. For example, vNrvA

conn
δ vNrvE, i.e.,

δ (vNrvA,vNrvE) = 0. Hence, Smirnov property Q2 is satisfied by
(

K,
conn
δ

)
. Vortex nerves are far (not close), provided the vortex nerves

have empty intersection. For example, vNrvA
conn
̸ δ vNrvE, i.e., δ (vNrvA,vNrvE) = 1 (Smirnov property Q3). We also have, for example,

δ (vNrvA,vNrvH) = 1 = δ (vNrvB,vNrvH) non-intersecting nerves are far,

δ (vNrvH,vNrvE) = 1 and δ (vNrvA,vNrvE) = 0

⇔ δ (vNrvH,vNrvE)≥ δ (vNrvA,vNrvE).

In effect, Smirnov property Q1 is satisfied. Hence,
(

K,
conn
δ

)
is a connectedness proximity space. �
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Example 5. Spacetime Vortex Nerves Proximity Space.
Spacetime vortex nerves (overlapping vortex cycles) have been observed in recent studies of ground vortex aerodynamics by J.P. Murphy
and D.G. MacManus [30] and in the vortex flows of overlapping jet streams in ground proximity by J.M.M. Barata, N. Bernardo, P.J.C.T.
Santos and A.R.R. Silva [4] and by A.R.R. Silva, D.F.G. Durão, J.M.M. Barata, P. Santos S. Ribeiro [43]. Physical vortex nerves can
be observed in the representation of the contours of overlapping turbulence velocity vortices in, for example, Figure 6 in [43, p. 8] and
systems of vortex in Figure 7 in P.R. Spalart, M. Kh. Strelets, A.K. Travin and M.L. Slur [42]. �

The presence of holes in the interiors of vortex nerves in a cell complex equipped with the proximity
conn
δ gives us the following result.

Corollary 1. Let K be a collection of vortex nerves containing holes in their interiors in a planar cell complex. The space K equipped with

the relation
conn
δ is a proximity space.

Proof. Immediate from Theorem 6, since the relationships between vortex nerves in K are unaffected by the presence of holes in the
interiors of the nerves.

Example 6. A pair of disjoint vortex nerves containing holes in their interiors is represented in Fig. 6. �
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Problem 3. Let K be a collection of vortex nerves so that the boundary of each of the holes has more than one vertex that is in the
intersection 1-cycles in each of the nerves in a planar cell complex. For an example of vortex cycles that overlap vertices on the boundary
of a hole, see Fig. 7. Prove that a vortex nerve is destroyed by a hole whose boundary overlaps the nerve cycles in more than one vertex.

Problem 4. Let K be a collection of vortex nerves so that the boundary of each of the holes has a single vertex that is in the intersection

of the 1-cycles in each of the nerves in a planar cell complex. Also let K be equipped the proximity
conn
δ . Prove that K is a connectedness

proximity space.

2.4. Neighbourhoods, Set Closure, Boundary, Interior and CW Topology

The interior of a nonempty set is considered, here. It is the interior of a vortex cycle that leads to strong forms of connectedness proximity
on a shapes in cell complex in which the interiors of vortices overlap either spatially or descriptively. Let A be a nonempty set of vertices,
p ∈ A in a bounded region X of the Euclidean plane. An open ball Br(p) with radius r is defined by

Br(p) = {q ∈ X : ∥p−q∥< r} .

The closure of A (denoted by clA) is defined by

clA = {q ∈ X : Br(q)⊂ A for some r} (Closure of set A).

The boundary of A (denoted by bdyA) is defined by

bdyA = {q ∈ X : B(q)⊂ A ∩ X \A} (Boundary of set A).
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Of great interest in the study of the closeness of vortex cycles is the interior of a shape, found by subtracting the boundary of a shape from
its closure. In general, the interior of a nonempty set A ⊂ X (denoted by intA) defined by

intA = clA−bdyA (Interior of set A).

Let the cell complex K be a Hausdorff space. Let A be a cell (skeleton) in K. Each cell decomposition A,B ∈ K is called a CW complex,
provided

Closure Finiteness Closure of every cell (skeleton) clA intersects on a finite number of other cells.
Weak topology A ∈ 2K is closed (A = bdyA∪ intA), provided A∩ clB is closed, i.e.,

A∩ clB = bdy(A∩ clB)∪ Int(A∩ clB).

K has a topology τ that is a CW topology [51], [39, §2.4, p. 81], provided τ has the closure finiteness and weak topology properties.
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Figure 8: Vortex Nerves with Overlapping Interiors

2.5. Overlap Connectedness Proximity Space

In this section, weak and strong connectedness proximities of skeletons arise when we consider pairs of vortex cycles with overlapping

interiors. Let K be a collection of vortex cycles equipped with the proximity
∧∧

conn
δ , which is a form of the strong proximity

∧∧
δ [35, §1.9, pp.

28-30]. The weak and strong forms of
∧∧

conn
δ satisfy the following axioms.

P4overlap [weak option] intA ∩ intB ̸= /0 ⇒ A
∧∧

conn
δ B.

P5overlap [strong option] A
∧∧

conn
δ B ⇒ A∩B ̸= /0

Axiom P4overlap is a rewrite of the C̆ech axiom P4 and axiom P5overlap is addition to the usual C̆ech axioms. It is easy to see that
∧∧
δ

satisfies the remaining C̆ech axioms after replacing δ with
∧∧
δ . Let A,B,C ∈ K, a cell complex space equipped with the proximity

∧∧
conn
δ , which

satisfies the following axioms.

Overlap Connectedness proximity axioms.

P1intConn A∩B = /0 ⇔ A
∧∧

conn
δ B, i.e., the sets of skeletons A and B are not close (A and B are far from each other).

P2intConn A
∧∧

conn
δ B =⇒ B

∧∧
conn
δ A, i.e., A overlaps (is close to) B implies B overlaps (is close to) A.

P3intConn A
∧∧

conn
δ (B∪C) =⇒ A

∧∧
conn
δ B or A

∧∧
conn
δ C.

P4intConn intA ∩ intB ̸= /0 ⇒ A
∧∧

conn
δ B (Weak Overlap Connectedness Axiom).

P5intConn A
∧∧

conn
δ B ⇒ A∩B ̸= /0 (Strong Overlap Connectedness Axiom). �



64 Journal of Mathematical Sciences and Modelling

An overlap connectedness space is denoted by

K,

∧∧
conn
δ

. Skeletons A,B in K are close, provided the interior intA has nonempty intersec-

tion with the interior intA.

Theorem 7. Let K be a collection of vortex nerves in a planar cell complex. The space K equipped with the relation
∧∧

conn
δ is a proximity

space.

Proof. The result follows from Lemma 3, since K is also a collection of skeletons equipped with the proximity
conn
δ .

Example 7. Overlapping Vortex Nerves.

Two pairs of overlapping vortex nerves are represented in Fig. 8, namely, vNrvA
∧∧

conn
δ vNrvE and vNrvB

∧∧
conn
δ vNrvH. In the case of the pair

of vortex nerves vNrvA,vNrvE, the gray region for these nerves in Fig. 8 represents the nonempty intersection of the interior of the 1-cycle
intcycA2 ∈ vNrvA and the interior of the 1-cycle intcycE2 ∈ vNrvE. From axiom P4intConn, we have

intcycA2 ∩ intcycE2 ̸= /0 ⇒ cycA2

∧∧
conn
δ cycE2

⇒ vNrvA
∧∧

conn
δ vNrvE, Axiom P5intConn, we have

vNrvA
∧∧

conn
δ vNrvE ⇒ intcycA2 ∩ intcycE2 ̸= /0.

Concentric vortex nerves vNrvB,vNrvH are also represented in Fig. 8, The interior IntcycH2 is represented in Fig. 5in the vortex nerve
vNrvH, which is in the interior of vortex nerve vNrvB. Again, from axiom P4intConn, we have

intvNrv B ∩ int vNrv H ̸= /0 ⇒ vNrv B
∧∧

conn
δ vNrv H, and from Axiom P5intConn, we have

vNrvB
∧∧

conn
δ vNrvH ⇒ intvNrv B ∩ int vNrv H ̸= /0. �

Example 8. Spacetime Vortex Cycles: Overlapping Electromagnetic Vortices.
I.V. Dzedolik observes that an electromagnetic vortex is formed by photons that possess some net angular momentum about the longitudinal
axis of a dielectric waveguide [12, p. 135]. Photons are almost massless objects that carry energy from an emitter to an absorber [49].

Modeling spiraling vortices as vortex cycles equipped with the
∧∧

conn
δ proximity suggests the possibility of obtaining an expanded range

of measurements in vortex optics. N.M. Litchinitser observes that vortex-preshaped femtosecond laser pulses indicate the possibility
of achieving repeatable and predictable spatial and temporal distribution in using metamaterials in light filamentation [27, p. 1055].
The overlap connectedness proximity space approach to characterizing, analysing and modelling neighboring photons gains strength by
considering recent work by M. Hance on isolating and comparing different forms of photons (and photon vortical flux) [21, §4, pp. 8-11].
�

2.6. Descriptive Connectedness Proximity

In this section, weak and strong descriptive connectedness proximities of skeletons arise when we consider pairs of vortex cycles with
matching description. A vortex cycle description is a feature vector that contains features values extracted from vortices with what are

known as probe functions. Let K be a collection of vortex cycles equipped with the descriptive proximity

∧∧
conn
δΦ , which is an extension of

the descriptive proximity
∧∧
δΦ [7, §3-4, pp. 95-98]. The mapping Φ : K −→ Rn yields an n-dimensional feature vector in Euclidean space

Rn either a vortex cycA ∈ K (denoted by Φ(cycA)) or a vortex cycle vcycE in K (denoted by Φ(vcycE)) or a vortex nerve vNrvH in K
(denoted by Φ(vNrvH)). For the axioms for a descriptive proximity, the usual set intersection is replaced by descriptive intersection [34,
§3] (denoted by ∩

Φ
) defined by

A∩
Φ

B = {x ∈ A∪B : Φ(x) ∈ Φ(A), Φ(x) ∈ Φ(B)}.

The descriptive closure of A (denoted by clΦA) [35, §1.4, p. 16] is defined by

clΦA =

x ∈ K : x

∧∧
conn
δΦ A

 .

The weak and strong forms of

∧∧
conn
δΦ satisfy the following axioms.
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PΦ4 [weak option] intA ∩
Φ

intB ̸= /0 ⇒ A

∧∧
conn
δΦ B.

PΦ5 option] A

∧∧
conn
δΦ B ⇒ A∩

Φ
B ̸= /0

nerveCount

nerveCycleCount

maxArea

holeCount

vertexCount

0 5 10 15 20 25 30 35 40 45 50 55

Cell Complex Feature Value

K1 cell complex
K2 cell complex

Figure 9: Comparison of Cell Complex Feature Values

Axiom PΦ4 is a rewrite of the C̆ech axiom P4 and axiom PΦ5 is an addition to the usual C̆ech axioms. It is easy to see that

∧∧
conn
δΦ satisfies the

remaining C̆ech axioms after replacing δ with

∧∧
conn
δΦ . Let A,B,C ∈ K, a cell complex space equipped with the proximity

∧∧
conn
δΦ , which satisfies

the following axioms.

Descriptive Overlap Connectedness proximity axioms.

PΦ1dConn A∩
Φ

B = /0 ⇔ A

∧∧
conn
̸ δΦ B, i.e., the sets of skeletons A and B are not descriptively close (A and B are far from each other).

PΦ2dConn A

∧∧
conn
δΦ B =⇒ B

∧∧
conn
δΦ A, i.e., A is descriptively close to B implies B is descriptively close to A.

PΦ3dConn A

∧∧
conn
δΦ (B∪C) =⇒ A

∧∧
conn
δΦ B or A

∧∧
conn
δΦ C.

PΦ4dConn intA ∩
Φ

intB ̸= /0 ⇒ A

∧∧
conn
δΦ B (Weak Descriptive Connectedness Axiom).

PΦ5dConn A

∧∧
conn
δΦ B ⇒ A∩

Φ
B ̸= /0 (Strong Descriptive Connectedness Axiom). �

A descriptive overlap connectedness space is denoted by

K,

∧∧
conn
δΦ

. Skeletons A,B in K are close descriptively, provided the interior intA

has nonempty descriptive intersection with the interior intA. This form of proximity has many applications, since we often want to compare
objects such as 1-cycles by themselves or vortex cycles or the more complex vortex nerves that do not overlap spatially or at the same time.

Example 9. Descriptive Connectedness Overlap of Disjoint Vortex Cycles in Spacetime.

Let vcycA,vcycB be a pair of vortex cycles in a collection of vortex cycles equipped with the proximities
∧∧

conn
δ and

∧∧
conn
δΦ . Assume these
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Figure 10: Comparison of Vortex Cell Feature Values

vortices represent non-overlapping electromagnetic vortexes that have matching descriptions in spacetime, e.g., Φ(vcycA) = Φ(vcycB) =

(persistence duration). That is, the length of time that vcycA persists equals the duration of vcycB. In that case, vcycA

∧∧
conn
δΦ vcycB. �

Example 10. Descriptive Connectedness Overlap of Cell Complexes.
The bar graph2 in Fig. 9 compares feature values for a pair of cell complexes, namely, vertex count, hole count, maximum vortex cycle

area, nerve cycle count and nerve count. From the bar graph, K1

∧∧
conn
δΦ K2, since

Φ(K1vertexCount) = Φ(K2vertexCount) = 35, and

Φ(K1nerveCount) = Φ(K2nerveCount) = 21.

This is the case, even though the hole count and nerve cycle count are far apart. �

Example 11. Absence of Descriptive Connectedness of Sample Vortex Cycles.
The bar graph in Fig. 10 compares normalized feature values for a pair of sample vortex cycles vcycA,vcycB, namely, vertex count, vortex
cycle area, overlap (i.e., number of overlapping 1-cycles in a vortex cycle), hole count, cycle count, perimeter (i.e., length of the boundary
of a vortex cycle), diameter (i.e., maximum distance between a pair of vertices on the boundary of a vortex cycle). From the bar graph, it

is apparent that vcycA

∧∧
conn
̸ δΦ vcycB, since there are no matching feature values for the sample pair of vortex cycles. �

Theorem 8. Let K be a collection of vortex cycles in a planar cell complex. The space K equipped with the relation

∧∧
conn
δΦ is a proximity

space.

Proof. The result follows from Lemma 3, since each vortex cycle in K is also a collection of skeletons equipped with the proximity

∧∧
conn
δΦ .

Corollary 2. Let K be a collection of vortex nerves in a planar cell complex. The space K equipped with the relation

∧∧
conn
δΦ is a proximity

space.

Proof. The result follows from Theorem 8, since each vortex nerve in K is also a collection of intersecting vortex cycles equipped with the

proximity

∧∧
conn
δΦ .

Example 12. Non-Overlapping Vortex Nerve with Matching Descriptions.

Let KvNrv be a collection of vortex nerves in a planar cell complex the proximities
conn
δ and

∧∧
conn
δΦ . Let vNrvA be a vortex nerve and let

Φ(vNrvA) = (number of 1-cycles) be a description of the nerve based on one feature, namely, the number of 1-cycles in the nerve. Pairs of

2Many thanks to M.Z. Ahmad for the LATEX script used to display this bar graph, which does not depend on an external file.



Journal of Mathematical Sciences and Modelling 67

non-overlapping vortex nerves with matching descriptions are represented in Fig. 8, namely,

vNrvA
conn
̸ δ vNrvB (Nerves vNrvA,vNrvB do not overlap) ,

vNrvA

∧∧
conn
δΦ vNrvB, since ΦvNrvA) = Φ(vNrvB) = (2),

vNrvA
conn
̸ δ vNrvH (Nerves vNrvA,vNrvH do not overlap) ,

vNrvA

∧∧
conn
δΦ vNrvH since Φ(vNrvA) = Φ(vNrvH) = (2),

vNrvE
conn
̸ δ vNrvB (Nerves vNrvE,vNrvB do not overlap) ,

vNrvE

∧∧
conn
δΦ vNrvB since Φ(vNrvE) = Φ(cycH1) = (2),

vNrvE
conn
̸ δ vNrvH (Nerves vNrvE,vNrvH do not overlap) ,

vNrvE

∧∧
conn
δΦ vNrvH since Φ(vNrvE) = Φ(vNrvH) = (2). �

Example 13. Non-Overlapping Vortex Nerve Cycles with Matching Descriptions.

Let Kcyc be a collection of 1-cycles in a planar cell complex the proximities
conn
δ and

∧∧
conn
δΦ . Let cycA be a 1-cycle in a vortex cycle and let

Φ(cycA) = (number of vertices) be a description of the cycle based on one feature, namely, the number of vertices in the cycle. Pairs of
non-overlapping vortex nerves containing 1-cycles with matching descriptions are represented in Fig. 8, namely,

cycA2
conn
̸ δ cycH1 (Cycles cycA2,cycH1 do not overlap) ,

cycA2

∧∧
conn
δΦ cycH1, since Φ(cycA2) = Φ(cycH1) = (6),

cycA2
conn
̸ δ cycB2 (Cycles cycA2,cycB2 do not overlap) ,

cycA2

∧∧
conn
δΦ cycB2 since Φ(cycA2) = Φ(cycB2) = (6),

cycA1
conn
̸ δ cycH1 (Cycles cycA1,cycH1 do not overlap) ,

cycA1

∧∧
conn
δΦ cycH1 since Φ(cycA1) = Φ(cycH1) = (6),

cycA1
conn
̸ δ cycB2 (Cycles cycA1,cycB2 do not overlap) ,

cycA1

∧∧
conn
δΦ cycB2 since Φ(cycA1) = Φ(cycB2) = (6). �

2.7. Vortex Cycle Spaces Equipped with Proximal Relators

This section introduces a connectedness proximal relator [36] (denoted by R), an extension of a Száz relator [45], which is a non-void
collection of connectedness proximity relations on a nonempty cell complex K. A space equipped with a proximal relator R is called a
proximal relator space (denoted by (K,R)).

Example 14. Proximal Relator Space. Example 12 introduces a proximal relator space

KvNrv,

conn
δ ,

∧∧
conn
δΦ


, useful in measuring,

comparing, and classifying collections of vortex nerves that either have or do not have matching descriptions. Similarly, Example 13

introduces a proximal relator

Kcyc,

conn
δ ,

∧∧
conn
δΦ


, useful in the study of collections of 1-cycles that either have or do not have matching

descriptions. �

The connection between
∧∧
δ and δ is summarized in Lemma 4.

Lemma 4. Let

K,


∧∧

conn
δΦ ,

∧∧
conn
δ ,

conn
δ


 be a proximal relator space K, A,B ⊂ K. Then

1o A
∧∧

conn
δ B ⇒ A

conn
δ B.

2o A
∧∧

conn
δ B ⇒ A

∧∧
conn
δΦ B.



68 Journal of Mathematical Sciences and Modelling

Proof.

1o: From Axiom P5conn, A
∧∧

conn
δ B implies A ∩ B ̸= /0, which implies A

conn
δ B. From Lemma 2, A

conn
δ B implies A ∩ B ̸= /0, which

implies A δ B (from C̆ech Axiom P4).
2o: From (1), there are cyc x ∈ A,cyc y ∈ B common to A and B. Hence, Φ(cyc x) = Φ(cyc y), which implies A ∩

Φ
B ̸= /0. Then, from the

descriptive connectedness Axiom PΦ4conn, A ∩
Φ

B ̸= /0 ⇒ A

∧∧
conn
δΦ B. This gives the desired result.

Let vNrvA be a vortex nerve. By definition, vNrvA is collection of 1-cycles with nonempty intersection. The boundary of vNrvA (denoted
by bdyvNrvA) is a sequence of connected vertices. That is, for each pair of vertices v,v′ ∈ bdyvNrvA, there is a sequence of edges, starting
with vertex v and ending with vertex v′. There are no loops in bdyvNrvA. Consequently, bdyvNrvA defines a simple, closed polygonal
curve. The interior of bdyvNrvA is nonempty, since NrvA is a collection of filled polytopes. Hence, by definition, a vNrvA is also a nerve
shape.

Theorem 9. Let

K,


∧∧

conn
δΦ ,

∧∧
conn
δ


 be a proximal relator space with nerve vortices vNrvA,vNrvB ∈ K. Then

1o vNrvA
∧∧

conn
δ vNrvB implies vNrvA

∧∧
conn
δΦ vNrvB.

2o A 1-cycle cycE ∈ vNrvA∩ vNrvB implies cycE ∈ vNrvA ∩
Φ

vNrvB.

3o A 1-cycle cycE ∈ vNrvA∩ vNrvB implies vNrvA

∧∧
conn
δΦ vNrvB.

Proof.
1o: Immediate from part (2) of Lemma 4.

2o: By definition, vNrvA,vNrvB are nerve shapes. From Axioms P4conn, P5conn, cycE ∈ vNrvA∩vNrvB, if and only if vNrvA

∧∧
conn
δΦ vNrvB.

Consequently, cycE is common to vNrvA,vNrvB. Then there is a cycle cycE ∈ NrvA with the same description as a cycle cycE ∈ vNrvB.
Let Φ(cycE) be a description of cycE. Then, Φ(cycE) ∈ Φ(vNrvA)& ∈ Φ(cycE) ∈ Φ(vNrvB), since cycE ∈ vNrvA∩ vNrvB. Hence,
cycE ∈ vNrvA ∩

Φ
vNrvB.

3o: Immediate from (2) and Lemma 4.

3. Main Results

This section gives some main results for collections of proximal vortex cycles and proximal vortex nerves.

3.1. Topology on Vortex Cycle Spaces

This section introduces the construction of topology (homology) classes of vortex cycles and vortex nerves. Topology classes have proved
to be useful in classifying physical objects such as quasi-crystals [11] and in knowledge extraction [17]. Such classes provide a basis for
knowledge extraction about proximal vortex cycles and nerves. A strong beneficial side-effect of the construction of such classes is the ease
with which the persistence of homology class objects can be computed (see, e.g., [16], [2]). More importantly, the construction of topology
classes leads to problem size reduction (see, e.g., [31, §3.1, p. 5]).

Lemma 5. Let K be a nonempty collection of finite skeletons on a finite cell complex K that is a Hausdorff space equipped the proximity
conn
δ . From the pair

(
K,

conn
δ

)
, a Whitehead Closure Finite Weak (CW) Topology can be constructed.

Proof.

From Lemma 3,
(

K,
conn
δ

)
is a connectedness proximity space. Let skA,skB be skeletons in a finite cell complex K. The closure cl(skA) is

finite and includes the connected vertices on the boundary bdy(skA) and in the interior bdy(skA) of skA. Since K is finite, cl(skA) intersects
a only a finite number of other skeletons in K. The intersection skA∩ skB ̸= /0 is itself a finite skeleton, which can be either a single vertex

or a set of edges common to skA,skB. In that case, skA
conn
δ skB. By definition, skA∩ skB is a skeleton in K. Consequently, whenever

skA
conn
δ skB, then skA∩ skB ∈ K. Hence,

(
K,

conn
δ

)
defines a Whitehead CW topology.

Theorem 10. Let K be a nonempty collection of finite skeletons on a finite cell complex K that is a Hausdorff space equipped the proximity
∧∧

conn
δ . From the pair

K,

∧∧
conn
δ

, a Whitehead Closure Finite Weak (CW) Topology can be constructed.

Proof.
Immediate from Lemma 5.

Next, we construct a Leader uniform topology on a collection of vortex cycles equipped with the descriptive connectedness proximity

∧∧
conn
δΦ .
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Definition 1. Let X be a nonempty set. For each given set A ∈ 2X , form a cluster containing all subsets B ∈ 2X such that A∩B ̸= /0. The
intersection as well as the union of clusters belong to K, defining a Leader uniform topology on K, namely, the collection of all uniform
clusters on K. �

Theorem 11. Let K be a finite collection of vortex cycles equipped the proximity
∧∧

conn
δ and let τ be a Leader uniform topology on the

proximity space

K,

∧∧
conn
δ

. Then each cluster of vortex cycles E ∈ τ has a CW topology on E.

Proof.

Each E ∈ τ is a finite collection of vortex cycles equipped with the proximity

∧∧
conn
δΦ . Each closure cl(vcycH) ∈ E intersects with a finite

number of other vortex cycles in E, since E is finite (closure finiteness property). Let cl(vcycA),cl(vcycB) ∈ E. For int(vcycA) ∩

int(vcycB) ̸= /0 ⇒ cl(vcycA)
∧∧

conn
δ cl(vcycB), from Axiom P4intConn (weak topology property). Hence, E has a CW topology.

For descriptive proximity spaces, the construction of Leader uniform topologies is accomplished by considering the descriptive intersection
∩
Φ

and descriptive union ∪
Φ

of nonempty sets of vortex cycles. Let K be a nonempty collection of vortex cycles, A,B ∈ K. Then descriptive

union ∪
Φ

is defined by

A ∪
Φ

B = {E ∈ K : Φ(E) ∈ Φ(A∪B)} (Descriptive union of sets of vortex cycles).

Lemma 6. Let K be a nonempty collection of vortex cycles on a finite cell complex K equipped the proximity

∧∧
conn
δΦ . From the pair

K,

∧∧
conn
δΦ

,

a Leader uniform topology can be constructed.

Proof.
We have Φ(K) = {Φ(vcycA) : vcycA ∈ K}, the feature space for K. Let vcycA ∩

Φ
vcycB ̸= /0 be descriptive intersection of a pair of vortex

cycles vcycA,vcycB in K. From Axiom PΦ4conn, vcycA

∧∧
conn
δΦ vcycB. For each given vcycA, find all vortex cycles vcycB∈K with nonempty

intersection vcycA ∩
Φ

vcycB ∈ Φ(K) (intersection property), i.e., all vortex cycles vcycB such that vcycA

∧∧
conn
δΦ vcycB. Let A ∪

Φ
B = G be a

descriptive union of sets of vortex cycles A,B ∈ K. By definition, Φ(G) ∈ Φ(A∪B) (union property). This gives the desired result.

Theorem 12. Let K be a nonempty finite collection of vortex nerves equipped the proximity
∧∧

conn
δ . The proximity space

K,

∧∧
conn
δ

 constructs

a Leader uniform topology.

Proof.
Immediate from Lemma 6.

From what we have observed so far, a form of problem reduction results from the construction of CW topology on a cluster in a Leader
uniform topology.

Theorem 13. Let C be a Leader uniform topology cluster in a collection of skeletons K equipped the proximity
conn
δ . The proximity space(

C ,
conn
δ

)
constructs a CW topology.

Proof.
Immediate from Lemma 5.

Corollary 3. Let C be a Leader uniform topology cluster in a collection of skeletons K equipped the proximity
∧∧

conn
δ . The proximity spaceC ,

∧∧
conn
δ

 constructs a CW topology.

Proof.
Immediate from Theorem 13.

Corollary 4. Let C be a Leader uniform topology cluster in a collection of vortex cycles K equipped the proximity
∧∧

conn
δ . The proximity

space

C ,

∧∧
conn
δ

 constructs a CW topology.

Proof.
Immediate from Theorem 13.
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Corollary 5. Let C be a Leader uniform topology cluster in a collection of vortex nerves K equipped the proximity
∧∧

conn
δ . The proximity

space

C ,

∧∧
conn
δ

 constructs a CW topology.

Proof.
Immediate from Theorem 13.

3.2. Homotopic Types of Vortex Cycles and Vortex Nerves

Theorem 14. [15, §III.2, p. 59] Let F be a finite collection of closed, convex sets in Euclidean space. Then the nerve of F and the union
of the sets in F have the same homotopy type.

Lemma 7. Let cycA be a vortex cycle in a finite collection of closed, convex skeletons in a cell complex K. Then vortex cycle cycA and the
union of the skeletons in cycA have the same homotopy type.

Proof. From Theorem 14, we have that the union of the skeletons skE ∈ cycA and cycA have the same homotopy type.

Theorem 15. Let K be a finite collection of vortex cycles equipped the proximity
∧∧

conn
δ and let τ be a Leader uniform topology on the

proximity space

K,

∧∧
conn
δ

. Then each cluster of closed, convex vortex cycles C ∈ τ and the union of vortex cycles in C have the same

homotopy type.

Proof. Each vortex cycle vcycA in C is constructed from a collection of closed, convex skeletons in the cell complex K. Consequently, C
is a collection of closed, convex vortex cycles. Hence, from Lemma 7, we have that the union of the vortex cycles cycA ∈ C and C have
the same homotopy type.

Corollary 6. Let K be a finite collection of vortex nerves equipped the proximity
∧∧

conn
δ and let τ be a Leader uniform topology on the

proximity space

K,

∧∧
conn
δ

. Then each cluster of closed, convex vortex nerves N ∈ τ and the union of vortex nerves in N have the same

homotopy type.

Proof.
Immediate from Theorem 15, since vortex nerve is a collection of intersecting closed convex vortex cycles in K.

3.3. Open Problems

This section identifies open problems emerging from the study of proximal vortex cycles and proximal vortex nerves. Vortex cycles can
either be spatially close (overlapping vortex cycles have one or more common vertices) or descriptively close (pairs of vortex cycles that
intersect descriptively). For such cell complexes, we have the following open problems.

open-1o Vortex photons can be spatially close (overlap). From Theorem 11, a CW topology can be constructed on each cluster of vortex
photons in a uniform Leader topology on a collection of vortex photons. In that case, the problem of considering the spatial
closeness of vortex photons for classification and analysis purposes, is simplified by considering a CW topology on each cluster
of intersecting vortex photons. This is a form of problem reduction, which has not yet been attempted.

open-2o The space between the spiraling flux of vortex photons can be viewed as holes. Modelling vortex photons with holes using a
combination of connectedness proximity and CW topology on clusters of such photons for classification and analysis purposes, is
an open problem. This is a form of knowledge extraction.

open-3o It is well-known that real elementary particles can have the form of knots [18], which have various forms in knot theory [46].
Vortex cycles can be viewed as collections of intersecting knots. The collection of all possible configurations of spatially close
vortex cycles is an open problem.

open-4o A class of elementary particles known as glueballs exist as knotted chromodynamics flux lines [18]. Vortex nerves can be viewed
as collections of intersecting (overlapping) glueballs. The collection of all possible configurations of spatially close vortex nerves
is an open problem.

open-5o From what has been observed in this paper, vortex cycles can be spatially close (overlap) vortex nerves. The collection of all
possible configurations of vortex cycles spatially close to vortex nerves is an open problem.

open-6o Let the cell complex K be a Hausdorff space equipped with

∧∧
conn
δΦ and descriptive closure clΦ. Let A be a cell (skeleton) in K. A

descriptive CW complex can be defined on each cell decomposition A,B ∈ K, if and only if

descriptive Closure Finiteness Closure of every cell (skeleton) clΦA intersects on a finite number of other cells.
descriptive Weak topology A ∈ 2K is descriptively closed (A = clΦA), provided A∩

Φ
clΦB is closed, i.e., A∩

Φ
clB = clΦ(A∩ clB).

Prove that K has a topology τ that is a descriptive CW topology, provided τ has the descriptive closure finiteness and descriptive
weak topology properties.
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open-7o Let K be a finite collection of vortex cycles that is a Hausdorff space equipped the proximity

∧∧
conn
δΦ and descriptive closure clΦ

and let τ be a Leader uniform topology on the proximity space

K,

∧∧
conn
δΦ

. Prove that each cluster of vortex cycles E ∈ τ has a

descriptive CW topology on E.

open-8o Let K be a finite collection of vortex nerves that is a Hausdorff space equipped the proximity

∧∧
conn
δΦ and descriptive closure clΦ

and let τ be a Leader uniform topology on the proximity space

K,

∧∧
conn
δΦ

. Prove that each cluster of vortex cycles E ∈ τ has a

descriptive CW topology on E.
open-9o Inner and outer contours on maximal nucleus clusters (MNCs) on tessellated digital images [38, §8.9-8.2] form vortex cycles. An

open problem is to construct a CW topology on collections of MNC vortex cycles equipped with the relator

conn
δ ,

∧∧
conn
δ ,

∧∧
conn
δΦ

.

open-10o An open problem is to construct a Leader uniform topology on a collection of MNC vortex cycles equipped with the relatorconn
δ ,

∧∧
conn
δ ,

∧∧
conn
δΦ

 and a CW topology on a Leader uniform topology cluster.

open-11o Brain tissue tessellation shows an absence of canonical microcircuits [41]. For related work on donut-like trajectories along
preferential brain railways, shaped as a torus, see, e.g., [47]. An open problem is to construct a CW topology on a Leader uniform

topology cluster (equipped with the proximity
∧∧

conn
δ or with

∧∧
conn
δΦ ) that results from a brain tissue tessellation. This is an application

of the result from Problem 9.
open-12o Vortex Cat in spacetime. By tessellating a video frame showing a cat, finding the maximum nucleus cluster MNC on the

tessellated frame, and constructing fine and coarse contours surrounding the MNC nucleus, we obtain a vortex cycle. By repeating
these steps over a sequence of frames in a video, we obtain a vortex cat cycle in spacetime. See, for example, the sample vortex
cat cycles in [9] and [10]. An open problem is the construction of a Leader uniform topology on the collection of video frame

vortex cat cycles equipped with the proximity
∧∧

conn
δ and to track the persistence of a Leader uniform topology cluster over a video

frame sequence.
open-13o C̆ech nerve contours. Contours on C̆ech nerve nuclei are introduced in [1, §4.3.2, p. 119ff]. An open problem is to construct a

descriptive CW topology on a collection of C̆ech nerve contours equipped with the proximity

∧∧
conn
δΦ . �
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Abstract

In this paper, we present for the first time a sequence of quaternions of order 4 that we
will call the fourth-order Jacobsthal and the fourth-order Jacobsthal-Lucas quaternions. In
particular, we are interested in the generating function, Binet formula, explicit formula and
some interesting results for fourth-order Jacobsthal quaternions and fourth-order Jacobsthal-
Lucas quaternions. This generalizes some previous results given by Szynal-Liana and
Włoch in [13], Torunbalci Aydin and Yüce in [14] and Cerda-Morales in [2].

1. Introduction

The Jacobsthal numbers have many interesting properties and applications in many fields of science (see, e.g. [1, 4, 12, 9]). In [1], Barry
investigated a Jacobsthal decomposition of Pascal’s triangle. In [4], Deveci et. al. defined the generalized order-k Jacobsthal sequences
modulo m. In [12], Köken and Bozkurt showed that the Jacobsthal numbers are also generated by a special matrix. The Jacobsthal numbers
Jn are defined [9] by the recurrence relation

J0 = 0, J1 = 1, Jn+2 = Jn+1 +2Jn, n≥ 0. (1.1)

Another important sequence is the Jacobsthal-Lucas sequence. This sequence is defined by the recurrence relation

j0 = 2, j1 = 1, jn+2 = jn+1 +2 jn, n≥ 0. (1.2)

In [3] the Jacobsthal recurrence relation is extended to higher order recurrence relations and the basic list of identities provided by Horadam
[9] is expanded and extended to several identities for some of the higher order cases. Furthermore, the authors generalized the Jacobsthal
recursion as

J(r)n+r =
r−1

∑
s=1

J(r)n+r−s +2J(r)n . (1.3)

with n≥ 0 and initial conditions J0 = 0 and Js = 1 for s = 1, . . . ,r−1. For the n-th order-r Jacobsthal-Lucas numbers j(r)n we use the same
recursion with initial conditions j(r)s = j(r−1)

s for s = 1, . . . ,r−1.
In this work we consider the particular case r = 4, the fourth-order Jacobsthal numbers {J(4)n }n≥0 and the fourth-order Jacobsthal-Lucas

numbers { j(4)n }n≥0 are defined by

J(4)n+4 = J(4)n+3 + J(4)n+2 + J(4)n+1 +2J(4)n , J(4)0 = 0, J(4)1 = J(4)2 = J(4)3 = 1 (1.4)

and

j(4)n+4 = j(4)n+3 + j(4)n+2 + j(4)n+1 +2 j(4)n , j(4)0 = 2, j(4)1 = 1, j(4)2 = 5, j(4)3 = 10, (1.5)

respectively.
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The first fourth-order Jacobsthal numbers and fourth-order Jacobsthal-Lucas numbers are presented in the following table.

s 0 1 2 3 4 5 6 7 8 9 10 11 12 ...

J(4)s 0 1 1 1 3 7 13 25 51 103 205 409 819 ...

j(4)s 2 1 5 10 20 37 77 154 308 613 1229 2458 4916 ...

On the other hand, Horadam [7] introduced the n-th Fibonacci and the n-th Lucas quaternion as follows

Qn = Fn + iFn+1 + jFn+2 + kFn+3 (1.6)

and

Qn = Ln + iLn+1 + jLn+2 + kLn+3, (1.7)

respectively. Here Fn and Ln are the n-th Fibonacci and n-th Lucas numbers, respectively. Furthermore, the basis i, j, k satisface the following
rules:

i2 = j2 = k2 =−1, i jk =−1. (1.8)

Furthermore, the rules (1.8) imply i j = − ji = k, jk = −k j = i and ki = −ik = j. In general, a quaternion is a hyper-complex number
and is defined by Q = qr + iqi + jq j + kqk, where i, j, k are as in (1.8) and {qr,qi,q j,qk} ⊂ R. Note that we can write Q = qr +VQ
where VQ = iqi + jq j + kqk. The conjugate of the quaternion Q is denoted by Q = qr−VQ. The norm of a quaternion Q is defined by
Nr(Q) = QQ = q2

r +q2
i +q2

j +q2
k ∈ R.

Many interesting properties of Fibonacci and Lucas quaternions can be found in [5, 6, 7, 8, 10]. In [6], Halici investigated complex Fibonacci
quaternions. In [8] Horadam mentioned the possibility of introducing Pell quaternions and generalized Pell quaternions. In [13], the authors
defined the Jacobsthal quaternions and the Jacobsthal-Lucas quaternions. Recently, in [2] the author defined the third-order Jacobsthal
quaternions and mentioned the possibility of introducing higher order Jacobsthal quaternions.
In this paper, we introduce and study the fourth-order Jacobsthal quaternions and the fourth-order Jacobsthal-Lucas quaternions. In particular,
we give generating function, Binet formula and some interesting results for the fourth-order Jacobsthal quaternions and fourth-order
Jacobsthal-Lucas quaternions.
For fourth-order Jacobsthal and fourth-order Jacobsthal-Lucas numbers some identities are given, see [3]. In this paper we need some of
them.

j(4)n −6J(4)n =


2 if n≡ 0 (mod 4)
−5 if n≡ 1 (mod 4)
−1 if n≡ 2 (mod 4)
4 if n≡ 3 (mod 4)

, (1.9)

6J(4)n + j(4)n − j(4)n+1 =


1 if n≡ 0,2 (mod 4)
2 if n≡ 1 (mod 4)
−4 if n≡ 3 (mod 4)

, (1.10)

J(4)n+2− J(4)n − j(4)n−1 =


0 if n≡ 0 (mod 4)
−2 if n≡ 1 (mod 4)
1 if n≡ 2,3 (mod 4)

(n≥ 1), (1.11)

n

∑
s=0

J(4)s =


J(4)n+1−1 if n≡ 0 (mod 4)

J(4)n+1 if n≡ 1,3 (mod 4)

J(4)n+1 +1 if n≡ 2 (mod 4)

(1.12)

and

n

∑
s=0

j(4)s =

{
j(4)n+1−2 if n 6≡ 0 (mod 3)

j(4)n+1 +1 if n≡ 0 (mod 3)
. (1.13)

Using standard techniques for solving recurrence relations, the auxiliary equation, and its roots are given by

x4− x3− x2− x−2 = 0; x = 2, x =−1, and x =±i.

Note that the latter two are the complex conjugate quartic roots of unity. Call them ω1 and ω2, respectively. Thus the Binet formulas can be
written as

J(4)n =
1
5

(
2n−

(
1+3i

2

)
ω

n
1 −
(

1−3i
2

)
ω

n
2

)
(1.14)

and

j(4)n =
3
10

(
2n+2 +

5
3
(−1)n +

(
1+3i

2

)
ω

n
1 +

(
1−3i

2

)
ω

n
2

)
, (1.15)
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respectively.
Now, we use the notation

H(4)
n (a,b) =

Aωn
1 −Bωn

2
ω1−ω2

=


a if n≡ 0 (mod 4)
b if n≡ 1 (mod 4)
−a if n≡ 2 (mod 4)
−b if n≡ 3 (mod 4)

, (1.16)

where A = b−aω2 and B = b−aω1, in which ω1 and ω2 are the complex conjugate quartic roots of unity (i.e. ω4
1 = ω4

2 = 1). Furthermore,
note that for all n≥ 0 we have

H(4)
n+2(a,b) =−H(4)

n (a,b), (1.17)

where H(4)
0 (a,b) = a and H(4)

1 (a,b) = b.
From the Binet formulas (1.14), (1.15) and Eq. (1.16), we have

J(4)n =
1
5

(
2n−V (4)

n

)
,

j(4)n =
3

10

(
2n+2 +

5
3
(−1)n +V (4)

n

)
,

(1.18)

where V (4)
n = H(4)

n (1,−3).

2. The fourth-order jacobsthal quaternions

The n-th fourth-order Jacobsthal quaternion JQ(4)
n and the n-th fourth-order Jacobsthal-Lucas quaternion jQ(4)

n can be defined as

JQ(4)
n = J(4)n + iJ(4)n+1 + jJ(4)n+2 + kJ(4)n+3 (2.1)

and

jQ(4)
n = j(4)n + i j(4)n+1 + j j(4)n+2 + k j(4)n+3, n≥ 0, (2.2)

respectively. Here J(4)n and j(4)n are the n-th fourth-order Jacobsthal and n-th fourth-order Jacobsthal-Lucas numbers, respectively. Further-
more, the basis i, j, k satisface the rules in (1.8).
The function G(t) = ∑n≥0 JQ(4)

n tn is called the generating function for the sequence {JQ(4)
n }. In [3], the authors found a generating function

for fourth-order Jacobsthal numbers. In the following theorem, we established the generating function for fourth-order Jacobsthal and
fourth-order Jacobsthal-Lucas quaternions.

Theorem 2.1. The generating function for fourth-order Jacobsthal-Lucas quaternion is

∑
n≥0

jQ(4)
n tn =

{
2+ i+5 j+10k+ t (−1+4i+5 j+10k)+ t2 (2+4i+5 j+7k)

+t3 (2+4i+2 j+10k)

}
1− t− t2− t3−2t4 . (2.3)

Proof. Assuming that the generating function of the quaternion { jQ(4)
n }n≥0 has the form G(t) = ∑n≥0 jQ(4)

n tn , we obtain that

(1− t− t2− t3−2t4)G(t) =
(

jQ(4)
0 + jQ(4)

1 t + · · ·
)
−
(

jQ(4)
0 t + jQ(4)

1 t2 + · · ·
)
−·· ·

= jQ(4)
0 + t

(
jQ(4)

1 − jQ(4)
0

)
+ t2

(
jQ(4)

2 − jQ(4)
1 − jQ(4)

0

)
+ t3

(
jQ(4)

3 − jQ(4)
2 − jQ(4)

1 − jQ(4)
0

)
,

since jQ(4)
n+4 = jQ(4)

n+3 + jQ(4)
n+2 + jQ(4)

n+1 +2 jQ(4)
n (n≥ 0) and the coefficients of tn for n≥ 4 are equal to zero. In equivalent form is

G(t) =

 jQ(4)
0 + t

(
jQ(4)

1 − jQ(4)
0

)
+ t2

(
jQ(4)

2 − jQ(4)
1 − jQ(4)

0

)
+t3

(
jQ(4)

3 − jQ(4)
2 − jQ(4)

1 − jQ(4)
0

) 
1− t− t2− t3−2t4 .

Thus, the proof is completed.

Thus, the Binet formula for jQ(4)
n can be given in the following theorem.

Theorem 2.2. If jQ(4)
n = j(4)n + i j(4)n+1 + j j(4)n+2 + k j(4)n+3 be the n-th fourth-order Jacobsthal-Lucas quaternion. Then,

jQ(4)
n =

3
10

[
2n+2

α +
5
3
(−1)n

β +

(
1+3i

2

)
ω

n
1 ω1 +

(
1−3i

2

)
ω

n
2 ω2

]
=

3
10

[
2n+2

α +
5
3
(−1)n

β +V Q(4)
n

]
,

(2.4)

where ω1, ω2 are the complex conjugate quartic roots of unity. Furthermore, α = 1+ 2i+ 4 j + 8k, β = 1− i+ j− k and V Q(4)
n =

V (4)
n + iV (4)

n+1 + jV (4)
n+2 + kV (4)

n+3.
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Proof. Let V (4)
n = H(4)

n (1,−3). Using the relation (1.18), we have

10
3
· jQ(4)

n =
10
3

(
j(4)n + i j(4)n+1 + j j(4)n+2 + k j(4)n+3

)
=

(
2n+2 +

5
3
(−1)n +V (4)

n

)
+ i
(

2n+3− 5
3
(−1)n +V (4)

n+1

)
+ j
(

2n+4 +
5
3
(−1)n +V (4)

n+2

)
+ k
(

2n+5− 5
3
(−1)n +V (4)

n+3

)
= 2n+2(1+2i+4 j+8k)+

5
3
(−1)n(1− i+ j− k)+V Q(4)

n ,

where V Q(4)
n =V (4)

n + iV (4)
n+1 + jV (4)

n+2 + kV (4)
n+3. Furthermore,

V Q(4)
n =

((
1+3i

2

)
ω

n
1 +

(
1−3i

2

)
ω

n
2

)
+ i
((

1+3i
2

)
ω

n+1
1 +

(
1−3i

2

)
ω

n+1
2

)
+ j

((
1+3i

2

)
ω

n+2
1 +

(
1−3i

2

)
ω

n+2
2

)
+ k
((

1+3i
2

)
ω

n+3
1 +

(
1−3i

2

)
ω

n+3
2

)
=

(
1+3i

2

)
ω

n
1 ω1 +

(
1−3i

2

)
ω

n
2 ω2,

with ω1 = 1+ω1i− j−ω1k and ω2 = 1+ω2i− j−ω2k, since ω2
1 = ω2

2 =−1. So, the theorem is proved.

In a similar way, using the Eqs. (2.3) and (2.4) one can easily prove the following theorem.

Theorem 2.3. If JQ(4)
n = J(4)n + iJ(4)n+1 + jJ(4)n+2 + kJ(4)n+3 be the n-th fourth-order Jacobsthal quaternion. Then,

∑
n≥0

JQ(4)
n tn =

(
i+ j+ k+ t (1+2k)

+t2 (−i+ j+3k)+ t3 (−1+2 j+2k)

)
1− t− t2− t3−2t4 , (2.5)

JQ(4)
n =

1
5

[
2n

α−V Q(4)
n

]
, (2.6)

where α = 1+2i+4 j+8k and V Q(4)
n =V (4)

n + iV (4)
n+1 + jV (4)

n+2 + kV (4)
n+3.

3. Some identities for the fourth-order jacobsthal quaternions

By some elementary calculations we find the following recurrence relations for the fourth-order Jacobsthal and fourth-order Jacobsthal-Lucas
quaternions from (2.1) and (2.2):

JQ(4)
n+2 + JQ(4)

n+1+JQ(4)
n +2JQ(4)

n−1

= (J(4)n+2 + iJ(4)n+3 + jJ(4)n+4 + kJ(4)n+5)+(J(4)n+1 + iJ(4)n+2 + jJ(4)n+3 + kJ(4)n+4)

+(J(4)n + iJ(4)n+1 + jJ(4)n+2 + kJ(4)n+3)+2(J(4)n−1 + iJ(4)n + jJ(4)n+1 + kJ(4)n+2)

= (J(4)n+2 + J(4)n+1 + J(4)n +2J(4)n−1)+(J(4)n+3 + J(4)n+2 + J(4)n+1 +2J(4)n )i

+(J(4)n+4 + J(4)n+3 + J(4)n+2 +2J(4)n+1) j+2(J(4)n+5 + J(4)n+4 + J(4)n+3 +2J(4)n+2)k

= J(4)n+3 + iJ(4)n+4 + jJ(4)n+5 + kJ(4)n+6

= JQ(4)
n+3

(3.1)

and similarly jQ(4)
n+3 = jQ(4)

n+2 + jQ(4)
n+1 + jQ(4)

n +2 jQ(4)
n−1, for n≥ 1.

Now, we give some interesting results for the fourth-order Jacobsthal quaternions {JQ(4)
n }n≥0 and the fourth-order Jacobsthal-Lucas

quaternions { jQ(4)
n }n≥0.

Theorem 3.1. Let n≥ 0 integer. Then, we have

jQ(4)
n −6JQ(4)

n =


2−5i− j+4k if n≡ 0 (mod 4)
−5− i+4 j+2k if n≡ 1 (mod 4)
−1+4i+2 j−5k if n≡ 2 (mod 4)

4+2i−5 j− k if n≡ 3 (mod 4)

. (3.2)

Proof. To prove Eq. (3.2) we need the Eq. (1.9). In fact, it suffices to take the Binet’s formula of J(4)n and j(4)n in (1.18). Then,

j(4)n −6J(4)n =
3
10

(
2n+2 +

5
3
(−1)n +V (4)

n

)
− 6

5

(
2n−V (4)

n

)
=

1
2

(
(−1)n +3V (4)

n

)
.
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For definitions (2.1) and (2.2), we have JQ(4)
n = J(4)n + iJ(4)n+1+ jJ(4)n+2+kJ(4)n+3 and jQ(4)

n = j(4)n + i j(4)n+1+ j j(4)n+2+k j(4)n+3. Then, if we consider
n≡ 0(mod 4), we obtain

jQ(4)
n −6JQ(4)

n =
(

j(4)n + i j(4)n+1 + j j(4)n+2 + k j(4)n+3

)
−6
(

J(4)n + iJ(4)n+1 + jJ(4)n+2 + kJ(4)n+3

)
=

(
j(4)n −6J(4)n

)
+ i
(

j(4)n+1−6J(4)n+1

)
+ j
(

j(4)n+2−6J(4)n+2

)
+ k
(

j(4)n+3−6J(4)n+3

)
= 2−5i− j+4k,

since j(4)n+1−6J(4)n+1 =−5, j(4)n+2−6J(4)n+2 =−1 and j(4)n+3−6J(4)n+3 = 4. The other identities are clear from equations (1.9) and (1.18).

Theorem 3.2. Let n≥ 0 integer. Then,

Nr(JQ(4)
n ) =

{ 1
5
(
17 ·22n−6 ·2n +4

)
if n≡ 0,1 (mod 4)

1
5
(
17 ·22n +6 ·2n +4

)
if n≡ 2,3 (mod 4)

. (3.3)

Proof. To prove Eq. (3.3), we use definition of norm for the fourth-order Jacobsthal quaternion JQ(4)
n ,

Nr(JQ(4)
n ) =

(
J(4)n

)2
+
(

J(4)n+1

)2
+
(

J(4)n+2

)2
+
(

J(4)n+3

)2
.

Then, by the Binet formula (1.18) we have

Nr(JQ(4)
n ) =

1
25


(

2n−V (4)
n

)2
+
(

2n+1−V (4)
n+1

)2

+
(

2n+2−V (4)
n+2

)2
+
(

2n+3−V (4)
n+3

)2


=

1
25

 85 ·22n−2n+1
(

V (4)
n +2V (4)

n+1 +4V (4)
n+2 +8V (4)

n+3

)
+
(

V (4)
n

)2
+
(

V (4)
n+1

)2
+
(

V (4)
n+2

)2
+
(

V (4)
n+3

)2


=

1
25

(
85 ·22n +3 ·2n+1

(
V (4)

n +2V (4)
n+1

)
+20

)
=

1
5

(
17 ·22n +3 ·2n+1U (4)

n+1 +4
)
,

(3.4)

where U (4)
n = H(4)

n (1,−1). Then, if n≡ 0,1(mod 4), we obtain U (4)
n+1 =−1 and Nr(JQ(4)

n ) = 1
5
(
17 ·22n−3 ·2n+1 +4

)
. The other identities

are clear from equations (3.4) and (1.16).

In a similar way, using the Eqs. (1.10) and (1.11) one can easily prove the following theorem.

Theorem 3.3. Let n≥ 0 integer. Then,

6JQ(4)
n − jQ(4)

n − jQ(4)
n+1 =


1+2i+ j−4k if n≡ 0 (mod 4)
2+ i−4 j+ k if n≡ 1 (mod 4)
1−4i+ j+2k if n≡ 2 (mod 4)
−4+ i+2 j+ k if n≡ 3 (mod 4)

, (3.5)

JQ(4)
n+2− JQ(4)

n − jQ(4)
n−1 =


−2i+ j+ k if n≡ 0 (mod 4)
−2+ i+ j if n≡ 1 (mod 4)
1+ i−2k if n≡ 2 (mod 4)
1−2 j+ k if n≡ 3 (mod 4)

, (n≥ 1). (3.6)

The following is a result for the sum of fourth-order Jacobsthal quaternions.

Theorem 3.4. Let n≥ 0 integer. Then,

n

∑
s=0

JQ(4)
s =


JQ(4)

n+1− (1+2k) if n≡ 0 (mod 4)

JQ(4)
n+1 +(i− j−3k) if n≡ 1 (mod 4)

JQ(4)
n+1 +(1−2 j−2k) if n≡ 2 (mod 4)

JQ(4)
n+1− (i+ j+ k) if n≡ 3 (mod 4)

. (3.7)

Proof. Using equality (1.12), we have

n

∑
s=0

J(4)s =


J(4)n+1−1 if n≡ 0 (mod 4)

J(4)n+1 if n≡ 1,3 (mod 4)

J(4)n+1 +1 if n≡ 2 (mod 4)

.
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Furthermore, if n≡ 0(mod 4), ∑
n
s=0 J(4)s = J(4)n+1−1, ∑

n+1
s=0 J(4)s = J(4)n+2, ∑

n+2
s=0 J(4)s = J(4)n+3 +1 and ∑

n+3
s=0 J(4)s = J(4)n+4. Then,

n

∑
s=0

JQ(4)
s =

n

∑
s=0

J(4)s + i
n

∑
s=0

J(4)s+1 + j
n

∑
s=0

J(4)s+2 + k
n

∑
s=0

J(4)s+3

=
n

∑
s=0

J(4)s + i

(
n+1

∑
s=0

J(4)s

)
+ j

(
n+2

∑
s=0

J(4)s −1

)
+ k

(
n+3

∑
s=0

J(4)s −2

)
=

(
J(4)n+1−1

)
+ i
(

J(4)n+2

)
+ j
(

J(4)n+3

)
+ k
(

J(4)n+4−2
)

= JQ(4)
n+1− (1+2k).

If n≡ 1(mod 4), we have ∑
n+1
s=0 J(4)s = J(4)n+2 +1, ∑

n+2
s=0 J(4)s = J(4)n+3 and ∑

n+3
s=0 J(4)s = J(4)n+4−1, then ∑

n
s=0 JQ(4)

s = JQ(4)
n+1 +(i− j−3k). The

proof is similar for the cases n≡ 2,3(mod 4). Thus, the proof is completed.

There are three well-known identities for Fibonacci numbers, namely, Catalan’s, Cassini’s, and d’Ocagne’s identities. The proofs of these
identities are based on Binet formulas. We can obtain these types of identities for fourth-order Jacobsthal quaternions using the Binet
formulas derived above. We use the notation

HQ(4)
n (a,b) =

Aωn
1 ω1−Bωn

2 ω2

ω1−ω2

=


a+bi−a j−bk if n≡ 0 (mod 4)
b−ai−b j+ak if n≡ 1 (mod 4)
−a−bi+a j+bk if n≡ 2 (mod 4)
−b+ai+b j−ak if n≡ 3 (mod 4)

,

(3.8)

where A = b−aω2 and B = b−aω1, in which ω1 = 1+ω1i− j−ω1k and ω2 = 1+ω2i− j−ω2k are the complex conjugate quartic roots
of unity (i.e. ω2

1 = ω2
2 =−1). Furthermore, note that for all n≥ 0 we have

HQ(4)
n+2(a,b) =−HQ(4)

n (a,b), (3.9)

where HQ(4)
0 (a,b) = a+bi−a j−bk and HQ(4)

1 (a,b) = b−ai−b j+ak.
The following theorem gives d’Ocagne’s identities for fourth-order Jacobsthal quaternion.

Theorem 3.5. If JQ(4)
n = J(4)n + iJ(4)n+1 + jJ(4)n+2 + kJ(4)n+3 be the n-th fourth-order Jacobsthal quaternion. Then, for any integers n and m, we

have

JQ(4)
m JQ(4)

n+1− JQ(3)
m+1JQ(4)

n =
1
5

{
2mαUQ(4)

n −2nUQ(4)
m α

−i
(
ω

m−n
1 ω1ω2−ω

m−n
2 ω2ω1

) } (3.10)

where α = 1+2i+4 j+8k , ω1 = 1+ω1i− j−ω1k, ω2 = 1+ω2i− j−ω2k and UQ(4)
n = HQ(4)

n (−1,−1).

Proof. Using the Binet formula for the fourth-order Jacobsthal quaternions and V Q(4)
n = HQ(4)

n (1,−3) in (3.8) gives

JQ(4)
m JQ(4)

n+1− JQ(4)
m+1JQ(4)

n

=
1

25

 (
2mα−V Q(4)

m

)(
2n+1α−V Q(4)

n+1

)
−
(

2m+1α−V Q(4)
m+1

)(
2nα−V Q(4)

n

) 
=

1
25

(
−2mαV Q(4)

n+1−2n+1V Qmα +2m+1αV Q(4)
n +2nV Q(4)

m+1α

+V Q(4)
m V Q(4)

n+1−V Q(4)
m+1V Q(4)

n

)

=
1
5

(
2m

αUQ(4)
n −2nUQ(4)

m α− i
(
ω

m−n
1 ω1ω2−ω

m−n
2 ω2ω1

))
,

(3.11)

where UQ(4)
n = 1

5

(
2V Q(4)

n −V Q(4)
n+1

)
= HQ(4)

n (1,−1).

Taking m = n+1 in this theorem and using the identity

−i
(
ω1ω1ω2−ω2ω2ω1

)
= ω1ω2 +ω2ω1 =−4(1+ j),

we obtain Cassini’s identities for fourth-order Jacobsthal quaternions.

Corollary 3.6. For any integer n≥ 0, we have(
JQ(4)

n+1

)2
− JQ(3)

n+2JQ(4)
n =

1
5

(
2n
(

2αUQ(4)
n −UQ(4)

n+1α

)
−4(1+ j)

)
. (3.12)

We will give an example in which we check in a particular case the Cassini-like identity for fourth-order Jacobsthal quaternions.
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Example 3.7. Let {JQ(4)
s : s = 0,1,2,3} be the fourth-order Jacobsthal quaternions such that JQ(4)

0 = i+ j+ k, JQ(4)
1 = 1+ i+ j+3k,

JQ(4)
2 = 1+ i+3 j+7k and JQ(4)

3 = 1+3i+7 j+13k. In this case,(
JQ(4)

1

)2
− JQ(4)

2 JQ(4)
0 = (1+ i+ j+3k)2− (1+ i+3 j+7k)(i+ j+ k)

= (−10+2i+2 j+6k)− (−11−3i+7 j− k)

= 1+5i−5 j+7k

=
1
5

((
2αUQ(4)

0 −UQ(4)
1 α

)
−4(1+ j)

)
.

and (
JQ(4)

2

)2
− JQ(4)

3 JQ(4)
1 = (1+ i+3 j+7k)2− (1+3i+7 j+13k)(1+ i+ j+3k)

= (−58+2i+6 j+14k)− (−48+12i+12 j+12k)

= −10−10i−6 j+2k

=
1
5

(
2
(

2αUQ(4)
1 −UQ(4)

2 α

)
−4(1+ j)

)
.

4. Conclusions

In this work, some known identities of the sequence of Jacobsthal numbers have continued to be generalized with the use of the quaternion
ring. The main motivation is based on the study of the non-commutative properties of the quaternions, and how we can solve friendly cases
with sequences of recursive numbers. In particular, the ideas of finding rules of commutativity, matrix representation of quaternion sequences
and their study in a wider class of rings, say in octonions or in any power associative ring.
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[12] F. Köken and D. Bozkurt, On the Jacobsthal numbers by matrix methods, Int. J. Contemp. Math. Sci. 3 (2008), 605–614.
[13] A. Szynal-Liana and I. Włoch, A Note on Jacobsthal Quaternions, Adv. Appl. Clifford Algebras 26 (2016), 441–447.
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Abstract

Our new technique of restricted convergence domains is employed to provide a finer
convergence analysis of the Gauss-Newton method in order to solve a certain class of
systems of equations under a majorant condition. The advantages are obtained under the
same computational cost as in earlier studies such as [5, 14]. Special cases and a numerical
example are also given in this study.

1. Introduction

Let Ω⊆ Rn be open. Let F : Ω→ Rm be continuously Fréchet- differentiable. The problem of approximating least squares solutions x∗ of
the nonlinear problem

min
x∈Ω
‖F(x)‖2, (1.1)

is very important in computational mathematics. The least squares solutions of (1.1) are stationary points of Q(x) = ‖F(x)‖2. A lot of
problems arising in applied sciences and in engineering can be expressed in a form like (1.1). For example in data fitting n is the number
of parameters and m is the number of observations. Other examples can be found in [6, 16, 19] and the references therein. The famous
Gauss-Newton method defined by

xk+1 = xk−F ′(xk)
†F(xk), for each k = 0,1, · · · , (1.2)

where x0 is an initial point and F ′(xk)
† the Moore-Penrose inverse of the linear operator F ′(xk) has been used extensively to generate a

sequence {xk} converging to x∗ [1]–[6], [8, 10, 20, 14, 15, 17].
In the present paper, we are motivated by the work of Goncalves and Oliveira in [14] (see also [12], [13]) and our works in [1, 2, 3, 4, 6, 7, 8].
These authors presented a semi-local convergence analysis for the Gauss-Newton method (1.2) for systems of nonlinear equations where the
function F satisfies

‖F ′(y)†(IRm −F ′(x)F ′(x)†)F(x)‖ ≤ k‖x− y‖ for each x and y ∈Ω,

where k ∈ [0,1) and IRm denotes the identity operator on Rm. Their semilocal- convergence analysis is based on the construction of a
majorant function (see condition (h3)). Their results unify the classical results for functions involving Lipschitz derivative [6, 7, 16, 18] with
results for analytical functions (α−theory or γ−theory) [9, 11, 15, 17, 19, 20].
We introduce a center majorant function (see (c3)) which is a special case of the majorant function that can provide more precise estimates
on the distances ‖F ′(x)†‖. Then, we find a domain where the iterates lie which is more precise than in the aformentioned studies. This
leads to “smaller” majorant functions yielding to weaker sufficient convergence conditions; more precise error estimates on the distances
‖xk+1− xk‖,‖xk− x∗‖ and an at least as precise information on the location of the solution.
The rest of the paper is organized as follows: The semi-local convergence analysis of the Gauss-Newton method is presented in Section 2.
Special cases and numerical examples are given in the concluding Section 3.

Email addresses: iargyros@cameron.edu (I. K. Argyros), sgeorge@nitk.ac.in (S. George)
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2. Semi-local convergence analysis

In this section we present the semi-local convergence analysis of the Gauss-Newton method. Let R > 0. Denote by B(x0,R), B̄(x0,R) the
open and closed balls in Rn, respectively with center x0 ∈ Rn and radius R. We shall use the hypotheses denoted by (C ).
(c0) Let B(x0,R)⊆ Rn and F : B(x0,R)→ Rm be continuously Fréchet- differentiable.
(c1) continuously differentiable functions f0 : [0,R)−→ R, f : [0,R∗)→ R

‖F ′(x0)
†‖‖F ′(x)−F ′(x0)‖ ≤ f ′0(‖x− x0‖)− f ′0(0) for each x ∈ B(x0,R)

and
‖F ′(x0)

†‖‖F ′(y)−F ′(x)‖ ≤ f ′(‖y− x‖+‖x− x0‖)− f ′(‖x− x0‖) for each x,y ∈ B(x0,R∗)

with ‖y− x‖+‖x− x0‖< R∗ where R0 := sup{t ∈ [0,R] : f ′0(t)< 0}. Set

R∗ := min{R0,R}.

(c2)

‖F ′(y)†(IRm −F ′(x)F ′(x)†)F(x)‖ ≤ κ‖x− y‖ for each x and y ∈ B(x0,R∗),

where κ ∈ [0,1).
(c3) Set η = ‖F ′(x0)

†F(x0)‖> 0, F ′(x0) 6= 0.

rank(F ′(x))≤ rank(F ′(x0)) 6= 0 for each x ∈ B(x0,R∗).

(c4)

f0(0) = f (0) = 0, f ′(0) = f ′0(0) =−1

f0(t)≤ f (t) and f ′0(t)≤ f ′(t) for each t ∈ [0,R∗).

(c5) f ′0, f ′ are convex and strictly increasing.
Let µ ≥ 0 be such that µ ≥−κ f ′(η) and define ϕη ,µ : [0,R∗)→ R by

ϕη ,µ (t) = η +µt + f (t).

(c6) ϕη ,µ (t) = 0 for some t ∈ [0,R∗).
(c7) For each s, t,u ∈ [0,R∗) with s≤ t ≤ u

t +
ϕη ,µ (u)

f ′0(u)
≤ u+

ϕη ,µ (t)−ϕη ,µ (s)−ϕ ′η ,µ (s)(t− s)

f ′0(t)

The majorizing iteration {rk} for {xk} is given by

r0 = 0, rk+1 = rk−
ϕη ,µ (rk)

f ′0(rk)
. (2.1)

The corresponding iteration {tn} used in [14] is given by

t0 = 0, tk+1 = tk−
ϕ̄η ,µ (tk)

g′(tk)
, (2.2)

where ϕ̄η ,µ (t) = η +µt +g(t), continuously differentiable function g : [0,R)−→ R is such that

‖F ′(x0)
+‖‖F ′(x)−F ′(y)‖ ≤ g′(‖y− x‖+‖x− x0‖)−g′(‖x− x0‖)

for each x,y ∈ B(x0,R). Moreover, define iterations {sk} by

s0 = 0,sk+1 = sk−
ϕη ,µ (sk)

f ′0(sk)
.

This iteration was used by us in [5]. In view of these conditions, we have

f ′0(t)≤ g′(t) (2.3)

and

f ′(t)≤ g′(t) (2.4)

for each t ∈ [0,R∗). Next, the main semi-local convergence result for the Gauss-Newton method is presented.



82 Journal of Mathematical Sciences and Modelling

Theorem 2.1. Suppose that the (C ) conditions hold and f ′0(t)≤ f ′(t) for each t ∈ [0,R∗]. Then, the following hold:
ϕη ,µ (t) has a smallest zero r∗ ∈ (0,R∗), the sequences {rk} and {xk} for solving ϕη ,µ (t) = 0 and F(x) = 0, with starting point t0 = 0 and
x0, respectively given by (1.2) and (2.3) are well defined, {rk} is strictly increasing, remains in [0,r∗), and converges to r∗, {xk} remains in
B(x0,r∗), converges to a point x∗ ∈ B(x0,r∗) such that F ′(x∗)†F(x∗) = 0. Moreover, the following estimates hold:

‖xk+1− xk‖ ≤ rk+1− rk for each k = 0,1,2, · · · ,

‖x∗− xk‖ ≤ r∗− rk for each k = 0,1,2, · · · ,

and
‖xk+1− xk‖ ≤

rk+1− rk

(rk− rk−1)2 ‖xk− xk−1‖2 for each k = 0,1,2, · · · .

Furthermore, if µ = 0(µ = 0 and f ′0(r
∗)< 0), the sequence {rk}, {xk} converge Q−linearly and R−linearly (Q− quadratically and R−

quadratically) to r∗ and x∗, respectively.

Proof. Simply repeat the proof of Theorem 3.9 in [5] (or the proof in [14]) with f replacing g. Notice also that the iterates xn remain in
B(x0,R0) which is a more precise location than B(x0,R∗) used in [5, 14].

Remark 2.2. (i) As noted in [14] the best choice for µ is given by µ =−κ f ′(κ).
(ii) If f (t) = g(t) = f0(t) for each t ∈ [0,R0) and R0 = R, then Theorem 2.1 reduces to the corresponding Theorem in [8]. Moreover, if

f ′0(t)≤ f ′t) = g′(t) we obtain the results in [5]. If

f ′0(t)≤ f ′(t)≤ g′(t) for each t ∈ [0,R∗) (2.5)

then the following advantages denoted by (A ) are obtained: weaker sufficient convergence criteria, tighter error bounds on the
distances ‖xn− x∗‖,‖xn+1− xn‖ and an at least as precise information on the location of the solution x∗. These advantages are
obtained using less computational cost, since in practice the computation of function g requires the computation of functions f0 and f
as special cases. It is also worth noticing that under (c1) function f ′0 is defined and therefore R∗ which is at least as small as R.

We have that, if function ϕ̄η ,µ has a solution t∗, then, since ϕη ,µ (t∗)≤ ϕ̄η ,µ (t∗) = 0 and ϕη ,µ (0) = ϕ̄η ,µ (0) = η > 0, we get that function
ϕη ,µ has a solution r∗ such that

r∗ ≤ t∗ (2.6)

but not necessarily vice versa. It also follows from (2.6) that the new information about the location of the solution x∗ is at least as precise as
the one given in [14, 5].
Let us specialize conditions (C ) even further in the case when f0, f and g are constant functions L0,K,L, respectively. Then, (for µ = 0) we
have that:

ϕ̄η ,µ (t) =
L
2

t2− t +η (2.7)

and

ϕη ,µ (t) =
K
2

t2− t +η , (2.8)

respectively. In this case the convergence criteria become, respectively

h = Lη ≤ 1
2

and
h1 = Kη ≤ 1

2
.

Notice that
h≤ 1

2
=⇒ h1 ≤

1
2

but not vice versa unless, K = L. Criterion (2.8) is famous for its simplicity and clarity Kantorovich hypothesis for the semilocal convergence
of Newton’s method to a solution x∗ of nonlinear equation F(x) = 0 [7, 16]. In the case of Wang’s conditions [20] we have for µ = 0 :

g(t) =
γt2

1− γt
− t, f (t) =

β t2

1−β t
− t, f0(t) =

γ0t2

1− γ0t
− t,

ϕ̄η ,µ (t) =
γt2

1− γt
− t +η , (2.9)

ϕη ,µ (t) =
β t2

1−β t
− t +η (2.10)

with convergence criteria, given respectively by

H = γη ≤ 3−2
√

2 (2.11)

H1 = βη ≤ 3−2
√

2. (2.12)
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Then, again we have that

H ≤ 3−2
√

2 =⇒ H1 ≤ 3−2
√

2

but not necessarily vice versa, unless if β = γ.
Concerning the error bounds and the limit of majorizing sequence, suppose that

−
ϕη ,µ (r)

f ′0(r)
≤−

ϕη ,µ (s)
f ′0(s)

for each r,s ∈ [0,R∗] with r ≤ s. According to the proof of Theorem 2.1, sequence {rn} is also a majorizing sequence for (1.2).
Moreover, a simple induction argument shows that

rn ≤ sn,rn+1− rn ≤ sn+1− sn

and
r∗ = lim

n−→∞
rn ≤ s∗.

Furthermore, the first two preceding inequalities are strict, for n≥ 2 if f ′0(t)< f ′(t) for each t ∈ [0,R∗]. Similarly, suppose that

−
ϕη ,µ (s)

f ′0(s)
≤−

ϕη ,µ (t)
f ′0(t)

for each s, t ∈ [0,R∗] with s≤ t. Then, we have that

sn ≤ tn,sn+1− sn ≤ tn+1− tn.

The first two preceding inequalities are also strict for n≥ 2, if strict inequality holds in (2.12).

Finally, the rest of the results in [5, 14] can be improved along the same lines by also using K instead of L. We leave the details to the
motivated reader.

3. Numerical examples

We present a simple example where we show that Wang’s condition (2.11) [20] is violated but our condition (2.12) is satisfied. More
examples can be found in [7] where L0 ≤ K ≤ L are satisfied as strict inequalities (therefore the new advantages apply) (or see also [19]).

Example 3.1. Let µ = 0, p ∈ (0,1),x0 = 1, Ω = B(x0,
1

2−p ) and define functions on Ω by

f (x) =
x4

4
− px, F(x) = x3− p. (3.1)

Define Ω∗ = B(x0,1− p). Then, we have

Ω
∗ ⊆Ω, if p ∈ [0.381966,1). (3.2)

Let L0 = 3− p and L = 2(2− p). Then, Argyros showed in [8] that for each x,y ∈Ω

|F ′(x0)
−1(F ′(x)−F ′(x0))| ≤ L0|x− x0| (3.3)

and

|F ′(x0)
−1(F ′(x)−F ′(y))| ≤ L|x− y|. (3.4)

Consider the conditions

‖F ′(x0)
−1F ′′(x)‖ ≤ 2γ

(1− γ‖x− x0‖)3 (3.5)

for each x ∈Ω,

‖F ′(x0)
−1(F ′(x)−F ′(x0))‖ ≤

1
(1− γ0‖x− x0‖)2 −1 (3.6)

for each x ∈Ω and

‖F ′(x0)
−1F ′′(x)‖ ≤ 2β

(1−β‖x− x0‖)3 (3.7)

for each x ∈Ω∗. Notice that functions ϕ̄η ,0, ϕη ,0 satisfy these conditions, respectively. In view of (3.4) and (3.5), we have L≤ 2γ, so we
choose γ = 2− p. Then, since η = 1

3 (1− p), condition (2.11) is satisfied, if

0.6255179≤ p < 1. (3.8)

We must have
B(x0,(1−

1√
2
)

1
γ
)⊆ B(x0,1− p),
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which is true for

0 < p≤ 0.7631871. (3.9)

It follows from (3.8) and (3.9) that

0.6255179 < p≤ 0.7631871. (3.10)

Set y = γ0|x− x0| and L0 = dγ0, d > 0,γ0 > 0. Using (3.6) and (3.3), we must have

L0|x− x0| ≤
1

(1− γ0|x− x0|)2 −1

or
d(1− y)2 ≤ 2− y

or

dy2 +(1−2d)y+d−2≤ 0. (3.11)

Let e.g. d = 2, then γ0 =
L0
2 = 3−p

2 and (3.11) becomes (p−3)(p−1)≤ 3 or p(p−4)≤ 0, which is true. We must show (1− 1√
2
) 1

γ0
≤ 1− p

or p2−4p+1+
√

2≥ 0, which is true for

0 < p≤ 0.7407199. (3.12)

Notice that Ω0 ⊂Ω, since (1− 1√
2
) 1

γ0
< 1

γ
or p≤ 3+

√
2, which is true, so

Ω∩Ω0 = Ω0. (3.13)

Then, for x ∈Ω0

|F ′(x0)
−1F ′′(x)| = 2|x| ≤ 2(|x− x0|+ |x0|)

≤ 2((1− 1√
2
)

2
3− p

+1)

must be smaller than 2β , so we can choose

β = 1+(1− 1√
2
)

2
3− p

= 1+
2−
√

2
3− p

.

Notice that β < γ, if (3.12) holds. We also have that γ0 < β , if

3− p
2

< 1+
2−
√

2
3− p

or if
p2−4p−1+2

√
2 < 0

or, if

0.5263741 < p < 1. (3.14)

We also must have
(1− 1√

2
)

1
β
≤ 1− p

or
2p2 +(

√
2−10)p+4+

√
2≤ 0,

which is true for

p≤ 0.767996. (3.15)

Then, notice that

1− p≤ 1
γ
,

if p2−3p+1≤ 0, which is true for

0.381966≤ p < 1. (3.16)

Then, we have that α0 ≤ 3−2
√

2 = q, if (1+ 2−
√

2
3−p ) 1

3 (1− p)≤ q or if

p2 +(
√

2−6+3q)p+5−
√

2−9q≤ 0,

which is true for

0.5857931≤ p < 1. (3.17)
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In view of (3.12), (3.14), (3.15) and (3.17) we must have

0.5857931≤ p≤ 0.7407199. (3.18)

Define intervals I and I1 by

I = [0.5857931,0.6255179) (3.19)

and

I1 = (0.7407199,0.7631871]. (3.20)

In view of (3.10), (3.19) and (3.20), we see that for p ∈ I [20] cannot guarantee the convergence of xn to x∗ = 3
√

p. However, our Theorem
2.1 guarantees the convergence of xn to x∗. Notice that, if p ∈ I1, then we can set β = γ = γ0.
Next, we compare the error bounds. Choose p = 0.623. Then, we have the following comparison table, which shows that the new error
bounds are more precise than the ones in [20].

n rn+1− rn tn+1− tn
1 0.1257 0.1257
2 0.0268 0.0333
3 0.0013 0.0027
4 3.3384e-06 1.8199e-05
5 2.0876e-11 8.2197e-10

Table 1: Comparison table.
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Abstract

In the present paper we study with the convolution surface C = M ?N of a paraboloid
M ⊂ E3 and a parametric surface N ⊂ E3. We take some spacial surfaces for N such as,
surface of revolution, Monge patch and ruled surface and calculate the Gaussian curvature
of the convolution surface C. Further, we give necessary and sufficient conditions for a
convolution surface C to become flat.

1. Introduction

Given two objects A and B in R3, their Minkowski sum A⊕B is defined to be the set

A⊕B := {a+b : a ∈ A,b ∈ B} , (1.1)

where a and b denote position vectors of arbitrary points in A and B. Minkowski sums in two and three dimensions are used in various fields,
for example mathematical morphology, computer graphics, convex geometry, computational geometry motion planning. The algorithmic
problem for polynomial and polyhedral shapes as well as approximations of the convolution and Minkowski sum have been studied, see for
instance ([3], [5]) and the references therein. Let M = ∂A and N = ∂B be boundaries of A and B respectively. Then, the computation of the
boundary ∂ (A⊕B) is related to the computation of the convolution surface M ?N of the two boundary surfaces M and N. We always assume
in the following that M and N are smooth surfaces with normal vector fields−→nM and−→nN , respectively. The convolution surface is defined to be

M ?N := {x+ y : x ∈M,y ∈ N, and −→nM ‖ −→nN} , (1.2)

where −→nM(x) and −→nN(y) are mutually parallel normal vectors at points x and y ([4], [2] ). In particular, if A and B are convex objects, the
boundary ∂ (A⊕B) of the Minkowski sum A⊕B is exactly given by the convolution surface M ?N. Unfortunately, for non-convex objects
this property is no longer true. In general, the boundary ∂ (A⊕B) of the Minkowski sum is contained in the convolution surface M ?N,
formed by the boundaries M = ∂A and N = ∂B, respectively. The boundary ∂ (A⊕B) of the Minkowski sum A⊕B is contained in the
envelope of B with respect to the translations x′ = a+ x,a ∈ A (see, [1]).
In general, the computation of the convolution surface M ?N of two smooth surfaces M and N results in the following way. Assume that
the surfaces M and N are parametrized by x = x(u,v) and y = y(s, t), respectively and that the normal vectors are denoted by −→nM(u,v) and
−→nN(s, t). The convolution surface M ?N is formed by the sums of the position vectors x,y of the surfaces M and N whose normal vectors −→nM
and −→nN are parallel. Thus, we have to find parametrization

x(u(s, t);v(s, t)) = x(s, t) (1.3)

and y(s, t) of parts of M and N over a common parameter domain of the st-plane with the property that the normal vectors −→nM(s, t) and
−→nN(s, t) at x and y are parallel. Let us point out that in case of an arbitrary surface N there is no one-one correspondence between points
x ∈M and y ∈ N with −→nM(x) ‖ −→nN(y) (see, [4]).
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Journal of Mathematical Sciences and Modelling 87

2. Convolution of the surfaces

Let M be a surface given with the regular patch

M : x(u,v) =
(

u,v,u2 + cv2
)
, u,v,c ∈ R, (2.1)

which is either an elliptic or hyperbolic paraboloid depending on whether c > 0 or c < 0. The surface N assumed to admit a local
parametrization

N : y(s, t) = (y1(s, t),y2(s, t),y3(s, t)) , s, t ∈ R, (2.2)

which is a smooth mapping. The points x(u,v) = p and y(s, t) = q are corresponding if the normal vectors −→nM and −→nN at p and q, respectively,
are linearly dependent. That is;

−→nM = λ
−→nN , 0 6= λ ∈ R. (2.3)

Then p+q is a point of the convolution surface M ?N (see, [4]). Assume that the normal vector of N is given with the parametrization of the
form

−→nN = (n1(s, t),n2(s, t),n3(s, t)) . (2.4)

So, the condition (2.3) gives  −2u
−2cv

1

= λ

 n1(s, t)
n2(s, t)
n3(s, t)

 . (2.5)

In the case of n3(s, t) 6= 0 we have

λ =
1

n3(s, t)
,

u(s, t) =
−n1(s, t)
2n3(s, t)

, (2.6)

v(s, t) =
−n2(s, t)
2cn3(s, t)

,

(see, [4]).
Denoting this reparametrization by the mapping

φ : (s, t)→ (u(s, t),v(s, t)),

the surface patch x(φ(s, t)) represents in general the only part of M. If the determinant of the Jacobian matrix of φ does not vanish, then the
equation (2.6) represents a regular parametrization. Consequently, we have the following results;

Proposition 2.1. The determinant of the Jacobian matrix of φ is given by

det(Jφ) =
1

4cn3
det(nN(s, t),nNs(s, t),nNt (s, t)). (2.7)

Proof. By the definition of the Jacobian matrix

det(Jφ) =

∣∣∣∣∣ ∂u
∂ s

∂u
∂ t

∂v
∂ s

∂v
∂ t

∣∣∣∣∣ .
By the use of (2.6), we get

det(Jφ) =

∣∣∣∣∣∣
(n3)sn1−n3(n1)s

2n2
3

(n3)t n1−n3(n1)t

2n2
3

(n3)sn2−n3(n2)s

2cn2
3

(n3)t n2−n3(n2)t

2cn2
3

∣∣∣∣∣∣
=

1
4cn3

det(nN(s, t),nNs(s, t),nNt (s, t)).

This completes the proof of the Proposition 2.1.

Proposition 2.2. The Gaussian curvature of the surface N is given by

K̃ =
1

W̃ 4
det(nN(s, t),nNs(s, t),nNt (s, t)) (2.8)

where W̃ 2 = ẼG̃− F̃2 is the area element of the surface N.
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Proof. Let ẽ, f̃ , g̃ be the coefficients of the second fundamental form of the surface N

e∗ = 〈yss,nN〉=−〈ys,(nN)s〉
f ∗ = 〈yst ,nN〉=−〈ys,(nN)t〉
g∗ = 〈ytt ,nN〉=−〈yt ,(nN)t〉

then

e∗g∗− f ∗2 = 〈ys,(nN)s〉〈yt ,(nN)t〉−〈ys,(nN)t〉〈yt ,(nN)s〉
= 〈ys× yt ,(nN)s× (nN)t〉
= 〈nN ,(nN)s× (nN)t〉(s, t)
= det(nN(s, t),(nN)s (s, t),(nN)t (s, t)).

Hence,

ẽ =
e∗

W̃
,

f̃ =
f ∗

W̃
,

g̃ =
g∗

W̃
,

implies that

K̃ =
1

W̃ 2
(ẽg̃− f̃ 2)

=
1

W̃ 4
(e∗g∗− f ∗2) (2.9)

=
1

W̃ 4
det(nN(s, t),nNs(s, t),nNt (s, t)).

This completes the proof of the Proposition 2.2.

As a consequence of Proposition 2.1 and Proposition 2.2, we get

Corollary 2.3. The determinant of the Jacobian matrix of the mapping φ is given by

det(Jφ) =
1

4cn3
det(nN(s, t),nNs(s, t),nNt (s, t))

=
1

4cn3
W̃ 4K̃. (2.10)

From Corollary 2.3, it is easy to see that the reparametrization (2.6) is not invertible if N is a developable surface.
The final representation of the convolution surface M ?N has the parametrization

(x+ y)(s, t) = (
−n1(s, t)
2n3(s, t)

+ y1(s, t),
−n2(s, t)
2cn3(s, t)

+ y2(s, t),
1

4cn2
3
(cn2

1 +n2
2)+ y3(s, t)). (2.11)

The convolution surface M ?N of a paraboloid M and a parametrized surface N consists of the explicit parametrization (2.11).

3. Some particular surfaces

In the present section we consider the convolution surface of some special surfaces.

I) Assume that N is a local surface given with the Monge patch

N : y(s, t) = (s, t,h(s, t)), (3.1)

then the parametrization (2.6) is obtained by

λ = 1,

u =
hs

2
, (3.2)

v =
ht

2c
,

where hs and ht denote the partial derivatives of h with respect to s and t. So, the convolution surface M ?N has the parametrization

(x+ y)(s, t) = (
hs

2
+ s,

ht

2c
+ t,

1
4

h2
s +

1
4c

h2
t +h)(s, t). (3.3)

If n3(s, t) = 0, then there exists a curve γ ∈ N such that γ is a shadow boundary of N. In this case the convolution surface M ?N consists of
non-connected parts.
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Definition 3.1. In the Monge patch (3.1), if we take h(s, t) = f (s)+g(t), then the resultant surface given with

N : y(s, t) = (s, t, f (s)+g(t)) (3.4)

is called a translation surface.

We obtain the following result.

Theorem 3.2. Let M ?N be a convolution surface of a paraboloid M and a translation surface N given with the parametrization (3.4). Then
the Gaussian curvature of the convolution surface is

KM?N =
8c
(
− f

′′′
f
′
+( f

′′
)2 +2 f

′′
)
( f
′′
+2)g

′′(
g′′ +2c

)(
4( f ′)2 +(g′)2( f ′′)2 +4(g′)2 f ′′ +4(g′)2 +( f ′′)2 +4 f ′′ +4

)2 .

Proof. Let M ?N be a convolution surface of a paraboloid M and a translation surface N given with the parametrization (3.4) For simplicity
we define z = x+ y. Then the tangent space of M ?N is spanned by

xs =

(
f ′′

2
+1,0, f ′

)
xt =

(
0,

g′′

2c
+1,

g′g′′

2c
+g′

)
Hence the coefficients of first and second fundamental forms of the convolution surface M ?N are

E = 〈xs,xs〉=
(

f ′′

2
+1
)2

+
(

f ′
)2

F = 〈xs,xt〉= f ′
(

g′g′′

2c
+g′

)
(3.5)

G = 〈xt ,xt〉=
(

g′′

2c
+1
)2

+

(
g′g′′

2c
+g′

)2

and

e =
〈xss,xs× xt〉√

EG−F2
=

(g′′+2c)
(
− f ′′′ f ′+( f ′′)2 +2 f ′′

)
c
√

EG−F2
(3.6)

f =
〈xst ,xs× xt〉√

EG−F2
= 0,

e =
〈xtt ,xs× xt〉√

EG−F2
=

g′′( f ′′+2)
(
g′′+2c2)

c2
√

EG−F2

respectively. By definition the Gaussian curvature of the convolution surface M ?N is given by

KM?N =
eg− f 2

EG−F2 (3.7)

So, substituting (3.5) and (3.6) into (3.7) we get the result.

Corollary 3.3. Let M ?N be a convolution surface of a paraboloid M and a translation surface (3.4). If the convolution M ?N is a flat
surface, then at least one of the following cases occur;

g(t) = b1t +b2,

f (s) = −s2 +d1s+d2, or

f (s) =
ec1(s+c2)

c2
1

+
2
c1

s+ c2

where bi,c j,dk are real constants.

Proof. If M ?N is a flat surface, then

(− f ′′′(s) f ′(s)+( f ′′(s))2 +2 f ′′(s))( f ′′(s)+2)g′′(t) = 0

holds. So, we have the three possible cases;
i) g′′(t) = 0,
ii) f ′′(s)+2 = 0,
iii) − f ′′′(s) f ′(s)+( f ′′(s))2 +2 f ′′(s) = 0.
Solving these differential equations we get the result. This completes the proof of the corollary.

Corollary 3.4. The convolution surface M ?N given with g(t) = b1t +b2 is a part of a plane.



90 Journal of Mathematical Sciences and Modelling

II)Assume that N is a surface of revolution given with the surface patch

N : y(s, t) = ( f (s)cos t, f (s)sin t,h(s)), (3.8)

then the equations in (2.6) turns into

λ =
1

f f ′

u =
h′

2 f ′
cos t (3.9)

v =
h′

2c f ′
sin t.

Finally, convolution surface M ?N has the parametrization

(x+ y)(s, t) = (
h′+2 f f ′

2 f ′
cos t,

h′+2c f f ′

2c f ′
sin t,

h′

2c( f ′)2 (ccos2 t + sin2 t)+h(s)). (3.10)

Theorem 3.5. Let M ?N be a convolution surface of a paraboloid M and a surface of revolution given with the parametrization (3.8). Then
the Gaussian curvature of the convolution surface is

KM?N =
4c( f

′
)4h′ ( f ′h′′− f ′′h′)

Ψ(s, t)
; f ′ 6= 0. (3.11)

where Ψ(s, t) is a real valued non-zero differentiable function of the parameters s and t.

Proof. Similar to the proof of Theorem 3.2, we get the result.

Corollary 3.6. Let M ?N be a convolution surface of a paraboloid M and a surface of revolution (3.8). If the convolution surface M ?N is a
flat surface, then one of the following cases occur;
i) N is a part of a plane, or
ii) N is a part of a cone, or
iii) N is a part of a paraboloid.

Proof. If M ?N is a flat surface, then

( f ′)4h′
(

f ′h′′− f ′′h′
)
= 0, f ′ 6= 0 (3.12)

holds. So, we have two possible cases;
i)h′ = 0 , or
ii) f ′h′′− f ′′h′ = 0.
If h′ = 0 then N is a part of a plane. Further, if h′′ = 0 and f ′′ = 0 then N is a part of a cone. Finally for the f ′h′′− f ′′h′ = 0 case with h′′ 6= 0
and f ′′ 6= 0 the surface N is a part of a paraboloid.

III) Assume that N is a conoidal surface given with the parametrization

N : y(s, t) =

 p(s)sins+ p′(s)coss+ t coss
−p(s)coss+ p′(s)sins+ t sins

z(s)

 (3.13)

where p and z are real valued differentiable functions. Then, the parametrization (2.6) is obtained by

λ =
−1
t

u =
−z′(s)

2t
sins (3.14)

v =
z′(s)
2ct

coss.

Finally, the sum M ?N has the parametrization

(x+ y)(s, t) =


(

2t p(s)−z′(s)
2t

)
sins+(p′(s)+ t)coss(

z′(s)−2ct p(s)
2ct

)
coss+(p′(s)+ t)sins(

z′(s)2

4ct2

)(
csin2 s+ cos2 s

)
 (3.15)

If we assume that p(s) = p is a constant function and z(s) = ks, k 6= 0 then the conoidal surface N has the parametrization

N : y(s, t) =

 psins+ t coss
−pcoss+ t sins

ks

 (3.16)
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Consequently, if p(s) = 0, then the N is a right helicoid

y(s, t) =

 t coss
t sins

ks

 (3.17)

which is a minimal surface. We obtain the following result.

Theorem 3.7. Let M ?N be a convolution surface of a paraboloid M and a right helicoid given with the parametrization (3.17). Then, the
Gaussian curvature of the convolution surface is

KM?N =
4t4k2

(k4 + k2t2−4k2t4−4t6)(k2 + t2)
. (3.18)

Proof. Similar to the proof of Theorem 3.2, we get the result.

4. Visualization

Example 4.1. For f (s) := cos(s),g(t) := cos(t);c :=−3; we obtain the following graphs of the Monge patch and the convolute surface
given the parametrization (3.3);

Figure 4.1: Monge patch and its convolute surface

Example 4.2. For f (s) := s,h(s) := 3s−5;c :=−3; we obtain the following graph of the surface of revolution and the convolute surface
given the parametrization (3.10);

Figure 4.2: Surface of revolution and its convolute surface

Example 4.3. For p(s) := 0,z(s) := 2s; we obtain the following graph of the conoidal surface and the convolute surface given the
parametrization (3.15);
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Figure 4.3: The conoidal surface and its convolute surface

5. Conclusion

Modelling with curves and surfaces are important area in applied differential geometry. In the present study we consider Minkowski sum of
two smooth surfaces in 3-dimensional Euclidean space. This process is also called the convolution of two surfaces. We obtain some nice
convolution surfaces by taking some particular surfaces such as Monge patch, surface of revolution and conoidal surfaces. We also plot the
graph of the surfaces.
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Abstract

To analyse soil-structure-interaction problems, often unbounded domain has to be taken
into account. Since the finite element method (FEM) does not provide open boundary itself
the scaled boundary finite element method (SBFEM) which fulfils the radiation condition
for wave propagation to infinity is used. The coupling of FEM and SBFEM in time domain
is very time and memory consuming, due to the almost fully populated acceleration unit-
impulse matrices and the convolution integral, which has to be solved at every time step.
This paper studies ways to overcome this drawback and describes the influence of different
model reduction techniques: like extrapolated acceleration unit-impulse response matrices,
geometric far-field decoupling and sub-structured far-fields which can be applied to the
far-field and also their combination. The different techniques for a FEM-SBFEM coupling
in time domain are evaluated in terms of accuracy and computational effort.

1. Introduction

The major motivations in the analysis of soil-structure interaction are to construct reliable earthquake-resistant structures and to isolate a
building from surrounding emissions to enhance its comfort or usability. The second one becomes increasingly important in our urban
society. In both cases, it is vital to analyse the structure and also to take the surrounding into account [1, 23, 25].
Numerical soil-structure interaction analysis in time domain is challenging since wave propagation towards infinity has to be taken into
account. Due to the phenomenon, two significantly different types of mechanic have to be addressed. First, there is the region of interest, the
near-field, typically the structure itself and second, there is the infinite half-space, the far-field, surrounding the structures foundation. The
common finite element method (FEM) is not directly applicable to such problems, since it does not fulfill radiation condition implicitly. The
FEM can be supplemented by transmitting boundary conditions [22], absorbing boundary conditions [12, 21] or other types of transmitting
boundaries like infinite elements [2, 7]. Those types of boundary conditions are reflected in [13, 14].
A more precise alternative is to discretize the half-space with the help of either the boundary element method (BEM) [4, 6] or the scaled
boundary finite element method (SBFEM) [31, 32]. The BEM is based on the boundary integral representation of the physical problem and
uses its fundamental solution which fulfills the radiation condition exactly. Here, the SBFEM is used because it combines the advantages of
FEM and BEM. The spatial dimension is reduced by one and the radiation conditions are satisfied exactly as it is in the BEM. Just like FEM,
SBFEM does not require a fundamental solution and the coefficient matrices are symmetric and can be added to the FEM matrices without
changing their dimension [31, 32]. The major advantages of the SBFEM in comparison to the BEM are the symmetric matrices, which can
be exploited in storage and solving process and the absence of singular integrals, which need a very special mathematical and numerical
treatment.
Such numerical schemes have been applied to different two and three dimensional applications successfully. It is especially challenging
to address 3D applications since computational time and memory consumption are increasingly significant. The original formulation of
a coupled FEM SBFEM approach is global in space and time; hence, all degrees of freedom are coupled at the common interface and a
convolution integral has to be solved [31, 32]. To solve the convolution integral acceleration unit-impulse response matrices M∞

t have to be
provided for each time step t. How the M∞

t matrices are computed, is explained in [29] in detail.
With advance in time, the acceleration unit-impulse response matrix M∞ grows from time step ti to ti+1 with a constant increment [34, 33].
Hence, M∞ can be extrapolated at later time steps, assuming a piece-wise constant approximation of M∞ at each time step. Based on this
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approach, a recursive algorithm to speed up the convolutions integral computation significantly has been proposed [17, 18, 19]. A high
performance SBFEM using different time scales applied to near field and far field is also discussed [27]. Instead of solving the convolution
integral high-order local approaches based on continued-fractions have been proposed as well [3, 5, 9].
If real-world problems are to be investigated, this often results in very complex models with a large number of degrees of freedom. In order
to be able to calculate these complex models within a reasonable time and, if necessary, to carry out additional parameter studies, it is
important to have efficient models and algorithms. Therefore, this article discusses different ways of model reduction.
Here, the influence of model reduction techniques, like extrapolated acceleration unit-impulse response matrices, geometrical decoupling and
sub-structured far-field, is investigated. The FEM-SBFEM coupling in time domain is analyzed in terms of accuracy and computational effort.
These model reductions are applied to the original formulation of SBFEM. The influence is shown by conducting a numerical settlement
simulations and taking different mesh refinements and sets of material parameters into account.

2. FEM-SBFEM coupling in time domain

Near-field and far-field are discretized by FEM and SBFEM, respectively. The near-field represents the region of interest, including structure
foundation and parts of the surrounding if needed. The far-field represents the infinite half-space. Both methods are coupled at a defined
common interface Γ, as shown in fig. 2.1.

∞ ∞

Ω

Γ

SBFEM:
scaling center
interface
far-field

FEM:
structure

foundation
soil

Figure 2.1: Problem definition.

The equation of motion for the displacement-based FEM is given by

Mü+Ku = p, (2.1)

in which M is the mass matrix and K the stiffness matrix. The vector u and its second derivative in time represent displacement and
acceleration. Assuming that the period T can be split up into n time steps of the same size yields to a time step length ∆t = T

n . Applying the
Generalized-α scheme [10] to equation (2.1) leads to

(1−αm)Mün+1 +αmMün +(1−αf)Kun+1 +αfKun = pn+1−αf∆tpn . (2.2)

To advance in time, update rules for displacement

un+1 = un +∆tu̇n +

(
1
2
−β

)
∆t2ün +β∆t2ün+1 , (2.3)

and velocity

u̇n+1 = u̇n +(1− γ)∆tün + γ∆tün+1 (2.4)

are introduced. Thus, for αm = 0, the Generalized-α scheme is equal to the HHT−α [16] scheme and for αm = 0 and α f = 0 equal to the
Newmark integration method [24]. The parameters αf, αm, β , and γ of the time step integration scheme should be set as follows

αm ≤ αf ≤
1
2
, β ≥ 1

4
+

1
2
(αf−αm) and γ =

1
2
−αm +αf . (2.5)

In order to couple FEM and SBFEM, the entries of the matrices in equation (2.1) have to be reordered[
MΩΩ MΩΓ

MΓΩ MΓΓ

]
ü+

[
KΩΩ KΩΓ

KΓΩ KΓΓ

]
u =

[
pΩΩ

pΓΓ

]
−
[

0
pb

]
(2.6)

so that the block with the subscript “ΩΩ” contains all nodes located in the near-field while the block with subscript “ΓΓ” contains all nodes
at the far-field-interface. The blocks with the subscripts “ΩΓ” and “ΓΩ” include the coupling information of near-field and far-field nodes.
The vector pb acts on the boundary Γ only. This additional force describes the response of the infinite half-space and can be applied to the
near-field as a load.
The forces acting at the interface of near-field and far-field are given by the convolution integral

pb(t) =
t∫

0

M∞(t− τ)ü(τ)dτ , (2.7)
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in which M∞(t) is the unit-impulse matrix. To solve the convolution integral (2.7), the unit-impulse matrices M∞
i are assumed to be constant

within the time step ∆t,

M∞(t) =



M∞
0 t ∈ [0;∆t] ,

M∞
1 t ∈ [∆t;2∆t] ,

...
...

M∞
n− j t ∈ [(n− j−1)∆t;(n− j)∆t] ,

...
...

M∞
n−1 t ∈ [(n−2)∆t;(n−1)∆t] ,

M∞
n t ∈ [(n−1)∆t;n∆t] .

(2.8)

Due to this assumption and when applying the time step integration scheme, equation (2.7) can be rewritten as

pb(tn) = γ∆tM∞
0 ün +

n−1

∑
j=1

M∞
n− j
(
u̇ j− u̇ j−1

)
. (2.9)

The coupling of FEM and SBFEM is realized by simply adding equation (2.9) to the resorted FEM (2.6)

[
MΩΩ MΩΓ

MΓΩ MΓΓ + γ∆tM∞
0

]
ü+

[
KΩΩ KΩΓ

KΓΩ KΓΓ

]
u =

 pΩΩ

pΓΓ−
n−1
∑

j=1
M∞

n− j
(
u̇ j− u̇ j−1

)  , (2.10)

so the FEM-SBFEM coupling is fully described mathematically.

3. Numerical example

For the purpose of validation, a simple settlement problem is chosen and the numerical solution will be compared by analytical solutions.
Therefore, an infinite half-space is loaded on a square region of 152.4×152.4m2 by a constant load q = 70.0kNm−2 as depicted in figure 3.1.
The SBFEM scaling centre is located in the centre of the loaded area. The distance between scaling centre and boundary Γ is given by the
radius r = 190.2m. Loosely deposited sand is chosen, the material parameters are set as follows: Young’s modulus E = 37150.0kNm−2,
Poisson’s ratio ν = 0.48 and mass ρ = 1800.0kgm−3.

r
q

Figure 3.1: Settlement problem configuration: Near-field with radius r = 190.2m and distributed load q = 70kNm−2 on an area of 152.4×152.4m2.

3.1. Analytical solution

The settlement and stresses underneath a loaded area at an infinite, isotropic and elastic half space can be evaluated analytically. For the
given problem, the settlement at the corner of the applied load is evaluated by solving a semi-analytical approach suggested by Harr [15].
This approach can be simplified when the loaded area is perfectly square

s(z) =
qb

2πE

(
1−ν

2
)(

2ln
(

m+1
m−1

)
−n

1−2ν

1−ν
arctan

(
1

nm

))
(3.1)

with m =
√

2+n2 and n = z
b . The corresponding stresses and shear stresses along the z-direction are given by analytic solutions [26], which

can also be simplified, since the loaded area is perfectly square. Due to the symmetry of the given example σx = σy and τyz = τxz = τxy = 0.0
in the very centre of the loaded area, so that for validation purpose

σx (z) =
q

2π

(
arctan

(
b2

z
√

2b2 + z2

)
− b2z(

b2 + z2
)√

2b2 + z2

)
, (3.2)

σz (z) =
q

2π

(
arctan

(
b2

z
√

2b2 + z2

)
+

2b2z(
b2 + z2

)√
2b2 + z2

)
, (3.3)

τxy = 0.0 (3.4)
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as well as the von Mises stress

σv (z) =
√

σx (z)
2−2σx (z)σz (z)+σz (z)

2 (3.5)

are taken into account. Thereby, b describes the physical dimension of the loaded area. To evaluate the settlement and stresses in the centre
of the loaded area, the loaded region has to be subdivided into four squares of the same size and has to be evaluated separately. The outcome
result of these four subregions must be superposed to get the state variables of settlement and stresses.

3.2. Numerical solution

In order to show the accuracy of the coupled FEM-SBFEM method, the meshes of near-field and far-field are refined several times, so that
the geometry becomes smoother with each step of refinement. This also leads to an increasing number of degrees of freedom (DoF), as
shown in Table 1. To speed up the computation, all meshes have been optimized by renumbering the containing DoF [11].

Table 1: Mesh discretization with different number of DoF. The meshes correspond to [29].

Mesh M1 M2 M3 M4 M5 M6 M7 M8

DoFFEM 396 738 1314 3096 6030 9033 14655 19818
DoFSBFEM 123 219 291 480 843 1083 1515 1827

The longitudinal wave speed is cp =
√

E(1−ν)
ρ(1+ν)(1−2ν)

= 425.779ms−1, so that the critical time step length is given by ∆tcrit =
r

30cp
= 0.0149s

as it is suggested by Borsutzky [8]. The numerical solution is carried out for a period of 6.25s with a time step length ∆t = 0.0125s≤ ∆tcrit,
so that 500 time steps have to be computed. Since the settlement problem is solved in time domain, the chosen period must assure that the
system reaches its steady-state within this period [29]. The parameters of the Generalized-α time step integration scheme can be defined by
a dissipation parameter within the range 0≤ ρ∞ ≤ 1 (ρ∞ = 0 asymptotic annihilation, ρ∞ = 1 no dissipation). Here, ρ∞ = 0.6 is chosen;
hence, numerical damping is introduced by the time step integration scheme, this yields to integration parameters αm = 1

8 , α f =
3
8 , β = 25

64 ,
and γ = 3

4 .
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Figure 3.2: Analytic (solid black line) and numerical solutions for settlement and stresses.

In figure 3.2, the analytical solutions for settlement (eq. (3.1)) and stresses (eq. (3.2)–(3.5)) are shown. The analytical solutions and the
numerical results at steady-state of the meshes M1 to M8 are depicted. Refining the meshes leads to a better accuracy of the numerical
results. This is confirmed by the graphs.

4. Model reduction techniques

Computing the M∞ matrices and solving the convolution integral requires a high computational effort. To simulate n time steps, for each time
step a matrix which includes the N DoF at the interface Γ has to be stored in computers memory. Since the matrices are usually almost fully
populated, N×N×n values have to be stored. Additionally, there are N×n values for the nodal velocities at the interface to store. Another
disadvantage is the convolution integral itself, since its computation requires more and more time with increasing time steps to conduct the
matrix vector multiplications. These two disadvantages of this coupled approach cannot be cured completely, but significantly improved.
To overcome the high time and memory consumption of the coupled FEM-SBFEM approach in time domain, different model reduction
techniques are discussed and evaluated in terms of accuracy and computational effort. The following sections pay attention on how the
results are influenced by applying the following model reduction techniques: extrapolated acceleration unit-impulse response matrices 4.1,
geometric far-field decoupling 4.2 and sub-structured far-fields 4.3 which can be applied to the far-field. Additionally, combinations of model
reduction techniques are discussed 5.

4.1. Extrapolation of M∞

Analysing the evolution of the M∞ entries exhibit that they grow constantly after a certain time step. The simplest and fastest way to check
the constant growth is to evaluate the behaviour of one arbitrary single matrix entry to find the time step tm from which linear behaviour of
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Figure 4.1: The time dependent behaviour of M∞ evaluated by different approaches.

the matrix is assumed. Alternatively, a matrix norm can be used to check constant growth of the matrices, like the total norm

||M∞||G = N max
i, j=1,...,N

∣∣mi j
∣∣ (4.1)

or the Frobenius norm

||M∞||F =

√√√√ N

∑
i=1

N

∑
j=1

m2
i j . (4.2)

All three approaches lead to remarkably different data, which has to be reviewed. This also results in significantly different assumptions of
the time step tm, starting from which constant growth can be assumed and extrapolation is started for the coupled computation. The data of
the first 40 time steps is shown in figure 4.1. Reviewing the graphs in figure 4.1 consequently leads to the following points:

(i) The values inside the matrix do not behave in the same manner. This is clearly depicted by the graphs M∞
n [1;1] and M∞

n [N;N]. From
this, it follows that the chosen matrix entry has an influence on the time step tm and, thus, on the coupled problems solution.

(ii) The total norm ||M∞||G provides usable values which are adverse for numerical treatment. Checking constant growth by algorithms
might lead to improper time starting from where constant growth is assumed and consequently to wrong solutions.

(iii) The Frobenius norm ||M∞||F shows the best behaviour to check constant growth. This is doubtless due to the consideration of all
matrix entries. Unfortunately, this approach also is the one with the highest computational effort.

4.1.1. Algorithm

The algorithm discussed is based on [17]. For the purpose of linearising the unit-impulse matrices, these matrices have to split up for every
time step tn with n > m, that yields

M∞
n = T∞tn +C∞ . (4.3)

Here, C∞ is a constant matrix and T∞ describes the gradient of the unit-influence matrix
(

∆M∞

∆t

)
, which is

T∞ = M∞
m+1−M∞

m (4.4)
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for an equidistant time step size ∆t. Equation (2.9) has to be split up into two subtotals. The first subtotal considers the non-linear matrices
for the time steps tn, 1≤ n≤ m, the second subtotal represents the linear matrices for all time steps tn, n > m. This yields to

pb(tn) = γ∆tM∞
0 ün +pl

b(tn)+pnl
b (tn) ,

= γ∆tM∞
0 ün +

n−m+1

∑
j=1

M∞
n− j+1

(
u̇ j− u̇ j−1

)
+

n−1

∑
j=n−m+2

M∞
n− j+1

(
u̇ j− u̇ j−1

)
.

(4.5)

Solving the non-linear terms pnl
b (tn) is analogous to equation (2.9). The linear term pl

b(tn) is transferred into a recursive algorithm. Inserting
equation (4.3) into the linear term of equation (4.5) leads to

pl
b(tn) =

n−m+1

∑
j=1

(
T∞tn− j+1 +C∞

)(
u̇ j− u̇ j−1

)
,

= (T∞tm +C∞)(u̇n−m+1− u̇n−m)+
n−m

∑
j=1

(
T∞tn− j+1 +C∞

)(
u̇ j− u̇ j−1

)
,

= M∞
m (u̇n−m+1− u̇n−m)+

n−m

∑
j=1

(
T∞tn− j+1 +C∞

)(
u̇ j− u̇ j−1

)
.

(4.6)

Inside the recursive algorithm

pl
b(tn−1) =

n−m

∑
j=1

(
T∞tn− j +C∞

)(
u̇ j− u̇ j−1

)
(4.7)

is needed, hence, n has to be substituted by n−1 in equation (4.6). Applying the difference from pl
b(tn) to pl

b(tn−1) results in the recursive
formula

pl
b(tn) = pl

b(tn−1)+M∞
m (u̇n−m+1− u̇n−m)+T∞ (u̇n−m− u̇0) . (4.8)

Each following time step can be computed in the same manner. Based on this linearisation, N×N×m values are to be stored instead of the
previous N×N×n values, with m≤ n. The number of interface velocities N×n to be stored does not change.

4.1.2. Numerical results

The influence of matrix extrapolation to the solution of a given problem is discussed next. Therefore, two meshes (M5 and M8) from
section 3 are analyzed, assuming that the unit-impulse response matrix grows constantly after a defined instant of time tm. When constant
growth of M∞ is assumed, only m matrices are computed, all other matrices are extrapolated (see eq. (4.4)).
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Figure 4.2: Influence of matrix extrapolation to the settlement problem: Normalized memory usage, normalized compute time and corresponding relative
error.

Figure 4.2 summarizes the most important results of the examination. The normalized memory consumption, normalized compute time
and relative error of the computed displacement s(z = 0) in the centre of the loaded area with respect to the instant of time tm from where
constant growth of M∞ is assumed are shown. The memory needed to provide the M∞ matrices can be reduced significantly by assuming
that they grow with constant increment. In order to show the reduction of memory usage for each instant of time tm, the memory usage is
related to the memory usage when no model reduction is done and all matrices are provided, hence tm = 500.
By reducing the number of M∞ matrices, the computational effort is reduced as well. The corresponding normalized computing times are
shown for both meshes. In both cases, the computation time of tm = 500 has been used for normalization. As long as the instant of time tm is
chosen at a permissible time step, the relative error of the numerical simulation stays constant. If the number of provided matrices is too little
(extrapolation it started too early), the relative error of the computation increases obviously.
Here, 100 matrices are sufficient to solve the given problem without increasing the relative error. This means a reduction of memory
consumption of 81.6% and at the same time a reduction of the computational effort of 95.1% in case of mesh M5. The reductions for mesh
M8 are even greater with 82.8% and 95.4%. When too few matrices are provided, consequently, the far-field leaks stiffness and the computed
settlement becomes too large. If the number of matrices is reduced further, the simulation may become unstable and the near-field might float
into direction of the applied forces due to insufficient far-field response.
Further numerical studies using different sets of material parameters, as summarised in table 2, have been conducted using the mesh M5. The
time step ∆t and the integration scheme parameters stay unchanged. All conducted simulations lead to similar results regarding the following
parameters: memory consumption, compute time and relative error. Figure 4.3 shows the settlement at time step t = 500, 6.25s at the surface
in the centre of the loaded area, when only tm = {50, 60, 70, 80, 90, 100, 110, 150, 200, 250, 400, 500}M∞ matrices are provided and all
further matrices are extrapolated as discussed before. Additionally, the corresponding relative error with respect to equation (3.1) is shown up
to 10%. It is obvious that the error increases when too few matrices are provided and extrapolating of the far-fields’ influence starts too early.
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Table 2: Material sets.

E kNm−2
ν ρ kgm−3 cp ms−1 cs ms−1

loosely deposited sand 37150.0 0.48 1800.0 425.779 83.502
lose gravel 82000.0 0.30 1600.0 262.660 140.398
semi-stiff clay 26000.0 0.45 2200.0 211.725 63.838
crushed rock 150000.0 0.35 2100.0 338.583 162.650
rock 300000.0 0.25 2400.0 387.299 223.607
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Figure 4.3: Settlements’ steady-state and relative error at 6.25s, when tm is chosen.

4.2. Far-field decoupling

The matrices are fully populated, so that all nodes at the near-field far-field interface are coupled with each other. Having a closer look to the
matrix entries lead to the awareness that the geometrical distance of two nodes at the interface Γ influences the matrix entry strongly. The
position of two nodes within the matrix has no influence. How strong the influence of two node turns out is determined by the corresponding
entry in M∞ matrices. The smaller the distance of two node (the closer they are), the bigger is this matrix entry. The bigger the distance of
two nodes, the smaller is the matrix entry. Assuming that the influence of two very far nodes has no recognizable influence to the simulation
lead to introduce a threshold εz, which defines the minimum value considered in the M∞ matrices. The threshold is applied to the matrix
entries after its computation, so it is some kind of a post process. Figure 4.4 shows the assignment of M∞

0 at time step t = 0, all non-zero
entries are pictured by a small dot. Entries containing value of zero or a value smaller then εz are not pictured. Here, the threshold varies
within the range 1.0×10−7 ≤ εz ≤ 1.0×10−1. It is evident how the introduced threshold influences the matrix appearance. The bigger εz is
chosen to be, the less information is stored in the matrix.

(a) εz = 1.0×10−7. (b) εz = 1.0×10−5. (c) εz = 1.0×10−3. (d) εz = 1.0×10−1.

Figure 4.4: M3 matrix assignment of M∞
0 using geometrical decoupling.

The pictured matrices are generated by examining the example M3 (see Table 1). If no threshold is set, the matrices have 291×291 = 84681
entries, and are fully populated. Introducing threshold εz = 1.0×10−7 results in 49855 non-zero values and sparsity of 58.87%. When
εz = 1.0×10−5,1.0×10−3,1.0×10−1 is set 28.6%, 8.51% and 1.2% of memory is needed, respectively. Similar reductions have been
shown in [8, 20].
Since the magnitude of each matrix entry changes from one time step to another, the number of matrix entries to be stored may change as
well. In order to optimize the memory needed, the sparcity pattern is not constant any more, but may change from one time step to another.
That is why the implementation of the algorithm has to be done carefully.
The influence of far-field decoupling is analysed by evaluation memory usage, compute time and relative error of final displacement.
Therefore, the influence matrices M∞

i are computed using different geometrical thresholds εz for M8 (see Table 1). The tolerance value lies
within the range εz = 1.0×10−8 to εz = 1.0×10−2. The results are shown in figure 4.5.
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Figure 4.5: Normalized memory usage of M∞
0 (a), normalized compute time (b) and relative error of final displacement (c) with respect to the chosen

geometrical decoupling threshold εz.

Memory usage and compute time are normalized by the chosen reference solution using εz = 1.0× 10−8. The relative error shows the
computed displacement s(z = 0) compared to the given analytic solution in equation (3.1). It is obvious that increasing the εz decreases
memory usage strongly and somewhat compute time, as shown in figure 4.5a and figure 4.5b, respectively. In this case, for small
1.0×10−8 ≤ εz ≤ 1.0×10−5 the relative error stays almost constant, and the advantage of less memory usage (down to 16%) should be
used. When εz becomes too large the error increases and the user has to decide up to which error the result is still acceptable (see figure 4.5c).
The other meshes M1 to M7 show very similar behaviour.
Far-field decoupling only reduces the amount of memory needed, since the entire far-field is discretized. Therefore, the far-field decoupling
has no relevant influence to compute effort and time. As one can see in figure 4.5b, almost 85% of compute time is needed compared to the
reference simulation also for large tolerances εz ≥ 1,0 ·10−4. The reason for this behaviour is also obvious, since the system size at the
interface stays constant and so the complexity of equations to solve. Only the time needed for memory access does change since matrices
may be more sparse due to the far-field decoupling.

4.3. Far-field sub-structuring

As already mentioned, the geometrical far-field decoupling has no relevant influence on the compute time. Alternatively to the model
reduction in post process, as described in previous section, it is possible to do a model reduction in a preprocess, before the matrices M∞

are computed. For this purpose, the far-field has to be sub structured [32]. When the far-field is decomposed in sub structures artificial
boundaries are introduced. These boundaries decouple nodes with large distance, which have small interaction, as described before. Each
sub structure contains only a fraction of all nodes located at the interface Γ. For each sub structure M∞ can be computed independently. In
figure 4.6a, the interface of mesh M3 is shown. The figures 4.6b to 4.6d show sub-structured interfaces examples.

(a) No sub-structure. (b) Two sub-structures. (c) Three sub-structures. (d) Four sub-structures.

Figure 4.6: M3 subdivided in different numbers of sub-structures.

This is justified by the coupling of FEM and SBFEM, since the substructures have common interface nodes. This common interface nodes
couple the different substructures on the boundary. Along the line from scaling center to these nodes towards infinity the substructures
stay uncoupled. The coupling of sub-structured influence matrices, here M∞

0 , is shown in the figures 4.7b to 4.7d. The pattern of the full
matrix 4.7a is also present in the pattern of sub-structured matrices. The color of matrix entries in figure 4.7 correspond to the color of
substructures in figure 4.6.

(a) No sub-structure. (b) Two sub-structures. (c) Three sub-structures. (d) Four sub-structures.

Figure 4.7: M3 matrix assignment of M∞
0 using sub-structuring.
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For each sub-structure, εz is set to 1.0×10−7 when M∞
0 is computed, so that the figures 4.7a and 4.4a are identical in comparison of related

figures. In contrast to the geometrical decoupling, the pattern of the influence matrix changes in a totally different way when sub-structuring
is applied. The reduction of memory usage is possible and can be derived by figure 4.7 easily. It is also obvious that with an increasing
number of sub-structures the size of each matrix is reduced and the ratio of matrix entries to allocated values increases. This indicates that
the interaction of the nodes within one sub-structure is relatively strong. With increasing number of sub-structures the number of non-zero
values within a matrix increases as well, since the nodes within a sub-structure are geometrically very close to each other. The size of M∞

0
corresponding to the sub-structured domain pictured in figures 4.6 as well as the allocated number of entries and the resulting ratio compared
to the full matrix without sub-structuring is summarized in table 3.

Table 3: Size and allocation of sub-structured M∞
0 matrices.

sub-structures matrix size entriessub allocatedtot ratio [%]

1 291×291 84681 84681 100.00
2 171×171 29241

171×171 29241 58482 69.06
3 129×129 16641

123×123 15129
129×129 16641 48411 57.17

4 105×105 11025
102×102 10404
99×99 9801

105×105 11025 42255 49.90

The artificial boundary does not only decouple far distant nodes, but also direct neighbor nodes, who naturally strongly interact. However,
this approach leads to good results if the topology of element mesh is taken into account during sub-structuring process [30]. Theoretically, it
is also possible to do the sub-structuring based on nodes instead of elements. This would reduce the amount of data even further; hence,
interface nodes would appear only once. This certainly implies that information of some elements is lost, so that the influence of the
half-space is not fully considered. Overlapping of sub-structures is impossible, since there are no common nodes. If the size of the neglected
elements is small, this approach leads to a comparable approach. Another possibility is to use patches as discussed in [28]. The reduction of
memory usage is obvious as well and can be derived by figure 4.7 easily.
In order to analyze the influence of sub-structuring technique to the solution, computations with different number of sub-structures are
performed. Therefore, the far-field-interface of M8 is decomposed based on elements into n sub-structures. As already mentioned, each
sub-structure represents only a part of the entire far-field and can be solved separately. By doing so, the system size of each sub-structure is
reduced compared to the initial configuration, in which the entire interface is taken into account. When the given problem is computed FEM
and SBFEM are coupled (cf. eq. (2.6)) and consequently the sub-structures as well:

[
MΩΩ MΩΓ

MΓΩ MΓΓ

]
ü+

[
KΩΩ KΩΓ

KΓΩ KΓΓ

]
u =

[
pΩΩ

pΓΓ

]
−∑

[
0
psub

b

]
, (4.9)

when psub
b is evaluated for each sub-structure.

In figure 4.8, the interface of mesh M8 is shown, divided into two, four and eight structures.

(a) Two sub-structures. (b) Four sub-structures. (c) Eight sub-structures.

Figure 4.8: M8 subdivided into different number of sub-structures.

The influence of the introduced artificial boundaries is depicted in figure 4.9. With an increasing number of sub-structures, memory usage
and compute time are reduced significantly as shown in 4.9a and 4.9b. This behavior is expected, since reducing size and so the number of
degrees of freedom at the interface reduces the complexity of the problem and so the time to compute it [29].
Figure 4.9c shows the relative error of the conducted settlement simulation with respect to number of sub-structures. Compared to the
previous approach in section 4.2, the relative error is growing faster. The error increases clearly when 2 to 6 sub-structures are introduced,
thereafter the relative error stays almost constant. If additional artificial boundaries are introduced, the far-field looses stiffness and the
settlement is overestimated. From the engineering point of view, this approach leads to conservative results. The big advantage of this
approach is that sub-structuring reduces memory consumption and also compute time massively (see fig. 4.9a and 4.9b). Such a massive
reduction can neither be realized by extrapolation of M∞

0 nor by using a far-field decomposition technique.
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Figure 4.9: Normalized memory usage of M∞
0 (a), normalized compute time (b) and relative error of final displacement (c) with respect to the number of

sub-sections n.

5. Combination of model reduction techniques

Next, combinations of the presented model reduction techniques are discussed. Artificial boundaries are introduced as discussed in section 4.3
when the domain is sub-structured. This has a direct influence on the computational result, due to decoupling of neighbor nodes which
normally have a strong interaction. Figure 5.1 shows a reduction of memory consumption and compute time to 62% and 45%, respectively
when far-field is decomposed into three sub-structures. In this case, the relative error only increases slightly. The geometrical decoupling as
discussed in section 4.2 is able to reduce memory consumption significantly, in figure 5.1 one can see that the memory usage can be reduced
to 45% without increasing the relative error. Its influence to compute time is of minor importance (93%), since the problem size and so the
complexity stays constant. The speed up arises from the reduction of amount of data. When extrapolation of M∞ at tm is done, as discussed
in section 4.1, memory usage and computational effort can be reduced down to less than 20% and 5%, respectively without increasing the
relative error.
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Figure 5.1: Relative error of M∞ extrapolation, geometrical decoupling and sub-structuring in relation to normalized memory usage (a) and normalized
compute time (b).

The strong effect of far-field sub-structuring to reduce computational time significantly is shown. Hence, it is promising to combine the
far-field sub-structuring with the geometrical decoupling. Geometrical decoupling has no significant influence on the relative error but on the
memory consumption cf. section 4.2. With increasing number of sub-structures, the error does not rise significantly. When sub-structuring
and geometical far-field decompositions is combined and εz is chosen large enough, the pattern of sub-structured matrices correlates with
matrices of full far-field nearly completely [8]. If εz is chosen to be small this is not the case. Table 4 shows the same configuration as table 3
but with taking geometric decoupling into account. Here, εz is chosen to be 1.0×10−7. How big the further reduction is another ≈10 to
≈40%, depends strongly on the number of sub structures but without increasing the relative error.
If all three model reduction techniques are combined, the memory consumption and computational effort can be reduced even further. This
can be shown by the next two examples impressively: if far-field is subdivided into two sub-structures, εz and tm are chosen to be 1.0 ·10−6,
60, respectively. The memory consumption and compute time can be reduced to ≈2 and ≈9%, respectively, compared to the reference
solution of M8 when no model reduction is applied (cf. fig.5.1 combin1). The relative error is 2.9×10−3 compared to the analytical solution
and is dominated by the sub-structuring method, the other two model reductions have no observable influence on the solution. Subdividing
the far-field into four instead of two sub-structures and setting up the same parameters for εz and tm, leads to a memory consumption
and compute time of ≈1 and ≈5%, respectively, compared to the reference solution (cf. fig.5.1 combin2). The relative error increases to
5.5×10−3 which is almost twice as high. In this case, the relative error is also clearly dominated by the sub-structuring method. Similar
reductions of memory usage and computational effort have been discussed in [30], in which the meshes as well as the reduction have been
smaller. This leads to the awareness that the gain of model reduction techniques rises the bigger and the more complex the problems are.

6. Conclusion

A coupled approach of FEM and SBFEM is particularly well suited for applications, whenever complex structures have to be analysed and an
infinite halfspace has to be taken into account, since the standard FEM can handle complex geometries with different types of material easily
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Table 4: Size and allocation of sub structured M∞ matrices of M3 with εz = 1.0×10−7.

sub structures matrix size entries allocationsub allocationtot ratiosub [%] ratiototal [%]

1 291×291 84681 49855 49855 58.87 58.87
2 171×171 29241 19601 67.03

171×171 29241 19605 39206 67.05 46.30
3 129×129 16641 11665 70.10

123×123 15129 11567 76.46
129×129 16641 11673 34905 70.15 41.22

4 105×105 11025 8105 73.51
102×102 10404 8102 77.87

99×99 9801 8015 81.78
105×105 11025 8125 32347 73.70 38.20

and the SBFEM fulfils the radiation condition to infinity exactly. If damping needs to be considered, it can be easily added to equation (2.1),
the discussed techniques are sill valid.
Since the far-field information can be computed before near-field and far-field are coupled to conduct the actual analysis, it is recommended
to reduce the far-field model as discussed. When constant growth of M∞ is observed starting from an allowed instant of time tm, it is
possible to reduce the need of memory storage and computational effort significantly. Here, it has been shown that the memory usage and the
computational effort can be reduced down to less than 20% and 5%, respectively. This can be achieved without increasing the relative error
of the numerical simulation. The proposed algorithms’ formulation implies that the more degrees of freedom are taken into account and the
more time steps have to be computed, the larger the advantage of this approach is.
Currently, the data of M∞ is analysed to choose the time set tm. It is revealed that picking an arbitrary matrix entry and check constant
growth is not sufficient. A single entry can not state for the entire matrix and its time dependent behaviour, the entire matrix has to be taken
into account. A determination of tm a priori is challenging and will be of interest in future research. Being able to do so could allow to
determine computational cost and memory consumption before running the far-field computation. Secondarily, the checking of constant
growth could be skipped and additional compute time could be saved to make the approach even more effective.
Using far-field decoupling or decomposition technique is relatively simple. The geometrical decoupling technique is simple to implement,
since only one algorithm is needed which assures that only values bigger than εz are taken into account and the matrix size is adapted to
new number of non-zero values. An efficient usage of sub-structuring technique is more complex since algorithms are needed to couple an
arbitrary number of far-field sub-structures to the near-field. Furthermore, the far-field has to be decomposed by the user before computing
the far-fields’ M∞ matrices. Consequently, this leads to a higher effort in mesh generation. This higher effort is worthwhile since memory
consumption and computation time can be reduced significantly if introducing an additional error is allowable.
It is to conclude that the studied model reduction is generally applicable to soil mechanics analysis, as long as linear material models are
sufficient to describe the given problem. Hence, the different chosen sets of material parameters cover a broad range of geotechnically
relevant materials. Further, it can be assumed that this approach is universally valid.
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Abstract

Our review is devoted to Lie-algebraic structures and integrability properties of an interesting
class of nonlinear dynamical systems called the dispersionless heavenly equations, which
were initiated by Plebański and later analyzed in a series of articles. The AKS-algebraic and
related R-structure schemes are used to study the orbits of the corresponding co-adjoint
actions, which are intimately related to the classical Lie–Poisson structures on them. It is
demonstrated that their compatibility condition coincides with the corresponding heavenly
equations under consideration. Moreover, all these equations originate in this way and
can be represented as a Lax compatibility condition for specially constructed loop vector
fields on the torus. The infinite hierarchy of conservations laws related to the heavenly
equations is described, and its analytical structure connected with the Casimir invariants, is
mentioned. In addition, typical examples of such equations, demonstrating in detail their
integrability via the scheme devised herein, are presented. The relationship of a fascinating
Lagrange–d’Alembert type mechanical interpretation of the devised integrability scheme
with the Lax–Sato equations is also discussed. We pay a special attention to a generalization
of the devised Lie-algebraic scheme to a case of loop Lie superalgebras of superconformal
diffeomorphisms of the 1|N-dimensional supertorus. This scheme is applied to constructing
the Lax–Sato integrable supersymmetric analogs of the Liouville and Mikhalev-Pavlov
heavenly equation for every N ∈ N\{4;5}.

1. Introduction

We shall discuss the Lax–Sato compatible systems, the related Lie-algebraic structures and complete integrability properties of an interesting
class of nonlinear dynamical systems called the heavenly equations, introduced by Plebański [56] and analyzed in such articles as
[39, 9, 46, 47, 48, 65, 66, 73, 74]. In our previous work, we employed the AKS-algebraic and related R-structure schemes [6, 5, 7, 75, 62, 61],
applied to the holomorphic Birkhoff type factorized loop Lie algebra G̃ := d̃i f f (T1+n

C ) of vector fields on torus T1+n
C ' T1

C×Tn,n ∈ Z+,

and reanalyzed and studied in detail the corresponding coadjoint actions on G̃ ∗, closely related to the classical Lie–Poisson structures. By
constructing two commuting flows on the coadjoint space G̃ ∗, generated by a chosen root element l̃ ∈ G̃ ∗ and some Casimir invariants, we
shall demonstrate that their compatibility condition coincides with the corresponding heavenly equations under consideration.
As a by-product of the construction devised recently in [31, 60], we prove that all the heavenly equations have a similar origin and can be
represented as a Lax compatibility condition for special loop vector fields on the torus T1+n

C . We analyze the structure of the infinite hierarchy
of conservations laws related to the heavenly equations, and demonstrate that their analytical structure connected with the Casimir invariants
is generated by the Lie–Poisson structure on G̃ ∗. Moreover, we generalize the Lie-algebraic scheme of [31, 60] subject to the loop Lie algebra
G̃ ∗ = d̃i f f (T1|N

C ) of superconformal vector fields on T1|N
C , which is the Lie algebra of the Lie group of superconformal diffeomorphisms of

Email addresses: ohen@ukr.net (O. E. Hentosh), yarpry@gmail.com (Y. A. Prykarpatsky), denblac@gmail.com (D. Blackmore), pryk.anat@cybergal.com (A.
Prykarpatski)
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the 1|N-dimensional supertorus T1|N
C ' T1

C×ΛN
1 , where Λ := Λ0⊕Λ1 is an infinite-dimensional Grassmann algebra over C, Λ0 ⊃C. This is

applied to constructing the Lax–Sato type integrable superanalogs of the Mikhalev–Pavlov heavenly super-equation for every N ∈ N\{4;5}.
Typical examples are presented for all cases of the heavenly equations and their integrability is verified using the scheme devised here. This
scheme also makes it possible to construct a very natural derivation of the well-known Lax–Sato type representation [63, 64] for an infinite
hierarchy of heavenly equations, related to the canonical Lie–Poisson structure on the adjoint space G̃ ∗. As a result of suitably chosen
superconformal mappings in the space of variables (z;θ1, . . . ,θN) ∈ T1|N

C the superanalogs of Liouville type equations are obtained. We also
mention also show that an aspect of our approach to describing integrability of the heavenly dynamical systems is closely related to their
classical Lagrange–d’Alembert type mechanical interpretation.
There are only a few examples of multi-dimensional integrable systems for which detailed descriptions of their mathematical structure
have been given and our work is a next step in extending this list via new mathematical techniques utilizing the internal structure of
heavenly nonlinear dispersionless integrable dynamical systems. We wish to mention that we have been strongly influenced both by the
research of Pavlov, Bogdanov, Dryuma, Konopelchenko and Manakov [11, 9, 10, 33], as well as that of Ferapontov and Moss [26], Błaszak,
Szablikowski and Sergyeyev, Krasil’shchik [7, 67, 70, 71, 68, 69, 34] wherein new effective differential-geometric and analytical methods
for studying integrable degenerate multi-dimensional dispersionless heavenly type hierarchies of equations, the mathematical importance of
which is still far from being fully appreciated.

2. Generalized Lie-algebraic structures and related dispersionless heavenly type quasi-Hamiltonian
systems

2.1. A generalized Lie algebra of holomorphic toral vector fields

Let G̃± := D̃i f f±(T1+n
C ), n ∈ Z+, be subgroups of the Birkhoff type [57] loop diffeomorphisms group D̃i f f (T1+n

C ) := {C ⊃ S1 →
Di f fhol(S1×Tn)}, holomorphically extended in the interior D1

+ ⊂ C and in the exterior D1
− ⊂ C regions of the unit disc D1 with the

boundary ∂D1 = S1 ⊂C, where for any g(λ ) ∈ G̃±, either for λ ∈ D1
− , g(∞) = 1 ∈Di f f (T1+n

C ) or for λ ∈ D1
+ , g(0) = 1 ∈Di f f (T1+n

C ).

The corresponding Lie subalgebras G̃± := d̃i f f±(T1+n
C ) of the loop subgroups G̃± are vector fields on T1+n

C holomorphic, respectively, on
D1
± ⊂ C, where either for any ã(λ ) ∈ G̃−, ã(∞) = 0, or for any ã(λ ) ∈ G̃+, ã(0) = 0. The loop Lie algebra G̃ := d̃i f f (T1+n

C ) allows the
direct sum splitting

G̃ = G̃+⊕ G̃−, (2.1)

which can be naturally identified with a dense subspace of the dual space G̃ ∗ via the Sobolev type metric

(l̃, ã)s;q := res
λ∈C

λ
−sl(λ ;x),a(λ ;x))Hq , (2.2)

for some fixed s ∈ Z and q ∈ Z+. Here, by definition, a loop vector field ã ∈ Γ(T̃ (T1+n
C )) and a loop differential 1-form l̃ ∈ Λ̃1(T1+n

C ) are
given as

ã =
n

∑
j=1

a( j)(λ ;x)
∂

∂x j
+a(0)(λ ;x) :=

〈
a(x),

∂

∂x

〉
, (2.3)

l̃ =
n

∑
j=1

l j(λ ;x)dx j + l0(λ ;x) := 〈l(x),dx〉

for any x:= (λ ;x) ∈ T1+n
C , and

(l,a)Hq =
n

∑
j=0

q

∑
|α|=0

∫
Tn

dx
∂ |α|l j

∂xα

∂ |α|a j

∂xα
. (2.4)

In particular, for q = 0 = s one has

(l̃, ã)0 := (l̃, ã)0;0 = res
λ∈C

∫
Tn

dx(
n

∑
j=0

l j a j), (2.5)

which is the case mainly chosen in the sequel.
It is now important to mention that the holomorphic Lie algebra G̃ = di f f (T1+n

C ) splitting (2.1) makes it possible to introduce on the Lie
algebra G̃ the canonical R-structure:

[ã, b̃]R := [Rã, b̃]+ [ã,Rb̃] (2.6)

for any ã, b̃ ∈ G̃ , where

R := (P+−P−)/2, (2.7)

and

P±G̃ := G̃± ⊂ G̃ . (2.8)
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Then for arbitrary smooth mappings f ,g ∈ D(G̃ ∗) one has two Lie–Poisson brackets

{ f ,g} := (l̃, [∇ f (l̃),∇g(l)]) (2.9)

and

{ f ,g}R := (l̃, [∇ f (l̃),∇g(l̃)]R), (2.10)

where at a fixed seed element l̃ ∈ G̃ ∗ the gradient elements ∇ f (l̃) and ∇g(l̃) ∈ G̃ are calculated, in general, with respect to the metric (2.4).
Now let us assume that a smooth function h ∈ I(G̃ ∗) is a Casimir invariant, that is

ad∗
∇h(l̃) l̃ = 0 (2.11)

for a chosen seed element l̃ ∈ G̃ ∗. As the adjoint mapping ad∗
∇h(l̃)

: G̃ ∗→ G̃
∗ for any h ∈D(G̃ ∗) with respect to the scalar product (2.5) can

be rewritten in the reduced form as

ad∗
∇h(l̃) l̃ =

〈
∂

∂x
,◦∇h(l)

〉
l̃ +

〈〈
l,

∂

∂x
∇ f (l)

〉
,dx
〉
, (2.12)

where, by definition, ∇h(l̃) :=< ∇h(l), ∂

∂x >∈ G̃ and “◦” denotes the composition of mappings. For a suitable Casimir function h ∈D(G̃ ∗),
the condition (2.11) is then equivalent to the equation〈

∂

∂x
,◦∇h(l)

〉
l +

〈
l,(

∂

∂x
∇h(l))

〉
= 0, (2.13)

which should be be solved analytically. When l̃ ∈ G̃ ∗ is chosen to be singular as |λ | → ∞, one can consider [18] the general asymptotic
expansion

∇h(p)(l) ∼ λ
p

∑
j∈Z+

η
(p)
j (l)λ− j (2.14)

for some suitably chosen integers p ∈ Z+, and upon substituting (2.14) into the equation (2.13), one can solve it recurrently.
Now let h(py),h(py) ∈ I(G̃ ∗) be a Casimir functions for which the Hamiltonian vector field generators

∇h(y)(l̃) := ∇h(py)(l̃)|+, ∇h(t)(l̃) := ∇h(pt )(l̃)|+ (2.15)

are, respectively, defined for special integers py, pt ∈ Z+. These invariants generate, owing to the Lie–Poisson bracket (2.10), (as before for
the case q = 0 = s) the following commuting flows

∂ l/∂ t =−
〈

∂

∂x ,◦∇h(t)(l)
〉

l−
〈

l,( ∂

∂x ∇h(t)(l))
〉
,

(2.16)

∂ l/∂y =−
〈

∂

∂x ,◦∇h(y)(l)
〉

l−
〈

l,( ∂

∂x ∇h(y)(l))
〉
,

where y, t ∈R are the corresponding evolution parameters. Since the invariants h(py),h(py) ∈ I(G̃ ∗) commute with respect to the Lie–Poisson
bracket (2.10), the flows (2.16) also commute, implying that the corresponding Hamiltonian vector field generators

∇h(t)(l̃) :=
〈

∇h(t)(l),
∂

∂x

〉
, ∇h(y)(l̃) :=

〈
∇h(y)(l),

∂

∂x

〉
(2.17)

satisfy the Lax–Sato compatibility condition

∂

∂y
∇h(t)(l̃)− ∂

∂ t
∇h(y)(l̃) = [∇h(t)(l̃),∇h(y)(l̃)] (2.18)

for all y, t ∈ R. On the other hand, the condition (2.18) is equivalent to the compatibility condition of two linear equations

(
∂

∂ t
+∇h(t)(l̃))ψ = 0, (

∂

∂y
+∇h(y)(l̃))ψ = 0 (2.19)

for a function ψ ∈C2(R2×T1+n
C ;C) and all y, t ∈ R.

The above can be formulated as the following key result:

Proposition 2.1. Let a seed vector field be l̃ ∈ G̃ ∗ and h(py),h(py) ∈ I(G̃ ∗) be Casimir functions subject to the metric (·, ·)0 on the holomorphic
Lie algebra G̃ and the natural coadjoint action on the loop co-algebra G̃ ∗. Then

∂ l̃/∂y =−ad∗
∇h(y)(l̃) l̃, ∂ l̃/∂ t =−ad∗

∇h(t)(l̃) l̃ (2.20)

are commuting Hamiltonian dynamical systems for all y, t ∈ R. Moreover, the compatibility condition of these flows is equivalent to the
Lax–Sato vector field representation

(∂/∂ t +∇h(t)(l̃))ψ = 0, (∂/∂y+∇h(y)(l̃))ψ = 0, (2.21)

where ψ ∈C2(R2×T1+n
C ;C) and the vector fields ∇h(t)(l̃),∇h(t)(l̃) ∈ G̃ are given by the expressions (2.17) and (2.15).
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Remark 2.2. As mentioned above, the expansion (2.14) is effective if a chosen seed element l̃ ∈ G̃ ∗ is singular as |λ | → ∞. In the case
when it is singular as |λ | → 0, the expression (2.14) should be replaced by the expansion

∇h(p)(l)∼ λ
−p

∑
j∈Z+

η
(p)
j (l)λ j (2.22)

for suitably chosen integers p ∈ Z+, and the reduced Casimir function gradients then are given by the Hamiltonian vector field generators

∇h(y)(l) := ∇h(py)(l)|−, ∇h(t)(l) := ∇h(pt )(l)|− (2.23)

for suitably chosen positive integers py, pt ∈ Z+. Moreover, the corresponding Hamiltonian systems are, respectively, written as

∂ l̃/∂ t =−ad∗
∇h(t)(l̃) l̃, ∂ l̃/∂y =−ad∗

∇h(y)(l̃)l, (2.24)

where we need to mention that, owing to the analytical structure of the seed element l̃ ∈ G̃ ∗, the corresponding functional evolution equations
on its coefficients are only quasi-Hamiltonian and are suitable reductions of the true Hamiltonian flows (2.24).

Remark 2.3. It is also possible to describe the Bäcklund transformations between two special solution sets for the dispersionless heavenly
equations resulting from the Lax–Sato compatibility condition (2.20). In fact, take a diffeomorphism ξ ∈ D̃i f f (T1+n

C ) such that a seed
differential form l̃(λ ;x) ∈ G̃ ∗ ' Λ1(T1+n

C ) satisfies the invariance condition

l̃(ξ (x|µ)) = kl̃(x̄) (2.25)

for some non-zero constant k ∈ C\{0}, any x = (λ ;x) and x̄ = (µ;x) ∈ T1+n
C with arbitrarily chosen parameter µ ∈ T1

C. As the seed

element l̃(ξ (x|µ)) ∈ Λ1(T1+n
C ) satisfies the compatible equations (2.20), the loop diffeomorphism ξ ∈ D̃i f f (T1+n

C ), found analytically
from the invariance condition (2.25), satisfies the compatible system of vector field equations

∂

∂ t
ξ = ∇h(t)(l),

∂

∂y
ξ = ∇h(y)(l),

giving rise to the Bäcklund type relationships for the coefficients of the seed differential form l̃ ∈ G̃ ∗ ' Λ1(T1+n
C ).

The following examples demonstrate the analytical applicability of the above Lie-algebraic scheme for constructing a wide class of nonlinear
multi-dimensional heavenly integrable Hamiltonian systems on function spaces.

2.2. Example: Einstein–Weyl metric equation

Define G̃ := d̃i f f (T2
C), where for any ã(λ ) ∈ G̃−, λ ∈ C, the value ã(∞) = 0, and take a seed element l̃ ∈ G̃ ∗ in the following form

l̃ =
(
uxλ −2uxvx−uy

)
dx+

(
λ

2− vxλ + vy + v2
x

)
dλ ,

where (u,v) ∈C∞(R2×T1) and which generates with respect to the metric (2.5) (as before for q = 0 = s) the gradients of the Casimir
invariants h(1),h(2) ∈ I(G̃ ∗) in the form

∇h(2)(l) ∼ λ 2(0,1)ᵀ+(−ux,vx)
ᵀλ +(uy,u− vy)

ᵀ+O(λ−1), (2.26)

∇h(1)(l) ∼ λ (0,1)ᵀ+(−ux,vx)
ᵀ +(uy,−vy)

ᵀλ−1 +O(λ−2)

as |λ | → ∞ at pt = 2, py = 1. For the gradients of the Casimir functions h(1),h(2) ∈ I(G ∗) determined by (2.15), one can easily obtain the
corresponding Hamiltonian vector field generators

∇h(t)(l̃) :=
〈

∇h(2)(l)+, ∂

∂x

〉
= (λ 2 +λvx +u− vy)

∂

∂x +(−λux +uy)
∂

∂λ
,

∇h(y)(l̃) =
〈

∇h(1)(l)+, ∂

∂x

〉
= (λ + vx)

∂

∂x −ux
∂

∂λ
, (2.27)

satisfying the compatibility condition (2.18), which is equivalent to the system
uxt +uyy +(uux)x + vxuxy− vyuxx = 0,

vxt + vyy +uvxx + vxvxy− vyvxx = 0,
(2.28)

describing general integrable Einstein–Weyl metric equations [23].
As is well known [39], the invariant reduction of (2.28) at v = 0 gives rise to the famous dispersionless Kadomtsev–Petviashvili equation

(ut +uux)x +uyy = 0, (2.29)

for which the reduced vector field representation (2.19) follows from (2.27) and is given by the vector fields

∇h(t)(l̃) = (λ 2 +u) ∂

∂x +(−λux +uy)
∂

∂λ
, (2.30)

∇h(y)(l̃) = λ
∂

∂x −ux
∂

∂λ
,
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satisfying the compatibility condition (2.18), equivalent to the equation (2.29). In particular, (2.19) and (2.30) imply the vector field
compatibility relationships

∂ψ

∂ t +(λ 2 +u) ∂ψ

∂x +(−λux +uy)
∂ψ

∂λ
= 0

∂ψ

∂y +λ
∂ψ

∂x −ux
∂ψ

∂λ
= 0,

(2.31)

satisfied for ψ ∈C2(R2×T2
C;C) and any y, t ∈ R,(λ ;x) ∈ TC×T1.

2.3. Example: The modified Einstein–Weyl metric equation

This equation system is

uxt = uyy +uxuy +u2
xwx +uuxy +uxywx +uxxa, (2.32)

wxt = uwxy +uywx +wxwxy +awxx−ay,

where (u,w) ∈C∞(R2×T1),ax := uxwx−wxy, and was recently derived in [68]. In this case we also take G̃ := d̃i f f (T2
C), where for any

ã(λ ) ∈ G̃−,λ ∈ C, the value ã(∞) = 0, yet for a seed element l̃ ∈ G̃ we choose the form

l̃ = [λ 2ux +
(
2uxwx +uy +3uux

)
λ +2ux∂−1

x uxwx +2ux∂−1
x uy + (2.33)

+3uxwx
2 +2uywx +6uuxwx +2uuy +3u2ux−2aux]dx+

+ [λ 2 +(wx +3u)λ +2∂−1
x uxwx +2∂−1

x uy +wx
2 +3uwx +3u2−a]dλ ,

which with respect to the metric (2.5) (as before for q = 0 = s) generates two Casimir invariants h(1),h(2) ∈ I(G̃ ∗), whose gradients, as
follows from (2.15), equal

∇h(2)(l) ∼ λ 2[(ux,−1)ᵀ+(uux +uy,−u+wx)
ᵀλ−1 + (2.34)

+(0,uwx−a)ᵀλ−2]+O(λ−1) ,

∇h(1)(l) ∼ λ [(ux,−1)ᵀ+(0,wx)
ᵀ λ−1]+O(λ−1),

as |λ | → ∞ at py = 1, pt = 2. The suitable positive projections

∇h(y)(l) := ∇h(1)(l)|+ = (uxλ ,−λ +wx)
ᵀ, (2.35)

∇h(y)(l) := ∇h(2)(l)|+ = (uxλ 2 +(uux +uy)λ ,−λ 2 +(wx−u)λ +uwx−a)ᵀ.

of the gradients (2.34) generate the Hamiltonian flows (2.20), giving rise to the compatible Lax–Sato vector field system

∂ψ

∂y +(−λ +wx)
∂ψ

∂x +uxλ
∂ψ

∂λ
= 0, (2.36)

∂ψ

∂ t + [−λ 2 +( wx−u)λ +uwx−a) ∂ψ

∂x +(uxλ 2 +(uux +uy)λ ]
∂ψ

∂λ
= 0,

satisfied for ψ ∈C2(R2×T2
C;C), any y, t ∈ R and all (λ ;x) ∈ T2

C.

2.4. Example: The Dunajski heavenly equations

This equation, suggested in [20], generalizes the corresponding anti-self-dual vacuum Einstein equation, which is related to the Plebański
metric and the celebrated Plebański [56] second heavenly equation. To study the integrability of the Dunajski equations

ux1t +uyx2 +ux1x1 ux2x2 −u2
x1x2
− v = 0, (2.37)

vx1t + vx2y +ux1x1 vx2x2 −2ux1x2 vx1x2 = 0,

where (u,v) ∈C∞(R2×T2;R2), (y, t;x1,x2) ∈ R2×T2, we define G̃ := d̃i f f (T3
C), where for any ã(λ ) ∈ G̃− the value ã(∞) = 0, and take

the following as a seed element l̃ ∈ G̃ ∗:

l̃ = (λ + vx1 −ux1x1 +ux1x2)dx1 +(λ + vx2 +ux2x2 −ux1x2)dx2 +λdλ . (2.38)
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With respect to the metric (2.5) (as before for q = 0 = s), the gradients of two functionally independent Casimir invariants h(py) ,h(pt ) ∈ I(G̃ ∗)
can be obtained as |λ | → ∞ in the asymptotic forms

∇h(py) (l) ∼ λ (0,1,0)ᵀ+(−vx1 ,−ux1x2 ,ux1x1)
ᵀ +O(λ−1), (2.39)

∇h(pt ) (l) ∼ λ (0,0,−1)ᵀ+(vx2 ,ux2x2 ,−ux1x2)
ᵀ +O(λ−1)

at pt = 1 = py. Upon calculating the Hamiltonian vector field generators

∇h(y)(l) := ∇h(py) (l)|+ = (−vx1 ,λ −ux1x2 ,ux1x1)
ᵀ, (2.40)

∇h(t)(l) := ∇h(pt ) (l)|+ = (vx2 ,ux2x2 ,−λ −ux1x2)
ᵀ,

following from the Casimir functions gradients (2.39), one easily obtains the vector fields

∇h(t)(l̃) :=< ∇h(t)(l), ∂

∂x >= ux2x2
∂

∂x1
− (λ +ux1x2)

∂

∂x2
+ vx2

∂

∂λ
, (2.41)

∇h(y)(l̃) :=< ∇h(y)(l), ∂

∂x >= (λ −ux1x2)
∂

∂x1
+ux1x1

∂

∂x2
− vx1

∂

∂λ
,

satisfying the Lax–Sato compatibility condition (2.18)

∂ψ

∂ t
+ux2x2

∂ψ

∂x1
− (λ +ux1x2)

∂ψ

∂x2
+ vx2

∂ψ

∂λ
= 0,

(2.42)
∂ψ

∂y
+(λ −ux1x2)

∂ψ

∂x1
+ux1x1

∂ψ

∂x2
− vx1

∂ψ

∂λ
= 0,

equivalent to the the Dunajski [20] equation (2.37) and satisfied for ψ ∈C2(R2×T3
C;C), any (y, t;x1,x2) ∈ R2×T2 and all λ ∈ T1

C. As
mentioned in [9], the Dunajski equations (2.37) generalize both the dispersionless Kadomtsev–Petviashvili and Plebański second heavenly
equations, and is also a Lax–Sato integrable quasi-Hamiltonian system.

2.5. Example: The Kupershmidt hydrodynamic heavenly type system

This mutually compatible hydrodynamic system [4, 36, 37, 69, 48] is given as

3vy−6uvx +6uxv+6uuy−6u2ux−2ut = 0,

−12vx +6uy−12uux = 0, (2.43)

6uvxx−3vxy−6uxxv−6uxuy +6u2uxx−6uuxy +12uux
2 +2uxt = 0,

6vxx +6uuxx−3uxy +6ux
2 = 0

for smooth functions (u,v) ∈C∞(R2×T1;R2) with respect to “hidden” evolution parameters t,y ∈ R and the spatial variable x ∈ T1. Its
Lax–Sato integrability stems from a seed element l̃ ∈ G̃ ∗, where G̃ denotes the (holomorphic in λ ∈ S1

± ) Lie algebra G̃ := d̃i f f (T2
C) of

the loop diffeomorphism group D̃i f f (T2
C), such that for any ã(λ ) ∈ G̃−,λ ∈ C, ã(∞) = 0 and

l̃ = [λ (vx +2uux)+λ
2ux]dx+[(v+u2)+2λu+λ

2]dλ (2.44)

for all x ∈ T1 and λ ∈ T1
C. The corresponding gradients for the Casimir invariants h( k) ∈ I(G̃ ∗), k = 1,2, are easily constructed from the

determining conditions ad∗
∇h(k)(l̃)

l̃ = 0,k = 1,2, as the following asymptotic expansions:

∇h(k)(l)∼ λ
pk ∑

j∈Z+

η
(k)
j (l)λ− j, (2.45)

giving rise at pk = k,k = 1,2, to the expressions:

∇h(1)(l) ∼ (2(λ +u),−2λux)
ᵀ+O(λ−1), (2.46)

∇h(2)(l) ∼ (3(λ 2 +2λu++u2 + v),−3λ (λux +2uux + vx))
ᵀ+O(λ−1),

as |λ | → ∞. Now taking into account the following Hamiltonian flows on G̃ ∗

dl̃/dy =−ad∗
∇h(y)(l̃) l̃, dl̃/dy =−ad∗

∇h(t)(l̃) l̃ (2.47)

with respect to the evolution parameters y, t ∈ R, where, by definition,

∇h(y)(l̃) := ∇h(1)(l̃)|+ = 2(λ +u)∂/∂x−2λux∂/∂λ , (2.48)

∇h(t)(l̃) := ∇h(2)(l̃)|+ = 3(λ 2 +2λu+u2 + v)∂/∂x−3λ (λux +2uux + vx)∂/∂λ
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are holomorphic vector fields on T2
C, we can easily derive the corresponding compatible Kupershmidt hydrodynamic systems (2.43).

It is also easy to check that the compatibility condition for a set of the vector fields (2.47) gives rise to the equivalent Lax–Sato vector field
representation

∂ψ

∂ t −3(λ 2 +2λu+u2 + v) ∂ψ

∂x +3λ (λux +2uux + vx)
∂ψ

∂λ
= 0,

∂ψ

∂y −2(λ +u) ∂ψ

∂x +2λux
∂ψ

∂λ
= 0,

(2.49)

satisfied for ψ ∈C2(R2×T2
C;C) for all (y, t;x,λ ) ∈ R2×T2

C. The result obtained above can be formulated as the follows:

Proposition 2.4. The Kupershmidt hydrodynamic heavenly system (2.43) is representable as commuting Hamiltonian flows (2.47) on orbits
of the coadjoint action of the holomorphic loop Lie algebra G̃ = d̃i f f (T2

C) and are equivalent to the Lax–Sato vector field compatibility
condition (2.49).

2.6. Examples:New spatially 3D-integrable heavenly systems

2.6.1. The first Sergyeyev spatially 3D-integrable heavenly system

A new spatially 3D-integrable heavenly system, recently constructed in [71], using techniques from contact geometry [12, 38], is given as
the flow

ut − vy− vuz− rux +uvz +wvx = 0, (2.50)

2uz− rz +wx +2wwz = 0,

2rx−3ux−2wy− vz +2wuz−2wwx +2uwz = 0,

wt − ry +2vx−4wux +wrx− rwx− vwz +urz = 0

with respect to two evolution parameters t,y ∈ R for four smooth functions (u,v,w,r) ∈C∞(R2×T2;R4). Let us set G̃ := d̃i f f (T3
C) and

take the corresponding seed element l̃ ∈ G̃ ∗ as

l̃ = [3∂−1
z (3axxx +6wz axx +14wxz wx +(12wwx +6rx) wz +8wwxx+
+
(
6w2 +6r

)
wxz +16w2

x +6rz wx +2vxz + rxx +6wrxz)+
+6λ axx +

(
36λ a+12λ 2) ax +6λ rx]dx+

+[27axx +70wz ax +
(
30a2 +36λ a+30r+12λ 2) wz+

+(64w+6λ ) wx +10vz +(30w+6λ ) rz +9rx]dz+

+[42ax +54w2 +48λ w+18r+12λ 2]dλ ,

(2.51)

where wx = (r−w2−2u)z and a ∈C∞(R2×T2;R) is such that w = az, r−w2−2u = ax for all x,z ∈ T2. The seed element (2.51) naturally
generates two independent Casimir functionals h(1),h(2) ∈ I(G̃ ∗), whose gradients allow as |λ | → ∞ expansions (2.14) in the form

∇h(1)(l)∼ (wzλ
2 +(uz−wx)λ −ux,2λ +w,u−λ 2)ᵀ+O(λ−1),

∇h(2)(l)∼ (2wzλ
3 +(−2wx + rz)λ

2− rx + vz)λ − vx,
3λ 2 +4wλ + r,−2λ 3−2wλ 2 + v)ᵀ+O(λ−1).

Now, by defining

∇h(y)(l) := ∇h(1)(l)|+ = (wzλ
2 +(uz−wx)λ −ux,2λ +w,u−λ 2)ᵀ, (2.52)

∇h(t)(l) := ∇h(2)(l)|+ = (2wzλ
3 +(−2wx + rz)λ

2− rx + vz)λ − vx,

3λ 2 +4wλ + r,−2λ 3−2wλ 2 + v)ᵀ

subject to the canonical splitting G̃ = G̃+⊕ G̃−, one obtains for the heavenly equation (2.50) the following vector field representation

∂ψ

∂ t +(3λ 2 +4wλ + r) ∂ψ

∂x +(−2λ 3−2wλ 2 + v) ∂ψ

∂ z +

+[2wzλ
3 +(−2wx + rz)λ

2 +(−rx + vz)λ − vx]
∂ψ

∂λ
= 0,

∂ψ

∂y +[2λ +w] ∂ψ

∂x +(3λ 2 +4wλ + r) ∂ψ

∂ z +(u−λ 2) ∂ψ

∂λ
= 0,

(2.53)

satisfied for ψ ∈C2(R2×T3
C;C), any (t,y;x,z) ∈ R2×T2 and all λ ∈ TC.
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2.6.2. The second Sergyeyev spatially 3D-integrable heavenly system

The second spatially 3-D integrable heavenly system, presented in [71], is given by two separate flows

ut = 2rvx−2vwz + vrx +wux, (2.54)

vt = vwx +wvx,

wy = 2vrz−2rux +uwz + rvz,

ry = urz + ruz

with respect to two independent evolution parameters t,y ∈ R for four smooth functions (u,v,w,r) ∈ C∞(R2 ×T2;R4). Inasmuch
the system (2.54) is not completely specified as evolution flows and is obviously invariant with respect to the involution mapping
Symm{x� z, t� y;u� w,r� v}, we need to take this into account to imbed this system into our Lie-algebraic integrability scheme.

We start, as before, from the basic vector fields Lie algebra d̃i f f (T3
C) on the torus T3

C with coefficients from the differential-algebra
R{u,v,w,r|(x,z;λ )}, considering its splitting

G̃ : = G̃+⊕ G̃− (2.55)

with G̃± := d̃i f f (T3
C)|±, naturally determining on G̃ the canonical R-structure R = (P+−P−)/2 with projections P±G̃ : = G̃± ⊂ G̃ .

Taking into account the splitting (2.55), one can construct the adjoint with respect to the bilinear form (·, ·)0 space G̃ ∗ = G̃ ∗+⊕ G̃ ∗−, where
G̃ ∗± = d̃i f f

∗
(T3

C)|± . Now if we choose a generating seed element l̃ ∈ G̃ ∗+⊕ G̃ ∗− to be suitably anti-symmetric subject to the system (2.54),
that is

Symmλ l̃ =−l̃, (2.56)

where, by definition, the extended mapping Symmλ : G̃ ∗→ G̃ ∗ acts via the extended involution Symmλ {x� z, t� y;u�w,r� v;λ� 1/λ

}, then one can write down, as an example, the following expression

l̃ = l∗−Symmλ l∗ (2.57)

with some element l∗ ∈ G̃ ∗+ that we take in the form

l∗ := r4dλ ++[r2 ∂

∂ z
−1

(3ar6wz− rwxx +wrxx+

+r−1wr2
x +2r−2ax)+aλ + r3rxλ 2]dx+

+[a− r3wx +2r2wrx + r3(wz + rx)λ + r3rzλ
2]dz

. (2.58)

Here a := r3 ∂

∂ z
−1

(3r−1rxwz +wxz + rxx +5r−1r2
x ), with coefficients from the suitably extended differential-algebra R{u,v,w,r|(x,z;λ )} as

it satisfies the Casimir determining equation (2.5) subject to the vector field

∇h(l∗)∼ ∇h(t)(l∗)++ ∑
j∈Z+

∇h j(l∗)λ−( j+1), (2.59)

where

∇h(t)(l∗) = [rzλ
3 +(wz− rx)λ

2−wxλ ]∂/∂λ +(2λ r+w)∂/∂x− rλ
2
∂/∂ z. (2.60)

Based on the projected gradient element (2.60) one can construct on G̃ ∗ the Hamiltonian flow

∂ l∗/∂ t =−ad∗
∇h(t)(l∗)l

∗ (2.61)

with respect to the temporal evolution parameter t ∈ R. Recalling now the symmetry property (2.56), one can apply the mapping Symmλ to
(2.60) and obtain, as a result, the evolution flow

∂ l∗/∂y =−ad∗
∇h(y)(l∗)l

∗ (2.62)

with respect to the evolution parameter y ∈ R, which is compatible with the flow (2.61), where we define

∇h(y(l∗) := Symmλ ∇h(t)(l∗) = (λuz−ux + vz− vxλ
−1)∂/∂λ − vλ

−2
∂/∂x+(u+2vλ

−1)∂/∂ z. (2.63)

Having applied now the mapping Symmλ to both sides of the relationship (2.62), we obtain the flow

∂

∂ t
(Symmλ l∗) =−ad∗

∇h(t)(l∗)(Symmλ l∗). (2.64)

Combining this with (2.61) gives rise to the flow

∂ l̃/∂ t =−ad∗
∇h(t)(l∗) l̃ , (2.65)
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which is a priori compatible with its symmetry Symmλ image:

∂ l̃/∂y =−ad∗
∇h(y)(l∗) l̃. (2.66)

As the evolution parameters are mutually independent, from flows (2.61) and (2.62) one obtains their natural compatibility condition, which
is equivalent to the following vector field expression:

∂

∂ t
∇h(y)(l∗)− ∂

∂y
∇h(t)(l∗)+ [∇h(t)(l∗),∇h(y)(l∗)] = 0, (2.67)

giving rise to the initial heavenly system of equations of equations (2.54). As a simple consequence of (2.67), we obtain for the heavenly
system (2.54) its Lax–Sato compatible vector fields representation

∂ψ/∂ t +[rzλ
3 +(wz− rx)λ

2−wxλ ]∂ψ/∂λ +(2λ r+w)∂ψ/∂x− rλ 2∂ψ/∂ z = 0,

∂ψ/∂y+(λuz−ux + vz− vxλ−1)∂ψ/∂λ − vλ−2∂ψ/∂x+(u+2vλ−1)∂ψ/∂ z = 0,
(2.68)

satisfied for an invariant ψ ∈C2(R2×T3
C;C), any (t,y;x,z) ∈ R2×T2 and all λ ∈ TC.

Remark 2.5. It must be mentioned that the vector field ∇h(y(l∗) ∈ G̃ as devised above, possesses no proto-Casimir functionals h(y)j ∈

D(G̃ ∗), j = 1,2, whose gradients projections ∇h(y)j (l∗)|± ∈ G̃±, j = 1,2, would be generated. That is ∇h(y(l∗) 6= ∇h(y)1 (l∗)|++∇h(y)2 (l∗)|−
for any smooth functionals h(y)j ∈ D(G̃ ∗), j = 1,2.

2.7. Example: A generalized Liouville type equation

In [10], devoted to studying Grassmannians, closed differential forms and related N-dimensional integrable systems, the authors presented a
Lax–Sato type representation for the well-known Liouville equation

∂ 2ϕ

∂y∂ t
= expϕ, (2.69)

written in the so called “laboratory” coordinates y, t ∈ R2 for a function ϕ ∈C2(R2;R) and having different geometric interpretations.
Their related result, obtained via some completely formal calculations, reads as follows: a system of the linear vector field equations

∂ψ/∂y+(λ 2 + vλ +1)∂ψ/∂λ = 0, (2.70)

∂ψ/∂ t−u∂ψ/∂λ = 0

for a function ψ ∈ C2(R2×T1
C;C) is compatible for all y, t ∈ R2, where u,v ∈ C2(R2;R) are functional coefficients and λ ∈ T1

C is a
complex parameter. Under the simple reduction u = 1/2expϕ the compatibility condition for (2.70) coincides with the Liouville equation
(2.69).
This section is devoted to unveiling the Lie-algebraic structure of a generalized Liouville type heavenly equation, whose Lax–Sato integrability
was shown in [10] using geometric analysis of Grassmanians and related closed differential forms.
As our interest is in the Lie-algebraic nature of the Lax-Sato representation (2.70) for the Liouville equation (2.69), we define the torus
diffeomorphism Lie group G̃ := D̃i f f (T1

C), holomorphically extended in the interior D1
+ ⊂ C and in the exterior D1

− ⊂ C regions of the
unit disc D1 ⊂ C1, such that for any g(z) ∈ Ḡ|D1

−
, z ∈ D1

−, g(∞) = 1 ∈ D̃i f f (T1
C). Then we study specially chosen coadjoint orbits, which

are related to the compatible system of linear vector field equations (2.70).
As a first step,one needs to consider the corresponding Lie algebra G̃ := d̃i f f (T1

C) and its decomposition into the direct sum of subalgebras

G̃ = G̃+⊕ G̃− (2.71)

of Laurent series with positive as |z|→ 0 and strongly negative as |z|→∞ degrees, respectively. Then, owing to classical Adler-Kostant-Symes
theory, for any element l̃ ∈ G̃ ∗ ' Λ1(T1

C) the following formally constructed flows

dl̃/dy =−ad∗
∇h(y)(l̃) l̃, dl̃/dt =−ad∗

∇h(t)(l̃) l̃ (2.72)

along the evolution parameters y, t ∈ R2 are always compatible, if h(py) and h(pt ) ∈ I(G̃ ∗) are arbitrarily chosen functionally independent
Casimir functionals on the adjoint space G̃ ∗, and ∇h(y)(l̃) := ∇h(py)(l̃)+, ∇h(t)(l̃) := ∇h(pt )(l̃)+ are their gradients, suitably projected on the
subalgebra G̃+. Keeping in mind the above result, consider the Casimir functional h(py) on G̃ ∗, whose gradient ∇h(py)(l̃) := ∇h(py)(l)∂/∂ z
as |z| → ∞ is taken, for simplicity, in the asymptotic form

∇h(py)(l̃)' (v2z2 + v1z+ v0 + v−1z−1 + v−2z−2 + . . .)∂/∂ z, (2.73)

where py = 2. This gives rise to the gradient projection ∇h(y)(l̃) = (v2z2 + v1z + v0)∂/∂ z ∈ G̃+, where z ∈ T1
C, |z| → ∞, and v j ∈

C2(R2;R), j ∈ Z, j ≤ 2, are some functional parameters. As the element l̃ = l(y, t;z)dz ∈ Λ1(T1
C) satisfies, by definition, the differential

equation

d
dz

[l(y, t;z)(∇h(py)(l))2] = 0, (2.74)
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we obtain from (2.74) that the element

l(y, t;z) = σ(y, t)2(∇h(py)(l̃))−2, (2.75)

where σ ∈C2(R2;R) is an arbitrary function. If for brevity we set σ(y, t) := 1 and v2 := 1, the element (2.75) becomes

l(y, t;z) = z−4[1−2v1z−1 +(3v2
1−2v0)z−2] (2.76)

Observe now that the relationship (2.74) verifies the following lemma:

Lemma 2.6. The set I(G̃ ∗) of the functionally independent Casimir invariants is one-dimensional.

As a consequence, it follows that for the element l̃ = l(y, t;z)dz ∈ Λ1(T1
C) generated by the expression (2.75), there exists only the flow on

G̃ ∗ from (2.72) with respect to the evolution variable y ∈ R :

dl/dy = ∇h(y)(l)−1 ∂

∂ z
[l(y, t;z)∇h(y)(l)]2. (2.77)

For the flow from (2.72) with respect to the evolution variable t ∈ R one can take the constant functional h(pt ) := const ∈ I(G̃ ∗), pt =
0,∇h(pt )(l) = 0, and construct the trivial flow on G̃ ∗ as

dl/dt =−∇h(t)(l)
∂ l
∂ z
−2l

∂

∂ z
(∇h(t)(l)) = 0, (2.78)

where, by definition, ∇h(t)(l) := ∇h(pt )(l)+ ∈ G̃ .It is now important to observe that the compatibility condition of these two flows for all
y, t ∈ R is equivalent to the following system of two a priori compatible linear vector field equations

∂ψ

∂y
+∇h(y)(l)

∂ψ

∂ z
= 0,

∂ψ

∂ t
+∇h(t)(l)

∂ψ

∂ z
= 0, (2.79)

or

∂ψ

∂y
+ (z2 + v1z+ v0)

∂ψ

∂ z
= 0,

∂ψ

∂ t
+0

∂ψ

∂ z
= 0 (2.80)

for a smooth function ψ ∈ C2(R2×T1
C;C), meaning, in particular, that the complex parameter z ∈ T1

C is constant with respect to the
evolution parameter t ∈ R. The linear equations (2.80) are clearly equivalent to the a priori compatible system of the vector fields

dz/dy = ∇h(y)(l) = z2 + v1z+ v0, dz/dt = ∇h(t)(l) = 0 (2.81)

on the complex torus T1
C, which can be rewritten subject to the following diffeomorphism T1

C 3 z 7→ z−α(t,y) := λ ∈ T1
C, generated by an

arbitrary smooth function α ∈C3(R2;R) :

dλ/dy = λ
2 +λ (2α + v1)+(α2 +αv1 + v0−∂α/∂y), dλ/dt =−∂α/∂ t. (2.82)

The latter system is evidently also compatible for all y, t ∈ R and can be expressed as

dλ/dy = λ
2 +λv+w, dλ/dt =−u, (2.83)

where

2α + v1 := v, α
2 +αv1 + v0−∂α/∂y := w, ∂α/∂ t := u. (2.84)

Moreover, the a priori compatible system (2.80) can be recast as

∂ψ

∂y
+ (z2 + vz+w)

∂ψ

∂λ
= 0,

∂ψ

∂y
−u

∂ψ

∂λ
= 0 (2.85)

for the corresponding function ψ ∈C2(R2×T1
C;C), giving rise to the following system of heavenly equations:

vt −2u = 0, uy−uv+wt = 0. (2.86)

The latter can be parameterized by means of the substitution u := 1/2expϕ as follows:

ϕyt = expϕ− [2wt exp(−ϕ)]t . (2.87)

Then the reductions w := const = 1 or w :=− 1
2 expϕ give rise to the well-known Liouville equations

ϕyt = expϕ, ϕyt −ϕtt = expϕ, (2.88)

which are known to possess standard [6, 44, 59] Lax type isospectral representations. The above analysis leads directly to the following
result.

Proposition 2.7. The system (2.86) of heavenly nonlinear equations possesses Lax–Sato type compatible vector field representation (2.85),
whose Lie-algebraic structure is governed by the classical Lie-algebraic Adler–Kostant–Symes theory.

Remark 2.8. In a manner like the above, one can describe in detail the Lie-algebraic structure for other generalized Liouville type heavenly
equations, presented in [10] for a higher order in λ ∈ T1

C system of linear vector field equations (2.79).
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3. The linearization covering method and its applications

3.1. Introductory notions and examples

Some three years ago I. Krasilshchik [34] analyzed a so called Gibbon–Tsarev equation

zyy + ztzty− zyztt +1 = 0. (3.1)

and its so called nonlinear first-order differential covering

∂w
∂ t
− 1

zy + ztw−w2 = 0,
∂w
∂y

+
zt −w

uy + ztw−w2 = 0, (3.2)

which for any solution z : R2→ R to equation (3.1) is compatible for all (t,y) ∈ R2. He showed this makes it possible to determine for any
smooth solution w : R2→ R to the equation (3.2) a suitable smooth function ψ : R×R2→ R, satisfying the corresponding Lax–Sato type
linear representation:

∂ψ

∂ t
+

1
zy + ztλ −λ 2

∂ψ

∂λ
= 0,

∂ψ

∂y
− zt −λ

zy + ztλ −λ 2
∂ψ

∂λ
= 0, (3.3)

which for any solution to the equation (3.1) is also compatible for all (t,y) ∈ R2 and an arbitrary parameter λ ∈ R.
Krasilshchik [34] also posed the interesting problem of providing a differential-geometric explanation of the linearization procedure for a
given nonlinear differential-geometric relationship J1(Rn×R2;R)|E in the jet-manifold J1(Rn×R2;R), n ∈ Z+, realizing a compatible
covering for the corresponding nonlinear differential equation E [x,τ;u] = 0, imbedded into some adjacent jet-manifold Jk(Rn×R2;Rm)
for some k,m ∈ Z+. His extended version of this procedure, presented in [34], was quite hard to decipher and offered no new example
demonstrating its application. One of our goals is to explain some important points of this linearization procedure in the framework of the
classical nonuniform vector field equations and present new and important applications. We consider the jet manifold Jk(Rn×R2;Rm)
for some fixed k,m ∈ Z+ and a differential relationship [30] in a general form E [x,τ;u] = 0, satisfied for all (x;τ) ∈ Rn×R2 and suitable
smooth mappings u : Rn×R2→ Rm.
As a new example, we can take n = 1 = m,k = 2 and choose a differential relationship E [x;y, t;u] = 0 in the form

utuxy− k1uxuty− k2uyutx = 0; (3.4)

the so called ABC-equation, first discussed in [76], where u : R×R2→ R and k1,k2 ∈ R are arbitrary parameters, satisfying the conditions

k1 + k2−1 = 0 ∨ k1 + k2−1 6= 0. (3.5)

The first case k1 + k2−1 = 0 was investigated in [22, 42, 76] and recently in [31], where its Lax–Sato type linearization was found along
with many other its interesting properties. For the second case k1 + k2−1 6= 0 the following crucial result was stated in equivalent form by
P.A. Burovskiy, E.V. Ferapontov, S.P. Tsarev in [16, 35] and recently by I. Krasilshchik, A. Sergyeyev and O. Morozov in [35].

Proposition 3.1. A dual to (3.4) covering system J1(R×R2;R)|E of quasi-linear first order differential relationships

∂w
∂ t

+
utw

uxk1(k1 + k2−1)
∂w
∂x
− w(w+ k1 + k2−1)utx

uxk1
= 0, (3.6)

∂w
∂y

+
uyw

uxk1(w+ k1 + k2−1)
∂w
∂x
−

w(k1 + k2−1)uyx

uxk1
= 0

on the jet-manifold J1(R×R2;R) is compatible; that is, it holds for any its smooth solution w : R×R2→R at all points (x;y, t) ∈R×R2

iff the function u : R×R2→ R satisfies the ABC-equation (3.4).

Moreover, this result was recently generalized in [35] to the following “linearizing” proposition.

Proposition 3.2. A system J1
lin(R

2×R2;R)|E of linear first order differential relationships

∂ψ

∂ t + λu
k2−1

k1
x ut

k1(k1+k2−1)
∂ψ

∂x −
λ 2u

k2−k1−1
k1

x (ut uxx−k1uxxuxt )
k2

1

∂ψ

∂λ
= 0,

∂ψ

∂y +
k2λu

k2−1
k1

x uy

k1(λu
k2−k1−1

k1
x +k1+k2−1)

∂ψ

∂x −
λ 2k2(k1+k2−1)u

k2−k1−1
k1

x uyuxx

k2
1(λu

k2−k1−1
k1

x +k1+k2−1)

∂ψ

∂λ
= 0

(3.7)

on the covering jet-manifold J1(R2×R2;R)is compatible; that is, it holds for any its smooth solution ψ : R2×R2 → R at all points
(x,λ ;y, t) ∈ R2×R2 iff the function u : R×R2→ R satisfies the generalized ABC-equation (3.4).

A similar result, when n = 1, m,k = 2, was proved for the Manakov-Santini equations

utx +uyy +(uux)x + vxuxy− vyuxx = 0, (3.8)

vxt + vyy +uvxx + vxuxy− vyvxx = 0,
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whose Lax–Sato integrability was extensively studied in [21, 24, 39, 11, 31]. The system (3.8) as a jet-submanifold J1(R×R2;R)|E ⊂
J1(R×R2;R) allows the following nonlinear first order differential representation

∂w
∂ t +(w2−wvx +u− vy)

∂w
∂x +uxw−uy + vyy + vx(vy−u)x = 0,

∂w
∂y +w ∂w

∂x − vxxw+(u− vy)x = 0,
(3.9)

compatible on solutions to the nonlinear differential relationship E [x,τ;u] = 0 (3.8) on J2(R×R2;R2). The existence of the compatible
representation (3.9) makes it possible to verify the following proposition.

Proposition 3.3. A covering system J1
lin(R

2×R2;R)|E of linear first order differential relationships

∂ψ

∂ t +(λ 2 +λvx +u− vy)
∂ψ

∂x +(uy−λux)
∂ψ

∂λ
= 0,

∂ψ

∂y +(vx +λ ) ∂ψ

∂x −ux
∂ψ

∂λ
= 0

(3.10)

on the jet-manifold J1(R2×R2;R) is compatible; that is, it holds for any its smooth solution ψ : R2×R2→ R at all points (x,λ ;y, t) ∈
R2×R2 iff the function u : R×R2→ R satisfies the generalized Khokhlov–Zabolotska equation (3.8).

From the point of view of the propositions above, the main essence of our present analysis, similarly to that in [34], is to recover the intrinsic
mathematical structure responsible for the existence of the “linearizing” covering jet-manifold mappings

J1
lin(R

n+1×R2;R)|E 
 J1(Rn×R2;R)|E (3.11)

for any dimension n ∈ Z+, compatible with our differential relationship E [x,τ;u] = 0, as it was presented above in the form (3.6) and (3.7)
for the relationships (3.4). Thus, for a given nonlinear differential relationship E [x,τ;u] = 0 on the jet-manifold Jk(Rn×R2;Rm) for some
k ∈ Z+ one can formulate the following problem:
If there is a compatible system J1(Rn×R2;Rm)|E ⊂ J1(Rn×R2;Rm) of quasi-linear first order differential relationships, how can construct
a linearizing first order differential system J1

lin(R
(1+n)+2;R)|E ⊂ J1(R(1+n)+2;R) in a vector field equations form on the covering space

Rn+1×R2, realizing the implications (3.11). The latter is interpreted as the corresponding Lax–Sato representation [8, 9, 10, 24, 25, 73, 74]
for the given differential relationship E [x,τ;u] = 0 on the jet-manifold Jk(Rn×R2;Rm).

As a dual approach to this linearization covering scheme, we present also the so called contact geometry linearization, suggested recently in
[71] and slightly generalizing the well-known [69] Hamiltonian linearization covering method. As an example, we have proved the following
proposition.

Proposition 3.4. The following [16] nonlinear singular manifold Toda differential relationship

uxysh2ut = uxuyutt (3.12)

on the jet manifold J2(R2×R2;R) allows the Lax–Sato type linearization covering

∂ψ

∂ t
+

(e−2ut −1)
2ux

∂ψ

∂x
−
[

λ

(
e−2ut −1

2ux

)
x
+λ

2
(

e−2ut −1
2ux

)
z

]
∂ψ

∂λ
= 0, (3.13)

∂ψ

∂y
−

uye−2ut

ux

∂ψ

∂x
+

[
λ

(
uye−2ut

ux

)
x

+λ
2

(
uye−2ut

ux

)
z

]
∂ψ

∂λ
= 0

for smooth invariant functions ψ ∈C2(R3×R2;R), all (x,z,λ ;τ) ∈ R3×R2 and any smooth solution u : R2×R2→ R to the relationship
(3.12).

3.2. The linearization covering scheme

A realization of the scheme (3.11) is based on the notion of invariants of suitably specified vector fields on the extended base space
Rn+1×R2, whose definition suitable for our needs is as follows: a smooth mapping ψ : Rn+1×R2→ R is, subject to parameters τ ∈ R2,
an invariant of a set of vector fields

X (k) :=
∂

∂τk
+ ∑

j=1,n

a(k)j (x,λ ;τ)
∂

∂x j
+b(k)(x,λ ;τ)

∂

∂λ
(3.14)

on Rn+1×R2 with smooth coefficients (a(k),b(k)) : Rn+1×R2→ En×R, k = 1,2, if

X (k)
ψ = 0 (3.15)

holds for k = 1,2 and all (x,λ ;τ) ∈ Rn+1×R2. The system of linear equations (3.15) is equivalently representable as a jet-submanifold
J1

lin(R
n+1×R2;R)|E ⊂ J1(Rn+1×R2;R). It is also well known [17] that simultaneously the following vector field flows

∂x j

∂τk
= a(k)j (x,λ ;τ),

∂λ

∂τk
= b(k)(x,λ ;τ) (3.16)
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are compatible for any j = 1,n,k = 1,2 and all (x,λ ;τ) ∈ Rn+1×R2. Taking now into account that there is such an invariant function
ψ : Rn+1×R2 → R representable as ψ(x,λ ;τ) = w(x;τ)−λ := 0 for some smooth mapping w : Rn×R2 → R, it provides upon its
substitution into (3.15) the following a priori compatible reduced system of quasilinear first order equations

∂w
∂τk

+ ∑
j=1,n

a(k)j (x,w;τ)
∂w
∂x j
−b(k)(x,w;τ) = 0 (3.17)

for k = 1,2 on the jet-manifold J0(Rn×R2;R). Moreover, subject to the system (3.17) one sees [17, 29] that, modulo solutions to the
equations (3.16), the expression w(x;τ) = ψ(x,λ (τ);τ)+λ (τ) for all (x;τ) ∈ Rn×R2, where ψ : Rn+1×R2→ R is a first integral of
the vector field flows (3.16). Thus, the reduction scheme just described above provides the algorithm

J1
lin(R

n+1×R2;R)|E → J1(Rn×R2;R)|E (3.18)

from the implications (3.11) formulated above. The corresponding inverse implication

J1
lin(R

n+1×R2;R)|E ← J1(Rn×R2;R)|E (3.19)

can be algorithmically described as follows.
Consider a compatible system J1(Rn+2;R)|E ⊂ J1(Rn+2;R) of the first order nonlinear differential relationships

∂w
∂τk

+ ∑
j=1,n

a(k)j (x,w;τ)
∂w
∂x j
−b(k)(x,w;τ) = 0 (3.20)

with smooth coefficients (a(k),b(k)) : Rn+1×R2→ En×R,k = 1,2. As the first step it is necessary to check whether the adjacent system of
vector field flows

∂x j

∂τk
= a(k)j (x,w;τ) (3.21)

on Rn+1 modulo the flows (3.20) for all j = 1,n and k = 1,2 is also compatible. If the answer is yes, it just means [17] that any solution to
(3.20) as a complex function w : Rn×R2→ R is representable as w(x;τ)−λ = α(ψ(x,λ ;τ)) for any λ ∈ R and some smooth mapping
α : R→ R, where the mapping ψ : Rn+1×R2→ R is a first integral of the vector field equations

∂ψ

∂τk
+ ∑

j=1,n

a(k)j (x,λ ;τ)
∂ψ

∂x j
+b(k)(x,λ ;τ)

∂ψ

∂λ
= 0 (3.22)

on the extended space Rn+1×R for all (x,λ ;τ) ∈ Rn+1×R2. Moreover, the value w(x(τ);τ) = λ ∈ R for all τ ∈ R2 is constant as
follows from the condition α(ψ(x(τ),w;τ)) = 0 for the τ ∈ R2. Thus, we have shown that the equations (3.22) realize the covering linear
first order differential relationships J1

lin(R
n+1×R2;R)|E ⊂ J1(Rn+1×R2;R) for k = 1,2 and all (x,λ ;τ) ∈ Rn+1×R2, linearizing the

first order nonlinear equations (3.20) and interpreting it as the corresponding Lax–Sato representation.
On the other hand, if the adjacent system of vector field flows (3.21) is not compatible, it is necessary to recover a hidden isomorphic
transformation

J1(Rn+1×R2;R) 3 (x,w;τ)→ (x, w̃;τ) ∈ J1(Rn+1×R2;R), (3.23)

for which the resulting a priori compatible first order equations

∂ w̃
∂τk

+ ∑
j=1,n

ã(k)j (x, w̃;τ)
∂ w̃
∂x j
− b̃(k)(x, w̃;τ) = 0 (3.24)

already possess a compatible adjacent system of the corresponding flows

∂x j

∂τk
= ã(k)j (x, w̃;τ) (3.25)

on the space Rn×R, for which any solution w̃ : Rn+2→ R generates a first integral ψ̃ : Rn+1×R2→ R of an adjacent compatible system
of the linear vector field equations

∂ψ̃

∂τk
+ ∑

j=1,n

ã(k)j (x,λ ;τ)
∂ψ̃

∂x j
+ b̃(k)(x,λ ;τ)

∂ψ̃

∂λ
= 0 (3.26)

on the space Rn+1×R2→ R for k = 1,2. Here ψ̃(x,λ ;τ) := α̃(w̃(x;τ)−λ ) for all (x,λ ;τ) ∈Rn+1×R and some smooth mapping α̃ : R→
R. From this one easily obtains - as above - a linearized covering jet-submanifold J1

lin(R
n+1×R2;R)|E ⊂ J1(Rn+1×R2;R), as a compatible

system of the vector field equations (3.26), generated by the nonlinear first order differential system J1(Rn×R2;R)|E ⊂ J1(Rn×R2;R) on
the space Rn×R2. This determines the inverse implication (3.19) as applied to general compatible first order equations (3.22), providing
for the nonlinear first order system J1(Rn×R2;R)|E ⊂ J1(Rn×R2;R) its corresponding Lax–Sato representation.
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Remark 3.5. The existence of the map (3.23) can be deduced from the following reasoning. Assume that the mapping (3.23) exists and is
equivalent to

w(x;τ) := ρ(x, w̃(x;τ);τ) (3.27)

for some smooth function ρ : Rn+1×R2→ R and all (x;τ) ∈ Rn×R2, where the corresponding map w̃ : Rn×R2 → R satisfies the
following system of differential equations:

∂ w̃
∂τk

+ ∑
j=1,n

a(k)j (x,ρ(x, w̃;τ);τ)
∂ w̃
∂x j

= b̃(k)(x, w̃;τ), (3.28)

compatible for all τk ∈ R, k = 1,2, and x ∈ Rn. Here functions b̃(k) : Rn+1×R2→ R, k = 1,2, defined as

b̃(k)(x, w̃;τ) :=

b(k)− ∑
j=1,n

(
∂ρ

∂τk
+a(k)j

∂ρ

∂x j

) ( ∂ρ

∂x j

)−1
∣∣∣∣∣
w =ρ(x,w̃ ;τ)

, (3.29)

should depend on the mapping (3.27) in such a way that the vector fields

∂x j

∂τk
= a(k)j (x,ρ(x, w̃;τ);τ) := ã(k)j (x, w̃;τ) (3.30)

are also compatible for all j = 1,n and k = 1,2 modulo the flows (3.28). This means that the equation (3.28) can be equivalently
represented as a compatible system of the following vector field equations

∂ψ̃

∂τk
+ ∑

j=1,n

ã(k)j (x,λ ;τ)
∂ψ̃

∂x j
+ b̃(k)(x,ρ(x,λ ;τ);τ)

∂ψ̃

∂λ
= 0 (3.31)

on its first integral ψ̃ : Rn+1×R2→ R, where ψ̃(x,λ ;τ) = α(w̃(x;τ)−λ ) for an arbitrarily chosen smooth mapping α : R→ R, any
parameter λ ∈R and all (x;τ) ∈Rn×R2. The system (3.31) provides a suitable Lax–Sato type linearization of the compatible quasi-linear
first order differential equations (3.17). Concerning the map (3.27) and its dependents on it functions b̃(k) : Rn+1×R2→ R, k = 1,2, one
can easily observe that the compatibility condition for the vector fields (3.30) reduces to the a priori compatible equations

∂a(k)j
∂ρ

∂ρ

∂τs
− ∂a(s)j

∂ρ

∂ρ

∂τk
+

(
∂a(k)j
∂ρ

b̃(s)− ∂a(s)j
∂ρ

b̃(k)
)

∂ρ

∂ w̃+

+∑m=1,n

(
∂a(k)j
∂ρ

a(s)m −
∂a(s)j
∂ρ

a(k)m

)
∂ρ

∂xm
= 0,

(3.32)

where j = 1,n and k 6= s = 1,2, and whose solution is exactly the desired map (3.27). Inasmuch as we have only two functional
parameters b(s) : Rn+1×R2→ R, s = 1,2, the system of 2n differential relationships (3.32) can be, in general, compatible only for the case
n = 1. For all other cases n≥ 2 the compatibility condition for (3.32) must be checked separately by calculations.

3.3. Example: the Gibbons–Tsarev equation

As a first degenerate case of the scheme (3.19) above, we consider a compatible nonlinear first order system J1(R2;R)|E ⊂ J1(R2;R) at
n = 0, as discussed in [34]:

∂w
∂ t
− 1

zy + ztw−w2 = 0,
∂w
∂y

+
zt −w

uy + ztw−w2 = 0, (3.33)

first derived in [27], where (t,y;w) ∈ R2×R and a map u : R2→ R satisfies the Gibbon–Tsarev equation E [y, t;u] = 0 in the form

zyy + ztzty− zyztt +1 = 0. (3.34)

Since the nonlinear system (3.33) is compatible and the adjacent system of vector field flows (3.25) it follows that any solution w : R2→ R
to (3.33) generates a first integral ψ : R×R2→ R of a system of equations

∂ψ

∂ t
+

1
zy + ztλ −λ 2

∂ψ

∂λ
= 0,

∂ψ

∂y
− zt −λ

zy + ztλ −λ 2
∂ψ

∂λ
= 0, (3.35)

where ψ(λ ;y, t) := α(w(t,y)−λ ) for all (λ ; t,y) ∈R×R2 and some smooth map α : R→ R. The compatible system (3.35) considered as
the jet-submanifold J1

lin(R
1×R2;R)|E ⊂ J1(R1×R2;R) solves the problem of constructing the linearizing implication (3.19).

As was demonstrated in [28, 40], the substitution

u :=
1
2
(−zt +

√
z2
t +4zy), v :=

1
2
(−zt −

√
z2
t +4zy) (3.36)

gives rise to the equivalent dynamical system

uy = vut − (u− v)−1, vy = uvt +(u− v)−1 (3.37)
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on a functional space M ⊂C∞(R;R2) subject to the evolution parameter y∈R modulo evolution with respect to the joint evolution parameter
t ∈ R. Taking into account the Lax–Sato representation (3.35), one readily obtains the corresponding linearizing Lax–Sato representation
for the dynamical system (3.37):

∂ψ

∂ t
− 1

(λ +u)(λ + v)
∂ψ

∂λ
= 0,

∂ψ

∂y
− u+ v+λ

(λ +u)(λ + v)
∂ψ

∂λ
= 0. (3.38)

The above Lax–Sato representation can be now reanalyzed more deeply within the Lie-algebraic scheme devised recently in [31]. Namely,
we define the complex torus diffeomorphism Lie group G̃ := Di f f (T1

C), holomorphically extended in the interior S1
+ ⊂C and in the exterior

S1
− ⊂ C regions of the unit circle S1 ⊂ C1, such that for any g(λ ) ∈ G̃|S1

−
, λ ∈ S1

−, g(∞) = 1 ∈ Di f f (T1), and study its specially chosen
coadjoint orbits, related to the compatible system of linear vector field equations (3.38).
As a first step for solving this problem one needs to consider the corresponding Lie algebra G̃ := di f f (T1

C) and its decomposition into the
direct sum

G̃ = G̃+⊕ G̃− (3.39)

of Laurent series with positive as |λ | → 0 and strongly negative as λ | →∞ degrees, respectively. Then, it follows from Adler–Kostant–Symes
theory, that for any element l̃ ∈ G̃ ∗ ' Λ1(T1

C) the following formally constructed flows

dl̃/dy =−ad∗
∇h(y)(l̃) l̃, dl̃/dt =−ad∗

∇h(t)(l̃) l̃ (3.40)

along the evolution parameters y, t ∈ R2 are always compatible, if h(py) and h(pt ) ∈ I(G̃ ∗) are arbitrarily chosen functionally independent
Casimir functionals on the adjoint space G̃ ∗ and ∇h(y)(l̃) := ∇h(py)(l̃)−, ∇h(t)(l̃) := ∇h(pt )(l̃)− are their gradients, suitably projected on the
subalgebra G̃−. Keeping in mind this result, consider the Casimir functional h(py) on G̃ ∗, whose gradient ∇h(py)(l̃) := ∇h(py)(l)∂/∂λ∈ G̃
as |λ | → ∞ is taken, for simplicity, in the asymptotic form

∇h(py)(l̃)∼
(

λ +u+ v
(λ +u)(λ + v)

+α0 +α1λ

)
∂

∂λ
, (3.41)

where λ ∈ T1
C, |λ | → ∞, and the coefficients α j ∈C∞(R2;R), j = 0,1, are arbitrarily chosen nontrivial functional parameters, giving rise

to the gradient projection

∇h(y)(l̃) := ∇h(py)(l̃)|− =
λ +u+ v

(λ +u)(λ + v)
, (3.42)

generating the first flow of (3.40). As the differential 1-form l̃ = l(λ ;y, t)dλ ∈ Λ1(T1
C)' G̃ satisfies, by definition, the condition

ad∗
∇h(py)(l̃) l̃ = 0, (3.43)

equivalent to the differential equation

d
dλ

[l(λ ;y, t)(∇h(py)(l))2] = 0, (3.44)

one readily obtains from (3.42) and (3.44) the coefficient

l(λ ;y, t) = (∇h(py)(l))−2 =
(λ +u)2(λ + v)2

[λ +u+ v+(α0 +α1λ )(λ +u)(λ + v)]2
, (3.45)

satisfying the relationship l(λ ;y, t)(∇h(py)(l))2 = 1 for all (t,y) ∈ R2.
Now we prove the following useful observation.

Lemma 3.6. The set I(G̃ ∗) of functionally independent Casimir invariants is one-dimensional.

Proof. Any asymptotic solution to the determining equation (3.47) satisfies the symmetry invariance with respect to the multiplication
∇h(pt )(l̃)→ σ(t,y)∇h(pt )(l̃) by an arbitrary smooth function σ : R2→ R, which proves the lemma.

Consider now the gradient ∇h(pt )(l̃) ∈ G̃ of the Casimir functional h(pt ) ∈ D(G̃ ∗), which satisfies, as does (3.43), the condition

ad∗
∇h(pt )(l̃) l̃ = 0, (3.46)

which is equivalent to the following linear differential equation

2l(λ ;y, t)
∂

∂λ
∇h(pt )(l̃)+∇h(pt )(l̃)

∂

∂λ
l(λ ;y, t) = 0. (3.47)

Its solution can be naturally represented as the asymptotic series

∇h(pt )(l̃)∼ 1
(λ +u)(λ + v)

+ ∑
j∈Z+

β jλ
j (3.48)

for some nontrivial coefficients β j ∈C∞(R2;R), successively determined from the equation (3.47).
From Lemma 3.6, we see that the solution (3.48) to the determining equation (3.47) is unique owing to its natural symmetry invariance
with respect to the multiplication ∇h(pt )(l̃)→ σ(t,y)∇h(pt )(l̃) by an arbitrary smooth function σ : R2→ R. In particular, this means that
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asymptotically as λ → ∞ the product l(λ ;y, t)(∇h(pt )(l))2 ∼ 0, for otherwise if l(λ ;y, t)(∇h(pt )(l))2 9 0, this product becomes, owing to
(3.44), a nonzero constant subject to the parameter λ ∈ C. This means that ∇h(pt )(l) = ∇h(py)(l̃)σ(t,y) for any smooth arbitrary function
σ ∈C∞(R2;R), producing no new flow with respect to the evolution parameter t ∈ R.
Consider now the gradient projection

∇h(t)(l̃) := ∇h(pt )(l̃)|− =
1

(λ +u)(λ + v)
, (3.49)

generating the second flow of (3.40). As a consequence of the results above we can easily derive the following compatibility condition for
the flows (3.40):

[
∂

∂y
−∇h(y)(l̃),

∂

∂y
−∇h(ty)(l̃)] = 0, (3.50)

which is equivalent modulo the dynamical system (3.37) to the following system of two a priori compatible linear vector field equations:

∂ψ

∂y
− λ +u+ v

(λ +u)(λ + v)
∂ψ

∂λ
= 0,

∂ψ

∂ t
− 1

(λ +u)(λ + v)
∂ψ

∂λ
= 0 (3.51)

for ψ ∈C2(R;R) and all (λ ; t,y) ∈ C×R2. Thus, we can formulate the results, obtained above, as the following proposition.

Proposition 3.7. A system J1
lin(R×R2;R)|E of the linear first order equations (3.51) on the covering jet-manifold J1(R×R2;R) is

compatible; that is, it holds for any its smooth solution ψ : R×R2→R at all points (λ ;y, t) ∈ R×R2 iff the function u : R2→R satisfies
the Gibbons–Tsarev equation (3.34).

Moreover, taking into account that the flows (3.40) are Hamiltonian systems on the coadjoint space G̃ ∗, their reductions on the space of
functional variables (u,v) ∈C∞(R2;R2) are also Hamiltonian. This reduction scheme is now under study and shall be presented elsewhere.

3.4. Example: the ABC-equation

As the second example we consider a compatible system J1(R×R2;R)|E of the nonlinear first order differential equations (3.6) on the
jet-manifold J1(R×R2;R). It is easy to check that the adjacent system of vector field flows

∂x
∂ t

=
utw

uxk1(k1 + k2−1)
,

∂x
∂y

=
uyw

uxk1(w+ k1 + k2−1)
, (3.52)

modulo the relationships (3.6), is not compatible for all (w; t,y) ∈ R×R2. Thus, we need to construct a map (3.23) such that the resulting
system (3.24) will possess an adjacent system of vector field flows already compatible for all (w̃; t,y) ∈ R×R2. To do this let us get rid of
to begin with the strictly linear part of the equations (3.6), giving rise to the representation of its solution as w(x; t,y) = (ux(x; t,y))α w̃(x; t,y)
for α = (k1 + k2−1)/k1 and all (x; t,y) ∈ R×R2. Its corresponding substitution into (3.6) yields the following a priori compatible system
J1(R×R2;R)|E of the first order equations

∂ w̃
∂ t +

w̃uα−1
x ut
k1α

∂ w̃
∂x +

w̃2uα
x (ut uxx−k1uxxuxt )

k2
1

= 0,

∂ w̃
∂y +

k2w̃uα−1
x uy

k1(w̃uα
x +α)

∂ w̃
∂x +

k2αw̃2uα
x uyuxx

k2
1(w̃uα

x +α)
= 0

(3.53)

on the jet-manifold J1(R×R2;R). We can now easily check that the above expression w̃(x; t,y) = (ux(x; t,y))−α w(x; t,y) for all
(x; t,y) ∈ R×R2, determining the map (3.23), is exactly the one searched for, inasmuch the corresponding adjacent system of vector field
flows

∂x
∂ t

=
w̃uα−1

x ut

k1α
,

∂x
∂y

=
k2w̃uα−1

x uy

k1(w̃uα
x +α)

(3.54)

on R×R2 proves to be compatible modulo the system J1(R×R2;R)|E of a priori compatible differential relationships (3.53) on
J1(R×R2;R). Based on this compatibility result, one can easily construct the corresponding linearizing system J1

lin(R
2×R2;R)|E on the

covering jet-manifold J1(R2×R2;R), realizing the inverse implication (3.19) as the Lax–Sato representation

∂ψ

∂ t +
λuα−1

x ut
k1α

∂ψ

∂x −
λ 2uα

x (ut uxx−k1uxxuxt )
k2

1

∂ψ

∂λ
= 0,

∂ψ

∂y +
k2λuα−1

x uy
k1(λuα

x +α)
∂ψ

∂x −
λ 2k2αuα−1

x uyuxx

k2
1(λuα

x +α)
∂ψ

∂λ
= 0,

(3.55)

exactly coinciding with (3.7), where ψ(x,λ ; t,y) := α(w̃(x; t,y)−λ ) for all (x,λ ; t,y) ∈ R2×R2 and any smooth mapping α : R→ R.
Thus, the linear differential system (3.55) solves the above problem of constructing the inverse implication (3.19) for the compatible
nonlinear differential system J1(R×R2;R)|E (3.6), thereby proving Proposition 3.4.
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3.5. Example: the Manakov-Santini equations

The Manakov–Santini equations

utx +uyy +(uux)x + vxuxy− vyuxx = 0, (3.56)

vxt + vyy +uvxx + vxvxy− vyvxx = 0,

where (u,v) ∈C∞(R×R2;R2), as well known [39], are obtained as some generalization of the dispersionless reduction for the Kadomtsev-
Petviashvili equation. It possesses the following compatible nonlinear first order differential covering J1(R×R2;R)|E ⊂ J1(R×R2;R)
as

∂w
∂ t +(w2−wvx +u− vy)

∂w
∂x +(w− vx)(ux−wvxx)−uy + vyy + vxvxy = 0,

∂w
∂y +w ∂w

∂x − vxxw+(u− vy)x = 0,
(3.57)

giving rise for all (x; t,y) ∈R×R2 to the Manakov–Santini differential relationship E [x;y, t;u,v] = 0 (3.56) as a submanifold on the adjacent
jet-manifold J2(R×R2;R2). It is now easy to check that the naturally related to (3.57) system of vector field flows

∂x
∂ t

= w2−wvx +u− vy,
∂x
∂y

= w (3.58)

is for all (t,y) ∈ R2 not compatible modulo these differential relationships (3.57). Thus, one needs to construct such an isomorphic
transformation

J1(R2×R2;R) 3 (x,w; t,y)→ (x, w̃; t,y) ∈ J1(R2×R2;R) (3.59)

that the expression w(x;y, t) = β (x, w̃;y, t) for some, in general nonlinear, smooth mapping β : R2×R2 → R transforms the first order
differential covering (3.57) into an equivalent compatible first order differential covering (3.24), for which the corresponding vector field
flows (3.25) become also compatible. This problem is easily enough solved, giving rise to the simple mapping:

w = w̃+ vx (3.60)

from which one ensues the following compatible first order differential covering:

∂ w̃
∂ t +(w̃2 + w̃vx +u− vy)

∂ w̃
∂x −uy + w̃ux = 0,

∂ w̃
∂y +(vx + w̃) ∂ w̃

∂x +ux = 0.
(3.61)

It is easy to check that the naturally related to (3.61) system of vector field flows

∂x
∂ t

= w̃2 + w̃vx +u− vy,
∂x
∂y

= vx + w̃ (3.62)

is already compatible for all (t,y) ∈ R2 modulo these differential relationships (3.61). Based on this compatibility result, stated above,
one can easily construct the corresponding linearizing first order differential system J1

lin(R
2×R2;R)|E on the covering jet-manifold

J1(R2×R2;R), realizing the inverse implication (3.19) as the Lax-Sato representation

∂ψ

∂ t +(λ 2 +λvx +u− vy)
∂ψ

∂x +(uy−λux)
∂ψ

∂λ
= 0,

∂ψ

∂y +(vx +λ ) ∂ψ

∂x −ux
∂ψ

∂λ
= 0,

(3.63)

thus proving proposition 3.3.

3.6. The contact geometry linearization covering scheme

3.7. Short setting

We consider two Hamilton–Jacobi type compatible for all (x;τ) := (x; t,y) ∈ R×R2 first order differential relationships:

∂ z
∂ t

+ H̃(t)(x,z,∂ z/∂x; t,y) = 0,
∂ z
∂y

+ H̃(y)(x,z,∂ z/∂x; t,y) = 0, (3.64)

where z : R3→ R is a so called “action function” and H̃(t), H̃(y) : R3 ×R2→ R are smooth generalized Hamiltonian functions. The
relationships 3.64 follow from the contact geometry [12, 19] interpretation of some mechanical systems, generated by vector fields. Namely,
a differential one-form α(1) ∈ Λ1(R3×R), defined by the expression

α
(1) := dz−λdx, (3.65)
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is called contact and vector fields XH(t) ,XH(y) ∈ Γ( T (R3×R)) are called contact vector fields, if there exist functions µ(t),µ(y) :R3×R→R,
such that for all (x,z;τ) ∈ R2×R2 the following equalities

−iX
H(t) α

(1) = H(t) := H̃(t)|∂ z/∂x=λ , − iX
H(y) α(1) = H(y) := H̃(y)|∂ z/∂x=λ , (3.66)

LH(t)α
(t) = µ(t)α(t), LH(y)α

(y) = µ(y)α(y)

hold, where LH(t) ,LH(y) are the corresponding Lie derivatives [17, 29, 19] with respect to the vector fields XH(t) ,XH(y) ∈ Γ( T (R3×R)).
From the conditions (3.66) one finds [32, 58] easily that

XH(t) = ∂H(t)

∂λ

∂

∂x − ( ∂H(t)

∂x +λ
∂H(t)

∂ z ) ∂

∂λ
+(−H(t)+λ

∂H(t)

∂λ
) ∂

∂ z , (3.67)

XH(y) = ∂H(y)

∂λ

∂

∂x − ( ∂H(y)

∂x +λ
∂H(y)

∂ z ) ∂

∂λ
+(−H(y)+λ

∂H(y)

∂λ
) ∂

∂ z ,

where H(t) := H̃(t)|∂ z/∂x=λ ,H
(y) := H̃(y)|∂ z/∂x=λ , and the compatibility of the nonlinear relationships (3.64) is equivalent to the commuta-

tivity of the following vector fields:

[
∂

∂ t
+XH(t) ,

∂

∂y
+XH(y) ] = 0 (3.68)

for all (x,z,λ ;τ) ∈R3×R2, depending parametrically on λ ∈R. The latter can be rewritten as a compatible Lax–Sato representation for the
vector field equations

∂ψ

∂ t
+XH(t)ψ = 0,

∂ψ

∂y
+XH(y)ψ = 0 (3.69)

for smooth invariant functions ψ ∈C2(R3×R2;R) and all (x,z,λ ;τ) ∈ R3×R2.

Remark 3.8. It is worth mentioning that when the Hamiltonian functions in (3.64) do not depend on the “action function” z : R3→ R, the
contact vector fields naturally reduce to the classical Hamiltonian ones:

XH(t) =
∂H(t)

∂λ

∂

∂x
− ∂H(t)

∂x
∂

∂λ
, XH(y) =

∂H(y)

∂λ

∂

∂x
− ∂H(y)

∂x
∂

∂λ
, (3.70)

well known [19] from symplectic geometry.

3.8. Example: the differential Toda singular manifold equation

Some examples of applying this contact geometry linearization scheme to integrable 3D-dispersionless equations were recently presented by
A. Sergyeyev [71]. We shall apply this scheme to a degenerate case when the system (3.64) is given by the following linear equations

∂ z
∂ t

+
(e−2ut −1)

2ux

∂ z
∂x

= 0,
∂ z
∂y
−uyu−1

x e−2ut
∂ z
∂x

= 0 (3.71)

for a smooth map z : R×R2→ R, whose compatibility condition is the interesting [16] differential Toda singular manifold equation (3.12)
on a smooth function u : R×R2→ R for all (x;y, t) ∈R×R2, which defines a differential relationship J2(R2×R2;R)|E ⊂ J2(R2×R2;R)
on the jet-manifold J2(R2×R2;R)

uxysh2ut = uxuyutt . (3.72)

Even though the equations (3.71) are linear, they contain no “spectral” parameter λ ∈ R subject to which one can construct the related
conservation laws for (3.17) and apply the modified inverse scattering transform to construct exact special solutions.
Nevertheless, the above contact geometry linearization scheme makes it possible present the system as a set of compatible Hamilton–Jacobi
equations

∂ z
∂ t

+
(e−2ut −1)

2ux
λ = 0,

∂ z
∂y
−

uye−2ut

ux
λ = 0 (3.73)

with the contact Hamiltonians

H(t) :=
(e−2ut −1)

2ux
λ , H(y) :=−

uye−2ut

ux
λ , (3.74)

where the function u : R2×R2→ R depends here on the additional variable z ∈ R. Taking into account (3.67), one can construct the
corresponding extended contact vector fields

X̃H(t) := ∂

∂ t +XH(t) = ∂

∂ t +
(e−2ut−1)

2ux

∂

∂x −
[

λ

(
e−2ut−1

2ux

)
x
+λ 2

(
e−2ut−1

2ux

)
z

]
∂

∂λ
, (3.75)

X̃H(y) := ∂

∂y +XH(y) = ∂

∂y −
uye−2ut

ux

∂

∂x +

[
λ

(
uye−2ut

ux

)
x
+λ 2

(
uye−2ut

ux

)
z

]
∂

∂λ
,

compatible on the solution set to the equation (3.72) on J2(R2×R2;R). This makes it possible to verify our final proposition on the contact
geometry linearization covering of the system (3.72).
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Proposition 3.9. The linear first order differential equation (3.71) on J2(R2×R2;R) allows the following, dual quadratic in the parameter
λ ∈ R, Lax–Sato linearization covering

∂ψ

∂ t
+

(e−2ut −1)
2ux

∂ψ

∂x
−
[

λ

(
e−2ut −1

2ux

)
x
+λ

2
(

e−2ut −1
2ux

)
z

]
∂ψ

∂λ
= 0, (3.76)

∂ψ

∂y
−

uye−2ut

ux

∂ψ

∂x
+

[
λ

(
uye−2ut

ux

)
x

+λ
2

(
uye−2ut

ux

)
z

]
∂ψ

∂λ
= 0

for smooth invariant functions ψ ∈C2(R3×R2;R), all (x,z,λ ;τ)∈R3×R2 and any smooth solution u : R2×R2→ R to the differential
equation (3.72).

4. Integrable heavenly type superflows and their Lie-algebraic structure

4.1. Introductory notions and notations

We begin from preliminaries for the superconformal loop diffeomorphism groups and their superconformal loop algebras. Let G̃ be the
superconformal group of smooth loops {C⊃ S1→ G}, where G := Di f f (T1|N) is the group of superconformal diffeomorphisms of the
1|N-dimensional supertorus T1|N , N ∈ N, with coordinates (x,ϑ) ∈ T1|N ' Λ0×ΛN

1 from the infinite-dimensional Grassmann algebra
Λ = Λ0⊕Λ1. A superconformal vector field is

ã := a
∂

∂x
+

1
2
< Da,D >, (4.1)

where D := (Dϑ1 ,Dϑ2 , · · · ,DϑN )
ᵀ,Dϑ j := ∂

∂ϑ j
+ϑ j

∂

∂x , j = 1,N, ϑ := (ϑ1, . . . ,ϑN)
>, a ∈C∞(T1|N ;Λ0), and is defined by the condition

that the Lie superderivation Lã : Λ1(T1|N)→ Λ1(T1|N) of the superdifferential 1-form

ω
(1) = dx+

N

∑
j=1

ϑ jdϑ j (4.2)

is conformal, that is

Lãω
(1) = µãω

(1) (4.3)

for some µã ∈C∞(T1|N ;Λ0). As a simple consequence of the condition (4.3), one also has the commutator of any two vector fields ã, b̃ ∈ G̃ :

[ã, b̃] := c̃ = c
∂

∂x
+

1
2
< Dc,D >, (4.4)

c = a
∂b
∂x
−b

∂a
∂x

+
1
2
< Da,Db >,

verifying that the set G̃ := d̃i f f (T1|N) of loop superconformal vector fields is a Lie algebra. One can naturally identify this loop Lie algebra
G̃ with a dense subspace of the dual space G̃ ∗ through the parity

(l̃, ã)0 := res
λ∈C

(l,a)H , (4.5)

where l̃ := ldx ∈ G̃ ∗.
For p ∈ Z and for any superconformal vector field ã ∈ G̃ and element l̃ ∈ G̃ ∗

ã := a
∂

∂x
+

1
2
< Da,D >, l̃ := ldx, (4.6)

and the bilinear form

(l,a)H :=
∫

T1|N

l(x,ϑ)a(x,ϑ)dxdN
ϑ (4.7)

is determined by means of the integration with respect to the Berezin measures∫
T1|1

α(x)dxdϑ j = 0,
∫

T1|1

α(x)dxϑ jdϑ j =
∫
T1

α(x)dx,

where α ∈C∞(T1;R), j ∈ 1,N. There are two cases: the first one when N = 2k−1, a ∈C∞(T1|(2k−1);Λ0), l ∈C∞(T1|(2k−1);Λ1) and the
second one, when N = 2k, a ∈C∞(T1|2k;Λ0), l ∈C∞(T1|2k;Λ0), where k ∈ N.
The constructed loop Lie algebra G ∗ of superconformal vector fields on the supertorus T1|N allows the following natural splitting

G̃ = G̃+⊕ G̃−, (4.8)
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where G̃+ and G̃− are also loop Lie algebras, that is

[G̃+, G̃+]⊂ G̃+, [G̃−, G̃−]⊂ G̃−. (4.9)

This fact makes it possible to apply to the Lie algebra G̃ the known Lie algebraic AKS-scheme of constructing integrable Hamiltonian flows
on the coadjoint space G̃ ∗. Namely, let a R-structure endomorphism R : G̃ → G̃ be defined as

R = (P+−P−)/2, (4.10)

where, by definition, the projections

P±G̃ := G̃± ⊂ G̃ . (4.11)

Then the following commutator

[ã, b̃]R := [Rã, b̃]+ [ã,Rb̃], (4.12)

where ã, b̃ ∈ G̃ defines, on the linear space G̃ a new Lie structure, satisfying the Jacobi identity, and generating the deformed Lie–Poisson
bracket

{ f ,g}R := (l̃, [∇ f (l̃),∇g(l̃)]R), (4.13)

where f ,g ∈ D(G̃ ∗). The corresponding set of Casimir invariants I(G̃ ∗) is generated by the functional h ∈ D(G̃ ∗), satisfying

ad∗
∇h(l̃) l̃ = 0, (4.14)

where

ad∗a l = ∂ l/∂x a+
4−N

2
l ∂a/∂x+

(−1)N+1

2
< Dl,Da > (4.15)

for any superconformal vector field ã ∈ G̃ and a fixed element l̃ ∈ G̃ ∗. Here

ã = a
∂

∂x
+

1
2
< Da,D >, l̃ = ldx. (4.16)

The Adler-Kostant-Symes theorem allows us to construct an infinite hierarchy of mutually commuting Hamiltonian flows

dl̃/dtp =−ad∗
∇h(p)(l̃)+

l̃, (4.17)

where ∇h(p)(l) = λ p∇h(l), tp ∈ R, p ∈ Z+, by means of the asymptotic as |λ | → ∞ expansion

∇h(l)∼ ∑
j∈Z+

∇h j(x,ϑ)λ− j (4.18)

for the gradient of a generating functional h ∈D(G̃ ∗). The evolution equations (4.17) take the following forms

dl/dtp =
(
−∇h(p)(l)+ ∂

∂x + 1
2 < D∇h(p)(l)+,D >+

+
(
2− N

2
)

∂∇h(p)(l)+
∂x

)
l =

=−(Ã
∇h(p)(l)+ +B

∇h(p)(l)+)l, (4.19)

where

Ã
∇h(p)(l̃)+ := (∇h(p)(l)+

∂

∂x
+

1
2
< D∇h(p)(l)+,D > (4.20)

for all p ∈ Z+. Thus, as the flows (4.19) are commuting, the following proposition automatically holds.

Proposition 4.1. The commuting condition for any two flows d/dtp1 and d/dtp2 , p1 6= p2 ∈ Z+, from the hierarchy (4.17) is equivalent to
the equality

∂

∂ tp2

Ã
∇h(p1)(l̃)+ −

∂

∂ tp1

Ã
∇h(p2)(l̃)+ = [Ã

∇h(p1)(l̃)+ , Ã∇h(p1)(l̃)+ ], (4.21)

or

∂

∂ tp2

∇h(p1)(l̃)+−
∂

∂ tp1

∇h(p2)(l̃)+ = [∇h(p1)(l̃)+,∇h(p2)(l̃)+]. (4.22)

Moreover, the relationship (4.22) is a compatibility condition for the first order partial differential equations(
∂

∂ tp1

+∇h(p1)(l̃)+

)
ψ = 0,

(
∂

∂ tp2

+∇h(p2)(l̃)+

)
ψ = 0, (4.23)

where ψ ∈C2(R2×T1|N ;Λ0).

The procedure for reducing the relationship (4.22) on the corresponding coadjoint action orbits for different p1 and p2 ∈ Z+ allows us to
obtain integrable superanalogs of known integrable two-dimensional systems of heavenly equations with the Lax–Sato representations in the
forms (4.21).
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4.2. Example: The superanalogs of the generalized Mikhalev–Pavlov equations and their Lax–Sato integrability

We now consider the well-known Mikhalev–Pavlov [43, 48] heavenly equation

uxt +uyy = uyuxx−uxuxy, (4.24)

where u ∈C∞(R2×T1;R) and (t,y;x) ∈ R2×T1, which is the compatibility condition for the vector fields

∂ψ

∂ t
+(λ 2 +λux−uy)

∂ψ

∂x
= 0,

∂ψ

∂y
+(λ +uy)

∂ψ

∂x
= 0, (4.25)

for a function ψ ∈ C∞(R2×T1;R) and arbitrary evolution parameters y, t ∈ R and construct its Lax–Sato integrable superanalogs for
different N ∈ N.
When N ∈Z+ is odd, N 6= 5 and l = ϑN((N−5)ux/2+λ )−ξ/2, u = u(x,ϑ1, . . . ,ϑN−1), ξ = ξ (x,ϑ1, . . . ,ϑN−1), the asymptotic expansion
for the gradient of the generating functional h ∈ D(G̃ ∗) as |λ | → ∞ has the form

∇h(l)∼ 1+(ux +ϑNξx)λ
−1− (uy +ϑNξy)λ

−2 + . . . . (4.26)

If p1 = 1 and p2 = 2, one obtains from the equality (4.22) the system

uxt +uyy = uyuxx−uxuyx−ξxξy/2−∑
N−1
i=1 (Dϑi ux)(Dϑi uy)/2, (4.27)

ξxt +ξyy = uyξxx−uxξyx +uxxξy/2−uyxξx/2+

+∑
N−1
i=1 (Dϑi uy)(Dϑi ξx)/2−∑

N−1
i=1 (Dϑi ux)(Dϑi ξy)/2,

where tp1 := y, tp2 := t and (u,ξ )> ∈ C∞(R2×T1|(N−1);Λ0×Λ1). The compatibility condition for the first order partial differential
equations such as

ψy +((λ +ux)+ϑNξx)ψx + (4.28)

+∑
N−1
i=1 ((Dϑi ux)−ϑN(Dϑi ξx))(Dϑi ψ)/2+

+(ξx +ϑNuxx)(DϑN ψ)/2 = 0,

∂ψ

∂ t +[(λ 2 +uxλ −uy)+ϑN(ξxλ −ξy)]
∂ψ

∂x +

+∑
N−1
i=1 (((Dϑi ux)λ − (Dϑi uy))−

−ϑN((Dϑi ξx)λ − (Dϑi ξy)))(Dϑi ψ)/2+

+((ξxλ −ξy)+ϑN(uxxλ −uyx))(DϑN ψ)/2 = 0,

where ψ ∈C2(R2×T1|N ;Λ0), are Lax–Sato representation for the system (4.27).
When N ∈ Z+ is even, N 6= 4 and l = ((N−4)ux/2+λ )+ϑN(N−4)ξx/2, u = u(x,ϑ1, . . . ,ϑN−1), ξ = ξ (x,ϑ1, . . . ,ϑN−1), the asymptotic
expansion for the gradient of the generating functional h ∈D(G̃ ∗) as |λ | → ∞ also has the form (4.26). For p1 = 1 and p2 = 2 one obtains
from (4.22) the system (4.27), in which tp1 := y, tp2 := t and (u,ξ )> ∈C∞(R2×T1|(N−1);Λ0×Λ1).
The system (4.27) can be considered as a superconformal analog of the Mikhalev–Pavlov heavenly equation for every N ∈ N\{4;5}. Namely,
for N = 1 and N = 2 one obtains easily the systems

uxt +uyy = uyuxx−uxuyx−ξxξy/2, (4.29)

ξxt +ξyy = uyξxx−uxξyx +uxxξy/2−uyxξx/2

and

uxt +uyy = uyuxx−uxuyx−ξxξy/2− (Dϑ1 ux)(Dϑ1 uy)/2, (4.30)

ξxt +ξyy = uyξxx−uxξyx +uxxξy/2−uyxξx/2+

+(Dϑ1 uy)(Dϑ1 ξx)/2− (Dϑ1 ux)(Dϑ1 ξy)/2,

respectively.
It should be noted that for N = 4 and N = 5 one cannot find the asymptotic expansions for gradients of the generating functional h ∈ D(G̃ ∗)
as |λ | → ∞ by means of the relationship (4.14) and as a consequence construct integrable superanalogs in the framework of the proposed
Lie-algebraic approach.

4.3. Example: The superanalogs of the generalized Liouville equations and their Lax–Sato integrability

We now show using the Lie superalgebra G̃(1|N) := d̃i f f (T1|N
C ) of the superconformal vector fields on T1|N

C ' T1
C×ΛN

1 , that the Lax–Sato
integrable superanalogs of the Liouville heavenly equations can be obtained as a result of a diffeomorphism in the space of variables
(z,ϑ) ∈ T1|N

C .

First one introduces the superderivatives Dϑ j := ∂/∂ϑ j +ϑ j∂/∂ z, z ∈ T1
C, ϑ j ∈ Λ1, j = 1,N, in the superspace Λ0×ΛN

1 . The loop Lie
algebra G̃(1|N) is generated by the superconformal vector fields

ã := a
∂

∂ z
+

1
2
< Da,D >, (4.31)
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where D := (Dϑ1 ,Dϑ2 , · · · ,DϑN )
ᵀ, i = 1,N, ϑ := (ϑ1, . . . ,ϑN)

>, a ∈C∞(T1|N
C ;Λ0), with the commutator

[ã, b̄] := c̄ = c
∂

∂ z
+

1
2
< Dc,D >, (4.32)

c = a
∂b
∂ z
−b

∂a
∂ z

+
1
2
< Da,Db >,

This loop Lie algebra allows the following splitting:

G̃(1|N) = G̃(1|N)+⊕ G̃(1|N)−.

A nontrivial Casimir invariant h(py) ∈ I(G̃ ∗(1|N)) satisfies the relationship

(l(∇h(py)(l))2)z−
N
4

l((∇h(py)(l))2)z =
(−1)N

4
< Dl,D(∇h(py)(l))2 >, (4.33)

where l̃ := ldz ∈ G̃ ∗(1|N),∇h(y)(l̃) := ∇h(y)(l)∂/∂ z ∈ G̃(1|N). If the corresponding gradient has the asymptotic expansion as |z| → ∞

∇h(py)(l̃)' (V2z2 +V1z+V0 +V−1z−1 +V−2z−2 + . . .)∂/∂ z, (4.34)

where py = 2,V j ∈C2(R2×ΛN
1 ;Λ0), j ∈ Z, j ≤ 2, are functional parameters, we can construct the Hamiltonian flow

dl/dy =−lz∇h(y)(l)− 4−N
2

l(∇h(y)(l))z +
(−1)N

2
< Dl,D∇h(y)(l)> (4.35)

in the framework of the classical AKS-theory. The constant Casimir invariant h(pt ) ∈ I(G̃ ∗(1|N)), pt = 0, generates the trivial flow

dl/dt = 0. (4.36)

The compatibility condition of these two flows for all y, t ∈ R is equivalent to the following system of two a priori compatible linear vector
field equations

∂ψ

∂y +∇h(y)(l) ∂ψ

∂ z + 1
2 < D∇h(y)(l),Dψ >= 0,

∂ψ

∂ t +∇h(t)(l) ∂ψ

∂ z + 1
2 < D∇h(t)(l),Dψ >= 0, (4.37)

or

∂ψ

∂y
+V

∂ψ

∂ z
+

1
2
< DV,Dψ >= 0,

∂ψ

∂ t
= 0, (4.38)

where ∇h(y)(l) := V, V = V (y, t,ϑ ;z) = V2z2 +V1z+V0, and ∇h(t)(l) = 0, for a smooth function ψ ∈C2(R2×ΛN
1 ;Λ0). In this case we

have the evolutions

dz
dy =V − 1

2 < θ ,DV >, dϑ

dy = 1
2 (DV ),

dz
dt = 0, dθ

dt = 0. (4.39)

Under the diffeomorphism z 7→ z−α−< θ ,η >:= λ and ϑ 7→ ϑ +η := ϑ̃ , η := (η1, . . . ,ηN)
>, ϑ̃ := (ϑ̃1, . . . , ϑ̃N)

>, on T1|N
C , generated

by the functions α := α(y, t) ∈C3(R2;Λ0) and η := η(y, t) ∈C3(R2;ΛN
1 ), the equations (4.38) are rewritten as

∂ψ

∂y +W ∂ψ

∂λ
+ 1

2 < D̃W, D̃ψ >= 0,

∂ψ

∂ t −U ∂ψ

∂λ
− 1

2 < D̃U, D̃ψ >= 0, (4.40)

where W :=W (y, t, ϑ̃ ;λ ) =W2λ 2+W1λ +W0, U :=U(y, t, ϑ̃), D̃ := (Dϑ1 , . . . ,DϑN )
> and D

ϑ̃i
:= ∂

∂ ϑ̃i
+ ϑ̃i

∂

∂λ
, i = 1,N. Taking into account

the equations (4.39) and

dλ

dy =W − 1
2 < θ̃ , D̃W >, dϑ̃

dy = 1
2 (D̃W ), (4.41)

dλ

dt =−U + 1
2 < θ̃ , D̃U >, dϑ̃

dt =− 1
2 (D̃U),

one obtains the function W in the following form

W = Ṽ+< η , D̃Ṽ >−∂α

∂y
+< η ,

∂η

∂y
>, (4.42)

Ṽ := Ṽ (y, t, ϑ̃ ;λ ) = V (y, t,ϑ ;z)|z=λ+α+<θ ,η>, ϑ=ϑ̃−η
.

Here the superderivatives transform by the rules

Dϑi = D
ϑ̃i
−2ηi∂/∂λ , i = 1,N,
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and the functions α and η obey the relationships

∂α

∂ t
−< η ,

∂η

∂ t
>=U,

∂η

∂ t
=−1

2
(D̃U). (4.43)

If W2 := 1 and U := 1/2exp ϕ , ϕ := ϕ(y, t,ϑ), the compatibility condition for the first order partial differential equations (4.40) leads to the
following Lax–Sato integrable superanalogs of the Liouville heavenly type equations:

ϕyt = exp ϕ− 1
4

N

∑
i=1

(
∂

∂ ϑ̃i
ϕy

)(
∂

∂ ϑ̃i
exp ϕ

)
(4.44)

for W0 = 1, and

ϕyt −ϕtt = exp ϕ− (4.45)

−1
4

N

∑
i=1

(
∂

∂ ϑ̃i
(ϕy−ϕt)

)(
∂

∂ ϑ̃i
exp ϕ

)
,

for W0 =−1/2exp ϕ. Owing to the relationship (4.33), the element l̃ ∈ G̃ ∗(1|N) can be found explicitly. For example, in the case of N = 1 it
has the form

l(y, t,ϑ1;z) = z−4(ϑ1(1−2v1z−1 +(3v2
1−2v0)z−2)+

+β1/2+(β0/4−9β1v1/8)z−1),

where V2 := 1 and V j := v j +ϑ1β j, j = 0,1. Whence, one has the following proposition.

Proposition 4.2. The super Liouville equations (4.44) and (4.45) are Hamiltonian flows on the co-adjoint space G̃ ∗(1|N), generated by the

seed element (4.41) and is equivalently representable as the Lax–Sato compatible linear system (4.40) on the space C2(R2×ΛN
1 ;Λ0).

5. Integrability, bi-Hamiltonian structures and the classical Lagrange–d’Alembert principle

It is evident that all evolution flows like (2.16) or (2.20) are Hamiltonian with respect to the second Lie–Poisson bracket (2.10) on the adjoint
loop space G̃ ∗ = d̃i f f

∗
(Tn

C). Moreover, they are poly-Hamiltonian on the corresponding functional manifolds, as the related bilinear
form (2.2) is marked by integers s ∈ Z. This leads to [75] an infinite hierarchy of compatible Poisson structures on the phase spaces,
isomorphic, respectively, to the orbits of a chosen seed element l̃ ∈ G̃ ∗ or of a seed element l̃ ∈ G̃ ∗. Since all these Hamiltonian flows possess
an infinite hierarchy of commuting nontrivial conservation laws, one can prove their formal complete integrability under naturally formulated
constraints. The corresponding analytical expressions for the infinite hierarchy of conservation laws can be retrieved from the asymptotic
expansion (2.14) for Casimir functional gradients by employing the well-known [6, 5, 45, 75] formal homotopy technique.
In his book "Mecanique analytique", v.1-2, published in 1788 in Paris, Lagrange formulated one of the basic, most general, differential
variational principles of classical mechanics, expressing necessary and sufficient conditions for the correspondence of the real motion of a
system of material points, subjected to ideal constraints and applied active forces. Within the d’Alembert–Lagrange principle the positions
of the system in its real motion are compared with infinitely close positions permitted by the constraints at a given time.
According to the d’Alembert–Lagrange principle, during a real motion of a system of N ∈ Z+ particles with masses m j ∈ R+, j = 1,N,

the totality elementary work performed by the given active forces F( j), j = 1,N, and by the forces of inertia for all the possible particle
displacements δx( j) ∈ E3, j = 1,N, is equal to or less than zero:

∑
j=1,N

< F( j)−m j
d2x( j)

dt2 ,δx( j) > ≤ 0 (5.1)

at any moment of time t ∈ R, where < ·, ·> denotes the standard scalar product in the three-dimensional Euclidean space E3. Equality in
(5.1) is valid for the possible reversible displacements, the symbol≤ is valid for the possible irreversible displacements δx( j) ∈ E3, j = 1,N.
Equation (5.1) is the general equation of the dynamics of systems with ideal constraints; it comprises all the equations and laws of motion,
so that one can say that all dynamics is reduced to this single general formula.
This principle was established by J.L. Lagrange by generalizing the principle of virtual displacements with the aid of the classical d’Alembert
principle. For systems subject to bilateral constraints, Lagrange used the formula (5.1) to deduce the general properties and laws of motion
of bodies, as well as the equations of motion, which he applied to solve a number of problems in dynamics including the problems of motions
of non-compressible, compressible and elastic liquids, thus combining “dynamics and hydrodynamics as branches of the same principle and
as conclusions drawn from a single general formula”.
As was first demonstrated in [31], in the last case of generalized reversible motions of a compressible elastic liquid in a simply-connected
open domain Ωt ⊂ Rn with the smooth boundary ∂Ωt , t ∈ R, in space Rn,n ∈ Z+, the expression (5.1) can be rewritten as

δW (t) :=
∫

Ωt

< l(x(t);λ ),δx(t)> dnx(t) = 0 (5.2)

for all t ∈ R. Here l(x(t);λ ) ∈ T̃ ∗(Rn)' G̃ ∗ is the corresponding virtual vector “reaction force”, exerted by the ambient medium on the
liquid and called a seed element, which is here assumed to depend meromorphically on a constant complex parameter λ ∈ C. If we suppose
that the evolution of liquid points x(t) ∈Ωt is determined for any parameters λ 6= µ ∈ C by the generating gradient type vector field

dx(t)
dt

=
µ

µ−λ
∇h( l(µ))(t;x(t)) (5.3)
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and the Cauchy data

x(t)|t=0 = x(0) ∈Ω0

for an arbitrarily chosen open one-connected domain Ω0 ⊂Tn with the smooth boundary ∂Ω0 ⊂Rn and a smooth functional h : T̃ ∗(Rn)→R,
the Lagrange–d’Alembert principle says: the infinitesimal virtual work (5.2) equals zero for all moments of time, that is δW (t) = 0 =
δW (0) for all t ∈ R. To check this, let us calculate the temporal derivative of the expression (5.2):

d
dt δW (t) = d

dt
∫

Ωt
< l(x(t);λ ),δx(t)> dnx(t) =

= d
dt
∫

Ω0
< l(x(t);λ ),δx(t)> | ∂ (x(t)

∂x0
|dnx(0) =

∫
Ω0

d
dt (< l(x(t);λ ),δx(t)> | ∂ (x(t)

∂x0
|)dnx(0) =

=
∫

Ω0
[ d

dt < l(x(t);λ ),δx(t)>+< l(x(t);λ ),δx(t)> div K̃(µ)]| ∂ (x(t)
∂x0
|dnx(0) =

=
∫

Ωt
[ d

dt < l(x(t);λ ),δx(t)>+< l(x(t);λ ),δx(t)> div K̃(µ)]dnx(t) = 0,

(5.4)

if the condition
d
dt

< l(x(t);λ ),δx(t)>+< l(x(t);λ ),δx(t)> div K̃(µ;λ ) = 0 (5.5)

holds for all t ∈ R, where

K̃(µ;λ ) :=
µ

µ−λ
∇h( l̃(µ)) =

µ

µ−λ
< ∇h( l(µ)),

d
dx

> (5.6)

is a vector field on Rn, corresponding to the evolution equations (5.3). Taking into account that the full temporal derivative d/dt :=
∂/∂ t +LK̃(µ;λ ), where LK̃(µ;λ ) = iK̃(µ;λ )d +diK̃(µ;λ ) denotes the well known [1, 5, 29] Cartan expression for the Lie derivation along the
vector field (5.6), can be represented as µ,λ → ∞, |λ/µ|< 1 in the asymptotic form

d
dt
∼ ∑

j∈Z+

µ
− j ∂

∂ t j
+ ∑

j∈Z+

µ
− j LK̃ j(λ

, (5.7)

the equality (5.5) can be equivalently rewritten as an infinite hierarchy of the following evolution equations

∂ l̃(λ )/∂ t j :=−ad∗K̃ j(λ )+
l̃(λ ) (5.8)

for every j ∈ Z+ on the space of differential 1-forms Λ̃1(Rn)' G̃ ∗, where l̃(λ ) :=< l(x;λ ),dx >∈ Λ̃1(Rn)' G̃ ∗, G̃ : = d̃i f f (Rn) is the
Lie algebra of the corresponding loop diffeomorphism group D̃i f f (Rn). From (5.6) one easily finds that

K̃ j(λ ) = ∇h( j)( l̃) (5.9)

for λ ∈ C and any j ∈ Z+, the evolution equations (5.8) transform equivalently into

∂ l̃(λ )/∂ t j :=−ad∗
∇h( j)( l̃)+

l̃(λ ), (5.10)

allowing to formulate the following important Adler–Kostant–Symes type [6, 5, 7, 75, 62, 61] proposition.

Proposition 5.1. The evolution equations (5.10) are completely integrable mutually commuting Hamiltonian flows on the adjoint loop space
G̃ ∗ for a seed element l̃(λ ) ∈ G̃ ∗, generated by Casimir functionals h( j) ∈ I(G̃ ∗), naturally determined by conditions ad∗

∇h( j)( l̃)
l̃(λ ) = 0,

j ∈ Z+, with respect to the modified Lie-Poisson bracket on the adjoint space G̃ ∗

{(l̃, X̃),(l̃,Ỹ )} := (l̃, [X̃ ,Ỹ ]R),

defined for any X̃ ,Ỹ ∈ G̃ by means of the canonical R-structure on the loop Lie algebra G̃ :

[X̃ ,Ỹ ]R := [X̃+,Ỹ+]− [X̃−,Ỹ−], (5.11)

where ”Z̃±” means the positive (+)/(-)-negative part of a loop Lie algebra element Z̃ ∈ G̃ subject to the loop parameter λ ∈ C.
If, for instance, we consider the first two flows from (5.10) in the form

∂ l̃(λ )/∂ t1 := ∂ l̃(λ )/∂y =−ad∗
∇h(y)( l̃)

l̃(λ ), (5.12)

∂ l̃(λ )/∂ t2 := ∂ l̃(λ )/∂ t =−ad∗
∇h(t)( l̃)

l̃(λ ),

where

∇h(y)(l̃) := ∇h(1)(l̃)|+, ∇h(t)(l̃) := ∇h(t)(l̃)|+,

which are by construction commuting, from their compatibility condition one obtains a system of nonlinear partial differential equations for
the coefficients of the seed element l̃(λ ) ∈ G̃ ∗. As this system is equivalent to the Lax–Sato compatibility condition for the corresponding
vector fields ∇h(y)(l̃) and ∇h(t)(l̃) ∈ G̃ :

[∂/∂y+∇h(y)( l̃), ∂/∂ t +∇h(t)( l̃)] = 0, (5.13)

from (5.13) we obtain a system of nonlinear equations in partial derivatives (often called heavenly) that was analyzed in a series of articles
[39, 9, 46, 47, 48, 65, 66, 42, 73, 74] and more recently in [11, 9, 10, 33]. These works are closely related to the problem of constructing
a hierarchy of commuting vector fields, analytically depending on a complex parameter λ ∈ C, which was posed in 1928 by the French
mathematician M.A. Buhl [13, 14, 15] and in general form studied and completely solved by M.G. Pfeiffer in [50, 51, 52, 53, 54, 55].
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Abstract

One can often see caustic by reflection in nature but it is rather hard to understand the way
of how caustic arise and which geometric properties of a mirror surface define geometry of
the caustic. The caustic by reflection has complicated topology and much more complicated
geometry. From engineering point of view the geometry of caustic by reflection is important
for antenna’s theory because it can be considered as a surface of concentration of the
reflected wave front. In this paper we give purely geometric description of the caustics of
wave front (flat or spherical) after reflection from mirror surface. The description clarifies
the dependence of caustic on geometrical characteristics of a surface and allows rather
simple and fast computer visualization of the caustics in dependence of location of the rays
source or direction of the pencil of parallel rays.

Introduction

The caustic of reflected wave front is the envelope of the family of rays emitted from a given point O (source) and reflected by smooth
surface S (mirror). This type of caustics are called by catacaustics or caustics by reflection. There are a number of research on caustics and
catacaustics. Mostly, the authors were interested in topology of the caustic [1, 3]. Nice research concerning location of the catacaustic inside
compact convex body one can find in [2]. The catacaustics of a canal surfaces were studied in [4]. The caustics of a translation surfaces were
considered in [6]. The caustics on spheres and cylinders of revolution were studied in [7]. A survey on the theory of caustics and wave
front propagations with applications to geometry one can found in [5]. The catacaustics from engineering viewpoint in connection with
antenna’s technologies have been studied in [8]. The research presented in the mentioned above papers do not use the parametric equation of
the caustic.
In this paper, we show that to find the caustic of reflected rays of a surface we should consider a ”virtual deformation” of the mirror and its
second fundamental form under influence of the incident pencil of rays. This approach allowed to give an explicit parameterization of the
caustic of the reflected front in geometric terms of the mirror surface (Theorem 1, Theorem 2).

1. Caustics by reflected in case of flat incident front

Let us be given a regular surface S parameterized by vector-function r : D2(u1,u2)→ S ⊂ E3. Let n be the unit normal vector field of S
oriented in such a way that the support function is positive (the origin is in positive half-space with respect to each tangent plane). Suppose
a (|a|= 1) is a unit normal to a flat front incident on the surface and such that the dot-product (a,n)< 0. If b is the direction of reflected ray,
then

b = a−2(a,n)n. (1.1)

We also suppose that at initial time t = 0 the incident front F0 passes through the origin. Let L be the distance that each ”photon” of F0
passes along the ray in direction of a. The front Ft reaches the surface S if L≥ (r,a). Denote by λ the distance that each ”photon” of the
front Ft passes after reflection. Then evidently (r,a)+λ = L and hence

λ = L− (r,a). (1.2)
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Therefore, the parametric equation of the reflected front is

ρ = r+λ ·b (λ ≥ 0). (1.3)

The following assertion simplifies calculations.

Lemma 1.1. Denote by gi j and Bi j the matrices of the first and the second fundamental forms of a regular surface S⊂ E3, respectively. A
caustic of the reflected front of the surface S is the same as a focal set of a surface with the first and second fundamental forms given by

g∗i j = gi j− (∂ jr,a)(∂ir,a), B∗i j =−2cosθBi j. (1.4)

Proof. Let

ρ = r+λ ·b (λ ≥ 0) (1.5)

be a parametric equation of the reflected front, where b is given by (1.1). Let us show that b is a unit normal vector field of the reflected front.
Indeed,

∂iρ = ∂ir+∂iλ ·b+λ ·∂ib (1.6)

and hence (∂iρ,b) = (∂ir,b)+∂iλ = (∂ir,b)− (∂ir,a) = 0. Let g and B are the first and the second fundamental forms of S. Denote by g∗

and B∗ the first and the second fundamental forms of the reflected front. Denote, in addition, b∗i j = (∂ib,∂ jb) and cosθ = (a,n). Then

g∗i j = gi j +4λ cosθBi j +λ
2b∗i j− (∂ir,a)(∂ jr,a), B∗i j =−2cosθBi j +λb∗i j.

To prove this, remark that g∗i j = (∂iρ,∂ jρ). From (1.1) and (1.2) it follows that

∂ib =−2(a,∂in)n−2(a,n)∂in, ∂iλ =−(∂ir,a), ∂iρ = ∂ir− (∂ir,a)b+λ∂ib.

Thus we have

B∗i j =−
(

∂iρ,∂ jb
)
=−

(
∂ir+∂iλ ·b+λ ·∂ib,∂ jb

)
=−(∂ir,∂ jb)−λb∗i j =−2(a,n)Bi j−λb∗i j,

g∗i j = (∂iρ,∂ jρ) =
(

∂ir− (∂ir,a)b+λ∂ib,∂ jρ
)
=
(

∂ir,∂ jρ
)
+λ

(
∂ib,∂ jρ

)
= gi j− (∂ jr,a)(∂ir,a)+2λ (a,n)Bi j−λB∗i j.

The caustic of reflected front is nothing else but its focal surface. The latter is formed by striction lines of ruled surface generated by the unit
normal vector field along lines of curvature of the reflected front. It is well known that Gaussian curvature of the latter ruled surface has to be
zero. If X = X1∂1ρ +X2∂2ρ is tangent to line of curvature of the reflected front, then the condition on Gaussian curvature takes the form

(∂X ρ,∂X b,b) = (∂X r− (X ,a)b+λ∂X b,∂X b,b) = (∂X r,∂X b,b) = 0. (1.7)

The condition (1.7) does not depend on λ and is equivalent to the condition on X to be tangent to principal direction of the reflected front at
the initial moment, when the reflected front and the mirror surface coincide pointwise, i.e. when λ = 0. As a consequence, the caustic can be
found as a focal surface of reflected front at the moment λ = 0. Therefore, to find the caustic we can take

g∗i j = gi j− (∂ jr,a)(∂ir,a), B∗i j =−2cosθBi j,

where cosθ = (a,n) is the angle function between the incident rays and the unit normal vector field of the surface.

Theorem 1.2. Let S be a regular surface of non-zero Gaussian curvature parameterized by position-vector r and n be a the unit normal
vector field of S. Denote by a (|a|= 1) a direction of incident rays. Then there exist two caustics of the reflected front and their parametric
equations can be given by

ξ
∗ = r+

1
k∗i

b (i = 1,2),

where b = a−2(a,n)n is a direction of reflected rays and k∗i are the roots of the equation

(k∗)2 +2cosθ
(
2H + kn(at) tan2

θ
)
k∗+4K = 0,

where H is the mean curvature, K is the Gaussian curvature and kn(at) is the normal curvature of the surface in a direction of tangential
projection of the incident rays.

Proof. Introduce on the surface the curvature coordinates (u1,u2). Then

g =

(
g11 0
0 g22

)
, B =

(
k1g11 0

0 k2g22

)
,

where k1 and k2 are the principal curvatures of the surface S. Introduce the orthonormal frame

e1 =
1
√

g11
∂1r, e2 =

1
√

g22
∂2r, e3 = n. (1.8)

Decompose a = a1e1 +a2e2 +a3e3 (a2
1 +a2

2 +a2
3 = 1). We have

B∗ =−2a3

(
k1g11 0

0 k2g22

)
, g∗ =

(
g11(1−a2

1) −√g11g22a1a2

−√g11g22a1a2 g22(1−a2
2)

)
.
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Figure 1.1: Caustic of the hemi-sphere when the rays are parallel to the hemi-sphere axis of symmetry (left) and non parallel to this axis (right)

Then, evidently,
detg∗ = g11g22(1−a2

1−a2
2) = g11g22a2

3.

The Weingarten matrix is

A∗ =− 2
a3

 (1−a2
2)k1 a1a2k2

√
g22
g11

a1a2k1

√
g11
g22

(1−a2
1)k2

 .

Thus, the characteristic equation on k∗i takes the form

(k∗)2 +
2
a3

(
(a2

1 +a2
3)k1 +(a2

2 +a2
3)k2

)
k∗+4k1k2 = 0,

or

(k∗)2 +2a3

(
k1 + k2 +

a2
1k1 +a2

2k2

a2
3

)
k∗+4k1k2 = 0.

It remains to notice that k1 + k2 = 2H, k1k2 = K, a2
1k1 +a2

2k2 = B(at ,at) = kn(at)g(at ,at) = kn(at)sin2
θ and a3 = cosθ . As a result, we

obtain
(k∗)2 +2cosθ

(
2H + kn(at) tan2

θ
)
k∗+4K = 0.

If we denote by k∗i the roots, then the equation of caustic of the reflected front takes the form

ξ
∗
i = r+

1
k∗i

b.

Evidently, k∗1k∗2 = 4K and hence, if K 6= 0, then both of caustics exit.

Example 1.3. The sphere of radius 1. We have k1 = k2 = 1, K = 1,H = 1, kn(at) = 1 and hence the equation on k∗ takes the form

(k∗)2 +2
(

cosθ +
1

cosθ

)
k∗+4 = 0

with evident solutions k∗1 =−2cosθ , k∗2 =− 2
cosθ

So, the parametric equations of caustics of the reflected front take the forms

ξ
∗
1 = r− 1

2cosθ
b, ξ

∗
2 = r− cosθ

2
b.

Take a local parameterization for the sphere as r = {cosucosv,cosusinv,sinu} and suppose a = {0,0,1}. Then cosθ = (a,n) = −sinu
where u ∈ (0,π/2). Thus, we have two caustics

ξ
∗
1 =

{
0,0,

1
2sinu

}
, ξ

∗
2 =

{
cos3 ucosv,cos3 usinv,

sinu
2

(2cos2 u+1)
}
.

The first caustic degenerates into a straight line, the second one is a surface of revolution generated by the caustic of plane circle (see Figure
1.1)

Example 1.4. General surface of revolution.We have

r = {x(u)cos(v),x(u)sin(v),z(u)},
(
(x′)2 +(z′)2 = 1

)
and let a = {0,0,1}. Then

e1 = {x′ cosv,x′ sinv,z′},
e2 = {−sinv,cosv,0},
e3 = {−z′ cosv,−z′ sinv,x′}

and hence a = z′e1 + x′e3, i.e. a1 = z′,a2 = 0,a3 = x′. The equation on k∗ takes the form

(k∗)2 +2
( k1

a3
+a3k2

)
k∗+4k1k2 = 0
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with evident solutions k∗1 =− 2k1
a3

, k∗2 =−2a3k2. The caustics are

ξ
∗
1 = r− a3

2k1
b, ξ

∗
2 = r− 1

2k2a3
b,

where
b = a−2a3n = z′e1− x′e3 = {2x′z′ cosv,2x′z′ sinv,(z′)2− (x′)2}.

So we have

ξ
∗
1 =

{(
x− (x′)2z′

(z′′x′− z′x′′)

)
cosv,

(
x− (x′)2z′

(z′′x′− z′x′′)

)
sinv,z− x′((z′)2− (x′)2)

2(z′′x′− z′x′′)

}
, ξ

∗
2 =

{
0,0,z− x((z′)2− (x′)2)

2x′z′

}
The ξ ∗1 is a surface of revolution generated by caustic of curve on a plane in case when incident rays are parallel to the axis of revolution.
The caustic ξ ∗2 is the degenerated one.

Example 1.5. Translation surface. Let us be given a translation surface r = {x,y, f (x)+h(y)} and suppose a = {0,0,1}. Then

n =−
∂xr×∂yr
|∂xr×∂yr|

=
1√

1+ f 2
x +h2

y

{ fx,hy,−1}

and
b =

1
1+ f 2

x +h2
y
{2 fx,2hy,−1+ f 2

x +h2
y}.

A direct computation show that in this case

g∗ =
(

1 0
0 1

)
, B∗ =

2
1+ f 2

x +h2
y

(
− fxx 0

0 −hyy

)
and hence

1
k∗1

=−
1+ f 2

x +h2
y

2 fxx
,

1
k∗2

=−
1+ f 2

x +h2
y

2hyy
.

Therefore, the equations of caustics take the forms

ξ
∗
1 = {x,y, f (x)+h(y)}− 1

2 fxx
{2 fx,2hy,−1+ f 2

x +h2
y},

ξ
∗
2 = {x,y, f (x)+h(y)}− 1

2hyy
{2 fx,2hy,−1+ f 2

x +h2
y}.

In partial case of the hyperbolic paraboloid r =
{

x,y, 1
2 x2− 1

2 y2} we have fx = x, fxx = 1,hy =−y,hyy =−1 and after simplifications we
get

ξ
∗
1 =

{
0,2y,

1
2
− y2

}
, ξ

∗
1 =

{
2x,0,x2− 1

2

}
.

The caustics degenerate into two parabolas (See Figure 1.2). In partial case of elliptic paraboloid r =
{

x,y, 1
2 x2 + 1

2 y2} the both caustics
degenerate into one point

(
0,0, 1

2
)

(see Figure 1.3 for the other cases)

Figure 1.2: Reflected caustics of hyperbolic paraboloid in case of incident rays parallel to the axis of symmetry (left) and non-parallel to this axis (right)

Example 1.6. Cylinder over curve in a plane. Consider a cylinder based on a naturally parameterized curve γ(s) in xOy plane and suppose
the rulings are directed along the Oz axis. Then the parametric equation of the cylinder is r = γ + t e3. Denote by τ = γ ′s and ν the Frenet
frame of the curve. The orthonormal tangent frame of the surface consists of τ and e3. The unit normal vector field of the surface is ν .
Suppose a⊥e3. Then the decomposition of a with respect to the frame τ, e3, ν takes the form

a = sinθ τ + cos θ ν .

The principal curvatures of this kind of cylinder are k1 = k(s) and k2 = 0, where k(s) is the curvature of γ . Hence K = 0, 2H = k(s). In
addition, the first and second fundamental forms are

g =

(
1 0
0 1

)
, B =

(
k(s) 0

0 0

)
,
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Figure 1.3: Two reflected caustics of elliptic paraboloid in case of incident rays parallel non-parallel to the axis of symmetry

respectively. Thus we have the following equation on k∗

(k∗)2 +2
(

k(s) cos θ +
1

cos θ
k(s)sin2

θ

)
k∗ = 0.

We have two solutions

(1) k∗ = 0, (2) k∗ =− 2k(s)
cos θ

.

The solution (1) gives rise to ”caustic” at infinity. The solution (2) gives rise to cylinder over caustic of the curve γ

ξ
∗ = r− cos θ

2k(s)
(sinθ τ− cos θ ν) = r+

(a,ν)
2k(s)

(−(a,τ)τ +(a,ν)ν) ,

which is the same as one can find in textbooks (see, e.g. [10], p. 109).

2. Caustics by reflection in case of spherical incident front.

In this section we consider the case when the source of the rays is located at the origin.

Theorem 2.1. Let S be a regular surface parameterized by position-vector r and n be a the unit normal vector field of S. Denote by
a = r

r (r = |r|) a direction of incident rays. Denote by k∗i (i = 1,2) the solutions of(
k∗+

1
r

)2
+2cosθ

(
2H + kn(at) tan2

θ
)(

k∗+
1
r

)
+4K = 0,

where H is the mean curvature, K is the Gaussian curvature and kn(at) is the normal curvature of the surface in a direction of tangential
projection of the incident rays. Then, over each local domain where k∗i 6= 0, the parametric equations of caustics of the reflected front can be
given by

ξ
∗
i = r+

1
k∗i

b,

where b = a−2(a,n)n is a direction of the reflected rays .

Proof. By Lemma 1.1, we can restrict our research to the case λ = 0. Denote r = |r|. After computations we get

g∗i j = gi j− (∂ jr,a)(∂ir,a), B∗i j =−2cosθBi j− (∂ir,∂ jb) =−2cosθBi j−
1
r

g∗i j (2.1)

This means that in this case the Weingarten matrix W ∗ takes the form

W ∗ = A∗− 1
r

E,

where A∗ is a matrix of the same structure as the Weingarten matrix of the flat front. The equation on k∗ take the form

det
(

A∗−
(

k∗+
1
r

)
E
)
= 0

or (
k∗+

1
r

)2
+2cosθ

(
2H + kn(at) tan2

θ

)(
k∗+

1
r

)
+4K = 0 (2.2)

If we denote by k∗i the solution for (2.2), then the parametric equation of the caustic takes the form

ξ
∗
i = r+

1
k∗i

b

provided that k∗i 6= 0 over a local domain.

Example 2.2. The sphere of radius 1 centered at the origin. Suppose the emitting point is at the origin and hence

r = 1,a = r =−n, θ = π,H = K = 1.

Then the equation on k∗ takes the form (k∗+1)2−4(k∗+1)+4 = 0, i.e. k∗ = 1 and hence ξ ∗ = r+n = 0.
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Figure 2.1: Caustic inside the sphere when the source is located not far from the center (left). This caustic itself (right)

Figure 2.2: Caustic inside the three-axis ellipsoid when the source is located not far from the center of symmetry

If the source does not located at the center, the caustic of reflected front has rather complicated structure, see Figure 2.1.
Inside three-axis ellipsoid in case of source does not located at the center of symmetry (but not too far from it), the caustic can be seen at
Figure 2.2.

Example 2.3. Cylinder over curve in a plane. Consider a cylinder based on a naturally parameterized curve γ(s) in xOy plane and suppose
the rulings are directed along the Oz axis. Then the parametric equation of the cylinder is r = γ + t e3. Denote by τ = γ ′s and ν the Frenet
frame of the curve. The orthonormal tangent frame of the surface consists of τ and e3. The unit normal vector field of the surface is ν .
Denote r = |r| and a = r

r . Then the decomposition of a with respect to the frame τ, e3, ν takes the form

a = sinθ cosα τ + sinθ sinα e3 + cos θ ν .

As it well known, the principal curvatures of this kind of a cylinder are k1 = k(s) and k2 = 0, where k(s) is the curvature of γ . Hence
K = 0, 2H = k(s). In addition, the first and second fundamental forms are

g =

(
1 0
0 1

)
and B =

(
k(s) 0

0 0

)
,

respectively. Thus we have the equation on k∗ of the following form

(
k∗+

1
r

)2
+2
(

k(s) cos θ +
1

cos θ
k(s)sin2

θ cos2
α

)(
k∗+

1
r

)
= 0.

We have two solutions

(1) k∗ =−1
r

(2) k∗ =−1
r
− 2k(s)

cos θ

(
cos2

θ + sin2
θ cos2

α

)
.

The cross-section α = 0 is the caustic of rays reflected by the curve γ in xOy- plane. The equation takes the form

ξ
∗ = r− cos θ

cosθ

r +2k(s)
(sinθ τ− cos θ ν) = r+

(r,ν)
(r,ν)+2r2k(s)

(−(r,τ)τ +(r,ν)ν) ,

which is the same as one can find in textbooks (see, e.g. [10], p. 109).

3. Conclusion

In this paper we have found exact and simple parameterization of caustics of reflected wave fronts by using purely geometric approach. Now
we know which geometric characteristic of a mirror surface define geometry of the caustic, how the location of the surface with respect
to incident pencil of rays changes the caustic. As a byproduct, the results allow to get fast and exact formulas for computer simulation of
caustics of reflected fronts that can be used both in geometry and engineering. The examples approve the calculations and have nice visual
representations.



Journal of Mathematical Sciences and Modelling 137

References

[1] J. W. Bruce, P. J. Giblin, C. G. Gibson. On caustics by reflexion, Topology 21(2) (1982), 179–199.
[2] Chr. Georgiou, Th. Hasanis, D. Koutroufiotis. On the caustic of a convex mirror. Geometriae Dedicata 28 (1988), 153–169.
[3] S. Izumiya, Perestroikas of optical wave fronts and graphlike Legendrian unfoldings. J. Differential Geom. 38 (1993) 485–00.
[4] S. Izumiya, M. Takahashi. On caustics of submanifolds and canal hypersurfaces in Euclidean space. Topology and its Applications, 159 (2012) 501 –

508.
[5] S. Izumiya, M. Takahashi, Caustics and wave front propagations: Applications to differential geometry, in: Geometry and Topology of Caustics. Banach

Center Publ. 82 (2008), 125–142.
[6] J. Chen, H. Liu, J. Miao. Caustics of translation surfaces in Euclidean 3-space. Nonlinear Sci. Appl., 10 (2017), 5300 – 5310. doi:10.22436/jnsa.010.10.16
[7] G. Glaeser. Refections on spheres and cylinders of revolution. Journal for Geometry and Graphics. 3(2) (1999), 121 – 139.
[8] D. R. J. Chillingworth, G. R. Danesh-Narouie, B. S. Westcott. On Ray-Tracing Via Caustic Geometry. IEEE transactions on antennas and propagation.

38(5) May 1990, 625 - 632
[9] M. Kokubu, W. Rossman, M. Umehara and K. Yamada. Flat fronts in hyperbolic 3-space and their caustics, J. Math. Soc. Japan 59(1) (2007), 265 – 299

[10] Rovenski V.: Geometry of Curves and Surfaces with MAPLE. Birkhäuser Boston, 2000.
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