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Foreword

THE FIRST YEAR OF BILINGUAL TEKNİK DERGİ

In line with a decision taken in 2017 to convert Teknik Dergi into a bilingual periodical, 
bilingual publication has started with the January 2018 issue, following a period of 
preparatory arrangements. Initially, the Board had been concerned about the possible 
complications caused by this conversion. Fortunately, no complications have taken place 
and the first year of bilingual publication could be completed smoothly and successfully.

One major concern was a sustainable inflow of English manuscripts. First year 
observations indicated no need for concern. Two thirds of the manuscripts received that 
year were in English. In other words, the number of English manuscripts doubled the 
Turkish ones.  However, it is not granted that this tendency will continue. The Board 
has the impression that the potential authors were initially enthusiastic to submit English 
manuscripts without paying the due attention to the quality of contents and the drafting 
rules. Consequently, the decline rate was higher for the English manuscripts compared 
to that for the Turkish ones. These fluctuations are expected to settle gradually and the 
authors to observe the Teknik Dergi principles and paper drafting rules more carefully. 
Consequently, the number of submitted manuscripts will possibly decrease a little and the 
manuscript quality will probably improve.

Most of the manuscripts submitted by foreign authors had to be declined probably 
because of their authors underestimating Teknik Dergi publication policies and standards. 
Originality is another concern for the scientifically high quality manuscripts submitted by 
foreigners. The Board may sometimes be in doubt if the paper might have been published 
elsewhere. However, the “Statement of Originality” signed by the author(s) is expected 
to warn the authors about the ethical requirements of Teknik Dergi.

An important objective of the bilingual publication policy is to enlarge Teknik Dergi 
audience by reaching the international civil engineering community and thus to increase 
citation and the impact factor. Although a short term observation is not a reliable indication, 
the Board tends to interpret the minor improvement recently observed optimistically.

Besides its printed copy distribution, Teknik Dergi has also been published electronically 
for a considerable while. Realising the popularity and effectiveness of electronic 
publishing, the Board has recently decided to limit the printed copy distribution to a list of 
selected bodies including university libraries and civil engineering chairs in Turkey. All 
members of the Turkish Chamber of Civil Engineers will be notified about the publication 
of each issue and a link will be given, since Teknik Dergi is a free access publication.

With our best wishes…

Tuğrul Tankut
On behalf of the Editorial Board
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Residual Displacement Demand Evaluation from 
Spectral Displacement* 
 
 
Müberra ESER AYDEMİR1 
Cem AYDEMİR2 
 
 
ABSTRACT 

In this study, residual displacement demands are investigated for SDOF systems with a period 
range of 0.1-3.0 s for near-field and far-field ground motions. The effects of stiffness 
degradation and post yield stiffness ratio in residual displacements are investigated. The 
modified-Clough model is used to represent structures that exhibit significant stiffness 
degradation when subjected to reverse cyclic loading. The elastoplastic model is used to 
represent non-degrading structures. For inelastic time history analyses, Newmark’s step by 
step time integration method was adapted in an in-house computer program. Based on time 
history analyses, a new simple equation is proposed for residual displacement demand of a 
system as a function of structural period (T), ductility (µ), strain hardening ratio (α) and 
spectral displacement (Sd).   

Keywords: Residual displacement, stiffness degradation, ductility demand, spectral 
displacement. 

 

1. INTRODUCTION 

Although it is preferable to design a structure that behaves elastically in the event of severe 
earthquake motions, current earthquake – resistant design provisions allow the nonlinear 
response of structures because of economic factors. Seismic design procedures aim at 
controlling earthquake damage to structural elements and many types of nonstructural 
elements by limiting lateral deformations on structures. Structural performance is usually 
estimated using peak deformation demands. However, the past earthquakes have shown that 
the excessive permanent lateral deformations at the end of the earthquake motion (i.e. 
residual displacement) of a system -in addition to peak demands- is one of the major 
parameters to determine whether the structural system can continue its function or the system 
should be strengthened/repaired or the system should be rebuilt. Besides, the necessity to 
                                                 
Note: 

- This paper has been received on October 16, 2017 and accepted for publication by the Editorial Board 
on October 09, 2018. 

- Discussions on this paper will be accepted by May 31, 2019. 
 https://dx.doi.org/10.18400/tekderg.344597 
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consider the residual displacements and residual drifts in seismic performance assessment is 
addressed in Vision 2000 (1995) and FEMA356 (2000) guidelines. Therefore, it is important 
to estimate residual structural displacement demands for the evaluation and rehabilitation of 
structures. 

Residual displacement ratios have been the topic of several investigations so far. The first 
well-known studies on residual displacement were conducted by Riddell and Newmark 
(1979a, b) pointing out that the magnitude of residual displacements is strongly affected by 
the unloading– reloading rules of the hysteresis model. Mahin and Bertero investigated the 
dispersion of the residual displacements of SDOF systems assuming a peak-ductility for each 
SDOF system (1981). MacRae and Kawashima (1997) worked on SDOF systems with 
ductility demands of 2, 4 and 6 for 11 ground motions. They concluded that post-yield 
stiffness has an important effect on the residual displacement levels. Similarly, to these 
previous studies, Pampanin et. al. (2002) worked on residual displacement ratios for 
equivalent SDOF systems for 20 earthquake motions and three different hysteretic models. 
They have concluded that without considering residual deformations, the performance of 
systems cannot be compared to other systems that sustain residual deformations. Ruiz Garcia 
and Miranda conducted the most extensive researches on residual displacement ratios for 
both SDOF and multistory structures (2005; 2006a, b; 2008). They proposed simplified 
expressions to estimate mean residual displacement ratios of existing structures and also, they 
reported that the amplitude and heightwise distribution of residual drift demands depend on 
the frame mechanism, structural overstrength and hysteretic behavior. Hatzigeorgiou et.al. 
(2011) and Christidis et.al. (2013) conducted parametric studies on SDOF systems to derive 
empirical equations for maximum displacement from residual displacements. More recently, 
Liossatou and Fardis (2014) investigated the effects of hysteresis rules representing the cyclic 
degradation of stiffness and strength and the energy dissipation of typical RC structures on 
residual displacement ratios whereas D’Ambrisi and Mezzi (2015) proposed a method to 
evaluate the residuals of the response parameters of a reinforced concrete plane frame. In a 
very recent study conducted by Ruiz Garcia and Guerrero (2017), a new functional form to 
estimate mean residual displacement ratios for soft soil sites is presented. 

As all of these previous studies mainly focus on the normalized residual displacement ratios, 
the main difference lies in the definition of these ratios. For the case of residual 
displacements, several normalization alternatives have been proposed by various researchers. 
Mahin and Bertero (1981) and Farrow and Kurama (2003) used yield displacement to 
normalize residual displacement and they called this ratio as the residual displacement 
ductility. MacRae and Kawashima (1997) used maximum possible residual displacement 
demand for normalization. Pampanin et.al. (2002), Ruiz Garcia (2004), Ruiz Garcia & 
Miranda (2005) and Borzi et.al. (2011) used the ratio of residual displacement to maximum 
inelastic displacement as the key parameter. Similarly, the ratio of residual displacement to 
elastic spectral displacement is used by Ruiz Garcia and Miranda (2005; 2006a, b; 2008); 
this ratio is called residual displacement ratio.   

The objective of this study is to present the results of an investigation conducted to provide 
more information on the residual displacement for degrading and non-degrading structures 
when subjected to near-field and far-field earthquake ground motions. In particular, this study 
tried to: (1) investigate SDOF systems with a period range of 0.1-3.0 s and five levels of 
ductility (µ = 2, 3, 4, 5, 6);  (2) focus on elastoplastic and stiffness degrading structures with 
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strain hardening ratios of α = -10%, -5%, -2%, 0, 2%, 5% and 10%;  (3) use a set of near-
field and far-field ground motions and (4) propose a new equation for residual displacement 
demands of SDOF systems as a function of spectral displacement (Sd), structural period (T), 
ductility ratio (µ) and post yield stiffness ratio (α).  

 

2. ANALYSIS PROCEDURE 

2.1. Hysteretic Behavior 

Numerous hysteretic models have been proposed to represent the cyclic behavior of 
reinforced concrete structures. One of the most common hysteretic models used for 
reinforced concrete structures is Modified-Clough model which is the improved form of the 
original model proposed by Clough and Johnston that includes the effect of stiffness 
degradation. This model is based on the Clough model, and several studies have concluded 
that the Modified-Clough model is more accurate and capable of reproducing the behavior 
of properly designed reinforced concrete structures (Miranda and Ruiz Garcia, 2002). The 
influence of stiffness degradation on the seismic demands of structures has been the topic of 
several studies (Clough and Johnston, 1966; Rahnama and Krawinkler, 1993; Gupta and 
Krawinkler, 1998; Gupta and Kunnath, 1998; Borzi et.al.,2011). In 2009, to enhance the 
understanding of degradation and dynamic instability by developing practical suggestions, 
where possible, to account for nonlinear degrading response in the context of current seismic 
analysis procedure FEMA P440A guideline was prepared (FEMA, 2009). Another research 
conducted by Ayoub and Chenouda (2009) has focused on the development of response 
spectra plots for inelastic degrading structural systems subjected to seismic excitations and 
conclusions regarding the behavior and collapse potential of different structural systems are 
drawn. Figure 1 shows the Elastoplastic (EP) and Modified-Clough (MC) hysteretic models.  

 
Fig. 1 - Load-deformation hysteretic models used in this study:  

(a) Elastoplastic (EP); (b) Modified-Clough (MC) 

 

The post yield stiffness ratio, α is the ratio of the post-yield stiffness of a SDOF system to its 
elastic stiffness. An (α) value larger than zero implies hardening behavior and smaller than 
zero implies softening behavior. P- effect caused by gravity loads acting on the deformed 
configuration of the structure will always lead to a decrease in stiffness and effective strength 
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and an increase in lateral displacements. If the P-delta effect causes a negative post-yield 
stiffness in any story, it may affect significantly the interstory drift and may lead to 
incremental collapse if the structure has not sufficient strength. Therefore, if certain target 
ductility is required, more strength must be provided for the structural system. In the present 
study, post yield stiffness ratios of α = -10%, -5%, -2%, 0, 2%, 5% and 10% are considered, 
respectively, to study the strain hardening / softening effect on residual displacements.  

 

2.2. Method of Analysis and Seismic Input 

The present study focuses on residual displacement demands of SDOF systems with 
Elastoplastic (non-degrading) (EP) and Modified-Clough (degrading) (MC) hysteretic 
behavior with linear hardening or softening. The dynamic equation of motion of an SDOF 
system is given by Eq. (1)  

s gmu cu f (u ) mu        (1) 

where m is the mass, u is the relative displacement, c is the viscous damping coefficient, ʃs(u) 
is the resisting force and üg is the acceleration of ground motion. Newmark’s step by step 
time integration method is adapted in an in-house computer program for inelastic time history 
analyses. Time history analyses were carried out with the time step selected as the minimum 
of followings; original earthquake ground motion time step, 1/25 of structural period and 
0.01 s. 

Seismic excitation consists of real near-field and far-field earthquakes.  A set of 70 near-field 
and 70 far-field acceleration time-histories are used in this study. The selection of near field 
and far field ground motions are based on the earthquakes given in ATC40 (1996) and ATC 
63 (2007) documents. Details of selected ground motions are listed in Tables 1 and 2. Also, 
Figure 2 shows the magnitude- source distance- PGA relation for the far field and near field 
ground motions, respectively.  

 
Fig. 2 - Magnitude- source distance- PGA relation for the used ground motions 
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These accelerograms are downloaded from the strong motion database of the Pacific 
Earthquake Engineering Research (PEER) Center (Last access 2017). Near-field seismic 
ground motions are usually characterized by intense velocity and displacement pulses; 
besides, forward directivity and permanent translation are generally the two main causes for 
the velocity pulses observed in near-field regions. Thus, the near-fault ground motion data 
set is evaluated in detail to distinguish records that contain pulse-like signal effects. The near-
field ground motion set used for the presented study consists of 30 records with pulse signal 
and 40 records without pulse signal. The residual displacement demands are described 
separately for near-fault records that either do or do not contain pulse signals.  

A total of 294000 analyses have been conducted for SDOF structures with period range of 
0.1-3.0 s, five levels of ductility (µ = 2, 3, 4, 5, 6), 140 ground motions, seven strain hardening 
ratios (α = -10%, -5%, -2%, 0, 2%, 5%, 10%) and two types of hysteretic behavior (EP and 
MC). 

 
 

3. RESULTS AND DISCUSSION 

As mentioned before, for residual displacement demands, several normalization alternatives 
have been proposed by various researchers. For simplicity, it is generally appropriate to 
normalize the residual displacements (Dres) with respect to elastic spectral displacement (Sd) 
of a SDOF system subjected to same acceleration time history which is called residual 
displacement ratio and is expressed as follows: 

res
s

d

DD
S

   (2) 

Thus, the results of conducted statistical study have been presented in the terms of residual 
displacement demands (Dres) and residual displacement ratios (Ds), respectively. The effects 
of analysis variables on these parameters are given below. 

 

3.1. Effect of Hysteretic Behavior 

3.1.1. Effect of stiffness degradation 

In Figure 3, variations of mean residual displacement demands (Dres) against ductility are 
shown for elastoplastic and Modified Clough hysteretic models with strain hardening ratio 
of 0%. The results are presented for far field ground motions set. It can be seen from the 
figure that; residual displacement demands of elastoplastic systems are almost always larger 
than degrading systems for all strain hardening ratios. 

The variations of mean residual displacement ratios (Ds) for Elastoplastic and Modified 
Clough hysteretic models for far field ground motion sets shown in Figure 4. It can be seen 
from the figures that mean residual displacement ratios are greater for elastoplastic systems 
than degrading systems for all strain hardening ratios. For all cases, it is observed that residual 
displacement ratios remain nearly constant for T > 0.5 s. For T<0.5 s, there is tendency for 
residual displacement ratio to increase with the ductility demand. 
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3.1.2. Effect of post yield stiffness ratio 

In Figure 5, variations of mean residual displacement demands (Dres) against strain hardening 
ratio are shown for elastoplastic (left) and Modified Clough (right) hysteretic models. The 
results are presented for a system with ductility demand of 4. 

 

 
Fig. 3 - Variations of mean residual displacements against ductility for EP (left) and MC 

(right) behavior using far field ground motions for 0% hardening ratio 

 

 
Fig. 4 - Variations of mean residual displacement ratio against ductility for EP (left) and 

MC (right) behavior using far field ground motions for 0% hardening ratio 

 

The top and bottom graphs in Figure 5 represent the results for far field ground motions and 
near field ground motions, respectively. It can be seen from the figure that, strain hardening 
/ softening has a significant effect on seismic response and residual displacement demands. 
As the post yield stiffness ratio varies from positive to negative, residual displacement 
demands increase severely. The increase rate of residual displacement demand is 7-10 times 
for elastoplastic systems whereas the corresponding value is 3-4 times for degrading systems.  
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Fig. 5 - Variations of mean residual displacements against strain hardening ratio for EP 
(left) and MC (right) behavior using far field (upper) and near field ground motions 

(lower).  

 
Fig. 6 - Variations of mean residual displacements for EP (solid line) and MC (dashed line) 

behavior using far field (left) and near field ground motions (right). 
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In Figure 6, variations of mean residual displacement demands (Dres) with hysteretic model 
are shown together. The results are presented for two different strain hardening ratios. For 
negative post yield stiffness ratio, in other words strain softening case, residual displacement 
demands increase as the ductility demands increase. Besides, elastoplastic residual 
displacement demands are always greater than the corresponding ones of degrading model. 
But, as the post yield stiffness ratio is positive –strain hardening case– the relation between 
the residual displacement demand and ductility changes significantly. The minimum residual 
displacement demands occur when the ductility demand is the maximum for the positive post 
yield stiffness ratio as can be seen in top graphs in Figure 6. 

In Figure 7, variations of mean residual displacement ratios (Ds) against strain hardening ratio 
is shown for elastoplastic and degrading hysteretic models. The results are presented for a 
system with ductility demand of 4. The top graphs represent the results of far field ground 
motion set whereas the bottom graphs correspond to the results of near field ground motion 
set. It can be seen from the figure that, as the post yield stiffness ratio varies from positive to 
negative, mean residual displacement ratios increase severely. Although the residual 
displacement ratio variation is very close to each other for stiffness degrading systems, there 
is an evident difference between the residual displacement ratios of elastoplastic systems.   

 

 
Fig. 7 - Variations of mean residual displacement ratio against strain hardening ratio for 
EP (left) and MC (right) behavior using far field (upper) and near field ground motions 

(lower). 
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3.2. Effect of Ground Motions 

3.2.1. Effect of fault distance 

The effects of near and far field data on residual displacement demands (Dres) are shown in 
Figure 8 for elastoplastic and Modified Clough hysteretic models for different values of post 
yield stiffness ratio. The solid lines represent the results for far field ground motions whereas 
the dashed lines show the results for near field ground motions. It can be seen from the figures 
that; residual displacement demands for near field ground motions are greater than the ones 
for far field ground motions. This condition is almost always valid for both hysteretic models 
and all post yield stiffness ratios. 

 
Fig. 8 - Variations of mean residual displacements for EP (left) and MC (right) behavior 

using far field (solid) and near field ground motions (dashed) 



Müberra ESER AYDEMİR, Cem AYDEMİR 

8925 

Figure 9 shows the effects of near and far field data on residual displacement ratios (Ds). 
Results are presented for elastoplastic and Modified Clough hysteretic models and different 
values of post yield stiffness ratio. The solid lines represent the results for far field ground 
motions whereas the dashed lines show the results for near field ground motions. It is seen 
from the figures that mean residual displacement ratios of near and far field ground motions 
are quite similar to each other within the period range covered and remain nearly constant 
especially for T> 0.5 s. This condition is almost always valid for both hysteretic models and 
all post yield stiffness ratios. 

 

 
Fig. 9 - Variations of residual displacement ratios for EP (left) and MC (right) behavior 

using far field (solid) and near field ground motions (dashed) 

 



Residual Displacement Demand Evaluation from Spectral Displacement 

8926 

3.2.2. Effect of pulse like features 

The effect of pulse like features for near field earthquakes on residual displacement demands 
is also investigated. In Figures 10 and 11, variations of mean residual displacement demands 
(Dres) for pulse and no pulse type records are presented individually considering two 
hysteretic models and strain hardening ratios of 5% and 0%. As it is seen from the figures, 
pulse like features have an obvious effect on residual displacement demands for both 
hysteretic models and strain hardening ratios. Although the same behavior is valid for other 
strain hardening ratios, they are not included in the figures for the sake of clarity. 

The effect of pulse like features for near field earthquakes on mean residual displacement 
ratio is also investigated. In Figures 12 and 13, variations of mean residual displacement 
ratios (Ds) for pulse and no pulse type records are presented.  

It can be concluded from the figures that, the effects of pulse like features on mean residual 
displacement ratios are not as obvious as on residual displacement demands. This behavior 
is valid for other strain hardening ratios but they are not included in the figures for the sake 
of clarity.  

 

 
Fig. 10 - Variations of mean residual displacements for EP behavior using pulse type (left) 

and no pulse type ground motions (right). (α = 0% (upper), α = 5% (lower)) 

 

 

 



Müberra ESER AYDEMİR, Cem AYDEMİR 

8927 

 
Fig. 11 - Variations of mean residual displacements for MC behavior using pulse type (left) 

and no pulse type ground motions (right). (α = 0% (upper), α = 5% (lower)) 

 

 
Fig. 12 - Variations of mean residual displacement ratios for EP behavior using pulse type 

(left) and no pulse type ground motions (right). (α = 0% (upper), α = 5% (lower)) 
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Fig. 13 - Variations of mean residual displacement ratios for MC behavior using pulse type 

(left) and no pulse type ground motions (right). (α = 0% (upper), α = 5% (lower)) 

 

4. SIMPLIFIED EQUATION TO ESTIMATE RESIDUAL DISPLACEMENTS 

A complete nonlinear regression analysis is carried out on the basis of the data obtained by 
the procedure described above. Correlations of structural variables on residual displacements 
are presented in Table 3. As it is seen from the matrix, the most effective parameters on 
residual displacement are spectral displacement and post yield stiffness ratio. Moreover, the 
correlation between spectral displacement and structural period is 0.7, a relatively high value 
as expected. Thus, a simplified equation to predict residual displacement would include these 
parameters as variables. 

 

Table 3 - Correlation matrix of structural variables on mean residual displacement values 

 

Ductility ratio 
 (µ) 

Period  
(T) 

Post yield 
stiffness ratio 

(α) 

Spectral 
displacement 

(Sd)  

Residual 
displacement 

(Dres) 

µ 1.00     
T 0.00 1.00    
α 0.00 0.00 1.00   
Sd 0.00 0.70 0.00 1.00  

Dres 0.22 0.42 -0.55 0.61 1.00 
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Using the Levenberg-Marquardt method (More, 1977) in the regression module of 
STATISTICA (1995), nonlinear regression analyses were conducted to derive simplified 
expressions for estimating mean residual displacements for elastoplastic and stiffness 
degrading models, respectively. The resulting regression formula is appropriately simplified 
and expressed as;   

res dD S    (4) 

where β (=Ds) is given by 

2( )a b c d T e f                     (5) 

and μ is ductility, T is period and α is post yield stiffness ratio. Although the expression of β 
coefficient is proposed to be a quadratic surface equation, as given in Equation 5, some terms 
which are considered to be insignificant are dropped. It is also worth noting that, since the 
effects of pulse like features on mean residual displacement ratios (Ds) are not appreciable, 
the coefficient of the proposed equation for near field case is obtained for all near field record 
data. The coefficients “a  f” are summarized in Table 4 for considered hysteretic models. 

 

Table 4 - Parameter Summary for Eq. (4) 

Model/ Record Set 
Coefficients of quadratic surface Correlation 

Coefficient, 
R a b c d e f 

EP / Far field 0.158 0.062 0.0161 0.0036 -0.0177 0.00048 0.99 
MC / Far field 0.123 0.022 0.0044 -0.0024 -0.0043 0.00015 0.98 
EP / Near field 0.169 0.104 0.016 -0.0173 -0.0156 0.00040 0.99 
MC / Near field 0.092 0.0417 0.0068 -0.0021 -0.0055 0.00015 0.99 

EP / Far+Near field 0.167 0.0978 0.016 -0.0144 -0.0159 0.00041 0.99 
MC / Far+Near field 0.096 0.0374 0.0065 -0.0013 -0.0054 0.00015 0.99 
EP + MC/ Far field 0.140 0.0422 0.0102 0.00056 -0.0110 0.00032 0.80 

EP + MC/ Near field 0.130 0.07297 0.0114 -0.0097 -0.0106 0.00028 0.87 
All data 0.132 0.0676 0.0112 -0.0078 -0.0106 0.00028 0.88 

 

It should be remembered that the proposed equation is valid for inelastic structures (i.e. µ ≥ 
2) since there is no residual displacement for elastic structures. 

Figure 14 shows the fitness of the regressed function of the mean residual displacements for 
elastoplastic and stiffness degrading models for both near field and far field records, all 
ductility values and strain hardening ratios. In Figure 14, Elastoplastic and Modified Clough 
hysteretic models are presented on the left and right, respectively. The vertical axis shows 
the calculated Dres values whereas the horizontal axis shows the corresponding values 
obtained with proposed equation Eq. (4). 
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Fig. 14 - Comparison of calculated residual displacements with corresponding values 

obtained with proposed equation (Eq.4)  

 
Fig. 15 - Comparison of exact (non-linear dynamic analysis) residual displacements (solid 

line) to those computed with Eq. (4) (dashed line).  
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Fig. 16 - Comparison of exact (non-linear dynamic analysis) residual displacements (solid 

line) to those computed with Eq. (4) (dashed line).  

 

Figures 15 and 16 demonstrate the fitness of the proposed function for the mean residual 
displacements for elastoplastic (EP) and Modified-Clough (MC) models, respectively. In 
these figures, the dashed line represents the values obtained from the proposed function 
(Eq.4) and the solid line represents the actual mean values of residual displacements obtained 
from non-linear dynamic analyses.  

The comparison of proposed equation with existing residual displacement estimation 
equations is also completed. A very common measure of “goodness of fit” given by Eq. (6) 
is used for the comparison of proposed equation and the equation proposed by Ruiz Garcia 
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and Miranda (2006c). The standard error values calculated for the cases considered are 
reported in Table 5. From these measures, it can be concluded that the proposed equation to 
estimate residual displacements provide good results. 

2( )exact predicted
of prediction

x x
SE

n
    
  

           (6) 

 

Table 2 - Computed Measures of “goodness of fit” for Eq. (4) 

Equation Standard 
Error, SE 

Proposed eq. 1.15 
Ruiz Garcia and Miranda (2006c) 6.22 

 

5. CONCLUSIONS  

In this study, residual displacement demands are investigated for SDOF systems with 
degrading and non-degrading behavior for a period range of 0.1-3.0 s considering far-field 
and near-field effects. For this purpose, the modified-Clough model is used to represent 
structures that exhibit significant stiffness degradation and the elastoplastic model is used to 
represent non-degrading structures. The effects of negative strain hardening on the 
displacement demand of structures are also investigated. A new equation is proposed for 
mean residual displacement demand of SDOF systems as a function of structural period (T), 
ductility ratio (µ), strain hardening ratio (α) and spectral displacement (Sd). The following 
conclusions can be drawn from the results of this study.  

 Residual displacement demands are larger for elastoplastic systems than degrading 
systems for all post yield stiffness ratios, under both far-field and near-field ground 
motion records. Besides, as the post yield stiffness ratio varies from positive to negative, 
the residual displacement variation presents a reverse behavior according to varying 
ductility demands. This is partially in agreement with earlier findings by other researchers 
such as Riddell and Newmark (1979a) and MacRae and Kawashima (1997). 

 Residual displacement demands are found to be much greater for near field ground motion 
set rather than far field ground motions set.  This statement is also in consistent with the 
results of study conducted by Farrow and Kurama (2003). 

 Residual displacement ratios of near and far field ground motions are quite similar to each 
other for whole period range and remain nearly constant especially from the period point 
of 0.5 s. 

 Pulse like features of near field earthquakes have an obvious effect on residual 
displacement demands for both hysteretic models and strain hardening ratios. However, 
the effects of pulse like features on mean residual displacement ratios are not as obvious 
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as on residual displacement demands because of the normalization using spectral 
displacement. 

 As the post yield stiffness ratio varies from positive to negative, residual displacement 
demands increase drastically. The reason lies in the fact that, for systems with negative 
post-elastic stifnesses that the deformation is predominantly in one direction whereas for 
systems with positive post-elastic stifnesses the deformation is about the zero 
displacement position. The rate of increase is greater for elastoplastic systems than 
degrading systems. 

 Similarly, to residual displacements, mean residual displacement ratios (Ds) are greater 
for elastoplastic case rather than Modified Clough model for all strain hardening ratios 
and both ground motion sets. As the post yield stiffness ratio decreases, mean residual 
displacement ratios increase explicitly. 

 A new equation (Eq. (4)) is proposed to represent the mean residual displacement 
demands for considered records, ductility values, strain hardening ratios and structural 
periods as a function of structural period (T), ductility ratio (µ), strain hardening ratio (α) 
and spectral displacement (Sd). The proposed simplified expression provide a good 
approximation of mean residual displacement ratios of SDOF systems having non-
degrading or degrading behavior; with this simple equation, it is possible to obtain 
probable residual displacement demand of a system due to structural period, ductility and 
spectral displacement for any earthquake. 
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ABSTRACT 

Upon the completion of national road projects, their cost and time deviations are often 
reported. These deviations from the projected values are a result of complications in the time 
and cost management of such projects. Controlling the cost and time overrun of projects is 
important for successful implementation and efficient project management. However, few 
studies have attempted to measure the project cost and time management efficiency in civil 
engineering. Thus, this issue requires further investigation. In this study, large road projects 
that had poor cost and time management were selected. The chosen projects were configured 
as Decision Making Units (DMUs) in a Data Envelopment Analysis (DEA). It is a non-
parametric modern mathematical tool for measuring relative managerial performance and 
determining efficient DMUs. The cost and time management efficiency of the projects was 
calculated using this tool, and the resulting values were ordered according to importance. The 
identified results demonstrate that additional works, inaccurate initial project scope, increase 
or change in the scope of the project, and design changes are four common critical causes 
that strongly impact both time and cost management efficiency.   

Keywords: Data envelopment analysis, management performance evaluation, project 
management efficiency, project management, cost and time overrun. 

 

1. INTRODUCTION 
Cost and time overruns are common phenomena in large civil engineering projects. These 
variables are defined as discrepancies between predicted cost and duration with actual total 
cost, and time taken at project completion. Exceeding the budget and running over the 
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schedule for the implementation of projects is a significant problem. This has encouraged 
researchers to conduct detailed studies on the causes that impact the contracted cost and 
schedule. 

Arditi et al. [1] investigated the sources of cost overrun in public projects. In the first 
statistical treatment of the problem, Flyvbjerg et al. [2] studied the frequency and magnitude 
of cost overrun in transport infrastructure projects. They concluded that transport 
infrastructure projects generally exceed their time and/or cost, and also identified the cost as 
a highly uncertain criteria. They also found that 90% of transportation infrastructure projects 
experience cost escalation, indicating that cost overrun is a pervasive phenomenon. Assaf 
and Al-Hejji [3] studied the sources of extensions in the duration of large construction 
projects and identified the causes leading to delay. It was found that approximately 2/3 of 
large projects experience different degree of time overruns. In other studies, the cost overrun 
causes impacting projects were identified and categorized [4]. Ahsan and Gunawan [5] 
inspected and analysed the cost and time variation of 100 international development projects. 
They identified the major causes of time extension and cost overrun. Ahbab and Celik [6] 
proved the existence of time and cost overrun by obtaining the critical causes affecting time 
and cost criteria in large road projects. Cheng [7] studied the important causes impacting on 
the cost of a project, and developed new methods to control and avoid cost overrun. The aim 
of these investigations is to assist project managers by highlighting critical causes and 
directing their efforts to complete the project successfully [8, 9, 10, 11]. 

There are different criteria for benchmarking a completed project as successful. The parties 
involved in a project (Investor, client, contractor, consultant, and end-consumer) may assess 
the outcome differently. For instance, the success of a project was traditionally compared to 
the output and interrelation of time, cost, and quality through the Barnes’ Iron Triangle [12]. 

Empirical and academic research has revealed that project managers play a vital role in 
delivering projects within the specified timeframe, and budget of the contract. This starring 
role in large projects is of high importance. Olsen [13] defined successful project 
management as the delivery of a project within the time, cost, and quality constraints. Munns 
and Bjeirmi [14] noted the importance of good project management leading to a higher 
possibility of project success. It is obvious that the extent to which the project manager 
controls the budget and schedule will affect the probability of success. The importance of 
applying project management, and project management methods has been widely researched 
by Besner and Hobbs [15], Chou and Yang [16], de Carvalho et al. [17], and Joslin and Muller 
[18]. Based on these studies, it can be concluded that the role of efficient project management 
is particularly important. 

Efficiency can be defined as the extent of the deviation between actual performance and 
anticipated performance, and should be compared with an objective function [19]. Investing 
in building organizational project management expertise will lead to greater efficiencies in 
projects [20]. 

Serrador and Turner [21] have demonstrated that project efficiency and project success 
correlates moderately strongly with the overall project success. Project management 
efficiency can be characterized as utilization of effective project administration techniques 
to accomplish the clearly defined project scope and goals with minimum possible deviation. 
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Iyer and Banerjee [22] measured and ranked managerial efficiency in terms of the schedule 
during project execution. 

Investors and project owners are attentive to ensuring a successful project through efficient 
project management, mostly in terms of time and budget variables. Project Management 
Efficiency can be affected by different causes, leading to cost deviations and delays in the 
project. 

It is believed that there is a vital need for greater focus on extracting the causes that critically 
reduce the efficiency of project managers. To achieve this goal and obtain reliable results, 
mathematical methods can be applied to compute management efficiency or make a 
comparison between project management efficiencies. 

The comparison of projects in terms of management efficiency can be undertaken by different 
parametric and nonparametric methods. Nonparametric methods do not consider the studied 
data as following a certain distribution, and place no (or very restricted) assumptions on the 
data. Nonparametric methods are mostly used for nominal or ordinal datasets, whereas 
parametric methods are applied to data sets with interval or ratio scales [23]. 

Common nonparametric techniques are Data Envelopment Analysis and Free Disposable 
Hull analysis. The Distribution-Free Approach, Stochastic Frontier Approach, and Thick 
Frontier Approach are parametric methods for efficiency measurement [24].  

Data Envelopment Analysis is a powerful tool and is extensively used because of its 
advantages in determining efficiency, such as the ability to handle multiple inputs and outputs 
in a model, no assumptions about the input weights, and the ability to relate the resources 
expended on a certain activity to the level of success for that particular action [25] and [26]. 

Thus, due to advantages of this tool as an effective mathematical model for determining 
project efficiencies, authors consider it feasible and reasonable to apply this technique. 
Another incentive for using this tool is the ability to compare project management 
efficiencies based on the multiple defects influencing the time and cost criteria. To the best 
knowledge of the authors, this is the first time that Data Envelopment Analysis has been 
applied to large transportation projects to assist decision makers in efficient project 
management. 

In this study, 63 large transportation projects with cost and time deviations were selected 
from the projects sponsored and financed by the Asian Development Bank. The selected 
projects are large in terms of cost criteria, with estimated total cost in between 12 and 1566 
million dollar. Through project completion reports, Bank evaluates and rates the success of 
its projects according to relevance, effectiveness, efficiency, and sustainability [27]. On 
average, each report is about 60 pages and contains the project description, evaluation of the 
bank in design and execution of the project, performance, and overall assessment and 
recommendations at the end. Detailed Information about outputs of the project including 
scope and objectives, authorized and actual costs detected responsible causes for overruns, 
disbursements, schedule and extension causes, and implementation arrangements are also 
provided. 

The identified causes of time and cost overruns were extracted from project completion 
reports and sorted in terms of the number of replications. Then, using Data Envelopment 
Analysis as a robust tool, the relative efficiency scores of project management for the selected 



Cost and Time Management Efficiency Assessment for Large Road Projects Using … 

8940 

projects were computed and sorted accordingly. Using this methodology, the causes that 
negatively impacted the efficiency of project management and led to unsuccessful project 
status were recognized and extracted. These causes should be considered and addressed by 
policy and decision makers as critical negative efficiency causes. Additionally, more 
attention to these causes will help to improve the project management efficiency, and increase 
the likelihood of project success.  

The first objective of this paper is to compute and compare the time and cost management 
efficiency of projects (Decision making units) regarding their contributing causes using Data 
Envelopment Analysis. Then, the importance of causes that adversely affect the management 
efficiency in terms of time and cost is quantified by applying sensitivity analysis. In this way, 
policy and decision makers in Asian Development Bank, government transportation 
departments, contract affairs units, project managers, and contractor companies will be able 
to improve their management efficiency. It is believed that the developed analytical tool can 
be used to benchmark the managerial efficiency through mitigation of the seriously 
continuing problems of time delays and cost overruns and objectively recognize management 
efficiency gaps. The rest of article is organized as follows. First, Data Envelopment Analysis 
methodology is illustrated. Second, Data aggregation, selection and preparation is described. 
Then, achieved results are discussed. As a final point, conclusions are provided.  

 

2. DATA ENVELOPMENT ANALYSIS  

Data Envelopment Analysis (DEA) is a powerful service management and benchmarking 
technique developed by Charnes, Cooper, and Rhodes (CCR) in 1978 to evaluate non-profit, 
and public-sector organizations [28]. Since its inception, this method has been used to 
identify ways of improving services that are not visible using other techniques. It is an 
evaluation tool for a set of entities called decision making units (DMUs) with multiple inputs 
and multiple outputs. It is also a decision-making tool that measures the relative efficiency 
of comparable units. The CCR model is the first and most fundamental DEA model to 
evaluate the relative efficiency of DMUs.  

Consider a set of homogenous DMUs as DMUj (j=1,…, n). Each DMU consumes m inputs 
to produce r outputs. Suppose that ),...,( 1 mjjj xxX   and ),...,( 1 rjjj yyY   are vectors of 
input and output values for DMUj, respectively, and let 0jX  and 0,0  jj YY . The 
Production Possibility Set (PPS) TC can be constructed by considering the following 
postulates. 

The observed activities njYX jj ,2,1),(   belong to CT ; 

If an activity (X, Y) belongs to CT , then activity (tX, tY) belongs to CT  for any positive scalar 
t. This property is called the constant returns-to-scale assumption; 

For any activity (X, Y) in CT , any semi-positive activity ),( YX  with XX   and YY   is 
included in CT ; 

Any convex combination of activities in CT  belongs to CT ;  
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CT  is the smallest set that satisfies the above four properties. 

With respect to the above assumptions, CT  can be defined as follows: 

},0,,|),{(
1 1

jYYXXYXT j

n

j

n

j
jjjjC   

 

       (1) 

Now, for the evaluation of DMUs, DMUo with ),( 00 YX  as the input–output vector is written 
from an input orientation with some free value   such that ),( 00 YX  belongs to PPS. Thus,  
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Based on the definition of TC, the following linear programming problem is obtained: 
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The dual of the above linear programming problem is used to obtain values for the input 
weights vi and the output weights ur: 
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In vector format, this can be written as follows:  
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DMUo is said to be CCR-efficient if 1*   and there exists at least one optimal ),( ** UV  

with 0* V  and 0* U . DMUo is said to be CCR-weak efficient if 1*   and there exists 
0* V  and 0* U  where at least one of *V  or *U  is equal to zero. Otherwise, DMUo is 

CCR-inefficient, that is, 1*  . 

Clearly, the optimal solution for both (3) and (4) is the same, which shows the efficiency 
value of the evaluation of DMUo ),( 00 YX . The optimal solutions of these models give us 
other useful information about DMUo. 

Assume that DMUo ),( 00 YX  is evaluated by model (3) and 𝜆∗ = (𝜆௜∗, … , 𝜆௝∗,… 𝜆௡∗ ) with an 
objective function value of 𝜃∗ as its optimal solution. In vector 𝜆∗ , 𝜆௝∗ > 0 shows the effect 
of DMUj in 𝜃∗ toward the efficiency value of DMUo. Then, DMUj can be considered as a 
benchmark in the efficiency improvement process of DMUo. Alternatively, if it is assumed 
that (U*, V*) with an objective function of 𝜃∗ is the optimal solution of model (4) for DMUo 

),( 00 YX , 𝑢௥∗ (𝑟 = 1, … , 𝑠) and 𝑣௜∗ (𝑖 = 1, … , 𝑚) can be considered as the weight or degree 
of importance of the rth output and ith input, respectively, in the efficiency value. Similarly, 
models based on variable returns-to-scale [29] may be used for this purpose.  

Obviously, if 𝑢௥∗ or 𝑣௜∗ are equal to zero, the associated output or input has no effect on the 
efficiency of DMUo [30]. 

One of the proposed methods for understanding the importance of inputs and outputs in the 
DMU efficiency values is to compute the average of the optimal weight values for 𝑢௥∗ and 𝑣௜∗ 
and compare these average values. Another significant method for the sensitivity analysis is 
to eliminate the inputs and outputs one by one, and compute the efficiency of the DMUs with 
the remaining inputs and outputs. Any decrement in the average efficiency value of a DMU 
shows the degree of importance of the eliminated input or output [31]. 

Furthermore, the sensitivity analysis for individual efficient DMUs may be employed to 
retain their efficiency against small changes in input or output values [32]. 

In this study, constant returns-to-scale are assumed for the evaluation of the observed DMUs. 
This is because the inherent nature of the construction industry means that increasing the 
number of contributing causes will increase the potential cost and time overrun. 

 

3. DATA AGGREGATION, SELECTION, AND PREPARATION 

International organizations and government departments routinely collect records and 
provide reports about national and international projects. The World Bank, Asian 
Development Bank, and the US Department of Transportation are among several 
organizations that frequently publish project data. Sometimes, researchers use the published 
data as secondary data. The advantages over primary data include the reduced time and 
expense of obtaining the data, the higher quality of the data, and the enhanced objectivity, 
accuracy, validity, and reliability of the data [33]. 

In this research, the Project Completion Reports published by Asian Development Bank were 
used as secondary data. Afterward 63 projects that suffered time and/or cost overruns were 
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selected (See Appendix2). Quantity of time and cost deviations in percentage from authorized 
duration and budget reported in each document were carefully computed and obtained. In the 
next step of this research, the documents were carefully scanned to find the causes that had 
adverse effects on time and cost criteria in the projects. As a result, 66 causes were identified 
as having an adverse influence leading to either time or cost overrun. To identify the most 
significant causes for each criterion, the number of repetitions of each cause was counted and 
sorted. Tables 1 and 2 list the affecting causes that were repeated 10 times or more within the 
projects. (See Appendix 1 for full list of adverse time and cost causes and their number of 
replications.)  

 

Table 1 - Ranking of the first twenty critical causes influencing the time of the project 

Code Causes of Delay No. 
Repetition Rank 

19 Long period between time of bidding and contract award 16 1 
33 Delay in mobilization by contractor 13 2 

43 Severe weather problems (heat, cold, snow, rain, 
cyclone) 12 3 

58 Poor procurement procedure 11 4 
21 Design changes 10 5 
31 Poor performance of contractor 10 5 
14 Slowness of the owner’s decision-making process 10 5 
20 Increase in quantity of work (Additional works) 9 6 

7 Poor project management, construction management and 
supervision 8 7 

52 Increase or change in scope of the Project 8 7 
63 Delay in Land Acquisition 8 7 

35 Slow or Delayed material or equipment delivery to 
project site 7 8 

2 Inaccurate initial project scope and cost estimate 7 8 
64 Delay in appointment of consultant 7 8 

17 Delay in Approval of feasibility study, drawings and 
material 6 9 

50 Complicated administrative and governmental 
procedures (institutional problems) 6 9 

18 Financial difficulties of owner/Client 5 10 
44 Political issues-Changes 5 10 

42 Poor and unforeseen site conditions ( Location, ground, 
geological, events, security, ETC) 5 10 

36 Unavailability or shortage of required materials in the 
local market on time 5 10 



Cost and Time Management Efficiency Assessment for Large Road Projects Using … 

8944 

In the next step, the data were prepared and modelled using the Performance Improvement 
Management software [34]. A total of 51 projects were input related to the 20 most frequent 
causes of time overruns and 38 projects with the 10 most frequent causes of cost overruns 
were also modelled. This combinations of selection was considered because the number of 
selected projects has to be higher than the maximum between (m × s) and [3 × (m+ s)], being 
m and s the number of input and output criteria [35]. The output from each model was the 
inverse time and cost overrun percentage.  

 

Table 2 - Ranking of the first ten critical causes influencing the cost of the project 

Code Causes of Cost Overrun No. 
Repetition Rank 

37 Fluctuation and escalation in prices 21 1 
47 Change in exchange rate 13 2 
53 Underestimated and inaccurate appraisal 12 3 
52 Increase or change in scope of the project 11 4 

62 Increase in the amount of land acquisition, price, and 
Compensation 11 4 

21 Design changes 10 5 
2 Inaccurate initial project scope and cost estimate 7 6 

20 Increase in quantity of work (Additional works) 7 6 

42 Poor and unforeseen site conditions ( Location, ground, 
geological, events, security) 7 6 

61 Additional project management, consultancy and 
administration costs 6 7 

 

4. RESULTS AND DISCUSSIONS 

The main purpose of this paper is to draw attention to the performance and managerial 
efficiency of large road projects in terms of time and cost criteria. Therefore, in this step, the 
project management efficiency of the projects was measured using the Performance 
Improvement Management software [34]. This was done by applying the CCR model 
considering the causes affecting each of the time and cost criteria. The relative managerial 
efficiency measurement is provided as an efficiency score by the software. The results are 
summarized in Tables 3 and 5 for time and cost, respectively. 

Time and cost management efficiency can be defined as a set of management techniques 
which minimizes the overall effect of adverse causes leading to time and cost overrun. In 
other word, managing tasks by reducing the effect of adverse causes and reach to the best 
output, which is the completion of the project in specified time and budget. Managerial 
efficiency can be expressed as a relative measure. Different project management teams have 
different efficiency in taking decisions and controlling cost and time criteria in presence of 
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affecting causes. Their ability in prioritizing the tasks, taking actions against causes and 
minimizing defects of causes will show the extent of their success in efficient time and cost 
management.  

 

Table 3 - Managerial relative efficiency score for time criteria of 51 projects 

Project Efficiency 
Score Project Efficiency 

Score Project Efficiency 
Score Project Efficiency 

Score 

01 39.40 16 17.13 32 100 48 12.93 
02 100 18 16.13 33 100 49 98.39 
03 15.45 19 67.12 34 23.04 50 100 
04 100 20 16.90 35 100 51 100 
06 100 21 100 36 100 52 6.54 
07 100 22 100 37 100 53 30.93 
08 100 23 100 39 100 55 100 
09 6.83 24 60.37 41 14.55 56 100 
10 100 25 100 42 90.97 59 12.06 
12 60.65 26 15.81 43 100 61 14.70 
13 36.30 29 100 44 100 62 100 
14 100 30 4.15 46 6.09 63 36.17 
15 100 31 50.60 47 100   

 

As can be seen in Table 3, the relative managerial efficiency in terms of time for 27 out of 
51 projects is 100%. This can be interpreted as follows:  

1) Despite presenting various difficulties and delays, the different parties involved in the 
management of these projects succeeded in accomplishing the project efficiently. For 
instance, project 29 partially and efficiently overcame seven causes that affected the project 
time. Those causes were the long-time gap between project preparation and real start date of 
construction, the lack of knowledge in regional owners and local contractors with the 
circumstances of the Fédération International des Ingénieurs-Conseils (FIDIC), delays in the 
approval of some changes by the owner, the unavailability or shortage of required materials 
in the local market, equipment and manpower shortages, unforeseen events, and a tsunami. 
Those unexpected issues resulted in a time overrun of only 15% (See Appendix 2).  

2) In project 49, the relative efficiency score in time management is 98.39%. Project 
managers faced with only two causes in this project including unforeseen events and the 
unavailability or shortage of required materials in the local market which are in common with 
project 29.  This project was accomplished with 33% of time overrun (See Appendix 2).  

This evidence shows that the project managers of this project could not able to efficiently 
overcome the common causes in compare with other project which overcome more causes 
with less time overrun. 
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 In the second step, the focus was on the causes that critically influenced and impacted the 
managerial efficiency. Therefore, projects with less than 100% efficiency were investigated. 
A table was prepared based on the number of repetitions of causes in the selected inefficient 
projects. The causes were then sorted and those having the most critical effect on time 
criteria, leading to inefficient project management, are presented in Table 4. 

 

Table 4. Number of repetitions of causes influencing time management efficiency in the 
inefficient projects 

Code* 
   

Project  
33 21 7 43 31 19 14 58 2 52 17 35 18 20 23 63 

01       x x         
03  x   x    x    x    
09  x    x  x  x x     x 
12      x  x         
13  x x  x           x 
16      x  x x x    x  x 
18 x   x     x x  x     
19                 
20   x x x        x    

     24         x x   x x   
26 x x  x         x x  x 
30 x x x  x            
31 x    x x x    x    x  
34   x x x  x    x      
41 x  x    x x       x  
42       x     x     
46  x x         x     
48 x x    x  x   x    x  
49                 
52 x x x x  x      x  x x  
53 x                
59 x x  x      x       
61    x   x          
63 x        x        

Repetition 10 9 7 7 6 6 6 6 5 5 4 4 4 4 4 4 
* Refer to Appendix 1 
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Based on Table 4, it can be concluded that delays in mobilization by the contractor, project 
design changes, and poor project management and supervision are the three main causes that 
severely affect the time management of projects. 

Simultaneously, the efficiency of cost management was also studied, and Table 5 summarizes 
the managerial cost efficiency score for the investigated projects. This table clearly implies 
that 11 of the 38 projects are efficient in terms of cost management criteria. It clarifies that 
project managers could able to accomplish those 11 projects with efficient cost management 
despite presence of adverse causes that impacts the authorized cost. The other 27 project 
managers could not fully succeed in managing the cost against causes efficiently in 
comparing with successful project managers. For example, the US$ 465 million project 
represented by project 36 is an efficient project. The different parties responsible for the 
management of this project dealt with inaccurate cost estimates in appraisal, changes in the 
scope of the project, changes in land acquisition prices, and design changes to complete the 
project with a cost overrun of just 2.2%. Meanwhile project 37 was affected by three causes 
which are common with project 36. Effect of causes and inefficient cost management led this 
project to 75% of cost overrun from $762 million to $1,333 million. In this point, in line with 
the reasons in time management efficiency part, the importance of efficient cost management 
is concluded.  However, 27 out of the 38 projects investigated are inefficient projects. 

 

Table 5 - Managerial relative efficiency score for cost criteria of 38 projects 

Project Efficiency 
Score Project Efficiency 

Score Project Efficiency 
Score Project Efficiency 

Score 

01 96.95 24 7.94 36 100 51 21.17 
02 35.54 25 51.69 37 5.14 52 100 
04 100 27 100 38 15.26 54 48.70 
06 100 28 95.03 39 7.40 55 3.42 
10 100 29 100 40 4.49 57 100 
14 6.27 30 47.61 41 4.74 58 13.96 
15 100 32 22.95 44 54.98 59 100 
16 1.87 33 19.90 45 23.22 63 14.56 
20 11.85 34 38.82 46 4.02   
21 13.02 35 100 47 21.79   

 

Parallel to time management efficiency calculation, Table 6 lists the main causes observed in 
projects with cost management efficiency scores of less than 100%. This table indicates that 
fluctuations and escalations in the prices of material, equipment, and labour have the most 
impact on the cost managerial efficiency score. As the projects being studied are international 
road projects, changes in the US dollar exchange rate also impacted the efficiency. 
Underestimated and inaccurate appraisals and increases in the land acquisition price and 
compensation were other influential causes. 
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Another point that needs more attention is that there are four common critical causes in 
Tables 4 and 6. These are the increased quantity of work by additional works (20), inaccurate 
initial project scope (2), increases or changes in the scope of the project (52) and design 
changes (21). These causes strongly impact the management efficiency of both time and cost 
criteria. 

 

Table 6 - Number of repetitions of causes influencing cost management efficiency in 
inefficient projects 

Code* 
   

Project 
37 47 53 62 52 20 21 42 2 10 61 

01 x           
02 x      x x  x  
14  x   x    x   
16 x  x  x x      
20 x         x  
21 x x    x    x  
24   x x x x x x    
25  x       x   
28     x  x x    
30 x           
32 x           
33  x   x x  x    
34 x     x  x x   
37   x x   x     
38 x x         x 
39 x x x x        
40 x  x x x x x    x 
41 x        x   
44  x          
45 x x   x        
46 x  x       x  
47 x    x      x 
51 x   x        
54 x   x        
55 x x x x    x x   
58 x x x    x     
63  x x         

Repetition 19 11 9 8 7 6 6 6 5 4 3 
* Refer to Appendix 1 

 



Changiz AHBAB, Sahand DANESHVAR, Tahir ÇELİK 

8949 

In order to investigate the significance of the aforementioned 10 cost causes on the cost 
management performance, and effect of previously defined 20 time causes on time 
management performance, sensitivity analysis tool was adopted. With the help of sensitivity 
analysis, authors verified the influence of every single cause on the overall efficiency of the 
management team assigned for projects. This specific analysis enabled the identification of 
the degree of deviation in other words, the magnitude of impact of each cause in terms of 
effect on the efficiency of project management of construction projects. The sequential steps 
followed in this study for identifying the magnitude of impact of each cause on management 
efficiency are; (1) Elimination of each cause as input from the critical causes list one by one, 
(2) Computation of the efficiency value of project managers subsequent to execution of step 
(1), (3) calculation of the rate of declines in value from previous efficiency average in order 
to determine the level of significance for each cause. 

For each project, decrease in management efficiency score compared to original one reflects 
the importance of eliminated cause in that project management performance. As performed 
by Montoneri et al [31], amount of deviation in the new efficiency average of all projects 
from the original efficiency average indicates the level of significance for the eliminated 
cause. 

Tables 7 and 8 present the results of sensitivity analysis and the change in the new efficiency 
average compared with the original efficiency score average for the time and cost criteria.  

According to the results summarized in Table 7, the deviations given by omitting design 
changes (cause 21), delay in mobilization by contractor (cause 33), and poor project 
management (cause 7) from the original average value are greater than for the other inputs. 
Thus, it can be concluded that these causes have a greater impact on the efficiency of the time 
management of projects. (See Appendix 1) 

 

Table 7 - Results of sensitivity analysis and deviations in time criteria 

Cause 
Code 

New 
Efficiency 
Average 

Cause 
Code 

New 
Efficiency 
Average 

Cause 
Code 

New 
Efficiency 
Average 

Cause 
Code 

New 
Efficiency 
Average 

2 67.71 19 67.71 35 67.71 50 66.74 
7 52.04 20 65.75 36 67.71 52 67.71 

14 57.34 21 24.27 42 58.74 58 63.02 
17 67.54 31 67.49 43 61.35 63 63.78 
18 67.71 33 42.09 44 62.56 64 66.66 

Average of efficiency scores in Table 3: 67.71 
 

As can be seen from Table 8, the studied projects are most sensitive to underestimated and 
inaccurate appraisals (cause 53), changes in the exchange rate (cause 47), and an increase in 
the quantity of work (cause 20). Based on the results, these causes have a greater impact on 
the cost management efficiency than other causes. 
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Table 8 - Results of sensitivity analysis and deviations in cost criteria 

Cause Code New Efficiency 
Average Cause Code New Efficiency 

Average 
2 37.96 47 37.07 
20 37.35 52 44.77 
21 47.64 53 29.66 
37 41.63 61 42.56 
42 46.42 62 47.17 

Average of efficiency scores in Table 5: 47.17 
 

The results obtained by the sensitivity analysis using the Performance Improvement 
Management software are in line with the results in Tables 3 and 5. In the same way, these 
results confirm that the causes investigated here not only impact on the final cost and time of 
projects, but also influence the efficiency of time and cost management.  

 

4.1. Importance of time and cost management efficiency 

An awareness of the extent of the interaction between time and cost management efficiency 
is an important point. This may help decision makers and project managers to undertake 
countermeasures to reduce the probability of time and cost overruns. Consequently, in the 
last part of the current study, projects that suffered both time and cost overruns were selected.  

 

 
Figure 1 - Probability tree diagram of efficiency for time management criteria 
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Figure 2 - Probability tree diagram of efficiency for cost management criteria 

 

Based on Table 3 and 5, only 7 out of the total of 30 projects succeeded in managing both 
the time and cost criteria separately to achieve 100% efficiency. Projects 11 and 21 have 
inefficient management in terms of time and cost criteria, respectively. Figures 1 and 2 depict 
probability tree diagrams of the projects in terms of time and cost management efficiency. 

Figure 1 plainly shows that, in the case of inefficient time management, the likelihood of 
inefficient cost management is approximately 4 times higher than that of efficient cost 
management. Therefore, time management is much more critical than cost management. 

According to Figure 2, it can be concluded that the observed projects were mostly 
unsuccessful in terms of cost management efficiency. Moreover, efficient cost management 
is more likely to lead to efficient time management than to inefficient time management. 

 

4.2. Impact of Different Elements of Project Management 

It is believed that resulted cost and time overrun in the studied projects are a consequence of 
adverse causes that are rooted from other project management elements at the same time. 
Causes 3, 5, 8, 16, 24, 28, 45, 52 and 58 in Appendix 1 have direct relation with 
Communication Management, Contract Management, Quality Management, Procurement 
Management, Health and Safety Management, and Scope Management. Therefore, it can be 
concluded that not only time and cost management, but also existence of some other project 
management elements affects the time, and cost management efficiency. In other word, time 
and cost management efficiency is a portion of most of other project management elements 
combination. 
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5. CONCLUSIONS 

The purpose of this article was to fill a gap in the literature concerning time and cost 
management efficiency for completed large transportation projects. By applying the CCR 
model in Data Envelopment Analysis, the authors have measured, scored, and benchmarked 
the schedule and budget supervisory efficiency of the studied projects. After benchmarking 
the efficient and inefficient projects in terms of time and cost management, a sensitivity 
analysis was conducted to examine the causes impacting these efficiencies. 

The results obtained in this study reveal that design changes during the execution phase, 
delays in mobilization by the contractor, and poor project management have a significant 
effect on time management efficiency. Additionally, cost management efficiency is more 
sensitive to underestimated and inaccurate appraisals, changes in the exchange rate, and 
increases in the quantity of work. This article shows that this methodology can be widely and 
effectively applied to evaluate the managerial efficiency of project managers or project 
management teams in terms of time and cost or any other criteria. Moreover, using this 
methodology, the most significant causes impacting a project can be recognized, and these 
may be used as a guide for practitioners and decision makers to take the necessary 
countermeasures.  

Another significant finding in this study is that inefficient time management of projects 
increases the chance of inefficient cost management to four times that of efficient cost 
management. Therefore, project managers should objectively pay more attention to 
controlling the time of the project. 

 The limitation of this investigation is that, this research was conducted based on projects 
implemented in Asia region. Also selected projects were among Asian Development Bank 
road projects. Moreover total number of studied projects were constrained by the number of 
projects that experienced time and cost overrun. Finally, the evaluated completion reports 
provides information, reason, and results of the problems for time and cost overrun. 

It should be noted that, the obtained conclusions in this study are restricted to the selected 
project’s data and considered criteria for those projects only. 
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APPENDICES 

Appendix 1. Full List of Causes Affecting Time & Cost Criteria and their Repetition in 
Studied Projects, respectively 

C
od

e 

Affecting Cause 
# Repetition 

in Time in Cost 
1 Inadequate front-end planning of project 1 0 
2 Inaccurate initial project scope and cost estimate 7 7 

3 Inadequate communication between design and construction 
parties 1 1 

4 Poor site management 1 0 
5 Not communicating with all parties dealing with the budget 1 1 
6 Owner interference in the project 1 1 

7 Poor project management, construction management, and 
supervision 8 0 

8 Poor contract management (inexperience of following contract 
condition) 2 1 

9 Poor provision of information to project participants 1 1 
10 Inflation 2 4 

11 Failure to resolve change orders and prevent them from becoming 
claims/disputes 1 1 

12 Too many construction activities going on at the same time 1 1 

13 No financial incentive to contractor to finish the project ahead of 
schedule 1 1 

14 Slowness of the owner’s decision-making process (approval of 
activities) 10 1 

15 Slow financial and payment procedures adopted by the client 4 2 

16 Contract modifications and variations (replacement, addition, and 
change) 0 2 

17 Delay in approval of feasibility study, drawings, and material 6 0 
18 Financial difficulties of owner/client 5 0 

19 Long period between time of bidding and contract award (initial 
delay) 16 2 

20 Increase in quantity of work (additional works) 9 7 
21 Design changes 10 10 
22 Absence of consultant’s staff on the project site 1 0 
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23 Lack of technical and managerial skills of consultant’s staff (poor 
performance) 4 0 

24 Lack of quality assurance, control 1 1 

25 Poor documentation - incomplete drawings, poor drawings, design
deficiencies 1 0 

26 Slow inspection of completed works 1 1 
27 Equipment and manpower shortage and bad distribution on site 4 0 
28 Poor communication with consultant and owner 1 0 
29 Financial difficulties of contractor 4 0 
30 Low productivity of labour 0 2 
31 Inadequate contractor experience (poor performance of contractor) 10 0 
32 Rework and wastage of materials 1 1 
33 Delay in mobilization by contractor 13 0 
34 Inadequate and incompetent subcontractors 0 1 
35 Slow or delayed material or equipment delivery to project site 7 2 

36 Unavailability or shortage of required materials in the local market 
on time 5 21 

37 Fluctuation and escalation in prices (materials, machinery, labour, 
equipment) 2 0 

38 Monopoly of construction materials supply (steel, cement) 1 1 
39 Equipment availability and failure 1 1 
40 Lack of maintenance for the equipment 1 1 
41 Skilled labour shortage 2 7 

42 Poor and unforeseen site conditions (location, ground, geological, 
events, security) 5 1 

43 Severe weather problems (heat, cold, snow, rain, cyclone) 12 1 
44 Political issues, changes 5 0 
45 Poor health and safety conditions on site 0 2 

46 Changes in laws and regulations during the project, obstacles from 
government 1 13 

47 Change in exchange rate 0 2 
48 Inadequate design team experience 1 3 
49 Extension of the construction phase (delay) 1 1 

50 Complicated administrative and governmental procedures 
(institutional problems) 6 3 
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51 Damage of structure and equipment breakdown (flood, cyclone) 1 11 
52 Increase or change in scope of the project 8 12 

53 Underestimate and inaccurate appraisal (missing measures, cost 
adjustment) 2 2 

54 Extension of consultant contract 0 1 
55 Court cases (litigation) 2 3 

56 Unexpected issues (public obstruction, earthquake, flood, security 
issues) 1 1 

57 Quitting the work by contractor 3 1 

58 Poor procurement procedure (longer period or procedures in 
bidding) 11 1 

59 Change in quality of the work 1 1 
60 Inaccurate estimation for duration of the project 0 6 

61 Additional project management, consultancy, and administration 
costs 0 11 

62 Increase in the amount of land acquisition, price, and 
compensation 0 0 

63 Delay in land acquisition 8 0 
64 Delay in appointment of consultant 7 0 
65 Low contract bid 1 0 
66 Repetition of tendering or bidding procedure 3 0 

 

 
Appendix 2. Specifications of selected projects 

Description 
/Project Country 

Estimated 
Cost 

$(Million) 

Cost 
Overrun 

(%) 

Estimated 
Duration 
(Months) 

Time 
Overrun 

(%) 

01 Bangladesh 15.60 10.71 624 92 
02 New Guinea 15.34 29.20 528 41 
03 Pakistan 178 -12.07 648 48 
04 Laos 23.75 6.32 1369 49 
05 Bangladesh 696 8.29 1581 0 
06 Bangladesh 105.5 2.49 792 36 
07 Nepal 50 -3 1613 7 
08 Guinea 97 -57 1886 69 
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09 India 308.8 -2 1340 109 
10 Tonga 12.5 6.48 1552 12 
11 Nepal 16.9 -8 2190 33 
12 Thailand 211 -30 2190 67 
13 Viet Nam 237 -31 1742 20 
14 Laos 44.8 101 1217 26 
15 China 532 4 228 299 
16 Sri Lanka 295.9 206 72 117 
17 China 795.5 -8 2555 -7 
18 Laos 50 21 60 80 
19 China 360 -4 1490 49 
20 Fiji 90 88 2283 148 
21 Sri Lanka 123.3 48 1825 40 
22 Cambodia 88.1 -1 40 65 
23 China 345 -3.41 1798 40 
24 China 770.3 28 1796 46 
25 Cambodia 77.5 12 1200 58 
26 Laos 37.5 -27 1551 47 
27 Laos 39.2 26 96 -6 
28 China 757 28 48 0 
29 Sri Lanka 92.5 10 1824 15 
30 India 378 21.80 1440 179 
31 Pakistan 236 -17 2190 33 
32 India 92 45 2371 62 
33 China 582 32 1490 33 
34 Bhutan 34.10 6 1825 35 
35 Tajikistan 26.8 3 1460 29 
36 China 455.2 2 1492 37 
37 China 762 75 1643 50 
38 China 611.8 41 1875 60 
39 China 882 52 2010 36 
40 China 2077 49 2190 0 
41 India 649 53 1440 114 
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42 China 834 -3 1826 40 
43 Tajikistan 23.6 -1 1216 28 
44 China 726 11 1339 25 
45 China 778.1 27 1825 -13 
46 Mongolia 78.14 96 1642.5 122 
47 Azerbaijan 93.2 47.64 1094 17 
48 India 285.7 -1 1825 58 
49 Pakistan 423.6 -29 1095 33 
50 Kyrgyz 43.4 0 1065 18 
51 China 745 49.03 1826 20 
52 Afghanistan 80 3.11 940 114 
53 India 400 -3.25 1186 54 
54 China 1425 21.31 1642.5 0 
55 China 519.51 73 2281 8 
56 Tajikistan 64.5 -7.09 2100 13 
57 China 524.55 2.60 1398 0 
58 China 1566 27.60 1825 15 
59 Afghanistan 140.9 24.41 1260 62 
60 China 594 -4.97 1855 20 
61 Kyrgyz 30.3 -30 1002 55 
62 Kyrgyz 76.5 -7 2191 4 
63 Honduras 64.6 26.47 1525 46 
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ABSTRACT 

Unfair wage policies that fail to meet the needs of employees have been cited to be one of the 
most important reasons for high turnover rates of construction professionals. Despite, little 
research has been conducted related to the determinants of a fair wage, and industry-wide wage 
policies. Hence, a questionnaire survey was held in 2016 with 305 company/human resource 
managers and 410 construction engineers working in the Turkish construction industry, which is 
one of the largest in the world, to determine wage policies of the companies. Findings of the 
questionnaire survey are discussed within the frame of the literature findings related to the 
prerequisites of a fair wage. Wages of respondents are compared to the legal minimum wage 
requirements. Effects of some compensable variables like the level of education, experience, 
seniority in the company, foreign language skills, computer skills, the complexity of the project, 
the location of the project and the size of the company on the wage rates are examined by using 
Multinomial Logistic Regression Analysis and Self Organizing Maps. Lorenz Curves and Gini 
Coefficients are used to represent and analyze the wage distribution of the respondents. Multi-
national comparisons are presented where possible. 

The findings of the current research present a benchmark for further research related to the 
prevailing wages, wage inequalities, and the wage policies, not only for Turkish construction 
industry but also for the construction industry worldwide.  
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1. INTRODUCTION 

Turkish construction industry is one of the largest in the world. More than 185 thousand 
construction companies employ around 1.8 million employees. In addition to domestic 
companies, there are 4418 foreign construction companies actively working in Turkey [1]. 
While about 67-77% of the construction investments is on building projects, around 23-33% 
is on infrastructure [2-3]. Although small to medium-sized companies dominate the domestic 
market, 40 Turkish construction companies are in the ‘Top 250 International Contractors' list 
of ENR in 2016 which puts Turkey into second place after China in the international markets. 
In 2016, the growth rate of Turkish construction industry was about 7.4%. Meanwhile, the 
unemployment rate for construction engineers† was 11% [4]. The most important reason of 
such a high unemployment rate is the excessive number of graduates that join to the 
workforce each year (around ten thousand graduates annually which are nearly 10% of the 
total number of construction engineers) [5]. Supply/demand ratio works in the disadvantage 
of the engineers and as both the 'Demand and Supply Theory' by Marshall [6] and the 
'Bargaining Theory of Wages' by Davidson [7] stress, it is inevitable that employers play a 
stronger role and wages, and job opportunities for the engineers tend to be low.  Thus, it is 
vital for the job-seekers to be aware of the determinants that influence the employment 
opportunities and the wage policies in the industry. However, this is practically not easy to 
follow, as the employment is mainly project-based and, unionization, labor union 
agreements, and collective agreements are limited in the construction industry.    

Wage policies in the industry should not be the concern of the job-seekers only; they should 
also be one of the primary concerns of the employers due to their effects on the employees' 
motivation, morale, group cooperation, efficiency, and employee turnover rates [8-29]. As 
'Fair Wage Theory' by Akerlof [30] and Akerlof and Yellen [31], state that fairer an employee 
considers his/her wage, the harder he/she will work or vice versa. 

Above discussion raises two critical issues to be resolved. First one is the definition and the 
constitutes of a fair wage for construction engineers, and the second one is the current 
situation in the industry regarding the wages of professionals, which engineers should 
consider while working out their wage expectations. Thus, the aim of the current research 
has been to; determine the constituents of a ‘fair' wage for construction engineers, compare 
these with industry-wide applications and to present models that can be used to analyze  the 
effect of different variables concerning level of wages. It is expected that findings will present 
guidance to; the academicians in determining course contents, company managers in 
establishing wage policies, construction engineers in gaining awareness related to the 
prevailing wages and the government bodies in both defining and implementing minimum 
wage regulations. 

 

2. RESEARCH BACKGROUND AND LITERATURE REVIEW 

International Labour Organization (ILO) describes wage as "payment which is made by the 
employers to the laborer for his services hired on the conditions of pay per hour, per day, per 
week, per fortnight or month" [32]. The ILO encourages its member states to implement 

                                                 
NOTE: In this context, Construction engineers are engineers/architects/technicians who undertake various responsibilities 

related with planning, coordination, organization, and control of work on construction projects. 
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minimum wage regulations to eliminate unduly low pay, reduce wage inequality and promote 
decent work. The ILO defines minimum wage as "the minimum amount of remuneration that 
an employer is required to pay wage earners for the work performed during a given period, 
which cannot be reduced by collective agreement or an individual contract" [33]. Minimum 
wage regulations change from country to country depending on the needs and choices. While 
some countries implement the same minimum wage rate to all of the employees, some 
enforce different standards according to the age or the occupation of the employee or 
according to the sector or the geographical region of work. [33].  

Turkish minimum wage system is regulated under a constitutional guarantee and is fed from 
international contracts and the ILO’s recommendations [34]. Minimum wage is set at the 
latest in every two years by the Minimum Wage Fixing Board by considering social and 
economic conditions of the country [35]. Inflation differentials are also reflected in the 
minimum wages every six months. Also, the minimum wages for engineers are regulated by 
a protocol signed between Union of Chambers of Turkish Engineers and Architects 
(UCTEA) and Presidency of Social Security Institution each year. The protocol states that 
wages of civil engineers/architects and city planners cannot be based on national minimum 
wages due to the nature of the responsibilities undertaken. Minimum gross wages that will 
be effective for the following year are publicized at the end of each year. Accordingly, in 
2016, while the base minimum wage for all of the employees (disposable take-home pay, i.e., 
what remains after taxes, pensions, social security contributions, or other deductions) was set 
to be around 1.250TL/month*‡ the minimum wage for construction engineers (disposable 
take-home pay) was set to be around 2.500 TL/month*§  [36]. 

In addition to its recommendations with regard the implementation of minimum wages, the 
ILO emphasizes that for a wage system to be fair and effective, it should be transparent, it 
should reward employees according to the difficulty and quality of their work and it should 
ensure that the motivated workers can earn substantially more than the minimum wage [33]. 

The ILO’s recommendations on wages, in general, are in parallel to the views of modern 
behavioral scientists like Simon [37], Robert Dubin [38] — who support the 'Behavioral 
Theory of Wages'.  Behavioral Theory of Wages claims that wages are determined by factors 
like the size and the prestige of the company, the strength of the union, the employer's concern 
to maintain the workers, the social norms, the traditions, the customers prevalent in the 
organization, the psychological pressures on the management, the prestige attached to 
specific jobs in terms of social status and the wages paid for similar positions in other firms, 
etc. [39]. These views are also supported by construction management related literature 
stating that wages of construction professionals should; 

(1) reflect the value of compensable variables like; 

- level of education [40-46],  

- computer and foreign language skills [47-50],  

- experience and seniority [40],[41],[46],[51],[52] and, 

                                                 
‡ 417 USD/month (1 USD = 3.00 TL  as an average in 2016) , 
§ 833 USD/month 
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(2) reward individual and collective performance [40],[41],[46] where; completion of work 
in estimated time/ cost/quality; low rate of rework, compliance with occupational health 
and safety requirements, customer satisfaction and, skills related with; not only decision 
making, but also problem solving, planning, coordination, communication with and 
motivating subordinates, personality characteristics like honesty, punctuality, attitude and 
fairness towards workers are the critical performance determinants of construction 
engineers. [53-55]. 

(3) reflect inflation rate [56-57],  

(4) avoid undue disparities in wages within the company or concerning the prevailing wages 
in the industry [32],[40],[56],[57] and  

(5) reflect the complexity of the project, project budget, project location, i.e., city, country, 
the distance between the construction site and the town center [58].   

Above listed literature is overviewed below.  

 

2.1. Level of Education and Foreign Language Knowledge 

Effect of level of education on wages is one of the most studied topics related to the wage 
determinants in different industries (Table 1). Linear regression analysis is the mostly 
preferred statistical analysis method. Findings generally show a positive correlation between 
education levels and wages (see Table 1). 

 

Table 1 - Literature review on the effect of level of education on wage rates 

Author  Nation Sector  Method  Result 

Bhattarai & Wisnievski 
[40]  England Private 

 Linear Regression 
 Adj. R2= 0,922 

Wages of employees getting training 
certificates are 4.3% higher on average 
than others. 

Boudarbat et al. [41]  Canada Private  Linear Regression There is a positive relationship between 
education level and wage. 

Nestić [42]  Croatia Private Linear and Quantile  
Regression 

There is a positive relationship between 
education level and wage. 

Liu & Zhang [43]  China Private 
 Linear Regression 
 Adj. R2= 0,506 

There is a positive relationship between 
education level and wage. 

Addabbo & Favaro [44]  Italy Private 
 Quantile Regression 
 Adj. R2= 0,33 

The level of education leads to the 
closure of the wage gap between men and 
women. 

Yang & Mayston [45]  China Private  Probit Regression 
Employees with higher levels of 
education are more likely to find a better 
job. 

Iriondo & Perez-Amaral 
[59]  Europe Private  Linear Regression There is no relationship between 

education level and wage. 

Morikawa [46]  Japan Public and 
Private 

 Quantile Regression 
 Adj. R2= 0,44 

There is a positive relationship between 
education level and wage. 
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Among the researchers presented in Table 1, Yang & Mayston [45] are the only ones to 
investigate the effect of foreign language knowledge on wages. By using Probit Regression 
Analysis, they determined that as the level of English knowledge increases, the wage 
increases by an average of 4.3%. 

 

2.2. Age and Experience 

Literature related to the effects of age and experience on wage levels show that while wages 
mostly increase by age and experience, they tend to decrease after a certain age (which is 
around 45 to 55). Table 2 shows the findings of previous studies.  

 

Table 2 - Literature review on the effect of age and experience on wage rates 

Author  Nation  Sector  Method  Result 

Bhattarai & 
Wisnievski [40]  England Private 

 Linear Regression 
 Adj. R2= 0,922 

The age at which the wage reaches the 
maximum level is 45.8. 

Boudarbat et al. [41]  Canada Private  Linear Regression Employees with the highest wage are aged 46-
55. 

Nestić [42]  Croatia Private Linear and Quantile  
Regression 

Experience (up to 30 years) causes wages to 
increase. 

Liu ve Zhang [43]  China Private 
 Linear Regression 
 Adj. R2= 0,506 

The wage earned increases as the working age 
increases. 

Morikawa [46]  Japan Public and 
Private 

 Quantile Regression 
 Adj. R2= 0,44 

Employees with the highest wage are aged 50-
55. 

 

2.3. Individual Performance  

Researchers like Kagioglou et al. [53], Dainty et al. [54], Cox et al. [60], Cheng & Li [55], 
Samuel et al. [61] and Nassar & Abourizk [62] studied evaluation criteria for professional 
performance of construction professionals.  Kagioglou et al. [53] and Cox et al. [60] 
determined the most significant measures as the customer satisfaction, completion of work 
on estimated time and cost, work accidents involved and rework. On the other hand, Dainty 
et al. [54] stated the personality characteristics like honesty, punctuality, attitude, motivating 
oneself, ability to work with different team members and fairness towards subordinates to be 
more significant than other factors as performance determinants of professionals. Analytical 
Hierarchy Process (AHP) has been the most commonly used method for determining the 
performance criteria [55][62]. 

 

2.4. Prevailing Wages 

Babecký et al. [56] and Galuscak et al. [57] both studied the effect of prevailing wages on 
determining the wages of professionals by using Probit Regression analysis. Babecký et al. 
[56] concluded that prevailing wages in Czech construction industry was significant in 
determining the wages. Galuscak et al. [57] additionally stressed the fact that small-sized 
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European construction companies, rather than medium-large ones, considered prevailing 
wages while determining the wage levels of their employees.  

 

2.5. City of Work and Size of the Company 

Idson and Feaster [63] and Nestić [42] reached to similar results showing that employees 
working in large companies earn more than employees working in small companies. Wage 
differences reach up to 39%. In the meantime, Morikawa [46] determined that wages change 
around 40% between large cities and small towns.  

 

3. RESEARCH MATERIAL AND METHODOLOGY 

A questionnaire survey was undertaken in 2016, to determine industry-wide applications related 
to wage determinants of construction engineers and wage policies of construction companies in 
Turkey. Questionnaires were distributed to both the construction engineers and, the 
company/human resources managers who are the part of wage determination process of the 
companies. 410 construction engineers and 305 company/human resources managers participated 
in the survey which provided a statistically significant sample size within 95% confidence level 
[64]. 

The first part of the questionnaire consisted of questions related to the demographic characteristics 
of the respondents, attributes of their work and monthly wages earned (disposable take-home 
pay). Compensable variables and performance determinants were listed according to the literature 
findings discussed above and were questioned in the second part of the questionnaire. A 9 Point 
Likert Scale (1-strongly disagree to 9-strongly agree) was used for scaling questions.  

Descriptive statistical analysis, Lorenz curve [65] and Gini coefficients, Multinomial 
Logistic Regression analysis and Self Organizing Maps (SOM) were used to derive results 
from the questionnaire findings. These methods were used complementarily to each other in 
discussing the results; Gini coefficients and Regression analysis provided statistical 
information for the discussion of the results, and SOM maps enabled to track and to analyze 
the results visually. 

 

4. RESULTS AND DISCUSSION 

4.1. Demographics of the Respondents 

Table 3 shows age distribution of the respondents. It is observed that while most of the company 
managers are over 30 years old, construction engineers are at younger ages on the average. When 
the frequency of the construction engineers are compared with the frequency of the members of 
the Chamber of Civil Engineers (based on the list provided for the current research by the 
Chamber of Civil Engineers) it is observed that the sample represents active working population 
of engineers.   
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Table 3 - Age Distribution of the Respondents 

Age Range Frequency (%) 
Company Managers 

Frequency (%) 
Construction 

Engineers 

Frequency (%) 
Construction Engineers  

(Members of Chamber of 
Civil Engineers in 2017) 

20-25 4.7 19.7 21.0 
26-30 24.0 32.0 19.2 
31-40 39.0 28.6 26.9 
41-50 20.7 14.0 14.0 
51-60 9.3 5.7 11.7 
> 60 2.3 - 7.2 

 

Table 4. shows the business areas of the respondents. Distribution of the respondents is in good 
agreement with the statistical data on Turkish construction industry showing that 67-77% of 
construction investments are on building projects and 23-33% are on infrastructure projects [2-3]. 

 

Table 4 - Business Areas of the Respondents 

Business Area                        % of Respondents 
 Company/Human 

Resources Managers 
Construction Engineers 

Building Projects  67.21 63.7 
Infrastructure Projects 35.40 14.1 
Prefabricated Production 17.04 5.6 
Building Inspection 7.86 16.6 

 

4.2. Wages and Wage Distribution Inequalities 

Table 5 shows the answers of construction engineers related to their monthly wages in 2016. 
Results show that 0,73 % of the respondents do not even earn the national minimum wage of 
1.250 TL/month. In total 24.87 % of the respondents earn less than 2.500 TL/ month, i.e., the 
disposable take-home pay value of the legal minimum monthly wage for construction engineers 
in 2016. 

Figure 1 shows the Lorenz curve drawn according to the construction engineers' responses 
related to their monthly wages. The graph plots the percentiles of the cumulative population 
of the construction engineers on the x-axis, and their cumulative income (cumulative monthly 
wages) on the y-axis. The straight diagonal line represents perfect equality in income 
distribution (Gini coefficient equals to 0); the curve which lies under it (Lorenz curve) shows 
the actual distribution of wages according to the engineers’ answers.  
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Table 5 - Monthly Wages of Construction Engineers in Turkey 

Wage (TL/month) Number of Respondents % of respondents Cumulative % 
of respondents 

<1.250 3 0,73 0,73 
1.250-2.500 99 24,14 24,87 
2.501-4.000 210 51,22 76,09 
4.001-6.000 49 11,95 88,04 
6.001-8.000 36 8,78 96,82 
8.001-10.000 8 1,95 98,77 
>10.000 5 1,23 100 
Total 410 100 100 

 

 
Figure 1 - Lorenz Curve for Wages of Construction Engineers in Turkey  

 

Gini coefficient, which is a measurement of inequality, is expressed as the ratio of the area 
that lies between the line of perfect equality and the Lorenz curve to the total area under the 
line of perfect equality. Gini coefficient can range from 0 (perfect equality) to 1 (absolute 
inequality). Some Gini coefficients related to the wages of construction engineers were 
calculated by utilizing the following formula [66]. The Gini coefficient for the whole sample 
was determined to be 0,2526. Gini coefficients for  different categories of the compensable 
variables that affect the wages were also calculated, and these are discussed in the following 
sections. 
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𝐺 = 1 −෍ሾሺ𝑋௜ − 𝑋௜ିଵሻሺ𝑌௜ + 𝑌௜ିଵሻሿே
௜ୀଵ  

where; 

G: Gini coefficient 

Xi: Cumulative % of population corresponding to the ith individual    

Yi: Cumulative % of population income corresponding to the ith individual 

N: number of individuals 

Statistics on income inequalities provided by international institutions like UN, World Bank, 
OECD or by governments are generally country or region based, and statistics on income 
inequalities amongst professionals is limited. Only one study related to the income 
distribution among construction professionals has been found during the literature review.  
Gini coefficient for Pakistani professionals was calculated to be 0,280 in that study [67] (see 
Table 6). Additionally, Gini coefficient for civil engineers working in the USA was roughly 
calculated to be 0,334 during the current research by using the data published by OECD [68] 
on civil engineers' incomes in the USA in 2016 (Table 6). 

According to Turkish Statistical Institution figures [4], Gini coefficient for the working-age 
population between 18-65 in 2016 in Turkey is 0,40, and according to UNDP [69] figures it 
is around 0,40 for USA and 0,30 for Pakistan (Table 6). When Gini values of three countries 
are compared, it is observed that the income inequality for the construction professionals is 
the least in Turkey, income inequality for professionals in Pakistan is very close to their 
national average and, income inequality is not related to wealth. 

 

Table 6 - Gini Coefficients for Working-Age Population and Construction Professionals in 
Turkey, USA and Pakistan 

 Turkey USA Pakistan 
Gini Coefficient for Working Age 
Population 0,40 0,40 0,30 

Gini Coefficient for Construction Industry 
Professionals 0,2526 0,334 0,280 

 

4.3. Effect of Inflation on Wages  

As stated above, the inflation rate is a significant determinant of the amount of increase in 
minimum wages and is recommended to be reflected as an annual increase if the companies prefer 
to implement a fair wage policy. When Turkish construction engineers' answers related to the rate 
of increase in their wages between 2015 and 2016 are analyzed, it is observed that only 36% of 
them had an increase that is equal to or more than the official inflation rate of 8% (Table 7).      
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Table 7 - Increase % in the Wages of Construction Engineers Between 2015 and 2016 

Increase % Number of Respondents % of Respondents Cumulative % of 
Respondents 

0 – 0.9 140 34.14 34.14 
1 – 2.9 33 8.0 42.14 
3 – 4.9 29 7.1 49.24 
5 – 7.9 59 14.39 63.63 
8 – 9.9 58 14.14 77.77 
10 – 12.9 28 6.83 84.60 
13 – 14.9 23 5.61 90.21 
15 – 17.9 10 2.44 92.65 
18 – 20.9 9 2.3 94.95 
21 – 23.9 4 0. 9 95.85 
24 – 25.9 3 0.73 96.58 
26 – 28.9 3 0.73 97,31 
29 – 30.9 3 0.73 98.04 
>30.9 8 1.96 100.0 
Total 410 100.0  

 

4.4. Effect of Compensable Variables on Wages and Wage Inequalities  

Multinomial Logistic Regression analysis is preferred to examine the relationship between 
the independent and the dependent variables when the dependent variable includes three or 
more categories and when favouring one class of independent variables over another does 
not depend on the presence or absence of other irrelevant alternatives. Any category of the 
dependent variable is considered as the reference category, and other categories are analyzed 
concerning this category. For the current research, dependent variable ‘Monthly Wage' was 
represented by three categories which are ‘low,' ‘medium' and ‘high' (see Table 8). 
Independent variables were also categorized as shown in Table 8. 

Variables ‘country of the project', ‘computer skills' and ‘travelling distance between the 
project site and the town centre' were excluded from the analysis due to the little variability 
and unsuitability for categorization. ‘Project size' was excluded due to the number of missing 
responses (which was around 40% of the responses). ‘Seniority' was excluded due to its high 
collinearity with the variable ‘experience.' 

Pearson and Deviance significance values (greater than 0.05, see Table 9) show that model fit is 
statistically acceptable [70-71]. Additionally, Nagelkerke Pseudo R2 Coefficient show that 
independent variables can explain 45.9% of the dependent variable ‘Monthly Wage' which is also 
statistically satisfactory.   
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Table 8 - Categories of Variables and Number of Respondents in Each Category 

Variable Category Number of 
Respondents 

% of 
Respondents 

Monthly Wage 
< 2500 TL (Low Wage) 102 24.88 
2500 – 4000 TL (Moderate Wage) 210 51.22 
> 4000 TL (High Wage) 98 23.90 

Education 
Associate Degree 22 5.36 
Undergraduate Degree 329 80.24 
Graduate Degree 59 14.40 

Experience 

0-2 years 77 18.78 
3-5 years 96 23.41 
6-10 years 87 21.22 
11-20 years 99 24.15 
> 20 years 51 12.44 

Company Size 

< 10 100 24.39 
11-50 162 39.51 
51-250 88 21.46 
> 250 60 14.64 

Project Type 

Prefabrication/Low Complexity 23 5.60 
Building Inspection/Low 
Complexity 68 16.58 

Building Construction /Medium 
Complexity 261 63.66 

Infrastructure Projects /High 
Complexity 58 14.16 

City 

1. Group Cities (İstanbul) 158 38.53 
2. Group Cities (Ankara – İzmir – 
Bursa) 82 20.01 

3. Group Cities (Others) 170 41.46 
Foreign 
language Scores by using Likert Scale 9. 410 100 

 

Reference category of the dependent variable was determined by comparing the accuracy 
percentage between actual and estimated values for the three categories as shown in Table 10. 
Results show that accuracy of the model is 64.8%, which is very satisfactory for human resource 
management related studies. Results also indicate that the model works more accurately in 
comparisons between ‘low’ and ‘high’ wage categories rather than comparisons with 'medium' 
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wage categories. Thus, ‘low’ wage category was accepted as the reference category for further 
analysis (see Table 11).   

 

Table 9 - Model-Fit Indicators 

Model Model-Fit Criteria Likelihood Ratio Tests 
-2 Log Likelihood Chi-square Df Sig. 

Constant 661.834    
Final Model 482.758 179.076 32 0.000 
Pearson 

 
497.282 524 0.794 

Deviance 438.294 524 0.997 
                Nagelkerke Pseudo R2                 0.459 

 

Table 10 - Estimation Classification of Logistic Regression Model 

Category/Actual  
Category/Estimated 

< 2500 TL 2500 – 4000 TL > 4000 TL Accuracy % 

Low (< 2500 TL) 59 39 4 57,8 

Medium (2500 – 4000 TL)  22 167 21 79,5 

High  (> 4000 TL)  3 39 56 57,1 

Cumulative % Frequency 20,4 59,7 19,9 64,8 
 

The exponential beta coefficient, Exp (B) in Table 11, represents the change in the dependent 
variable (i.e., monthly wage in the current research) which is associated with a one-unit change of 
the corresponding independent variable via the reference category. The Exp (B) results will be 
interpreted in the following paragraphs together with Gini coefficients and Self Organizing Maps 
(SOM). 

SOM maps, given in Figure 2, were produced by using the SOM model developed by Oral 
and Oral [64]. SOM which is an unsupervised neural network algorithm converts complex, 
nonlinear statistical relationships between high-dimensional data items into simple geometric 
relationships on a low-dimensional display. It compresses information by preserving the 
primary topological and metric relationships of the primary data items on display. The SOM 
maps presented in this study display the relationships between wage and the level of 
education, experience, project type, size of the company and city categories. The relationship 
between the compensable variables and wage can be analyzed in detail if all the maps are 
evaluated together. To give an example; the low wage region on the upper right corner in 
Figure 2 (a) is due to the employees with six or more years' experiences that have either an 
associate or an undergraduate degree (Figure 2 (c)) and that is either a building construction 
engineer or a building inspector (Figure 2 (d)) in medium-sized companies (Figure 2 (e)) 



Serkan AYDINLI, Mustafa ORAL, Emel ORAL 

8973 

which is not located in Istanbul (Figure 2 (f)). Therefore, evaluation of all the maps given in 
Figure 2 enables observation of hidden relationships that may not be detected through 
statistical analysis. 

 

Table 11 - Multinomial Logistic Regression Analysis Results 

 WAGEa B Std. 
Error Wald df Sig. Exp(B) 

95% Confidence 
Interval for 

Exp(B) 
Lower 
Bound 

Upper 
Bound 

Constant -0.607 1.482 0.168 1 0.682
  
Foreign Language** 0.157 0.095 2.705 1 0.100 1.170

 
0.970 

 
1.410 

Education 

 
Associate degree 0b . . 0 . .

 
. 

 
. 

Undergraduate degree* 2.400 1.187 4.087 1 0.043 11.020 1.076 112.876 
Graduate degree* 3.917 1.343 8.511 1 0.004 50.234 3.616 697.905 

Experience 

 
0-2 years* -1.805 0.770 5.499 1 0.019 0.164

 
0.036 

 
0.744 

3-5 years -0.509 0.692 0.541 1 0.462 0.601 0.155 2.333 
6-10 years 0b . . 0 . . . . 
11-20 years* 1.296 0.654 3.925 1 0.048 3.656 1.014 13.181 
> 20 years 0.076 0.699 0.012 1 0.913 1.079 0.274 4.247 

Building Construction /Medium Complexity -0.527 0.642 0.674 1 0.412 0.591 0.168 2.077 
Prefabrication */Low Complexity -2.474 1.019 5.899 1 0.015 0.084 0.011 0.620 
Building Inspection*/Low Complexity -1.993 0.800 6.214 1 0.013 0.136 0.028 0.653 
Infrastructure Projects /High Complexity 0b . . 0 . . . . 

City  

 
İstanbul* 1.135 0.484 5.509 1 0.019 3.111

 
1.206 

 
8.026 

2. Group** 0.961 0.530 3.291 1 0.070 2.614 0.926 7.379 
  3. Group 0b . . 0 . . . . 

Company 
Size 

 
< 10* (small) -1.408 0.598 5.554 1 0.018 0.245

 
0.076 

 
0.789 

11-50*(medium) -1.614 0.560 8.313 1 0.004 0.199 0.066 0.596 
51-250 (large)  0b . . 0 . . . . 
> 250 (very large) -0.107 0.770 0.019 1 0.889 0.898 0.198 4.067 

a. ‘Low’ wage is considered as the reference category.    
b. Coefficients are calculated with reference to the reference categories. 
* It is significant at the 95% confidence level.  
** It is significant at the 90% confidence level 
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   Low 

 

Associate  

   Medium Undergrad  
    High Graduate  

    

 (a)Wage (b)Level of Education  
 0-2 

 

Small  
 3-5 Medium   
 6-10 Large  
 11-20 Very Large  
 >20   
    

 (c) Experience (d) Company Size  

 Building 

 

İstanbul  

 Building Insp. 2nd Group  

 Prefabrication 3rd Group  
 Infrastructure   
    

 (e) Project Type (f) City  

Figure 2 - SOM maps 
 

Table 12 - Gini Coefficients for Compensable Variables 

 
Overall 

Gini 
0.2526 

Education 
Associate degree 0.3814 
Graduate degree 0.2354 
Postgraduate degree 0.2685 

Experience 

0-2 years 0.2622 
3-5 years 0.1692 
6-10 years 0.1912 
11-20 years 0.2827 
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Table 12 - Gini Coefficients for Compensable Variables (continue) 

 
Overall 

Gini 
0.2526 

Company size 

<10 employees (small) 0.2260 
11-50 (medium) 0.2206 
51-250 (large) 0.247 
>250 (very large) 0.4629 

Project Type 

>20 years 0.3205 
Building construction  0.2070 
Building inspection 0.2947 
Prefabrication 0.2596 
  
  
Infrastructure 0.2655 

 

Finally, as informed previously, Gini coefficients were calculated for each category of the 
compensable variables to analyze the wage inequalities in the industry. The findings are presented 
in Table 12. 

Based on the above-presented results, effects of compensable variables on wages of 
construction engineers in Turkey are discussed in the following paragraphs. 

 

4.4.1. Level of Education 

Results in Table 8 show that around 5% of respondents are construction technicians (Associate 
degree holders) by profession. They undertake the responsibilities of a construction engineer on 
site. It was indeed a widespread practice to employ experienced construction technicians to 
conduct the duties of site managers until an amendment in the related regulation [72] in 2014. 
Construction technicians were prohibited from undertaking legal responsibilities of construction 
projects by this amendment. Meanwhile, some construction companies have continued to work 
with these practitioners. The maps in Figures 2(a) and 2(b) show that none of these practitioners 
earns a ‘high’ wage. When the maps in Figure 2(b) and (d) are analyzed together, it is observed 
that all of these professionals who work in small-sized companies earn ‘low’ wages. Meanwhile, 
Gini coefficient being the highest for associate degree holders among the three categories of level 
of education is an indicator of the divergence between wages (Table 12). However, a few numbers 
of respondents with some outliers may be affecting the value of the Gini coefficient. 

Results in Table 11 show that the odds to earn ‘high’ wages rather than ‘low’ wages for the 
engineers with undergraduate degrees or graduate degrees are respectively 11.020 and 50.234 
times more than for associate degree holders. Meanwhile, a graduate degree provides 4.56 (= 
50.234/11.020) times more chance to earn a ‘high’ wage rather than a ‘low’ wage than an 
'undergraduate' degree. The map in Figure 2(b) supports these findings by showing that both 
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undergraduate and graduate degree holders earn 'high' wages, and the relative ratio of ‘high' wages 
are higher for the graduate degree holders. These findings are in good agreement with the literature 
review findings presented in Table 1. As discussed by previous studies, there is a positive 
relationship between the wages paid to employees and their education levels. Like in many 
industries, the employers in the construction industry consider the benefits they can gain from the 
employees when determining the employee wages; resulting in the technical knowledge and the 
competencies that are acquired via academic degrees to be an important wage determinant. 

 

4.4.2. Experience  

The SOM maps in Figure 2(a) and 2(c) show that engineers with any experience may earn ‘low’ 
wages. However, the regression analysis results show that the odds of earning a 'high' wage rather 
than a ‘low' wage for 11-20 years' experienced engineers are 22.29 (3.656/0.164) and 3.656 times 
more concerning engineers with experiences of 0-2 years and 6-10 years, respectively. 
Meanwhile, experience over 20 years does not guarantee a ‘high' monthly wage. Gini coefficient 
being the highest for the most experienced group of engineers (Table 12) and literature findings 
given in Table 2.  are in support of the regression analysis results showing that while some 
experienced engineers earn quite a lot, others earn quite a little. Such a deviation is because while 
some engineers at the retirement age continue to work in high positions in construction projects, 
others continue to work as senior building inspectors or in similar low profile positions, earning 
low wages after retirement. The variations between the wages of the experienced engineers are 
also observed in the map in Figure 2(c). The map additionally supports the regression analysis 
results by showing that ‘high’ wages are earned more by the 11-20 years’ experienced engineers 
rather than others (Figure 2(c)).  The map also shows that none of the least experienced engineers 
earn ‘high’ wages and engineers with 3-5 years’ experience only earn ‘high’ wages if they work 
either in Istanbul or small-sized companies in other cities.  

 

4.4.3. Company Size 

Parallel to the results of Idson and Feaster [63] and Nestić [42], the map in Figure 2(d) shows 
that while the vast majority of engineers working in large and very large companies earn ‘high’ 
wages. Meanwhile,  engineers with less than five years' experiences earn 'low' wages in these 
companies (Figure 2(c) and 2 (d)).  The value of the Gini coefficient, being the highest (0.4629), 
additionally indicates that while the majority of engineers in very large companies earn 'high' 
wages, there exist engineers who work in these companies with extremely 'low' wages.   
Meanwhile, the results in Table 11 show that working in very large companies rather than large 
companies do not affect wages significantly. However, other company sizes affect the wages and 
the odds for an engineer working in a large-sized company to earn ‘high' wage is 5.025 (=1/0.199) 
times more than for an engineer working in a medium-sized company, and 4.08 (=1/0.245) times 
more than for an engineer working in a small- sized company. Company size in construction 
industry is one of the important indicators of the company’s ability to engage in large projects 
continuously and have higher turnovers. Thus, these companies are able to allocate higher budgets 
to human resources in order to keep their employees long term. 
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4.4.4. Project Type and Complexity: 

The map in Figure 2(e) shows that vast majority of engineers working in infrastructure projects 
earn ‘medium' or ‘high' wages; only low (less than five years) experienced engineers earn ‘low' 
wages. Meanwhile, engineers working in building inspection are more likely to earn ‘low' or 
‘medium' wages. (Figure 2 (c) and 2(e)).  Results in Table 11 additionally show a significant 
difference between the wages of construction engineers working in low complexity (i.e., building 
inspection and prefabrication) projects and the wages of the ones working in high complexity 
(infrastructure) projects. Results show that the odds to earn a ‘high' wage rather than a ‘low' wage 
for construction engineers when working in infrastructure projects are 7.35 (1/0.136), and 1.90 
(=1/0.084) times more than working in building inspection, and in prefabrication projects, 
respectively. In the meantime, it is observed that wage inequalities for the four project complexity 
categories are similar as none of the Gini coefficients are distantly different than the others (see 
Table 12).  

 

4.4.5. City of Work 

‘City of work' is categorized into three groups for regression analysis. The first group only 
includes Istanbul which has the highest cost of living in Turkey. The second group consists of 
Ankara, Izmir, and Bursa which follow Istanbul concerning the cost of living. The third group 
consists of other cities. The results show that the odds to earn ‘high’ wage rather than ‘low’ wage 
in Istanbul is 1.19 and 3.11 times more than the second group and the third group of cities, 
respectively. Statistical data provided by TSI [4] show that Gini coefficient for working 
population is 0.398 for Istanbul, which is the highest among all of the cities in Turkey. On the 
other hand, Gini coefficient for construction engineers is determined to be the lowest for Istanbul 
(Table 12). In support of the regression results, the map in Figure 2(f) shows that the vast majority 
of engineers working in Istanbul or second category of cities earn ‘medium' or ‘high' wages while 
‘low' wages dominate the cities in the third category. The analysis results show that cost of living 
is an important criterion  in wage agreements as the wages are required to fulfill the needs of the 
employees. 

 

4.4.6. Foreign Language Skills 

Construction engineers were asked to rate their level of foreign language skills required for their 
occupation by using Likert Scale 9.  Exp (B) value in Table 11which is 1.170 (within 90% 
confidence level) means that; the odds to earn a ‘high' wage rather than a 'low' wage is 4.10 times 
more for an engineer who uses foreign language at a level of 9 out of 9 than the odds of an engineer 
who does not use any foreign languages at all. These results show that foreign language skills 
increase wage rates more in Turkish construction companies than in Chinese companies (as 
determined by  Yang & Mayston [45]).  The difference may be related to the differences between 
supply-demand balance of these two countries; as according to the English proficiency index 
(2017) by Education First, Turkey ranks 62th and China 36th between 80 countries [73]; which 
shows that English proficiency of the individuals is very low in Turkey and results  foreign 
language skills  increase wage rates more in Turkish construction companies than in Chinese 
companies. 
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4.4.7. Effect of Performance on Wages- Employee and Employer Perspectives 

Only 6% of the construction engineers stated that their employer evaluated their performance and 
returned it as a bonus or as an increase in their wages. These engineers were then asked to choose 
the variables that were assessed by their employer during the performance appraisal. Their 
responses are presented in Table 13. 

Results in Table 13 show that problem solving, planning, organization and coordination 
abilities related to the completion of tasks within a pre-determined schedule and quality 
specifications are the most frequently valued criteria during performance evaluation.  
Meanwhile, unlike the literature findings, level of compliance with health and safety rules 
and level of the number of accidents within the unit are not assessed as much as the other 
criteria, and that may be the result of two different approaches. First one is that complying 
with health and safety procedures and avoiding accidents is indispensable during construction 
works and should not be an issue to be considered during the performance appraisal. The 
second one is just the opposite; these issues are not of any concern for the Turkish 
construction companies. 

 

Table 13 - Performance Indicators of Construction Engineers 

Variable % of 
Respondents 

Rank 

Problem-solving ability 5.66 1 
Organization and coordination ability 5.66 1 
On time completion of a task 4.58 2 
Planning ability 4.58 2 
Quality of work 4.58 2 
Ability in finding construction faults 4.58 2 
Productivity 4.31 3 
Relations with customers 4.31 3 
Level of compliance with health and safety rules 3.77 4 
Social relationships with co-workers 3.77 4 
Ability to motivate subordinates 2.16 5 
Rate of rework 1.08 6 
Number of accidents in his/her unit 0.81 7 

 

Table 14 summarizes company/human resources managers' responses related to their wage 
evaluation criteria of construction engineers. Individual performance is the most significant wage 
determinant from the perspective of the employers. Experience, seniority, and level of education 
follow it. In contrary to regression analysis results foreign language skills is the least important 
criterion for the employers; although high coefficient of variation (V= 0.60) shows that there is 
not a good agreement amongst the employers related with the issue. 
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Table 14 - Employers’ Preferences Related with Wage Determinants 

Rank Determinant Mean 
Score 

Std. 
Dev. 

Coef. of 
Var. (V) 

1 Individual performance 7.87 1.58 0.20 
2 Experience 7.63 1.80 0.24 
3 Seniority 7.05 2.11 0.30 
4 Level of education 6.89 2.25 0.33 
5 Computer skills 6.66 2.43 0.36 
6 Inflation 6.59 2.58 0.39 
7 Project complexity 6.45 2.47 0.38 
8 Wages/salaries of other employees in company 6.38 2.45 0.38 
9 Project budget 6.23 2.57 0.41 
10 City 5.97 2.49 0.42 
11 Distance between project and town centre 5.66 2.78 0.49 

12 Wages/salaries of other employees in other 
companies 5.65 2.60 0.46 

13 Country 5.45 2.98 0.55 
14 Foreign language skills 4.22 2.83 0.60 

 

5. CONCLUSIONS  

Turkish construction industry which is one of the largest in the world faces two crucial 
problems regarding the employment of construction engineers. While on the one hand high 
numbers of engineers are unemployed; on the other hand, engineers with jobs are dissatisfied 
with what they earn. Although government policies are important determinants of the 
unemployment rates, awareness related to the compensation factors which affect the wages 
is an important issue on the individual basis in getting a job.  In parallel, a fair wage policy 
is essential on company basis in keeping high motivation and low turnover of employees. 

A wage system to be fair and adequate, it should reward employees according to the difficulty 
and quality of their work, and ensure that motivated and productive workers can earn 
substantially more than the legal minimum wage. In this approach, legal restrictions are the 
first constraints to be fulfilled. Unfortunately, current research on Turkish construction 
industry practices shows that nearly a quarter of construction engineers in Turkey do not earn 
the legal minimum wage that is set by the legislation each year for engineers and architects. 
Additionally, an annual increase in their wages is less than the official inflation rate, for most. 

When it comes to ensuring fair wages to the motivated workers; employers claim that they 
give priority to performance evaluation during wage determination which is, according to 
engineers' claims, very rarely encountered in practice. Meanwhile, the difficulty of work is 
observed to be reflected on the wages of construction engineers; as engineers working in high 
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complexity projects or in the projects which require foreign language skills or higher levels 
of education are observed to earn more than their peers.  

When wage inequalities are analyzed, it is observed that overall income inequality for 
construction engineers is not as high as the national average and the available international 
values. In the meantime, wage inequalities differ concerning the different categories of 
compensation variables. 

In addition to presenting the constituents of a fair wage for construction engineers, findings 
of the current research will be beneficial to academicians, construction engineers, and 
company managers.  By demonstrating the wage practices in the construction industry, 
determinants of wage rates, and the priorities of employers regarding the performance 
appraisals, the findings will help engineers, especially new graduates, in building realistic 
wage expectations. Findings will also be of use by the academicians as they reveal the 
necessity of the inclusion of practical issues in the course contents that would improve the 
problem solving, organization and coordination skills of the students. Finally, findings will 
be beneficial to construction company managers in implementing wage policies which would 
consider prevailing wages and industry-wide applications. In parallel, findings are expected 
to draw the attention of the government bodies, by presenting the deviations between legally 
expected and practically paid in the industry. 

 

6. LIMITATIONS AND RECOMMENDATIONS FOR FUTURE WORK 

While the current study focused on the determinants of construction engineers' wages and 
wage policies of Turkish construction companies only, its findings can be taken as a basis for 
further studies especially in developing countries. Larger sample sizes are recommended for 
these studies, as although the total number of respondents of the current study was 
statistically significant to derive conclusions, increasing number of respondents in each 
category of compensable variables would lead to the determination of more realistic Gini 
coefficient values.  

The discussion in the current paper shows that the SOM maps help to interpret data by 
presenting the relationship between different variables in a simple visual format. In the 
meantime, SOM is a type of artificial neural network which can be utilized for prediction. 
Further developments of the current research, will focus on developing a SOM-based model 
that would help to predict wages of construction engineers under given conditions. 

Finally, findings of the current survey can be used to create artificial intelligence based wage 
systems. Wages and salary increases can be more objectively and fairly determined using 
algorithms such as fuzzy logic and artificial neural networks. In this manner, contemporary 
intelligent wage systems can help for effective motivation and management of human resources 
in construction industry. 
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ABSTRACT 

In this study, the static analysis of a simply supported square functionally graded sandwich 
plate is performed. The core of the sandwich plate is assumed to be isotropic and the face 
sheets functionally graded. The variations in the effective properties of functionally graded 
face sheets along the thickness are obtained by using Mori-Tanaka Micromechanical Model. 
Four variable plate theory is used for the displacement fields. The equation of sandwich plate 
under sinusoidal load is obtained using the virtual displacement principle. Closed form 
solution is obtained with Navier’s approach. Parametric values are obtained for the core and 
face sheet thickness ratios. The numerical results are compared with the literature and a good 
agreement between the obtained results and other theories in the literature is observed. 
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1. INTRODUCTION 

Laminated composite materials are very popular and attractive for many application such as 
space, aircraft, automotive and sports etc. Since the laminates have different material 
properties, stress concentrations and delamination  may occur in the layer interface. In order 
to overcome these problems, a new composite material type whose material properties 
varying gradually along a function was developed. Composition and structure of this 
functionally graded materials change gradually along the volume as a result of the change in 
the properties of materials. As the application areas of functionally graded structures expand, 
predicting the behavior of these materials under static and dynamic loads has become an 
important research area. Researchers have used existing theories or proposed new ones for 
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analysis of bending, buckling and vibration of functionally graded plates and beams [1,2]. 
Numerous studies using the classical plate theory [3, 4], which does not take into account the 
effects of shear deformation, the First-Order Shear Deformation Theory [3-6], which assumes 
shear deformation to be linear along the thickness, or High Order Shear Deformation 
Theories [7-16] can be seen in the literature. High Order Shear Deformation Theories can 
produce more accurate results, satisfying the condition where the shear stress at the boundary 
is zero. However, the calculating procedures of high order theories are considerably complex. 
Shimpi [17] developed a new theory for isotropic plates that separate transverse displacement 
as bending displacement and shear displacement. In addition to the computing process being 
very simple, the theory is accurate as a high order theory. Four Variable Plate Theory has 
been used by Mechab et al. [18] for the bending analysis of functionally graded materials and 
Houari et al. [19] for the thermoelastic bending analysis of functionally graded sandwich 
plates. The theory has been used in numerous studies for static and dynamic analysis of 
functionally graded plates due to its simplicity of calculation [20-30].  

In the present study, static analysis of a square functionally graded sandwich plate is 
investigated by using the Four Variable Plate Theory. For the functionally graded face sheets, 
the effective properties of the material are varied through the thickness with a function which 
is derived by using Mori-Tanaka Micromechanical Model. The equations of the simply 
supported square plate are obtained through the virtual displacement principle. Navier’s 
approach are used for the closed-form solution. Deflection, normal stress and shear stress 
values for varying ratios of core and face sheet thickness are obtained and compared with the 
literature. 

 

2. EQUATIONS OF FUNCTIONALLY GRADED SANDWICH PLATE 

A sandwich plate with a thickness of h, a length of a and a width of b is considered. For a 
square sandwich plate, b is equal to a. The face sheets of the sandwich plate are assumed to 
be of a functionally graded material and the core is assumed to be of homogeneous isotropic 
material. The outer parts of the plate are metal and the inner part gradually change from metal 
to ceramic. The interface between face sheets and the core is completely of  ceramic.  

The variation of the properties of the sandwich plate along the thickness is given in Figure 1. 
The section between h1 and h2 is referred to as bottom FG face sheet, the section between h2 
and h3 is referred to as homogeneous core and the section between h3 and h4 is referred to as 
upper FG face sheet.  

 
Fig. 1 - Transverse section of FG square sandwich plate with sinusoidal loading 



Pınar Aydan DEMİRHAN, Vedat TAŞKIN 

8989 

The variation of the elasticity modulus of the functionally graded sandwich plate is given in 
Equation (1). Among the lower indices, bottom is used for lower sheet and top is used for 
upper sheet. The lower index of c represents ceramic and m represents metal. p is the power 
convention index and when it takes the value of zero, it represents the ceramic material. 
Increasing p values represent metal-rich material. Poisson’s ratio is assumed to be constant 
along the thickness.  

E(z) = ቐEୠ୭୲୲୭୫(z)     for     hଵ ≤ z ≤ hଶEୡ                    for     hଶ < z < hଷE୲୭୮(z)         for     hଷ ≤ z ≤ hସ                    (1) 

In Eqs. (2)-(5), Vc and Vm are the volume fractions of metal and ceramic materials for lower 
and upper face sheets.  

Vୡౘ౥౪౪౥ౣ(z) = ቀ ୸ି୦భ୦మି୦భቁ୮
                         (2) 

Vୡ౪౥౦(z) = ቀ ୸ି୦ర୦యି୦రቁ୮                  (3) 

V୫ౘ౥౪౪౥ౣ(z) = 1 − Vୡౘ౥౪౪౥ౣ(z)                     (4) V୫౪౥౦(z) = 1 − Vୡ౪౥౦(z)                        (5) 

In calculating the effective properties of composite materials composed of two different 
materials with different phases, Mori-Tanaka Micromechanical Model [30] is used. The 
change in the elasticity modulus of the lower and upper face sheets along the thickness is 
given by means of Ebottom and Etop functions. Equations (6)-(7). 

Eୠ୭୲୲୭୫(z) = E୫ + (Eୡ − E୫) ୚ౙౘ౥౪౪౥ౣ(୸)ଵା୚ౣౘ౥౪౪౥ౣ(୸)ቀ ుౙుౣିଵቁ భశಕయ(భషಕ)            (6) 

E୲୭୮(z) = E୫ + (Eୡ − E୫) ୚ౙ౪౥౦(୸)ଵା୚ౣ౪౥౦(୸)ቀ ుౙుౣିଵቁ భశಕయ(భషಕ)            (7) 

Displacement components u, v and w respectively denote the displacements in the x, y, and 
z-axes. (Eqs. (8)-(10)) The lower index of b represents the bending coupling of transverse 
displacement and s represents the shear coupling of transverse displacement.  u = u଴ − z ப୵ౘப୶ + f(z) ப୵౩ப୶                       (8) 

v = v଴ − z ப୵ౘப୷ + f(z) ப୵౩ப୷           (9) w = wୠ + wୱ                        (10) 
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Eqs. (11)-(16) give the relationships between strain and displacement.  ε୶ = ப୳ப୶ − z பమ୵ౘப୶మ + f(z) பమ୵౩ப୶మ                     (11) 

ε୷ = ப୴ப୷ − z பమ୵ౘப୷మ + f(z) பమ୵౩ப୷మ          (12) ε୸ = 0                              (13) γ୶୷ = ப୳ப୷ + ப୴ப୶ − 2z பమ୵ౘப୶ ப୷ + 2f(z) பమ୵౩ப୶ ப୷               (14) 

γ୷୸ = g(z) ப୵౩ப୷                        (15) 

γ୶୸ = g(z) ப୵౩ப୶                            (16) 

The f(z) and the g(z) functions are described in Equations (17)-(18). f(z) = z ቀଵସ − ହଷ ୸మ୦మቁ                   (17) 

g(z) = 1 + ୢ୤(୸)ୢ୸                        (18) 

The constitutive relationships for functionally graded sandwich plate can be derived as 
follows. (Eqs. (19)-(20). 

൝ σ୶σ୷τ୶୷ൡ = ൥Qଵଵ Qଵଶ 0Qଵଶ Qଶଶ 00 0 Q଺଺൩ ൝ ε୶ε୷γ୶୷ൡ                    (19) 

ቄτ୷୸τ୶୸ቅ = ൤Qସସ 00 Qହହ൨ ቄγ୷୸γ୶୸ቅ                   (20) 

Rigidity expressions along the thickness can be written as follows. (Eq. (21)) Qଵଵ = Qଶଶ = ୉(୸)ଵି஝మ  

Qଵଶ = ஝୉(୸)ଵି஝మ                          (21) 

Qସସ = Qହହ = Q଺଺ = ୉(୸)ଶ(ଵା஝)  
Governing equations can be obtained by using virtual displacement principle. Where U is the 
strain energy and W is the work done by external force: 
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δ(U − W) = 0                        (22) U = ׬ ׬ (σ୶ε୶ + σ୷ε୷ + τ୶୷γ୶୷ + τ୷୸γ୷୸ + τ୶୸γ୶୸)ஐ୦/ଶି୦/ଶ dΩdz     (23) W = ׬ qwdΩஐ                             (24) 

δ(U − W) = ׬ ቂN୶δ ቀப୳ப୶ቁ + N୷δ ቀப୴ப୷ቁ + N୶୷δ ቀப୳ப୷ + ப୴ப୶ቁ − M୶ୠδ ቀபమ୵ౘப୶మ ቁ − M୷ୠδ ቀபమ୵ౘப୷మ ቁ −ஐM୶୷ୠ δ ቀபమ୵ౘப୶ ப୷ቁ − M୶ୱδ ቀபమ୵౩ப୶మ ቁ − M୷ୱδ ቀபమ୵౩ப୷మ ቁ − M୶୷ୱ δ ቀபమ୵౩ப୶ ப୷ቁ + S୷୸ୱ δ ቀப୵౩ப୷ ቁ +S୶୸ୱ δ ቀப୵౩ப୶ ቁቃ dΩ − ׬ q(δwୠ + δwୱ)dΩ = 0ஐ                  (25) 

Force and moment components are obtained as follows:  N୶ = ׬ σ୶dz౞మି౞మ   

 N୷ = ׬ σ୷dz౞మି౞మ                   (26) 

N୶୷ = ׬ τ୶୷dz୦/ଶି୦/ଶ   

M୶ୠ = ׬ σ୶zdz౞మି౞మ   

M୷ୠ = ׬ σ୷zdz౞మି౞మ                   (27) 

M୶୷ୠ = ׬ τ୶୷zdz౞మି౞మ   

M୶ୱ = ׬ σ୶f(z)dz౞మି౞మ   

M୷ୱ = ׬ σ୷f(z)dz౞మି౞మ                       (28) 

M୶୷ୱ = ׬ τ୶୷f(z)dz౞మି౞మ   

S୶୸ୱ = ׬ τ୶୸g(z)dz౞మି౞మ   
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S୷୸ୱ = ׬ τ୷୸g(z)dz୦/ଶି୦/ଶ                          (29) 

The rigidity matrix can be written as follows. 

⎩⎪⎪⎨
⎪⎪⎧N୶N୷M୶ୠM୷ୠM୶ୱM୷ୱ ⎭⎪⎪⎬

⎪⎪⎫ =
⎣⎢⎢
⎢⎢⎢
⎡ 

AଵଵAଵଶBଵଵBଵଶBଵଵୱBଵଶୱ
   

AଵଶAଶଶBଵଶBଶଶBଵଶୱBଶଶୱ
   

BଵଵBଵଶDଵଵDଵଶDଵଵୱDଵଶୱ
   

BଵଶBଶଶDଵଶDଶଶDଵଶୱDଶଶୱ
   

BଵଵୱBଵଶୱDଵଵୱDଵଶୱHଵଵୱHଵଶୱ
   

BଵଶୱBଶଶୱDଵଶୱDଶଶୱHଵଶୱHଶଶୱ
 
⎦⎥⎥
⎥⎥⎥
⎤

⎩⎪⎪⎨
⎪⎪⎧ ∂u ∂x⁄∂v ∂y⁄− ∂ଶwୠ ∂xଶ⁄− ∂ଶwୠ ∂yଶ⁄− ∂ଶwୱ ∂xଶ⁄− ∂ଶwୱ ∂yଶ⁄ ⎭⎪⎪⎬

⎪⎪⎫
            (30) 

The stiffness coefficients are given in Eq. (31) collectively.  

൛A୧୨, A୧୨ୱ , B୧୨, B୧୨ୱ , D୧୨, D୧୨ୱ , H୧୨ୱ ൟ = ׬ ሼ1, g, z, f, zଶ, fz, f ଶሽQ୧୨dz౞మି౞మ       (i, j = 1,2,4,5,6)  (31) 

Eqs. (32)-(35) are plate equilibrium equations.  

ப୒౮ப୶ + ப୒౮౯ப୷ = 0                         (32) 

ப୒౮౯ப୶ + ப୒౯ப୷ = 0                       (33) 

பమ୑౮ౘப୶మ + 2 ப୑౮౯ౘப୶ ப୷ + பమ୑౯ౘப୷మ + q = 0                    (34) 

பమ୑౮౩ப୶మ + 2 ப୑౮౯౩ப୶ ப୷ + பమ୑౯౩ப୷మ +  ப୒౮౰౩ப୶ + ப୒౯౰౩ப୷ + q = 0               (35) 

The differential equations of the plate (Eqs. (36)-(39)), are obtained by using the force and 
moment components in Eq.(30) by inserting in Eqs. (32)-(35). Aଵଵ பమ୳ப୶మ + A଺଺ பమ୳ப୷మ + (Aଵଶ + A଺଺) பమ୴ப୶ ப୷ − Bଵଵ பయ୵ౘப୶య − (Bଵଶ + 2B଺଺) பయ୵ౘப୶ ப୷మ − Bଵଵୱ பయ୵౩ப୶య −(Bଵଶୱ + 2B଺଺ୱ ) பయ୵౩ப୶ ப୷మ = 0                             (36) 

(Aଵଶ + A଺଺) பమ୳ப୶ ப୷ + A଺଺ பమ୴ப୶మ + Aଶଶ பమ୴ப୷మ − (Bଵଶ + 2B଺଺) பయ୵ౘப୶మ ப୷ − Bଶଶ பయ୵ౘப୷య − (Bଵଶୱ +2B଺଺ୱ ) பయ୵౩ப୶మ ப୷ − Bଶଶୱ பయ୵౩ப୷య = 0                        (37) 

Bଵଵ பయ୳ப୶య + (Bଵଶ + 2B଺଺) பయ୳ப୶ ப୷మ + (Bଵଶ + 2B଺଺) பయ୴ப୶మ ப୷ + Bଶଶ பయ୴ப୷య − Dଵଵ பర୵ౘப୶ర − 2(Dଵଶ +2D଺଺) பర୵ౘப୶మ ப୷మ − Dଶଶ பర୵ౘப୷ర − Dଵଵୱ பర୵౩ப୶ర − 2(Dଵଶୱ + 2D଺଺ୱ ) பర୵౩ப୶మ ப୷మ − Dଶଶୱ பర୵౩ப୷ర + q = 0     (38) 
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Bଵଵୱ பయ୵౩ப୶య + (Bଵଶୱ + 2B଺଺ୱ ) பయ୳ப୶ ப୷మ + Bଶଶୱ பయ୴ப୷య − Dଵଵୱ பర୵ౘப୶ర − Dଶଶୱ பర୵ౘப୷ర + (Bଵଶୱ + 2B଺଺ୱ ) பయ୳ப୶మ ப୷ −Hଵଵୱ பర୵౩ப୶ర − Hଶଶୱ பర୵౩ப୷ర − 2(Dଵଶୱ + 2D଺଺ୱ ) பర୵ౘப୶మ ப୷మ − 2(Hଵଶୱ + 2H଺଺ୱ ) பర୵౩ப୶మ ப୷మ + Aହହୱ பమ୵౩ப୶మ +Aସସୱ பమ୵౩ப୷మ + q = 0                                 (39) 

Boundary conditions for the simply supported functionally graded sandwich plate are given 
in Eq.(40).  v(0, y) = wୠ(0, y) = wୱ(0, y) = ப୵ౘப୷ (0, y) = ப୵౩ப୷ (0, y) = 0  v(a, y) = wୠ(a, y) = wୱ(a, y) = ப୵ౘப୷ (a, y) = ப୵౩ப୷ (a, y) = 0  N୶(0, y) = M୶ୠ(0, y) = M୶ୱ(0, y) = N୶(a, y) = M୶ୠ(a, y) = M୶ୱ(a, y) = 0      (40) u(x, 0) = wୠ(x, 0) = wୱ(x, 0) = ப୵ౘப୶ (x, 0) = ப୵౩ப୶ (x, 0) = 0  u(x, b) = wୠ(x, b) = wୱ(x, b) = ப୵ౘப୶ (x, b) = ப୵౩ப୶ (x, b) = 0  N୷(x, 0) = M୷ୠ(x, 0) = M୷ୱ(x, 0) = N୷(x, b) = M୷ୠ(x, b) = M୷ୱ(x, b) = 0  

For the analytical solution of the simply supported plate, Navier’s procedure is used. The 
external force applied is written in double series expansion according to the Navier’s 
approach.  q(x, y) = ∑ ∑ q୫୬ sin(αx) sin(βy)ஶ୬ୀଵஶ୫ୀଵ            (41) 

where α = ௠గ௔ , β = ௡గ௕  . For sinusoidal loading, m, n, and qmn are defined as follows.  m = n = 1,               qଵଵ = q଴                       
 (42) 

The displacement components fulfilling the boundary conditions according to the Navier’s 
solution procedure are considered to be as follows: 

൞ uvwୠwୱൢ = ∑ ∑ ൞ U୫୬ cos(αx) sin(βy)V୫୬ sin(αx) cos(βy)Wୠ୫୬ sin(αx) sin(βy)Wୱ୫୬ sin(αx) sin(βy)ൢஶ୬ୀଵஶ୫ୀଵ                (43) 

Umn, Vmn, Wbmn, Wsmn are unknown coefficients. When K is the coefficients matrix and F is 
the applied external force, the unknown coefficients are obtained by solving the Eq. (44).  KΔ = F                                  (44) 
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Δ୘ = ሼU୫୬, V୫୬, Wୠ୫୬, Wୱ୫୬ሽ                 (45) F୘ = ሼ0, 0, −q୫୬, −q୫୬ሽ                  (46) 

K = ൦KଵଵKଵଶKଵଷKଵସ  KଵଶKଶଶKଶଷKଶସ  KଵଷKଶଷKଷଷKଷସ  KଵସKଶସKଷସKସସ൪                          (47) 

the coefficients of K matrix are given in Eq. (48) Kଵଵ = Aଵଵαଶ + A଺଺βଶ  Kଵଶ = αβ(Aଵଶ + A଺଺)  Kଵଷ = −αሾBଵଵαଶ + (Bଵଶ + 2B଺଺)βଶሿ  Kଵସ = −αሾBଵଵୱ αଶ + (Bଵଶୱ + 2B଺଺ୱ )βଶሿ  Kଶଶ = A଺଺αଶ + Aଶଶβଶ                           (48) Kଶଷ = −βሾ(Bଵଶ + 2B଺଺)αଶ + Bଶଶβଶሿ  Kଶସ = −βሾ(Bଵଶୱ + 2B଺଺ୱ )αଶ + Bଶଶୱ βଶሿ  Kଷଷ = Dଵଵαସ + 2(Dଵଶ + 2D଺଺)αଶβଶ + Dଶଶβସ  Kଷସ = Dଵଵୱ αସ + 2(Dଵଶୱ + 2D଺଺ୱ )αଶβଶ + Dଶଶୱ βସ  Kସସ = Hଵଵୱ αସ + 2(Hଵଶୱ + 2H଺଺ୱ )αଶβଶ + Hଶଶୱ βସ + Aହହୱ αଶ + Aସସୱ βଶ  

 

3. RESULTS 

Some results are presented for the Navier’s solution of the functionally graded square 
sandwich plate which is under sinusoidally distributed load and simply supported in all edges. 
The properties of the material used for obtaining the numerical results are defined as follows: 

Ceramic (ZrO2)        Eୡ = 151 GPa,             ν = 0.3 

Metal (Al)                E୫ = 70 GPa,              ν = 0.3 

In order to compare the values with those in the literature, the following non-dimensional 
expressions are used. Wഥ = ଵ଴୦୉బ୯బୟమ W ቀୟଶ , ୠଶቁ , σ୶തതത = ଵ଴୦మ୯బୟమ σ୶ ቀୟଶ , ୠଶ , ୦ଶቁ , τ୶୸തതതത = ୦୯బୟ τ୶୸(0, ୠଶ , 0)       (49) 

where E଴ = 1 𝐺𝑃𝑎.  For the comparison of numerical results, plate thickness ratios found in 
the literature are used. Four symmetric and two non-symmetric ratios are used. 

(1-0-1) FG sandwich plate: The plate without a core. h2=0 and h3=0 
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(1-1-1) FG sandwich plate: The thickness of the core and face sheets are equal. h2=-h/6 and 
h3=h/6 

(1-2-1) FG sandwich plate: The functionally graded face sheets have half the thickness of the 
core. h2=-h/4 and h3=h/4 

(2-1-2) FG sandwich plate: The core has half the thickness of the functionally graded face 
sheets. h2=-h/10 and h3=h/10 

(2-1-1) FG sandwich plate: The thickness of the lower face sheet is twice as much as the 
thickness of the core and upper face sheet. h2=0 and h3=h/4 

(2-2-1) FG sandwich plate: The upper face sheet has half the thickness of the core and lower 
face sheet h2=-h/10 and h3=3h/4 

The results are presented in the Tables 1-3 and in the Figs. 3-7.  

In the Figure 2, the variation of elasticity modulus along the thickness for symmetric and 
non-symmetric sandwich plates is given. The plate, which is metal in the outer surfaces, turns 
into a ceramic-rich form as it gets closer to the midplane. The change in the elasticity modulus 
diverges from being linear with the increasing power law index and shows parabolic 
distribution. 

 

 
(a) (1-0-1) FG sandwich plate         (b) (1-1-1) FG sandwich plate 

 
(c) (1-2-1) FG sandwich plate         (d) (2-1-2) FG sandwich plate 
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(e) (2-1-1) FG sandwich plate         (f) (2-2-1) FG sandwich plate 

Fig.2 - Elasticity modulus function with different p values (Ec=151GPa, Em=70GPa, 
a/h=10) 

 

Tables 1, 2 and 3 respectively display the values for non-dimensional deflection, normal 
stress and shear stress. Results obtained based on a polynomial four variable refined plate 
theory in this study is compared with those given by Zenkour (2005) based on first [3a] and 
third [3b] order plate theory, Bessaim et al. (2013) based on high-order shear and normal 
deformation theory, Nguyen et al. (2014) based on an inverse trigonometric shear 
deformation theory, Thai et al. (2016) based on a simple four-unknown shear and normal 
deformations theory. In Table 1, it is seen that the lowest deflection value is obtained with 
the p=0 where the plate is completely ceramic. Its metallic properties increase with the 
increase in the p and thus, the deflection increases. Different thickness ratios reveal that the 
highest deflection value is observed in the (1-0-1) FG sandwich plate where there is no core. 
The deflection value decreases as the core-to-plate thickness ratio increases. The lowest 
deflection value is obtained in (1-2-1) FG sandwich plate. Non-dimensional normal stress 
values are listed in Table 2 with different p values for different thickness ratios. Non-
dimensional shear stress values are listed in Table 3. In the table, obtained results are over-
assumed compared to the references. 

 

Table 1 - Non-dimensional center deflections of Al/ZrO2 square sandwich plates. 

P Theory 1-0-1 2-1-2 2-1-1 1-1-1 2-2-1 1-2-1 
0 [3a] 0.19607 0.19607 0.19607 0.19607 0.19607 0.19607 
 [3b] 0.19606 0.19606 0.19606 0.19606 0.19606 0.19606 
 [30] - 0.19486 0.19486 0.19486 0.19486 0.19486 
 [14] 0.19597 0.19597 0.19597 0.19597 0.19597 0.19597 
 [31] 0.19490 0.19490 0.19490 0.19490 0.19490 0.19490 
 Present 0.19606 0.19606 0.19606 0.19606 0.19606 0.19606 
1 [3a] 0.32484 0.30750 - 0.29301 0.28168 0.27167 
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Table 1 - Non-dimensional center deflections of Al/ZrO2 square sandwich plates.(continue) 

P Theory 1-0-1 2-1-2 2-1-1 1-1-1 2-2-1 1-2-1 
 [3b] 0.32358 0.30632 - 0.29199 0.28085 0.27094 
 [30] - 0.30430 0.29448 0.29007 0.27874 0.26915 
 [14] 0.32348 0.30622 0.29666 0.29191 0.28077 0.27086 
 [31] 0.32000 0.30280 - 0.28870 0.27780 0.26830 
 Present 0.34539 0.32677 0.31494 0.31032 0.29665 0.28519 
2 [3a] 0.37514 0.35408 - 0.33441 0.31738 0.30370 
 [3b] 0.37335 0.35231 - 0.33289 0.31617 0.30263 
 [30] - 0.35001 0.33495 0.33068 0.31356 0.30060 
 [14] 0.37322 0.35221 0.33769 0.33279 0.31608 0.30255 
 [31] 0.36890 0.34740 - 0.32830 0.31190 0.29900 
 Present 0.38650 0.36655 0.35030 0.34653 0.32763 0.31366 
5 [3a] 0.41120 0.39418 - 0.37356 0.35123 0.33631 
 [3b] 0.40927 0.39183 - 0.37145 0.34960 0.33480 
 [30] - 0.38934 0.36981 0.36902 0.34649 0.33255 
 [14] 0.40911 0.39170 0.37295 0.37134 0.34950 0.33472 
 [31] 0.40530 0.38630 - 0.36580 0.34450 0.33040 
 Present 0.41291 0.39706 0.39760 0.37727 0.35452 0.33994 
10 [3a] 0.41919 0.40657 - 0.38787 0.36395 0.34996 
 [3b] 0.41772 0.40407 - 0.38551 0.36215 0.34824 
 [30] - 0.40153 0.38111 0.38303 0.35885 0.34591 
 [14] 0.41754 0.40398 0.38430 0.38540 0.36202 0.34815 
 [31] 0.41450 0.39890 - 0.38010 0.35740 0.34430 
 Present 0.41900 0.41295 0.39248 0.39482 0.37041 0.35683 

 
Table 2 - Non-dimensional normal stress of Al/ZrO2 square sandwich plates. 

P Theory 1-0-1 2-1-2 2-1-1 1-1-1 2-2-1 1-2-1 
0 [3a] 1.97576 1.97576 1.97576 1.97576 1.97576 1.97576 
 [3b] 2.04985 2.04985 2.04985 2.04985 2.04985 2.04985 
 [30] - 1.99524 1.99524 1.99524 1.99524 1.99524 
 [14] 1.99482 1.99482 1.99482 1.99482 1.99482 1.99482 
 [31] 2.00480 2.00430 - 2.00400 2.00340 2.00360 
 Present 1.95721 1.95721 1.95721 1.95721 1.95721 1.95721 
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Table 2 - Non-dimensional normal stress of Al/ZrO2 square sandwich plates.(continue) 

P Theory 1-0-1 2-1-2 2-1-1 1-1-1 2-2-1 1-2-1 
1 [3a] 1.53245 1.45167 - 1.38303 1.27749 1.28096 
 [3b] 1.57923 1.49587 - 1.42617 1.32062 1.32309 
 [30] - 1.46131 1.35053 1.39243 1.28274 1.29030 
 [14] 1.54441 1.46297 1.35703 1.39406 1.28852 1.29174 
 [31] 1.56760 1.48570 - 1.41520 1.30280 1.30970 
 Present 1.62848 1.54457 1.41548 1.46713 1.33792 1.34633 
2 [3a] 1.77085 1.67496 - 1.58242 1.42528 1.43580 
 [3b] 1.82167 1.72144 - 1.62748 1.47095 1.47988 
 [30] - 1.68472 1.52101 1.59170 1.42887 1.44497 
 [14] 1.78383 1.68682 1.52988 1.59393 1.43693 1.44707 
 [31] 1.81230 1.71730 - 1.62320 1.45640 1.47210 
 Present 1.82102 1.73586 1.56265 1.64304 1.46762 1.48584 
5 [3a] 1.93576 1.86479 - 1.76988 1.56401 1.59309 
 [3b] 1.99272 1.91302 - 1.81580 1.61181 1.63814 
 [30] - 1.87516 1.66856 1.77919 1.56627 1.60203 
 [14] 1.95031 1.87709 1.67895 1.78159 1.57620 1.60459 
 [31] 1.97620 1.91190 - 1.81800 1.60150 1.63830 
 Present 1.93514 1.87915 1.67627 1.79068 1.57722 1.61390 
10 [3a] 1.96780 1.92165 - 1.83754 1.61645 1.65844 
 [3b] 2.03036 1.97126 - 1.88376 1.66660 1.70417 
 [30] - 1.93266 1.71835 1.84705 1.61792 1.66754 
 [14] 1.98382 1.93431 1.72890 1.84933 1.62840 1.67019 
 [31] 2.00410 1.96840 - 1.88820 1.65820 1.70990 
 Present 1.95453 1.91930 1.71255 1.84092 1.61617 1.66440 
 

Figure 3 shows the non-dimensional deflection of the symmetric sandwich plates with 
different thickness ratios. In each of four symmetric ratios, the lowest maximum deflection 
value is obtained for p=0 as expected. It is observed that, maximum deflection is increased 
along with increasing power convention index. When all the four symmetric ratios are 
compared, it is seen that, the highest maximum deflection value is obtained in the (1-0-1) FG 
sandwich plate. The second largest maximum deflection after the (1-0-1) FG sandwich plate 
occurs in the (2-1-2) FG sandwich plate, which is the condition where face sheet thickness is 
the highest as compared to the core thickness. In the (1-1-1) and (1-2-1) FG sandwich plates 
whose face thicknesses are equal, it is observed that the maximum deflection value decreases 
with the increase in the thickness of the core. Also, the non-dimensional deflection of the 
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non-symmetric sandwich plates with two different thickness ratios are given in the Figure 3. 
In the (2-2-1) FG sandwich plate where the core is thicker, the maximum deflection has a 
lower value. In the (2-1-1) FG sandwich plate, it is observed that the maximum deflection 
rapidly increases with increase in the p value. 

 

Table 3 - Non-dimensional shear stress of Al/ZrO2 square sandwich plates. 

P Theory 1-0-1 2-1-2 2-1-1 1-1-1 2-2-1 1-2-1 
0 [3a] 0.19099 0.19099 0.19099 0.19099 0.19099 0.19099 
 [3b] 0.23857 0.23857 - 0.23857 0.23857 0.23857 
 [30] - 0.23794 0.23794 0.23794 0.23794 0.23794 
 [14] 0.23581 0.23581 0.23581 0.23581 0.23581 0.23581 
 [31] 0.19510 0.19510 - 0.19510 0.19480 0.19510 
 Present 0.23852 0.23852 0.23852 0.23852 0.23852 0.23852 
1 [3a] 0.26099 0.24316 - 0.23257 0.22762 0.22057 
 [3b] 0.29203 0.27104 - 0.26117 0.25951 0.25258 
 [30] - 0.27050 0.27017 0.26060 0.25890 0.25196 
 [14] 0.28953 0.26882 0.26852 0.25906 0.25736 0.25054 
 [31] 0.29810 0.28050 - 0.26820 0.25910 0.25190 
 Present 0.30078 0.26934 0.26824 0.25440 0.25222 0.24166 
2 [3a] 0.29731 0.26752 - 0.25077 0.24316 0.23257 
 [3b] 0.32622 0.28838 - 0.27188 0.26939 0.25834 
 [30] - 0.28792 0.28742 0.27138 0.26885 0.25776 
 [14] 0.32336 0.28607 0.28569 0.26982 0.26731 0.25645 
 [31] 0.34090 0.31520 - 0.29750 0.28410 0.27420 
 Present 0.34187 0.28911 0.28651 0.26543 0.26153 0.24566 
5 [3a] 0.34538 0.29731 - 0.27206 0.26009 0.24596 
 [3b] 0.38634 0.31454 - 0.28643 0.28265 0.26512 
 [30] - 0.31419 0.31293 0.28606 0.28217 0.26463 
 [14] 0.38250 0.31182 0.31087 0.28420 0.28047 0.26327 
 [31] 0.38260 0.34920 - 0.32660 0.30900 0.29690 
 Present 0.40619 0.31798 0.31239 0.28156 0.27490 0.25209 
10 [3a] 0.37277 0.31316 - 0.28299 0.26998 0.25257 
 [3b] 0.43206 0.33242 - 0.29566 0.29080 0.26895 
 [30] - 0.33210 0.32959 0.29534 0.29036 0.26850 
 [14] 0.42744 0.32936 0.32732 0.29326 0.28854 0.26705 
 [31] 0.40020 0.36680 - 0.33960 0.32040 0.30770 
 Present 0.44818 0.33540 0.32754 0.29172 0.28274 0.25611 
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     (a) (1-0-1) FG sandwich plate                  (b) (1-1-1) FG sandwich plate 

 
       (c) (1-2-1) FG sandwich plate                   (d) (2-1-2) FG sandwich plate 

 
        (e) (2-1-1) FG sandwich plate                 (f) (2-2-1) FG sandwich plate 

Fig.3 - Nondimensional deflection of the symmetric and nonsymmetric square sandwich 
plates with varying thickness combinations 

 

In the Figure 4, non-dimensional normal stress distributions of the symmetric sandwich plates 
along the thickness are given. In the (1-0-1) FG sandwich plate, the normal stress shows a 
linear distribution for p=0 and a parabolic distribution with the increase in p, and the values 
for maximum tensile and compressive stress decrease. In the (1-1-1) FG sandwich plate, 
which has core and face sheets thicknesses of equal value, it is observed that the local extreme 
stress, which occurs between the face and the core, is lower than the (2-1-2) FG plate. 
Nevertheless, it is clear that the highest local extreme stress occurs in the (1-2-1) FG 
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sandwich plate. For all thickness ratios, maximum tensile stress and compressive stress 
values decrease with the increase in the power convention index. Figure 4 also presents the 
non-dimensional normal stress distributions of the non-symmetric sandwich plates along the 
thickness. The normal stress distribution of the core appears to be linear for both plates, and 
the stress, which occurs between the face sheet and the interface of the core in the (2-1-1) FG 
sandwich plate is lower. The stress value decreases in the thinner face sheet with the increase 
in p. In the (2-2-1) FG sandwich plate, it is observed that the normal stress, which occurs 
between the thin face and core interface, is higher in comparison with the (2-1-1) FG 
sandwich plate. 

 

 
        (a) (1-0-1) FG sandwich plate                    (b) (1-1-1) FG sandwich plate 

 
        (c) (1-2-1) FG sandwich plate                    (d) (2-1-2) FG sandwich plate 
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        (e) (2-1-1) FG sandwich plate                    (f) (2-2-1) FG sandwich plate 

Fig.4 - Non-dimensional Normal Stress for different p values for symmetric and non-
symmetric square sandwich plates. 

 
Figure 5 shows the normal stress distributions along the thickness direction for different 
ratios of core and face sheet thickness values. Figure 5(a) demonstrates p=1 and Figure 5(b) 
demonstrates p=5. The highest normal stress values are seen at the interface of the core and 
face sheets in (1-2-1) FG sandwich plate for both p=1 and p=5. For p=5, local extreme 
stresses are observed at the interfaces. 

 
Fig.5 - Dimensionless Normal Stress for different type of square sandwich plates. 

 
Shear stress distributions of the symmetric sandwich plates along the thickness direction for 
different power law index values are seen in Figure 6. In (1-0-1) FG sandwich plate, which 
does not contain a core, shows that the maximum, stress which occurs in the interface 
between lower and upper face sheets, rapidly increases with the increase in the p-value. In 
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the (1-1-1) FG sandwich plate, in which the thickness of the core and the face are equal, it is 
observed that the shear stress value in the face sheets decreases, but the shear stress value at 
interface of the core and the face sheets, and the maximum shear stress increases with 
increasing p-value. With the increase in the p-value in the (1-2-1) FG sandwich plate, in 
which the thickness of the core is higher than that of the face sheets, the shear stress value 
decreases in the face sheets, but the same value slightly increases in the core. In the (2-1-2) 
FG sandwich plate, which has the smallest core-to-face thickness ratio, the shear stress 
decreases with the increasing p-value, but the shear stress values of the core and the interface 
increase rapidly. Shear stress distributions of the non-symmetric sandwich plates along the 
thickness direction for the power convention index values can be seen in Figure 6. In both 
combinations, the shear stress of the core has a non-symmetric distribution. The shear stress, 
which occurs in the interface between the core and the thicker face sheet is considerably 
higher than the other interface. In the shear stress distribution that occurs in the face sheets it 
can be seen that the thin face sheet is less severely affected by the power convention index, 
and the stress distribution of the thicker face sheet decreases with the increasing p-value in 
both conditions. 

 
       (a) (1-0-1) FG sandwich plate                 (b) (1-1-1) FG sandwich plate 

 
         (c) (1-2-1) FG sandwich plate         (d) (2-1-2) FG sandwich plate 
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      (e) (2-1-1) FG sandwich plate                    (f) (2-2-1) FG sandwich plate 

Fig.6 - Non-dimensional Shear Stress for different p values for symmetric and non-
symmetric square sandwich plates. 

 

Figure 7 gives the shear stress distributions along the thickness direction for different ratios 
of core and face sheet thickness values. Figure 7(a) demonstrates p=1 and Figure 7(b) 
demonstrates p=5. The shear stress in all ratios increases with the increase in the p-value. In 
the shear stress distribution of the (1-0-1) FG sandwich plate for p=5, it is observed that the 
shear stress rapidly increases in the section closer to the interfaces, and it takes values that 
are very similar to the p=2 condition in the areas closer to the face sheets. The stress 
distributions remain in the same form with the increase in the p-value and they are shifted 
towards higher values. The analysis of the shear stress distributions of the sandwiches with 
symmetric combinations reveals that as the core-to-face thickness ratio increases, the 
maximum shear stress and the shear stress which occurs in the interfaces decrease. 

      
Fig.7 - Dimensionless transverse shear stress for different type of square sandwich plates. 
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4. CONCLUSION 

Static analysis of a functionally graded square sandwich plate is studied in this paper. The 
effective properties of the functionally graded face sheets are varied through thickness 
direction with the Mori-Tanaka Micromechanical Model. For displacement fields, the Four 
Variable Plate Theory is used. The theory separates the bending and shear coupling of vertical 
displacements, so it is very simple and accurate. The equations of the simply supported square 
plate are obtained through the virtual displacement principle. Navier’s approach is used for 
the closed-form solution. Numerical results are obtained for Al-ZrO2 square sandwich plate 
with sinusoidal loading. Non-dimensional deflection, normal stress and shear stress values 
for different core and face sheet thickness ratios are obtained and compared with the 
references. It is seen that obtained results are sufficiently in agreement with the other theories. 
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ABSTRACT 

Rainfall triggered landslides are one of the most common natural hazards in many countries 
throughout the world, as well as in Turkey. This study investigates the effect of unsaturated 
soil properties on landslide-triggering rainfall intensity-duration threshold. In addition to the 
time to failure, the suction (negative pore water pressure) distribution in the slope, the shape 
and depth of the failure surface are also evaluated. Properties of soil-water characteristic 
curve which affect the distribution of suction in the soil in response to changes in water 
content are varied in a parametric study. Effects of air entry value (relates to particle size), 
desaturation rate (relates to uniformity of particle size distribution), saturated volumetric 
water content (relates to void ratio) and residual volumetric water content (relates to fines 
content and characteristics) are evaluated by determining the intensity-duration threshold 
numerically by carrying out infiltration and slope stability calculations, using finite element 
and limit equilibrium methods, respectively. The variation of unsaturated soil properties is 
found to significantly alter the landslide mechanism/the cause of failure (ranging from mere 
surface erosion to groundwater level rise in response to complete infiltration), and consequent 
intensity-duration thresholds for the same slope geometry. Among the parameters 
considered, air entry value appears to be the most influential parameter. The effects of the 
slope angle and initial moisture condition on threshold rainfall intensity-duration are also 
investigated. This study could be useful for creating the basis and mechanical understanding 
for future research on early warning systems for rainfall triggered landslides. 
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1. INTRODUCTION 

Slope instability in unsaturated soils is very common in many parts of the world. The rainfall 
is the major triggering factor, however, the slope topography, geology, hydrology and 
material characteristics all contribute to development of such instability. In fact, extreme 
and/or prolonged rainfall events frequently cause landslides in many parts of the world [1-
12]. A rainfall triggered landslide develops due to wetting of an unsaturated soil, by which 
moisture content increases and suction in the ground decreases. Accordingly, weight of the 
soil increases while its shear strength decreases and deformations in the soil develop. 
Modelling of rainfall infiltration and slope instability is quite complex for unsaturated soils, 
since it is controlled by many variables such as the characteristics of the rainfall and the 
nonlinear hydraulic and constitutive properties of the soil. 

One of the mitigation methods for rainfall triggered landslides is early warning. By using 
landslide early warning systems, alarms can be set up to warn and evacuate people, and to 
close the roads and railways near the slopes. In the literature, available methods to predict 
rainfall-triggered landslides are based on two approaches. The first approach is using 
physically-based models considering infinite slope mechanism [5-10]. Such physically-based 
models require an understanding of the physical mechanism which controls seepage and 
slope stability. Slope stability is evaluated by means of static limit equilibrium for a potential 
failure surface using infinite slope stability analysis assuming a planar slip surface parallel to 
the ground surface. Pore pressures are assumed or obtained by simple rainfall infiltration 
models. These methods generally oversimplify unsaturated soil behaviour. 

The second approach relies on empirical studies to define (global, regional or national) 
rainfall intensity (I) and duration (D) threshold. This threshold is defined as the threshold, or 
the limit value, of the pair of rainfall intensity and rainfall duration, at or above which the 
total amount of water infiltrating into the unsaturated soil slope would trigger landslides. This 
threshold is first introduced by [11] as an intensity versus duration (I-D) plot and it is 
commonly obtained by statistically evaluating the records of past rainfall events that triggered 
landslides 11-16] (Fig. 1). Only for the sake of examples and visualizing  the shape of the 
rainfall intensity-duration thresholds, in Figure 1, thresholds for different parts of the world 
proposed by different researchers are presented. In Figure 1, it can be seen that both high 
intensity-short duration rainfalls and low intensity-long duration rainfalls can trigger 
landslides (high intensity can be considered as rainfall intensities greater than 50 mm/hr in 
Figure 1). However, a rainfall with very small intensity might not cause failure even if it rains 
for a prolonged duration. Statistically-developed empirical thresholds (such as the ones in 
Figure 1) may be limited by some of the shortcomings of the raw data. For example, archived 
records of rainfall and slope instability may not be available, the data may not be complete, 
it may not be precise, or it may have a bias. In some countries such data may not be available, 
or can be very limited to be able to carry out a statistical evaluation. The data may have a 
bias such that the rainfalls that caused slope instability may have been recorded more 
frequently but the rainfalls which did not cause any landslides may not have been recorded. 
Landslide events which cause damages in urban areas are often recorded but landslides in 
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unpopulated areas (for example, in different geological formations and slope angles) are 
typically not recorded. Moreover different landslide types (for example rockfalls, shallow 
landslides in unsaturated soils, mudflows, debris flows, deep landslides etc.) are typically not 
treated separately in the database, while different mechanisms control each of these landslide 
types [17]. 

 

 
Figure 1 - Rainfall intensity-duration thresholds that are proposed by different researchers 

for different parts of the world, modified after [15]). 

 

Obtaining a rainfall threshold that triggers a landslide on a particular slope is possible by 
performing a number of numerical analyses with different rainfall intensity-duration 
combinations (applying constant rainfall intensity in each analyses until failure) and 
calculating the factor of safety (F.S.) of the slope. Then a boundary (a threshold) can be 
generated between “landslide” (F.S. equal to or less than 1.00) and “no landslide” (F.S. equal 
greater than 1.00) cases. This study investigates the effect of unsaturated soil properties (such 
as the properties of soil water characteristic curve, SWCC, and the hydraulic conductivity 
function, HCF) on the distribution of suction in the slope, the shape of the failure surface, 
failure time, and rainfall intensity-duration threshold. In order to study the effects of changes 
in characteristics of SWCC, hypothetical soils are needed so that each parameter can be 
controlled and its effect on the results can be identified individually. SWCC of these soils are 
generated by changing one of the characteristic parameters (AEV, θs, DSR, θr) while keeping 
others constant. We considered SWCC of a sand (Edosaki sand from [4, 18] as starting point 
and we generated SWCCs with different air entry values (AEV - the suction corresponding 
to the border of saturated and unsaturated states of the soil); saturated volumetric water 
contents (θs); desaturation rates (DSR - defined as the rate of change of volumetric water 
content (θ) with matric suction (Ψ)) and residual volumetric water contents (θr) as defined in 
Fig. 2 [19]. 

These hypothetical soils’ properties are then used in a 2D numerical model that has been 
defined in Geo-Slope 2007 software package (SEEP/W and SLOPE/W) [20] for simulation 
of seepage and slope stability in 7 m tall finite slopes. Suction distribution in the slope, the 

Landslides are 
triggered 

Landslides are 
not triggered 
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shape of the slip surface, time to failure and slope instability-triggering rainfall intensity-
duration threshold were investigated by performing staged seepage (equalization and 
rainfalling) and limit equilibrium slope stability calculations. Although this general topic has 
been studied in the literature, the novelties in this study are (i) modeling seepage and slope 
stability numerically without the assumption of infinite slope, (ii) considering the 
equalization and rainfall stages using the drying and wetting unsaturated properties of the 
soils separately (i.e. considering hysteresis in SWCC); (iii) characterizing SWCC through 
independent physical soil properties, rather than curve fitting parameters, (iv) demonstrating 
the effects of unsaturated soil properties on the I-D threshold. 

 

 
Figure 2 - Drying and wetting soil-water characteristic curve and their key parameters 

[19]. 

 

2. PARAMETRIC STUDY  

In this study SWCC is defined in terms of four parameters: AEV (air entry value), θs 
(saturated volumetric water content), DSR (desaturation rate) and θr (residual volumetric 
water content) (Fig. 2). Each of these parameters has a physical meaning. AEV represents 
the gradation of the soil, e.g. a soil with a higher AEV is a finer grained soil. Saturated 
volumetric water content, θs, represents the density (a soil with a higher θs value is a denser 
soil). DSR is related to the uniformity of the material, e.g. the higher the DSR the more 
uniform grain size distribution curve is. Residual volumetric water content, θr, is related to 
the fines content such that, as the fines content of a soil increases, θr increases. The parameters 
are different from the curve fitting parameters of the equations that describe SWCC in the 
literature (such as the parameters a, m and n of [21]). In the following sections the effect of 
changes in any of these parameters on suction distribution, failure surface, time to failure and 
I-D plots have been investigated.  
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2.1. Generation of Hypothetical Soils 

Although some measured SWCC curves of real soils are available in the literature, with 
corresponding grain size distribution curves, they were not sufficient for the purposes of this 
study. Because, for example, in order to study the effects of fines content, we would like to 
have SWCC curves of soil with different fines content (as the fines content increases, residual 
volumetric water content θr increases, and SWCC curve changes), however these were not 
available in the literature in a systematic way. Therefore, in order to study the effects of 
changes in SWCC characteristics in a controlled manner, generation of hypothetical soils was 
necessary.   

Estimation of SWCC curve from particle size is possible [e.g. 22, 23, 24]. However the 
existing methods are computationally cumbersome for a full grain size distribution curve 
covering many different particle sizes. Obtaining SWCC curves by scaling, e.g. by 
multiplying the suction values with the same number that is used to multiply the grain sizes, 
is a reasonable and practical approach used in this study [22-25]. 

As a starting point, a sand from the literature (Edosaki sand from Japan) whose grain size 
distribution, wetting and drying SWCC’s were measured [4, 18] is used. Edosaki sand is 
classified as silty sand (SM) according to Unified Soil Classification System. The specific 
gravity of solids and maximum and minimum void ratios of the soil were reported as 2.75, 
1.59, and 1.01, respectively, by [4, 18]. Figure 3(a) includes drying and wetting soil water 
characteristic data for Edosaki sand which has been obtained using Tempe Pressure Cell 
method for a sample of the same dry density as that in the flume, 1.22 g/cm3 [4, 18] 
Appropriate curves have been fitted to these data using the equation proposed by [22]. In 
addition, drying hydraulic conductivity of this soil has been measured as a function of suction 
by using a permeameter by [4, 18]. Wetting hydraulic conductivity for Edosaki sand was not 
measured. Therefore, we deduced it from measured drying hydraulic conductivity data points 
through drying and wetting SWCCs, assuming there is a negligible hysteresis in HCF when 
plotted against volumetric water content [26, 27]. In Figure 3(b) HCF data for Edosaki sand 
are plotted with respect to volumetric water content. These data are compared to some HCF 
predictions. The method proposed [21], which was found to predict hydraulic conductivity 
function for this material successfully. 

 

 
Figure 3 - (a) Soil-water characteristic curves and (b) hydraulic conductivity function  

(data from [4, 18]). 
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Air Entry Value: Grain size distribution directly controls the pore size distribution (not only 
the pore size) [22-25]. Therefore, three hypothetical soils with different AEVs are generated 
by multiplying grain size distribution data of Edosaki sand by 0.5, 2.0 and 4.0 (Fig. 4). 
Because AEV of a soil is a measure of its pore size, SWCCs of four hypothetical soils are 
obtained by scaling the suction values of Edosaki sand SWCC by 0.5, 2.0 and 4.0, whereas 
volumetric water content values data remain constant. Obviously air entry value in these soils 
is 0.5, 2.0 and 4.0 times that of Edosaki sand (1.75 kPa), respectively. These hypothetical 
soils/SWCCs are designated as “AEV=0.88”, “AEV=3.5”, “AEV=7.0”, all values having the 
unit of kPa (Fig. 5a). Names of the soils according to Unified Soil Classification System 
(USCS), mean particle size (D50), and fines content (% smaller than 0.074 mm) are given in 
Table 1. In order to generate hydraulic conductivity functions of four hypothetical soils, 
saturated hydraulic conductivity (ks) values are needed as input in the method proposed by 
[21]. Saturated hydraulic conductivity is assumed to be proportional to the square of particle 
or pore size, based on pipe flow equations and empirical correlation between permeability 
and effective grain size (equation 1) by [28]  

k = C · (D10)2  (1) 

Where k is the permeability in cm/sec, D10, effective particle size in mm, represents a grain 
diameter for which 10% of the sample will be finer than it, and coefficient C can be taken as 
1.0. Particle, or pore sizes, are assumed to be inversely proportional to AEV, based on 
capillary tube analogy as well as correlations by [29, 25]. Hence the original saturated 
hydraulic conductivity value of Edosaki sand is multiplied by 4, 1/4, 1/16 and 1/36 for 
respective AEV values. These values are then used as an input in the method proposed by 
[21] which was used to predict hydraulic conductivity functions. Figure 5 shows SWCCs of 
generated hypothetical soils and their predicted HCFs. 

 

 
Figure 4 - Grain size distribution curves of soils with different AEVs  

(grain size distribution data for AEV 1.75 kPa is taken from measured data of [4, 18]). 
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Table 1 - Specification of generated hypothetical soils with different AEVs. 

Soil name AEV 
(kPa) 

USCS 
Classification* 

D50 
(mm) 

Fines 
content (%) Cu Cc 

AEV=0.88 0.88 SM 0.44 15 

17.7 3.9 
AEV=1.75 1.75 SM 0.22 17 
AEV=3.5 3.5 SM 0.11 32 
AEV=7.0 7.0 ML 0.06 66 

* in USCS classification, plasticity index of the soils would be needed. The soils in this study are 
considered non-plastic. 

 

Desaturation Rate: As the soil becomes more uniform, desaturation rate (defined in Fig. 2) 
increases. To obtain soils with different rates of desaturation, DSR of Edosaki sand (0.06) is 
multiplied by 0.5, 2.0, 4.0 and 8.0. These hypothetical soils / SWCCs are designated as 
“DSR=0.03”, “DSR=0.12”, “DSR=0.24” (Fig. 5c). It is assumed that changes in DSR of a 
soil have no significant effect on its ks. 

Saturated Volumetric Water Content: Another set of four hypothetical soils with different θS 
are generated by varying saturated volumetric water content values of Edosaki sand SWCC 
(which is 0.44) by increments/decrements of 0.04; thus, θS values in the range of 0.36 to 0.52 
are obtained (Fig. 5e). Physical interpretation of this action is increasing and decreasing dry 
density of hypothetical soil. A soil with a higher θS value is a looser soil. Saturated hydraulic 
conductivity of these newly generated soils, to be used as an input in HCF estimation at 
SEEP/W, are deduced from permeability of Edosaki sand considering density of each 
hypothetical soil. Pipe flow equation and volume mass relations are used to derive a relation 
between kS and volumetric water content. 

Residual Volumetric Water Content: Soils with increased and decreased residual water 
content are generated from original SWCC data set of Edosaki sand (which is 0.135). To do 
so, volumetric water contents of data at residual/tail part of SWCC (with suction higher than 
10 kPa) are increased and decreased by 0.01 (Fig. 5g). 

  
(a) (b) 



Effect of Unsaturated Soil Properties on the Intensity-Duration Threshold for … 

9016 

 
(c) (d) 

  
(e)  (f) 

 
(g) (h) 

Figure 5 - SWCC’s of hypothetical soils with different (a) AEV’s, (c) θs values, (e) DSR’s 
and (g) θr values. HCF’s of hypothetical soils (since the hydraulic conductivity curves are 
plotted with volumetric water content drying-wetting hysteresis effect would not be seen) 

for different (b) AEV’s, (d) θs values, (f) DSR’s and (h) θr values. 

 



M. B. KENANOĞLU, M. AHMADI-ADLI, N. K. TOKER, N. HUVAJ 

9017 

3. NUMERICAL SIMULATIONS 

3.1. Geometry and Boundary Conditions of the Finite Slope 

The numerical approach is first validated by predicting the triggering rainfall-intensity 
duration for a well-instrumented laboratory slope model test on Edosaki sand by [4, 18] in 
[30, 31]. The numerical model is defined in GeoStudio 2007 software (SEEP/W and 
SLOPE/W) (Figure 4a). SEEP/W can model both saturated and unsaturated flows and 
SLOPE/W can model stability of slopes considering variable pore-water pressure conditions 
using limit equilibrium method [31, 32]. As part of the current study, unsaturated seepage 
and slope stability study were performed over a hypothetical finite slope. A 10-m-high, 15-
m-wide model that includes a 7 m high, 45-degree slope is defined and then the entire 
spectrum of hypothetical soils were assigned to it (Figure 6a). In the finite element model, 
boundary conditions are considered as “no-flow” boundaries at the bottom and on the left-
side of the model, since no water flow is allowed through these boundaries (Figure 6a). Other 
boundaries are “unit flux” boundaries since rainfall is infiltrating at a defined rate (Figure 
6a). 

Initial sensitivity analyses were performed to determine the required width of the model, in 
order to see whether a wider model geometry would give different results. Based on the 
sensitivity analyses, it was concluded that the results are not influenced by the boundary 
conditions, and that, a 15m wide model was sufficient for the purposes of this study. 
Similarly, different heights of the model did not influence the suction values, the failure 
mechanisms and the failure surfaces in this study, therefore a 10m high model was found to 
be sufficient. 

A seepage analysis is carried out in two time-dependent (transient) stages at SEEP/W. These 
stages are;  

 Equilibration stage which is a 30-day period of waiting, during which suction 
equilibration took place. Time period for this stage is selected so long to eliminate the 
effect of different drying hydraulic conductivities on equalibration of suctions.   

 Rainfalling stage during which rainfall is applied and slope stability analyses are carried 
out.  

(a) (b) 
Figure 6 - (a) Geometry and boundary conditions of the finite slope model, (b) initial 

suction values in the slope before the rainfall application. 
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The initial suction value (before equalization stage) is needed in the analyses. A constant 
initial volumetric water content, instead of constant initial suctions, are assumed in four 
hypothetical soils in Figure 4a. This is a realistic assumption, because the finer-grained soils 
would have higher initial suction values. For example, let’s compare the suction values 
corresponding to volumetric water content of 0.148 for AEV=7.0 kPa soil and for AEV=0.88 
kPa soil in Figure 4a, in their wetting curves. AEV=7.0 kPa soil is a finer-grained soil and 
has higher initial suction value. The initial volumetric water content should be a low value, 
but not as low as to be in the range of residual water content zone of each hypothetical soil. 
The reason for choosing this number as a low value is that, with the initial suction values, for 
the given slope angle and slope geometry, slopes should be initially stable in each of the four 
hypothetical soils [31]. Therefore, SWCC’s of four hypothetical soils given in Figure 4a are 
considered when choosing the initial volumetric water content value of 0.148 for all soils 
(and this value corresponds to different initial suction values for each of the four hypothetical 
soils in Figure 4a).  

After equalization stage, the values of suction that satisfy hydraulic equilibrium throughout 
the slope are obtained (Fig. 6b) and are taken as the initial suction values for rainfall stage. 
The pore water pressure distributions obtained for each time increment of seepage analysis 
are used in stability analyses to determine the factor of safety of the slope using SLOPE/W. 
For stability analyses, the pore water pressure obtained from numerical seepage analyses are 
used to determine the factor of safety of the slope by Morgenstern and Price (1965)’s limit 
equilibrium method [33]. In order to interpret shear strength of soils in unsaturated state, the 
method proposed by [34] is used as in equation (2) 

   tan tan r
n a a w

s r

c u u u     
 
        

 (2) 

where τ denotes shear strength of unsaturated soil, c′ is effective cohesion of saturated soil; 
′ is internal friction angle, n is total normal stress on the plane of failure, θ is the volumetric 
water content, θr is the residual volumetric water content, θs is the saturated volumetric water 
content, ua and uw are pore air and water pressures, respectively. This equation is available in 
SLOPE/W software.  

 

3.2. Seepage and Stability Analyses  

By using unsaturated hydraulic properties (SWCC & HCF) of hypothetical soils seepage and 
stability analyses of the model are performed under constant rainfall intensity values between 
5 and 80 mm/hr rainfall. Examples of pore water pressures and slip surfaces calculated at the 
time of failure (F.S.=1.00) are demonstrated in Fig. 7 through Fig. 10. It should be noted that, 
in this study, the effects of the surface vegetation/roots on infiltration and slope stability (and 
hence on I-D threshold) is not considered, however, it is anticipated that these would 
influence the results.  

Before starting to study the effects of changes in SWCC of the soils, in order to decide on 
initial pore water pressure in any of numerical models, preliminary analyses were carried out 
on a single model with different initial water contents. The results showed that initial suction 
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in the soil body can significantly affect the behavior of the slope. In all of the cases with 
different initial suctions, failure modes are observed to be very similar (at the time of failure).  
On the other hand, assuming constant initial suctions for all models (models with different 
SWCCs) leads to different initial water contents. Slopes with higher initial suctions require 
more water volume to reach failure and lower initial suctions make slopes eligible for earlier 
failure. Therefore, in different models, we decided to assume constant water content instead 
of constant suctions at the initial state. Consequently, in all analyses initial suction is set to 
correspond to 0.148 volumetric water content. In this way, in the models with finer soil type 
(e.g. higher AEVs), initial suctions (onset of analyses) are set to higher values, but they 
require the same volume of infiltration to reach saturation.  

Air Entry Value  – After analysis of the set of models with different AEVs, we observed that 
pore water pressure values within the soil vary from -26 to +26 kPa for different soil types 
(Fig. 7). Suction remains high in the depths of slopes with finer soil types while it is reduced 
only at the surface, even after a period of rainfall long enough to reach failure. This is because 
lower hydraulic conductivity at high suctions prevents infiltration more than a few meters 
beyond the surface. Therefore, only shallow failures occur in slopes composed of finer 
material.  

  

(a) (b) 

  

(c) (d) 

Figure 7 - Pore water pressure distribution and failure mode of slopes of hypothetical soils 
with different AEVs: (a) 0.88 kPa, (b) 1.75 kPa, (c) 3.50 kPa, (d) 7.00 kPa. 
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Saturated Volumetric Water Content – Soils with higher θs values represent looser soils. 
However, this does not significantly change suction distribution and failure surface at the 
time of failure for the slopes composed of these soils. Numerical analyses show that for 
denser soils (lower θs) water table at the time of failure is deeper (Fig. 8) and slip surface is 
slightly shallower. However, this analysis does not consider the increase in friction angle of 
the soil, , due to greater density.  

 

 
 

(a) (b) 

Figure 8 - Pore water pressure and failure mode of slopes composed of  hypothetical soils 
with highest and lowest θs values: (a) 0.52, (b) 0.36. 

 

Desaturation rate – Desaturation rate is mostly controlled by uniformity of the grain sizes of 
soil. Pore water pressure distribution for highest and lowest DSR values, 0.24 and 0.03, 
respectively, are demonstrated in Fig. 9. In non-uniform soils (lower DSR) due to higher 
initial suction values and consequently lower hydraulic conductivities, less infiltration 
occurs.  

 

 

(a) 
 

(b) 

Figure 9 - Pore water pressure and failure mode of slopes composed of hypothetical soils 
with highest (a) and lowest (b) DSR values. 
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Residual Volumetric Water Content – Changes in fines content cause significant changes in 
the shape of SWCC but this does not affect suction distribution in the slope of this soil. 
Suction distribution and the shape of slip surface in slopes with soils of different θr values 
are very similar to those of Edosaki sand (Fig. 10). Water tables at the time of failure in these 
analyses are very similar despite the differences in θr. However differences would arise if the 
initial water contents were smaller.  

 

(a) (b) 

Figure 10 - Pore water pressure and failure mode of slopes composed of  hypothetical soils 
with highest (a) and lowest (b) θr values. 

 

It is observed that, in all of the analyses carried out in this study, the failures can be considered 
as “shallow landslides”, i.e. the depth of failure surface is small as compared to the length of 
the landslide. The failure mechanisms (or causes of failure) that are observed in this study 
can be grouped into three categories: (A) surface erosion, (B) failure due to suction decrease, 
(C) positive pore water pressure development. In type (A), the surface erosion type, the 
failure surfaces are very shallow, i.e. less than 30 cm deep and suction values in the soil are 
high, e.g. the failure surface for AEV=7.0 in Fig. 7. Type (A) failure mechanism is shown by 
red colored data points in Fig. 11 and 12, which are mostly occurring at high intensity rainfall 
events. In cause of failure Type (B), infiltrating water progresses downward in a profile 
similar to a wetting front parallel to the slope surface, suctions in this zone decrease in 
response and lead to failure (e.g. the failure surface for AEV=0.88 and 1.75 in Fig. 7). Type 
(B) failure events are represented by blue data points on the I-D thresholds in Figures 11 and 
12, generally reaching failure with lower cumulative amounts of rainfall. Type (C) failure 
happens in cases where the rainfall is very slow relative to the permeability (or permeability 
is large relative to rainfall), the water percolates all the way down to the groundwater level 
without causing too much decrease in suctions in the unsaturated zone. This results in a rise 
in groundwater level and development of positive pore pressures at the lower part of the 
failure arc (e.g. the failure surface for AEV=3.5 in Fig. 7). Type (C) failure events are 
represented by green data points in Figures 11 and 12. 
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3.3. Rainfall Intensity-Duration (I-D) Thresholds 

Intensity and duration are primary rainfall properties controlling the infiltration into a slope 
and instability. We investigated the effects of slope angle, in the range of 41 to 49 degrees, 
on the I-D threshold for given soil properties (Edosaki sand) and given initial moisture state 
(volumetric water content of 0.148) (Fig. 11a). It is observed that for relatively high intensity 
rainfalls (greater than 50 mm/hr) the changes in the slope angle did not influence the I-D 
threshold significantly. The reasoning behind this can be, at high intensity rainfalls, the 
rainfall does not have time to infiltrate into the ground, rather, the most of the rainfall moves 
down in the form of surface runoff. For rainfalls having less than 50 mm/hr intensity, the I-
D thresholds differ dramatically, e.g. at a given rainfall intensity, the steeper slopes require 
less duration of rainfall to develop landslides, which can be expected, due to initial higher 
shear stresses existing in the ground before the rainfall. At a given slope angle (45 degrees), 
the changes in the initial moisture state affected the I-D thresholds, only slightly, for the given 
soil, and given initial moisture conditions (Fig. 11b).  

(a) (b) 

Figure 11 - Changes in I-D threshold for a given soil, (a) for a given initial moisture state, 
at different slope angles, (b) for a given 45 degree slope angle at different initial moisture 

states 

 

I-D thresholds for different hypothetical soils and the effects of SWCC characteristics for a 
finite slope are shown in Fig. 12. In Figure 12, each data point corresponds to a new analysis 
for rainfall intensities in the range of 5 to 80 mm/hr, and each data point corresponds to the 
time of failure. Changes in AEV (i.e. grain size) of a soil appears to have a significant effect 
on I-D threshold (Fig. 12a). For a given rainfall intensity, longer duration is required to fail 
a slope composed of finer soil in comparison to a slope composed of coarser soil. As the soil 
gets finer, the difference between the durations required to trigger a landslide for high-
intensity and low-intensity rainfalls decreases (i.e. the slope of the I-D threshold line on a 
log-log plot increases). In other words, a high-intensity rainfall may trigger a landslide in a 
coarser soil in shorter duration in comparison to a finer soil. The exception to this is if the 
soil is very coarse, then failure is unreachable with a rainfall that has a low intensity since 
the water can freely be drained through the soil by gravity, never increasing the degree of 
saturation. 
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(a) (b) 

 
(c) (d) 

Figure 12 - I-D thresholds for soils of different AEV, θs, DSR and θr values. 

 

Saturated volumetric water content does not seem to affect the I-D threshold significantly, as 
compared to other parameters studied. As the saturated volumetric water content, θs, of the 
soil changes (i.e. dry density), the durations on the I-D threshold change but its inclination 
remains constant (Fig. 12b). For a given rainfall duration, for greater θs (looser soil) higher 
intensity rainfalls are needed to make the slope fail. In other words, for a given rainfall 
intensity, longer duration rainfall is needed to cause failure as the soil gets denser. It must be 
noted that at lower intensities no significant difference is observed for different values of θs.  

Increasing of desaturation rate, DSR, (i.e. uniformity) can also affect I-D plot. Slopes of soils 
with more uniform particle size distribution (higher DSR) tend to fail in shorter time for a 
given rainfall intensity (Fig. 12c). This is probably because a greater amount of water 
infiltrates the uniform soils faster and consequently suction is reduced sooner, reducing shear 
strength. In soils with non-uniform particle size distribution (low DSR) there seems to be no 
significant changes in stability due to DSR changes. 

Value of θr (i.e. fines content) also affect I-D threshold offset slightly. Soils composed of 
higher percent of fine particles may fail in shorter time while soils with less fine content do 
not tend to fail at low rainfall intensities. This has been shown in Fig. 12(d) that in low rainfall 
intensities (less than 20 mm/hr) no failure (data point) has been observed in slopes of soils 
with less fine content (low θr value). 
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4. CONCLUDING REMARKS 

Understanding the effects of wetting/drying SWCC and HCF on I-D thresholds is a necessary 
first-step towards an integrated early warning system for rainfall triggered landslides that 
considers the physical mechanism of the problem and natural variability of soils.  

The intensity-duration threshold that triggers a landslide can be computed given that the 
unsaturated hydraulic and shear strength properties of the soil are known. 

The results indicate that different unsaturated soil properties lead to different intensity-
duration thresholds for the same slope geometry. Unsaturated soil properties such a SWCC 
and HCF play a critical role in the behavior of unsaturated slopes and in rainfall-triggering 
of landslides. Current study is focused on the effects of changes in controlling parameters of 
SWCC, namely the air entry value (AEV), saturated water content (s), desaturation rate 
(DSR) and residual water content (r) on the landslide development. Among the parameters 
considered, air entry value (which is related to grain size) seems to be the most influential 
parameter on the rainfall threshold. 

In coarse-grained soils, for a given rainfall intensity, as the particle size gets smaller (i.e. 
AEV gets larger) time to failure becomes longer due to the existence of higher suctions and 
slower infiltration. In other words longer duration of rainfall is needed to cause failure, and 
shallower slip surfaces are expected. It is observed that θs (the density of the soil) does not 
significantly change the failure surface, suction distribution at the time of failure. For a given 
rainfall intensity, a looser soil (with larger θs) requires slightly longer duration rainfalls to 
cause the slope to fail. In soils with uniform particle size distribution (i.e. greater DSR) 
infiltration occurs more quickly and failure occurs in shorter time as compared to a soil with 
lower DSR. Changes in r  (i.e. fines content) cause significant changes in the shape of SWCC 
but this does not affect suction distribution at the time of failure, unless the slope is initially 
very dry. θr also offsets the I-D threshold slightly without changing its inclination. 

Both “high intensity short duration” rainfalls and “low intensity long duration” rainfalls can 
cause landslides in unsaturated soils, as characterized by I-D thresholds. Based on the 
analyses carried out in this study for rainfall intensities between 5 - 80 mm/hr it is observed 
that I-D threshold that triggers a landslide is nonlinear in a log-log plot. As the soil gets finer, 
the difference between the durations required to trigger a landslide for high-intensity and 
low-intensity rainfalls decreases (i.e. the slope of the I-D threshold line on a log-log plot 
increases). In other words, a high-intensity rainfall may trigger a landslide in a coarser soil 
in shorter duration in comparison to a finer soil. For finer grained soils, time to failure is 
independent of rainfall intensity above a certain level. This is because above that certain 
intensity, only surface runoff increases and infiltration into the soil does not change.  

Three distinct failure mechanisms (or causes of failure) are observed in this study: (A) surface 
erosion, (B) failure due to suction decrease, (C) positive pore water pressure development. 
Cause of failure type (A) mostly occurs at high intensity rainfall events, cause of failure type 
(B) generally at lower cumulative amounts of rainfall, and type (C) in cases where the rainfall 
is very slow relative to the permeability and a rise in groundwater level and development of 
positive pore pressures at the lower part of the failure arc. 

The novelties in this study, as compared to the previous physically-based models, are (i) 
modeling seepage and slope stability using the drying and wetting unsaturated properties of 
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the soils separately for evaporation and precipitation stages respectively (i.e. considering 
hysteresis in SWCC; (ii) characterizing SWCC through independent physical soil properties, 
rather than curve fitting parameters; (iii) demonstrating the effects of unsaturated soil 
properties on I-D threshold.  
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ABSTRACT 

Every year, thousands of people are loosing their lives and significant financial losses occur 
because of flood disasters. Floods stem from basin characteristics. Floods can occur due to 
effects of snow melts and erratic rainfall because of shallow rivers even in summer months 
in the Akarcay Basin. In this study, Adaptive Hydraulics (AdH) model and The Finite 
Element Surface Water Modeling System (FESWMS) were used to generate a hydraulic 
model. Consequently, many settled areas would not face flood risk, but especially agricultural 
lands in some regions near the banks of streams can experience damages after floods. 

Keywords: Flood damages, hydraulic modeling, shallow rivers, surface water. 

 

1. INTRODUCTION 

Flood disaster on a hydrological basin can be predicted by scientific methods. Various 
modeling techniques are used for the prediction and the prevention studies of flood disaster. 
These studies covered mathematical, visualization (as 2D/3D mapping etc.) and statistical 
methods. Also, new Geographic Information System (GIS) technologies are used while 
producing flood risk maps. Although, hydrological models provide a foresight about flood 
risk magnitude of a basin, detailed flood risk maps of a basin can be produced by hydraulic 
models after assessment of the hydrological models. It can be said that hydrological models 
can be used at basin scale applications and hydraulic models can be used at local scale 
applications. 

Various hydraulic models are used to assess flood risks. Widely used models are exemplifyed 
as (HEC-RAS, AdH, RMA2 or 4, TUFLOW, MIKE, FLO-2D, IDRISI, SOBEK, 
FloodWorks, LISFLOOD-FP, TELEMAC-2D, etc.). Surface Water Modeling System (SMS) 
software comprehends riverine models (e.g. AdH, FESWMS, RMA, TUFLOW) and coastal 
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models (e.g. ADCIRC, CGWAVE, CMS, TUFLOW). In this study for the aim of assessing 
flood risk of the Akarcay Basin, Turkey, AdH and FESWMS models developed by Coastal 
and Hydraulics Laboratory [1] of US Army Corps of Engineers (USACE) – Engineer 
Research and Development Center (ERDC) and Brigham Young University (BYU), 
respectively, were used as the SMS software. 
Flood estimations studies can be made by statistical methods as well as visualization methods 
(as 2D/3D mapping etc.). Statistical methods cover regional flood frequency analysis [2], 
with a region of influence (ROI) approach and seasonality [3, 4, 5], with two-component 
extreme value distribution [6], with historical data [7], with copula method [8] and 
asymmetric copula [9], Gumbel mixed model [10], classification with basin characteristics 
[11]. Basically, the statistical modeling occurs by regionalization of gauging stations, the 
definition of homogenous/similar catchments or transfer of gauged flow data to the 
catchments which have similar hydrological, meteorological or morphological 
characteristics. Then, frequency analysis can be used to determine flood discharge 
corresponding to any return period after the best fit distribution selection of the data and the 
calculation of selected distribution parameters. 
Visualization methods are based on the solutions of 2D or 3D hydrodynamic models, and 
they are preferable in terms of the presentation of comparable and interpretable results.  The 
usage of them can be in the basin scale as well as local scale. Substantial data with high 
resolution is required for local scale hydrodynamic modeling. For example, higher than 
1:5000 scale digital elevation model (DEM) data is required to be able to extract cross 
sections of a river. Detailed topography of the watershed was used for the definition of flood 
risky areas near River Meuse in The Netherlands with a length of 35 km, 100 m width for 
river with floodplain bed of the river and 3 km width per cross section [12]. Horritt & Bates 
(2002) compared three hydrodynamic models to assess flood risk of Severn River,  UK [13]. 
Sanders (2007) used different on-line DEMs to evaluate flood inundation risks [14]. The 
acquisition of local DEM data is difficult and also-costly. Besides, the global DEM is freely 
and easily accessible. Therefore, global DEM as Advanced Spaceborne Thermal Emission 
and Reflection Radiometer (ASTER), Shuttle Radar Topography Mission (SRTM) and newly 
Multi-Error-Removed Improved-Terrain (MERIT) with high accuracy, not high resolution 
by Yamazaki et al. (2017) is widely used in flood risk mapping studies [15]. 
Shallow waters and lowlands can be affected by flash floods rapidly. Some indices as 
topographic wetness index or SAGA wetness index or hydrological models can be used for 
determination of flash flood prone areas. The area of interest of this study is shallow waters 
and low-lands, so the basin responds in the form of flash floods rapidly to extreme rainfall in 
winter or snow melts in spring. The investigations support this information for other basins 
of hydrological similarity. Ciervo et al. (2015) used FLATModel for shallow waters with 
1:500 scale topographic maps [16]. Also, Bradford & Sanders (2002) used Riemann solver 
for shallow water equations [17]. de Almeida et al. (2016) performed shallow water model 
with extremely fine-resolution (10 cm) terrain data for an urban area [18]. Falter et al. (2016) 
used FLEMOps+r damage model for shallow water areas[19]. 
There are many applications of FESWMS model. The applications are mostly hydrodynamic 
models around weir structures and some models for simulation of flow [20], scour analysis 
[21, 22] comparison of HEC-RAS/FESWMS flood risk boundaries [23], habitat restoration 
and sediment transport [24, 25, 26], park restoration [27], sedimentation and scour in small 
urban lakes [28], habitat model [29], river bifurcation analysis [30]. 
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The second hydrodynamic model was used as AdH model in this study. The AdH model is 
newly developed and is shared openly with users. The model has a very wide range of usage, 
and leads to very innovative applications and satisfactory results. Some of the applications 
are modeling of floating objects [31], surge overtopping of a levee [32], groundwater [33], 
the effects of shoreline sensitivity on oil spill trajectory [34], complex river–lake interactions 
[35], the effects of the surge protection structure on Gulf Intracoastal Waterway [36], habitat 
restoration and flood control protection [37], navigation lock filling system and mass 
conservation [38, 39], transient simulation [40], hydrologic model at watershed scale [41], 
dam and levee breach [42]. 

Peak flood discharge or flood hydrograph is required as an input in the hydraulic model. It 
can be acquired from observed flow data of gauging station on the stream. However most of 
the time, it is not possible to find gauging stations on the river. In this case, synthetic 
hydrograph methods can be used. In this study, for the observed flow data from State 
Hydraulic Works in Turkey, Mockus method, SCS method and linear regression between 
rainfall and discharge data were used to acquire peak flood discharge. 

 

2. METHODS 

In the first step of this work, the determination of peak flood discharges, which were used in 
the models, consisted of three methods. Firstly, observed monthly flow data (hydrographs) 
from gauging stations was assessed. Then, Synthetic methods, SCS & Mockus, to estimate 
peak flood discharges were used. Finally, rainfall-runoff relationship was investigated using 
observed monthly total precipitation data. 

In the final step, hydrodynamic models, AdH and FESWMS models were run using peak 
flood discharge and DEM data. The most important advantage of the selected hydrodynamic 
models is that they provide good results in shallow water modeling as in the case of Akarcay 
Basin rivers. 

 

2.1. SCS Method 

SCS method has very simple and easy methodology to estimate peak flood discharge based 
on basin morphological parameters. The method provides close results to the observations. 
The required parameters basically were calculated. The time of concentration, 𝑡௖ (h) is found 
by Kirpich equation: 

𝑡௖ = 0.066 ቀ௅మௌ ቁ଴.ଷ଼ହ  (1) 

In which 𝐿 is the length of the drainage channel (km), 𝑆 is average slope of drainage area 
(%). The total duration of rainfall, is 𝐷 (h): 𝐷 = 0.133𝑡௖ (2) 

Time of peak, 𝑡௣ (h): 
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𝑡௣ = ஽ଶ + 0.6𝑡௖ (3) 

Then Curve Number (CN) is found according to soil moisture capacity from SCS-CN table. 
The potential maximum retention, 𝑆′ (mm): 𝑆′ = ଵ଴଴଴஼ே − 10 (4) 

The maximum flow height, ℎ௘ (mm): ℎ௘ = ሺ௛ೌିଵሻమሺ௛ೌିଵାௌᇱሻ (5) 

where ℎ௔ is annual rainfall depth of selected return period (mm). Then, peak discharge, 𝑄௣ 
(m3/s): 𝑄௣ = 0.2083 ஺௧೛ ℎ௘ (6) 

where drainage area, 𝐴 (km2). 

 

2.2. Mockus Method 

Triangular hydrograph is produced by the Mockus method. It can be applied easily for 
defining flood hydrograph. Also this method considers the basin shape factor, 𝑅ௗ: 𝑅ௗ = ஺஺ᇲ (7) 

where 𝐴ᇱ (km2) is the smallest circle area which covers drainage boundary. The time of 
concentration, 𝑡௖ (h) is calculated by the Kirpich formula (Eq. 1) if 𝑅ௗ is between 0.6-0.7 
then the basin shape is assumed to be circular. Time of peak, 𝑡௣ (h): 𝑡௣ = ඥ𝑡௖ + 0.6𝑡௖ (8) 

The unit peak discharge, 𝑞௣ (m3/s mm): 𝑞௣ = 0.208 ஺௧೛ (9) 

Peak discharge, 𝑄௣ (m3/s): 𝑄௣ = 𝑞௣ℎ௔ (10) 

where annual rainfall depth of selected return period, ℎ௔ (mm).  
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2.3. Rainfall-Runoff Relationship for Peak Flood Discharge 

The nonlinear regression method is applied to monthly peak discharge, 𝑄௣ (m3/s), drainage 
area, 𝐴 (km2) and monthly total precipitation data, 𝑃 (mm). The regression equation for peak 
discharge, 𝑄௣ (m3/s): 𝑄௣ = 3.7141ሺ𝐴. 𝑃ሻ଴.ଵଷହ଼ (11) 

 

3. STUDY AREA 

Akarcay Basin is located between 30°-32° east longitudes (240000-400000 UTM) and 38°-
39° north longitudes (4210000-4330000 UTM). The basin is the second large closed basin in 
Turkey with 7340 km2 drainage area. The basin has boundaries with the Aegean, 
Mediterranean and Central Anatolia geographical regions of Turkey. Due to its geographical 
location, it has characteristics of depression plain and impermeable soil layer. In the basin, 
erratic rainfall causes extreme events. In consequence of this erratic rainfall, increasing 
amount of water can cause flash floods in some rivers during winter and some rivers can run 
dry due to the decreasing amount of water during summer months. There are two natural 
lakes Lake Eber and Aksehir (Figure 1). They have rich living species. Hydrological studies 
have great importance because source of income where local people lives is provided by 
agriculture and animal husbandry. Also, the closed basin is fed by groundwater resources. 
Gazligol and Afyonkarahisar which have main settlements developed due to thermal water 
(SPA’s) and health tourism [43]. 

 
Figure 1 - Location map of Akarcay Basin 
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4. DATA 

Topographical data used in this study were obtained from the General Directorate of 
Mapping, Turkey in the form of 1/25000 scaled 107 maps. Area properties were derived from 
maps in raster format. The Manning’s roughness coefficients (n) of each area are presented 
in Table 1. Forested areas have higher Manning’s roughness coefficients than urban areas. 
Also, the coefficients of river bed and highway are very close to each other and attain minor 
values. In these parts, flow velocity is high because of impermeable layer and less roughness. 
It is known that most of rivers and shallow waters in the watershed have natural cross sections 
and bed form. But the water level changes in the rivers are affected by anthropogenic impacts 
such as irrigation for agriculture. Synthetic flood hydrograph methods were used to be able 
to eliminate these impacts and determine flood discharge. 1/5000 high scaled 6 maps were 
taken from the General Directorate for Land Registry and Cadastre, Turkey for the University 
Campus of Afyon Kocatepe which is flash-flood prone due to high groundwater level. In 
addition, it was observed that the campus has high soil moisture and flow accumulation 
increases after any heavy rainfall event. At the same time, most of the campus area is known 
to be marshy area. The highway in front of the campus plays a very important role for 
transportation and connection between Afyon-Eskisehir cities and Gazligol County, which 
has a large capacity in terms of thermal water and health tourism. The high detailed maps 
were in the paper format, so they were digitalized using the GIS modeling technique. 

Turkish Ministry of Forestry and Water Management provides geographically some 
environmental data by online access but not downloadable from geodata application. The 
data on the basin boundaries, gauging station locations, forests, highways, railways, river 
lengths, water bodies, water storage structures such as dams, hydraulic structures, 
bathymetry, administrative boundaries, etc. were accessible. 

 

Table 1 - The selected Manning’s roughness coefficients (n) in the study area [44] 

Area n 
River 0.03 
Forest 0.10 
Light forest 0.08 
Highway and railway 0.02 
Other 0.06 

 

Hydrological data was taken from the State Hydraulic Works (DSI) of Turkey. The observed 
data is obtained by annual instantaneous maximum discharge and monthly mean discharge 
in m3/s (Figure 2). The calibration process for flood discharges was provided by annual 
instantaneous maximum discharge. Some gauging stations of the rivers in Akarcay Basin 
were compared with their minimum discharges and they are classified by intermittent and 
non-intermittent rivers. Figure 3 demonstrates the maximum water levels change in 1-1.5 m 
and confirms that the basin has shallow waters. 
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Figure 2 - Annual instantaneous maximum discharge of D11A021 gauging station 

 

 
Figure 3 - The cross section at the point of D11A024 gauging station 

 

Meteorological data were taken from the General Directorate of Meteorology (MGM). 
Monthly total precipitation, evaporation and temperature data were evaluated while 
investigating rainfall-runoff relationship. Only monthly total precipitation data was 
considered because the cause of flash floods is based on snow melting and heavy rainfall 
during spring season in the basin. 

 

5. MODEL APPLICATIONS 

Two hydrodynamic models were used to assess flood risk in Akarcay Basin. DEM data was 
prepared for the purpose of use in software. Then, area properties were extracted as a polygon 
from 1/25000 scaled digital maps in shapefile format. FESWMS and AdH models solve the 
flow equations using the finite element method. They are separated by mesh type as 8-node 
or 9-node quadrilateral (FESWMS) and 6-node triangle (AdH). The boundaries of river and 
floodplains were constructed in the software (Figure 5). The peak flood discharges are 
presented as input in the models (Table 2). Calculated peak flood discharges are in the 100-
year return period. 
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Figure 4 - The triangular Mockus flood hydrograph at the inlet of Akarcay Basin 

 

 
Figure 5 - Boundary conditions for inlets and outlet of the Akarcay Basin 

 

Time of peak, 𝑡௣ is calculated from Eq. (8) as 9.6 h. Time of peak and recession time of flood 
hydrograph are summed up for the aim of finding the base time of the flood hydrograph. The 
triangular Mockus flood hydrograph is demonstrated in Figure 4. 
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Table 2 - Observed and calculated peak flood discharges 

Method Q (m3/s) 
Observed 32.60 
SCS 80.82 
Mockus 37.82 
Regression 29.65 

 

5.1. FESWMS Model 

FESWMS model runs under supercritical and subcritical flow regimes. Also, this model can 
be used to simulate flow in rivers and floodplains where vertical velocities are small in 
comparison to horizontal velocities, using wetting-drying conditions. FESWMS solves the 
following equations simultaneously: 

డ௭ೢడ௧ + డ௤భడ௫ + డ௤మడ௬ − 𝑞௠ = 0                    (12) 

డ௤భడ௧ + డడ௫ ቀ௤భమௗ + ଵଶ 𝑔𝑑ଶቁ + డడ௬ ቀ௤భ௤మௗ ቁ + 𝑔𝑑 ௗ௭್డ௫ + 𝑔𝑛ଶ ௤భට௤భమା௤మమௗళ/య ට1 + ቀௗ௭್డ௫ ቁଶ + ቀௗ௭್డ௬ ቁଶ −2𝑑𝜀௫௫ డమ௨ഥడ௫మ − 𝜀௫௬ డడ௬ ቀడ௨ഥడ௫ + డ௩തడ௬ቁ = 0 (13) 

డ௤మడ௧ + డడ௫ ቀ௤భ௤మௗ ቁ + డడ௬ ቀ௤మమௗ + ଵଶ 𝑔𝑑ଶቁ + 𝑔𝑑 ௗ௭್డ௬ + 𝑔𝑛ଶ ௤మට௤భమା௤మమௗళ/య ට1 + ቀௗ௭್డ௫ ቁଶ + ቀௗ௭್డ௬ ቁଶ −2𝑑𝜀௬௬ డమ௩തడ௬మ − 𝜀௬௫ డడ௫ ቀడ௨ഥడ௫ + డ௩തడ௬ቁ = 0 (14) 

where Eq. (12) is the continuity equation and Eqs. (13) and (14) are momentum equations in 𝑥 and 𝑦 directions, respectively. In the equations, 𝑡=time (s); 𝑑=water depth (m); 𝑔=acceleration due to gravity (m/s2); 𝑧௪ and 𝑧௕=water surface elevation and bed elevation 
above certain datum (m); 𝑞ଵ and 𝑞ଶ= unit discharge fluxes (m2/s) defined as 𝑢ത𝑑 and �̅�𝑑, 
respectively; 𝑢ത and �̅� (m/s)=depth-averaged velocities of an element in the streamwise and 
transverse directions, respectively; 𝑞௠=resultant inlow or outflow from that element (m/s); 𝜀௫௫ and 𝜀௬௬=normal components of the eddy viscosity (m2/s) in the 𝑥 and 𝑦 directions, 
respectively; and 𝜀௫௬ and 𝜀௬௫=shear components of the eddy viscosity (m2/s) applied to the 𝑥-𝑦 plane. 

Initial and boundary conditions were determined in the model. Water surface elevation for 
the outlet and peak flood discharge for the inlets were determined as shown in Figure 6. The 
required other parameters as Eddy viscosity coefficients (Vo) 100 and 50 for land and river, 
respectively. The coefficient is used to define turbulence characteristics. So, Eddy viscosity 
coefficient is higher in floodplain areas than the river. Wind and wave effects weren’t 
considered because of insufficient data. Under steady flow, the user inputs are boundary 
conditions a discharge upstream and a stage downstream. The model calculates stages 
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throughout the interior points, keeping the discharge constant. Under unsteady flow, the user 
inputs a discharge hydrograph at the upstream boundary and a discharge-stage rating at the 
downstream boundary. The model calculates discharges and stages throughout the interior 
points. All scenarios were applied under steady state case assuming constant flood discharge. 
The boundary conditions were determined according to flood discharges and dry conditions 
were taken into consideration considering that the rivers in the basin are dry during certain 
periods of the year for the initial conditions. 

For the aim of flood modeling of the basin, FESWMS model was used in the whole of the 
Akarcay Basin and AdH model was used for the subbasins of Akarcay Basin with 80.82 m3/s 
peak discharge, which is found by SCS method against 100-year return period. Flood 
propagation with FESWMS model is demonstrated by Figures 7-10. Flood propagation is 
examined in regard of 4 different places (Afyon, Bolvadin, Cay, Suhut) altitudes for the aim 
of determination as water level thresholds (Figures 7-10). Altitude affects the flooded area’s 
forward propagation. When the altitude increases, the flooded area increases and vice versa. 
Flooded areas are calculated as 503.96, 422.13, 1126.16 and 1596.61 km2. Mesh modules are 
defined as water levels during flood event. Flow velocities and magnitudes are demonstrated 
by Figure 11. The flow velocities are calculated taking into consideration Suhut (highest 
altitude) threshold. The maximum velocity is calculated as 1.91 m/s in the Akarcay Basin. 

 

 
Figure 6 - Boundary conditions for inlets and outlet of the Akarcay Basin 
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Figure 7 - Flood risk map of the Akarcay Basin in FESWMS model according to altitude of 

Afyon in threshold 

 
Figure 8 - Flood risk map of the Akarcay Basin in FESWMS model according to altitude of 

Bolvadin in threshold 
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Figure 9 - Flood risk map of the Akarcay Basin in FESWMS model according to altitude of 

Cay in threshold 

 
Figure 10 - Flood risk map of the Akarcay Basin in FESWMS model according to altitude 

of Suhut in threshold 
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Figure 11 - Flow velocities and magnitudes during the 100-year return period flood event 

 

5.2. AdH Model 

AdH model uses 3D Navier-Stokes and 2D (depth averaged) shallow water equations. 
Although 3D models allow a detailed reproduction of flow processes in compound channels, 
so far, a number of limiting factors usually prevented their application as flood models. The 
computational burden is still considerably larger for 2D models, particularly for dynamic 
shallow flows with significant changes in domain extent. Also, 3D model is preferred for the 
solution of flow mechanism complexity in urban areas. The ability of AdH to allow the 
domain to wet and dry as flow conditions or tides change is suitable for shallow marsh 
environments, floodplains and the like. AdH can simulate subcritical and supercritical flow 
conditions within the same domain [1]. For overland flow conditions, urban and others were 
considered. The model was run for 36 and 72 hours at time interval of 1 hour. At the end of 
computations, flooded area was calculated. 

When the parameters which are used in FESWMS model, are also used in the AdH model, 
flooded areas in the Akarcay Basin are presented in Figure 12. Afyon, Bolvadin and Suhut 
plains are analyzed separately with AdH model which is used for shallow water modeling. 
Constant water depth is averagely taken as 0.6 m by handling observed data. Variable water 
levels change between 1-3 m. After running the AdH model, the results are manifested in the 
Google Earth software and the motion of flood waters is followed during the flood event. 
With these results, the recession of flood waters can be observed. Flood propagation with 
AdH model is demonstrated by Figures 12-13. The darkness of the blue color indicates the 
increasing water level. The black lines inside the working area represent the boundaries of 
the river bed. Flood risk map of Afyonkarahisar City Center from localized AdH model 
results (Figure 14). The calculated flooded areas from AdH model are demonstrated in Table 
3. 
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Figure 12 - Flooded areas of Akarcay for different time steps until 72 h during flood event; 

(a) 0 h, (b) 12 h, (c) 14 h, (d) 24 h, (e) 36 h, (f) 48 h, (g) 60 h, (h) 72 h 

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 
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Figure 13 - Flood risk map of Afyonkarahisar City Center from localized AdH model results 

 

  
 

(a) (b) 
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Figure 14 - Flooded areas of Bolvadin near Lake Eber for different time steps until 72 h 

during flood event; (a) 0 h, (b) 12 h, (c) 15 h, (d) 24 h, (e) 36 h, (f) 48 h, (g) 60 h, (h) 72 h 

(g) (h) 

(c) (d) 

(e) (f) 
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Table 3 - Flooded areas in the regions of Akarcay Basin for 36 h and 72 h simulation time 

 Simulation time (h) 
 36 72 
Region Area (km2) 
Afyon 218.65 252.60 
Bolvadin 150.81 164.21 
Suhut 134.06 137.73 
Akarcay 804.72 914.83 

 

6. DISCUSSIONS 

In the analyzed models, the changes of the water levels were examined and the areas to be 
inundated at the time of the flood were calculated. When flood effect caused by a flow rate 
value of 80.82 m3/s worked out by flood analysis results calculated through FESWMS and 
AdH according to a 100-year return period in the whole of the Akarcay basin and affected 
settlement areas as well as total areas are taken into consideration. 

FESWMS model results: 

In the analysis that Afyonkarahisar center gorge is referenced (Figure 7), a total of 503.96 
km2 of floods will take place in the Uydukent side, Cayirbag, Sulumenli, Isiklar, Salar, 
Maltepe, Hamidiye, Kadikoy, Cay and Bolvadin. Bolvadin, Sulumenli, Isiklar, Salar, 
Maltepe, Hamidiye, Kadikoy, Cay have 422.13 km2 of flood effect in Bolvadin central 
elevation (Figure 8). 

According to Figure 9, the flood effect of reference in the center of the Cay is Afyonkarahisar 
center, Gazligol, Kucuk Huyuk, Bulca, Balmahmut, Ayvali, Fethibey, Akoren, Cayirbag, 
Sarayduzu, Ismailkoy, Demircevre, Sadikbey, Erkmen, Nuribey, Cavdarli, Sulumenli, 
Isiklar, Salar, Maltepe, Hamidiye, Kadikoy, Gozsuzlu, Orhaniye, Asagidevederesi, Disli, 
Armutlu, Aydogmus, Inli, Bulanik, Cay and Bolvadin. In this analysis, the area under the 
total flood was found to be 126.16 km2. 

It is seen that the water velocity results reach about 0.30 m/s values in the plains of Afyon 
and Bolvadin, and about 0.42 m/s in Ihsaniye, Balmahmut and Suhut regions (Figure 11). 
Moreover, the maximum water velocity at the basin was found to be 1.91 m/s for a flow rate 
of 80.82 m3/s. 

AdH model results: 

At the next stage, the water velocities for Akarcay Basin and localized Bolvadin County were 
obtained according to time steps (Figure 12 and 13). Degirmen Creek which passes through 
Bolvadin then connects with Akarcay River and together discharge to Lake Eber. Also, 
Bolvadin is the 3rd largest county with population 43842 people and commercial mobility. 
After the maximum flood in the outflows obtained, the water velocities in the flood areas 
decreased and then the overflowing water became almost stagnant 36 and 72 hours. 

Flood hydrographs which time interval 1 hours that were calculated through the SCS method 
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were applied. The maximum-flooded area was found to be 914.83 km2 at the 14th hour for 
Akarcay Basin. Also, Afyonkarahisar City Center and Saraycik, Garipce, Fethibey, Erenler, 
Akcin Counties were affected by flood waters according to peak flood discharge (Figure 12). 
Flooded area was found to be 761.5 km2 at the end of the 72nd hour for Akarcay Basin along 
with the regression of flood waters. Again, Afyonkarahisar City Center together with the 
University Campus and Saraycik, Garipce, Fethibey, Erenler, Akcin Counties were affected 
by floods. Localized AdH model of flood analysis for Afyonkarahisar City Center was 
evaluated in Figure 13. It is demonstrated that the places near industrial sites have flood risky 
areas. 

The maximum-flooded area was found to be 164.21 km2 at the 15th hour for Bolvadin Region. 
The affected areas from flood waters are Bolvadin County Center and Disli Village which is 
near Bolvadin and in the North of Bolvadin (Figure 14). Flooded area was found to be 114.76 
km2 at the end of the 72nd hour for Bolvadin Region along with the retreat of flood waters. 
Afyon, Bolvadin and Suhut regions have important plains in terms of agriculture and 
settlements. Akarcay region demonstrates flooded area in the whole basin. 

FESWMS model versus AdH model: 

The FESWMS module outputs are the change in water velocity and water level in the stream 
during flood. Akarcay river bed length is about 87 km and the data entry only at the inlet and 
exit points in the basin is limitation of the FESWMS model.  In addition, the accuracy of the 
model is variable due to the lack of cross-section identification as in other flood programs. 

The ADH module is dynamically operated and the amount of water overflowing the river bed 
after flood, the areas under water, the changes in water flow rates and water levels can be 
obtained as output.  Due to the dynamic identification of the ADH model, the water heights 
at the exit point have also changed as compared to the base. But, due to the dynamic setup of 
the model, the analysis time is longer than the steady-state.  

In basin-based analysis, the flood area calculated in the FESWMS module was also obtained 
by the work done in the ADH module. However, it appears that the fields are not equal, 
calculated flood areas in the FESWMS module are wider than the field with AdH. This is 
due to the above limitation of the FESWMS model, so, ADH is expected to provide more 
accurate results in the Akarcay basin. 

 

7. CONCLUSIONS 

In order to avoid flood risks, it is necessary to perform flood analysis before the flood and to 
take necessary precautions to reduce or prevent flood damage. Various flood analysis 
software has been developed for this purpose. FESWMS and AdH modules of SMS (Surface 
water Modeling System) software which is one of these softwares were discussed in this 
work and flood analysis of the Akarcay basin was performed by using modules. Erratic 
rainfall and discharges as well as impermeable ground, topographic structures increase flood 
risk at the Akarcay basin. Thus, the measures at stated locations are important in terms of 
prevention of flood risk. In this study, quite difficult flood calculations were made through 
computer, thıs allowing visualization of flooded areas in the 3D form. 

For this purpose, FESWMS and AdH models of the SMS software were used. FESMWS 
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model was built for the steady state condition and used for calculating peak flood discharges 
by the four methods mentioned above. The model was run to provide users water velocity 
and water surface elevation as output. The model was run at one hourly time intervals. AdH 
model was run under dynamic conditions. Flooded areas, water velocity and water surface 
elevation are the model outputs there. 

The main river reaches 87 km throughout Akarcay. Maximum water velocity was calculated 
as 1.91 m/s. One limitation of FESWMS model is that it only allows data input where there 
are basin inputs. In addition, the accuracy of the model is variable due to the lack of cross 
section identification as in other flood modeling programs. According to the ADH model, the 
FESWMS model predicts that larger areas will be flooded. It is recommended to use the AdH 
model for precise calculation because of the limited limitations according to FESWMS. 

According to results, Erenler, Cayirbag and Fethibey Villages near the University campus 
are under flood risk. The local population subsist on agriculture and animal husbandry. Also, 
Sivrikaya Creek passes through University Campus which also has flood risk. Additionally, 
most of the campus area is marshy land. 

With the ease of use of the SMS program interface, it is thought that this work will lead to 
applications such as flood, sediment transport, multi-directional modeling studies such as 
water quality and the design of water structures. In addition to hydrological and 
meteorological data such as rainfall, evaporation, temperature and wind speed results are to 
be obtained sensitively in the investigated area, the sensitivity of the values can be increased 
by operating the program on days, hours and minutes basis using digital maps higher than 
1/25000 scale. For the first time with the study, hydrodynamic-flood models are developed 
for Akarcay Basin using FESWMS and AdH models. For future studies, changing earth 
should be taken into consideration with manmade channels, crowded population and growing 
settlements, water quality etc. Real time working systems and models are newly developing. 
After required experimental setups with data observation and data transfer, this type of real 
time hydrodynamic models can be applied worldwide. 

 

Symbols 𝐴 : Drainage area 𝐴ᇱ : The smallest circle area which covers drainage boundary 𝐶𝑁 : Curve Number 𝐷 : Total duration of rainfall 𝑑 : Water depth 𝑔 : Acceleration due to gravity ℎ௔ : Annual rainfall depth of selected return period ℎ௘ : Maximum flow height 𝐿 : Length of drainage channel 𝑃 : Monthly total precipitation 
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𝑄௣ : Peak discharge 𝑞ଵ : Unit discharge flux defined as 𝑢ത𝑑 𝑞ଶ : Unit discharge flux defined as �̅�𝑑 𝑞௠ : Resultant inlow or outflow from that element 𝑞௣ : Unit peak discharge 𝑅ௗ : Basin shape factor 𝑆 : Average slope of drainage area 𝑆′ : Potential maximum retention 𝑡 : Time 𝑡௖ : Time of concentration 𝑡௣ : Time of peak 𝑢ത : Depth-averaged velocity of an element in the streamwise direction �̅� : Depth-averaged velocity of an element in the transverse direction 𝑧௕ : Bed elevation above certain datum 𝑧௪ : Water surface elevation above certain datum 𝜀௫௫ : Normal component of the eddy viscosity in the 𝑥 direction 𝜀௬௬ : Normal component of the eddy viscosity in the 𝑦 direction 𝜀௫௬, 𝜀௬௫ : Shear components of the eddy viscosity 
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