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Abstract— In this study, real-time trajectory tracking control of 

an autonomous mobile robot has been designed, analyzed and 

studied. Two control techniques such as the proportional–

integral–derivative (PID) control and model based sliding mode 

control (SMC) have been considered to increase the tracking 

performance of the mobile robot. Firstly, kinematic and dynamic 

analysis of the system have been obtained and then this dynamic 

model has been used for proposed sliding mode controller in order 

to increase trajectory tracking performance of the system. The 

experimental outcomes strongly verified that the proposed 

controller gives a quite well trajectory tracking response and 

smaller magnitude overshot compared with the classical PID 

controller.  

 

Index Terms— PID control, Robot control, Sliding mode control, 

Trajectory control.  

I. INTRODUCTION 

HE PURPOSE of robotic systems used in today's modern 

industrial world is to improve the quality of products, 

industrial productivity, correctness, speed and flexibility.  

Although the requirements of industrial applications are 

complex and difficult, robotic systems are increasingly being 

used more and more in dangerous, tedious or repetitive 

industrial processes, where people do not want to work. More 

efficient and quality manufacturing is an important issue of the 

industry, and this demand has led to the development of more 

skilled and modern robotic systems. These skilled systems are 

usually autonomous and therefore require initial actions, such 

as calibration, trajectory planning in order to fulfill their 

assigned tasks. For this reason, it is a very important step to 

accurately and precisely control the system in the working 

environment in order to be able to fulfill the assigned tasks 

successfully.  
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The main areas of research in the field of robotics systems can 

be summarized as system design, trajectory planning, trajectory 

optimization, and motion control. 

Among these scientific research areas, the control of robotic 

systems has a crucial place to follow a precise and reliable 

trajectory between the initial and final position of the robot [1]. 

Accurate trajectory control is vital issue for the efficient 

operation of a given robotic application. For this reason, a large 

number of control methods have been applied in the literature 

for various types of robotic systems, such as, H infinity control 

[2], neural network control [3], [4], adaptive fuzzy control [5], 

[6] and fractional order control [7-9].  

Another robust control technique used for trajectory tracking 

control of nonlinear system in literature is SMC method. SMC 

method is an effective and robust control technique and has a 

variable structure for the unknown dynamics of unknown loads 

and nonlinear systems. This control method is also used to 

simplify design, increase the trajectory tracking accuracy and 

reduce the model complexity [10]. The SMC technique 

provides a systematic approach that improves the system 

capability to eliminate the problem of stability preservation 

[11]. Therefore, due to the characteristics of the sliding mode 

controller, many researchers have used this control method to 

overcome the control problem in their systems [12-18]. 

In this study, a model based sliding mode control method is 

used for an autonomous mobile in order to get accurate 

trajectory tracking control approach. Motivated by the 

advantages of the SMC method, a model based sliding mode 

control method is proposed and performed on a real mobile 

robot. In order to illustrate the efficiency of SMC, the real time 

studies have been realized and compared to the classical PID 

controller. The main contributions of this study are given as 

follows; Model based sliding mode controller (SMC) is 

developed to obtain strong robustness, fast finite-time 

convergence, precision, and chatter-free control. SMC is 

utilized to compensate the unknown system dynamics where no 

knowledge relating to the nonlinear model is available a priori. 

The rest of the paper is organized as follows. Section II 

presents system description of the mobile robot. The model 

based SMC method for the mobile robot has shown in section 

III. In section IV, the experimental outcomes have been 

demonstrated, followed by the conclusion in Section V. 

A. Dumlu, and M. R. Yıldırım 

Real-Time Implementation of Continuous 

Model Based Sliding Mode Control Technique 
for Trajectory Tracking Control of Mobile 

Robot 

T 
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II. SYSTEM DESCRIPTION 

Figure 1 shows the designed mobile robot. For the prototype 

design, only the outer casing and motors of the unmanned 

vehicle named KOBUKI produced by Turlebot firm were 

utilized. Instead of the control card, drives, sensors and 

software used by TurleBot, a unique design has been 

implemented in this work.  

The system has two rear driving wheels and two free caster 

front wheels. Each driving wheel has been coupled to the shaft 

of the DC motor and each DC motor is fitted with gearhead and 

optical encoder. The power for the system is supplied by two 

12 V batteries. Moreover, the system has a personal computer 

with a controller board for real time applications.  

 

 
Fig.1. Designed mobile robot 

 

A. Inverse kinematic of mobile robot 

For the mobile robot, inverse kinematics refers to the use of 

the kinematics equations of the system to determine the angular 

velocity of the left and the right wheels that provided the desired 

positon or velocity of the wheelchair.  Schematic top view of 

the mobile robot is shown in Fig. (2). The motion and the 

orientation of the wheelchair are achieved by independent 

actuators of the left and right wheels, and each wheel is 

independent and driven by a DC motor.  

 

 
Fig.2. Schematic top view of the mobile robot  

 For the purpose of analysis, two coordinate systems are 

defined. The global coordinate system {𝑋𝐼 , 𝑌𝐼} is fixed to the 

Cartesian workspace and the local coordinate system {𝑋𝑟 ,𝑌𝑟} is 

attached to the base of mobile robot platform. The origin of the 

platform frame is defined to be the midpoint 𝑃𝑜  on the axis 

between the wheels. The angular positions of the right and left 

wheel are given by  𝜃𝑟 and 𝜃𝑙, respectively. The position of any 

point in the mobile robot can be defined using the 

transformation of the local coordinate system to the global 

coordinate system as follows; 

 

𝑋𝐼 = 𝑅(𝜙)𝑋𝑟 (1) 

 

where 𝑅(𝜙) is the orthogonal rotation matrix; 

 

𝑅(𝜙) = [
𝑐𝑜𝑠 (𝜙) −𝑠𝑖𝑛 (𝜙) 0

𝑠𝑖𝑛 (𝜙) 𝑐𝑜𝑠 (𝜙) 0
0 0 1

] (2) 

 

On the conditions of no lateral slip motion, we can write the 

following kinematic equations in velocity dimension and 

mobile robot frame; 

 

𝑣 =
𝑣𝑟 + 𝑣𝑙

2
= 𝑅

(𝜃𝑟̇ + 𝜃𝑙̇)

2
 (3) 

 

and the angular velocity of the mobile robot is; 

 

𝜙̇ =
𝑣𝑟 − 𝑣𝑙

2𝐿
= 𝑅

(𝜃𝑟̇ − 𝜃𝑙̇)

2
 (4) 

 

On the other hand, using the orthogonal rotation matrix mobile 

robot velocities can be obtained from the global coordinate 

system as follows; 

 

[

𝑥1̇

𝑥2̇

𝜙̇
] =

[
 
 
 
 
 
𝑅

2
𝑐𝑜𝑠 (𝜙)

𝑅

2
𝑐𝑜𝑠 (𝜙)

𝑅

2
𝑠𝑖𝑛 (𝜙)

𝑅

2
𝑠𝑖𝑛 (𝜙)

𝑅

2𝐿
−

𝑅

2𝐿 ]
 
 
 
 
 

[
𝜃𝑟̇

𝜃𝑙̇

] 
(5) 

 

B. Constraint equations of mobile robot 

The mobile robot is a class of benchmark non-holonomic 

system due to its kinematic constraints. The two main non-

holonomic constraint equations related to generalized 

coordinates are obtained from the two main assumptions and 

choosing two redundant coordinates, 𝑥1, 𝑥2 and two generalized 

coordinates, 𝜃𝑟 , 𝜃𝑙. The first assumption is that mobile robot 

cannot move in a lateral direction. This means that in the robot 

frame, the velocity of the centre point 𝑃𝑜  is zero along the lateral 

axis namely 𝑦𝑟̇ = 0. Using the orthogonal rotation matrix 𝑅(𝜙), 

the first non-holonomic constraint equations related to velocity 

in the global coordinate system gives; 

 

𝑥̇2 𝑐𝑜𝑠(𝜙)−𝑥̇1 𝑠𝑖𝑛(𝜙) = 0 (6) 
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The second assumption is that the two driving wheels pure 

rolling constraint. This means that each wheel maintains a one 

contact point 𝑃 with the ground as shown in Fig. (3). 

 

 
Fig.3. Pure rolling motion constraint   

 

Using the rotation matrix 𝑅(𝜙), the rolling constraint equations 

are formulated as follows; 

 

𝑥̇1 𝑐𝑜𝑠(𝜙) + 𝑥̇2 𝑠𝑖𝑛(𝜙) + 𝐿𝜙̇ = 𝑅𝜃𝑟̇  (7) 

 

𝑥̇1 𝑐𝑜𝑠(𝜙) + 𝑥̇2 𝑠𝑖𝑛(𝜙) − 𝐿𝜙̇ = 𝑅𝜃𝑙̇ (8) 

 

On the other hand, the mobile robot has a one holonomic 

constraint equation and to obtain it, first of all we subtract Eq. 

(7) from Eq. (8) and then integrating with choosing the initial 

condition;  

 

2𝐿𝜙̇ = 𝑅(𝜃𝑟̇ − 𝜃𝑙̇) (9) 

 

𝜙 = 𝑐(𝜃𝑟 − 𝜃𝑙) (10) 

 

where 𝑐 is equal to 𝑅/2𝐿. For the obtain second non-holonomic 

constraint equations now we add the Eq. (7) and Eq. (8); 

 

𝑥̇1 𝑐𝑜𝑠(𝜙) + 𝑥̇2 𝑠𝑖𝑛(𝜙) = 𝑐𝐿(𝜃𝑟̇ + 𝜃𝑙̇) (11) 

 

Hence we may write two non-holonomic constraint equations 

in matrix form; 

 

𝐴(𝑞)𝑞̇ = 0 
(12) 

 

where;  

 

𝑞 = [

𝑞1

𝑞2

𝑞3

𝑞4

] = [

𝑥1

𝑥2

𝜃𝑟

𝜃𝑙

] , 𝐴(𝑞) = [
𝑎11 𝑎12 𝑎13 𝑎14

𝑎21 𝑎22 𝑎23 𝑎24
]

= [
−𝑠𝑖𝑛 (𝜙) 𝑐𝑜𝑠 (𝜙) 0 0
−𝑐𝑜𝑠 (𝜙) −𝑠𝑖𝑛 (𝜙) 𝑐𝐿 𝑐𝐿

] 

 

(13) 

C. Dynamic modelling of the mobile robot 

The complete dynamic model of the mobile robot which 

describe  the  actuating  motor torques are derived  using  

Lagrangian  approach. The first type of Lagrange’s equations 

will be employed by using the generalized coordinates as 𝑞 =
[𝑥1, 𝑥2, 𝜃𝑟 , 𝜃𝑙]

𝑇. For the examined robotic system case, the 

Lagrangian equations of the first type can be written as given in 

Eq. 14. 

 
𝑑

𝑑𝑡
(

𝜕𝐿

𝜕𝑞𝑖̇
) −

𝜕𝐿

𝜕𝑞𝑖
= 𝑄𝑖 − 𝑎1𝑖𝜆1 − 𝑎2𝑖𝜆2    𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 4      (14) 

 

where 𝑄𝑖 denotes the external Lagrange force,  𝜆1 and 𝜆2  are 

the Lagrangian multipliers and 𝐿 is the Lagrangian function.  

The total kinetic energy of the mobile robot platform and two 

wheels can be denoted as follows; 

 

𝐾 =
1

2
(𝑚𝑐 + 2𝑚𝑤)(𝑥1̇

2 + 𝑥2̇
2)

+ 𝑚𝑐𝑐𝐿(𝜃𝑟̇ − 𝜃𝑙̇)(𝑥2̇ 𝑐𝑜𝑠(𝜙)

− 𝑥1̇ 𝑠𝑖𝑛(𝜙)) +
1

2
𝐼𝑤 (𝜃𝑟̇

2
+ 𝜃𝑙̇

2
)

+
1

2
(𝐼𝑐 +  2𝑚𝑤𝐿2

+ 2𝐼𝑚)𝑐2(𝜃𝑟̇ − 𝜃𝑙̇)
2 

(15) 

 

where, 𝑚𝑐 is the mass of the mobile robot without the driving 

wheels and actuators (DC motors), 𝑚𝑤 is the mass of each 

driving wheel (with actuator), 𝐼𝑐 is the moment of inertia of the 

mobile robot about the vertical axis through the centre of mass, 

𝐼𝑤 is the moment of inertia of each driving wheel with a motor 

about the wheel axis, and 𝐼𝑚 is the moment of inertia of each 

driving wheel with a motor about the wheel diameter. Using Eq. 

(15) along with the Lagrangian function, L = K the equations 

of motion of the mobile robot are given by; 

 

(𝑚𝑐 + 2𝑚𝑤)𝑥1̈ − 𝑚𝑐𝑑(𝜙̈𝑠𝑖𝑛𝜙 + 𝜙̇2𝑐𝑜𝑠𝜙) =

𝜆1𝑠𝑖𝑛𝜙 + 𝜆2𝑐𝑜𝑠𝜙     
(16) 

 

(𝑚𝑐 + 2𝑚𝑤)𝑥2̈ + 𝑚𝑐𝑑(𝜙̈𝑐𝑜𝑠𝜙 − 𝜙̇2𝑠𝑖𝑛𝜙)

= −𝜆1𝑐𝑜𝑠𝜙 + 𝜆2𝑠𝑖𝑛𝜙 
(17) 

 

𝑚𝑐𝑐𝑑(𝑥2̈𝑐𝑜𝑠𝜙 − 𝑥1̈𝑠𝑖𝑛𝜙)

+ ((𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2

+ 𝐼𝑤)𝜃𝑟̈

− (𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2𝜃𝑙̈

= 𝜏1 − 𝑐𝐿𝜆2 

(18) 

−𝑚𝑐𝑐𝑑(𝑥2̈𝑐𝑜𝑠𝜙 − 𝑥1̈𝑠𝑖𝑛𝜙)

− (𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2𝜃𝑟̈

− (𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2𝜃𝑙̈

= 𝜏2 − 𝑐𝐿𝜆2 

(19) 

Hence the actuator torques acting on the two wheels of mobile 

robot can be determined in the standard form as; 

 

𝑀(𝑞)𝑞̈ + 𝐶(𝑞, 𝑞̇)𝑞 = 𝐸(𝑞)𝜏 − 𝐴𝑇(𝑞)𝜆 (20) 

 

On the other hand, the system described by Eq. (20) is 

transformed into a state space representation which is more 

useful for the model based sliding mode control. For this 

purpose, a 4 × 2 𝑆(𝑞) matrix can be defined as shown in Eq. 

(21) and its columns are in the null space of 𝐴(𝑞) matrix in the 

two non-holonomic constraint equations i.e., 𝐴(𝑞)𝑆(𝑞) = 0. 
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𝑆(𝑞) = [

𝑐𝐿𝑐𝑜𝑠𝜙 𝑐𝐿𝑐𝑜𝑠𝜙
𝑐𝐿𝑠𝑖𝑛𝜙 𝑐𝐿𝑠𝑖𝑛𝜙

1 0
0 1

] (21) 

 

From the two non-holonomic constraint equations, the velocity 

𝑞̇ must be in the null space of 𝐴(𝑞). Consequently a reduced 

smooth vector 𝜂 = [𝜂1 𝜂2]𝑇 can be defined with 

mathematical relation form in Eq. (22).  

 

𝑞̇ = 𝑆(𝑞)𝜂,   𝑞̈ = 𝑆̇(𝑞)𝜂 + 𝑆(𝑞)𝜂̇ (22) 

 

It’s obviously the fact that, for the specific choice of 𝑆(𝑞) 
matrix in Eq. (22), smooth vector 𝜂 can be equal to two wheel 

velocities vector i.e., 𝜂 = 𝜃̇ = [𝜃𝑟̇ 𝜃𝑙̇]. To eliminate the 

constraint term A𝑇(𝑞)𝜆 in Eq. (20), this equation’s both sides 

must multiply by 𝑆𝑇(𝑞) matrix. Hence the new model can be 

written as follow; 

 

𝑆𝑇(𝑞)𝑀(𝑞)𝑞̈ + 𝑆𝑇(𝑞)𝐶(𝑞, 𝑞̇) = 𝜏 (23) 

 

Eq. (23) can be rewritten as in the standard form; 

 

𝜏 = 𝑀(𝑞)𝑞̈ + 𝑁(𝑞, 𝑞̇) + 𝜏𝑑 (24) 

 

where, 𝑀(𝑞) is the mass matrix, 𝑁(𝑞, 𝑞̇) is the sum of the 

centrifugal, Coriolis and gravity terms, 𝜏𝑑 is disturbance and 

friction component of directly related to mobile robot system 

using a complete dynamic model of systems, respectively. On 

the other hand Eq. (24) shows that the mobile robot dynamics 

are expressed as a function of the right and left wheel angular 

velocities 𝜃̇ = [𝜃𝑟̇ 𝜃𝑙̇], and the driving motor torques 𝜏 =
[𝜏𝑟 𝜏𝑙]𝑇. As it is seen from Eq. (24), the desired tracking 

control of the mobile robot can be achieved by changing or 

controlling the supply voltage of the DC motors. 

If the both sides of Eq. 24 is multiplied by 𝑀(𝑞)−1, 𝑞̈ can be 

defined as follows; 

 

𝑞̈4𝑥1 = 𝑓(𝑞)4𝑥1 + 𝑔(𝑞)4𝑥1𝑢(𝑡)4𝑥1 + 𝜁(𝑡, 𝑢(𝑡))4𝑥1 (25) 

 

where, 𝑓(𝑞)4𝑥1 = −𝑀(𝑞)−1𝐻(𝑞, 𝑞̇), 𝑔(𝑞)4𝑥1 = 𝑀(𝑞)−1, 

𝑢(𝑡)4𝑥1 = 𝜏 and 𝜁(𝑡, 𝑢(𝑡))4𝑥1 stands the bounded uncertainties 

of the system. The aim of the proposed control technique in this 

study is to control the system variables , 𝑞4𝑥1, accurately for the 

given reference trajectory, 𝑞𝑑4𝑥1
. In order to meet the accurate 

trajectory tracking, the tracking error 𝑒(𝑡)4𝑥1 = 𝑞𝑑4𝑥1
− 𝑞4𝑥1 

should be minimized as much as possible.  

III. MODEL BASED SLIDING MODE CONTROL 

TECHNIQUE  

The model based sliding mode control method is a variable 

structure control and it has a robust structure against the 

uncertainties in the system and disturbance effects. The control 

signal used in the sliding mode control method consists of two 

components. The first component is the equivalent control 

component and it can be obtained using a sliding surface 

function with an approximate model of the system. The second 

component is a switched control component it can be used to 

compensate the uncertainties affecting the system.  

In this proposed method, a sliding surface 𝒔 is selected as 

follows; 

 

𝒔 = 𝝀𝒆 + 𝒆̇ (26) 

 

where, 𝝀 is a positive constant matrix, 𝒆 is a tracking error 

matrix and it can be given as 𝒆 = [𝒒𝒅 − 𝒒]. Differentiating Eq. 

(26) with respect to time, the following equation is obtained 

 

𝒔̇ = 𝝀𝒆̇ + 𝒆̈ (27) 

 

This can be further written as; 

 

𝒔̇ = 𝝀𝒆̇ + (𝒒̈𝒅 − 𝒒̈) (28) 

 

Substituting 𝒒̈ from Eq. (25) into Eq. (28) yields; 

 

𝒔̇ = 𝝀𝒆̇ + 𝒒̈𝒅 − 𝒇(𝒒) − 𝒈(𝒒)𝒖 (29) 

 

It is well known that, in the second order sliding surface 

condition, if, 𝒔(𝒕) and 𝒔̇(𝒕) equal to null then the tracking error 

𝒆 reaches to zero. Hence, the reaching phase control law 𝒖𝒆𝒒 

can be obtained by using the 𝒔̇(𝒕)  = 𝟎 as follows; 

 

𝒖𝒆𝒒 =
−𝒇(𝒒)

𝒈(𝒒)
+

𝝀𝒆̇

𝒈(𝒒)
+

𝒒̈𝒅

𝒈(𝒒)
 (30) 

  

In addition to this, it is not appropriate to use only the 

reaching phase control law to control the system. As mentioned 

above, the effect of the uncertainties which are constrained but 

unknown, can be serious for system. Therefore, a switching 

control law, 𝒖𝒔𝒄, in Eq. (31), should be added to control signal 

to ensure the robustness of system against the external or 

system disturbances. 

 

𝒖𝒔𝒄 = 𝒌𝒙𝒔𝒈𝒏(𝒔) (31) 

 

where, 𝒌𝒙 is the switching gain matrix and 𝑠𝑔𝑛(𝒔) can be 

expressed given as below.  

 

𝒔𝒈𝒏(𝒔) = {
𝟏 → 𝒔 > 𝟎
𝟎 → 𝒔 = 𝟎

−𝟏 → 𝒔 < 𝟎
} (32) 

 

Thus, the total feedback SMC control law (𝒖) for the system is 

written as follows; 

 

𝒖 = 𝒖𝒆𝒒 + 𝒖𝒔𝒄 =
−𝒇(𝒒)

𝒈(𝒒)
+

𝝀𝒆̇

𝒈(𝒒)
+

𝒒̈𝒅

𝒈(𝒒)
+ 𝒌𝒙𝒔𝒈𝒏(𝒔) 

(33) 

  

Practically, the control law given in Eq. (33) can caused 

oscillations which is called chattering factor. To overcome the 

control-chattering during the implementation, the 𝑠𝑔𝑛 (high-

frequency switching function), can be approximated to the 𝑠𝑎𝑡 

function, which is called the smooth limited function. The 
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model based SMC implementation block diagram is shown in 

Fig. (4). 

 

 
Fig.4. The block diagram of model based SMC 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS  

After modelling the wheeled mobile robot and the proposed 

SMC controllers, this test platform has simulated 

experimentally through two different case studies to verify the 

effectiveness and performance of the proposed methodology 

with respect to the classical PID control for given task. The 

controllers have been performed using SIMULINK 2014 from 

MathWorks. The Q8 USB data acquisition device from Quanser 

has been used to execute the experiments. In experimental 

study, the sampling time has been adjusted in 0.001 sec. The 

controller parameters have been adjust as 𝑘𝑝 = 6, 𝑘𝑖 = 2, 𝑘𝑑 =

0,2 and 𝜆 = 48,8664, 𝑘𝑥 = 214 for PID and sliding mode 

control, respectively.    

  The controller’s performance is tested in the first 

experiment with an eight shape reference with radius 𝑅 =  1 𝑚 

given by Eq. (34). Since this defined trajectory contains 

mathematically trigonometric functions, it is necessary for the 

mobile robot to keep pace with suddenly changing angular 

speed changes of the right and left wheels of the vehicle in order 

to be able to track this trajectory. 

 

 
a) 
 

 
b) 

Fig.5. Trajectory tracking responses of right and left wheels 

𝑥𝑟 = 𝑅 ∗ 𝑠𝑖𝑛 (2 ∗
𝑝𝑖

20
∗ 𝑡) , 𝑦𝑟 = 𝑅 ∗ 𝑠𝑖𝑛 (

𝑝𝑖

20
∗ 𝑡) , (34) 

 

Using the kinematic equations obtained in Section II, the 

angular velocity changes that should be realized by the right and 

left wheels for mobile robot to follow this defined trajectory and 

the performances of the PID and SMC controllers have been 

shown in Fig. (5). And also, Fig. (6) presents the tracking errors 

of the both controllers. 
 

 

 
a) 

 
b) 

Fig.6. Angular speed error values of right and left wheels 

 

As it can be seen from Figs. (5) and (6), the proposed SMC 

technique follows the reference trajectory more accurately than 

the PID control technique. According to the trajectory tracking 

response for both controllers in Figs. (5) and (6), PID controller 

causes overshoot values at the beginning of the motion. 

Meanwhile, with the robust control designs, the SMC improved 

the control performances with quite small tracking errors. By 

employing the system dynamic model to SMC controller, the 

controller makes the system more robust against the presence 

of uncertainties and disturbances in the feedback loop. 

However, as can be seen from figures, overshoot values are 

eliminated completely for the proposed SMC controller case 

due to the SMC technique is a robust and an efficient control 

technique for un-modelled dynamics and un-known loads of the 

robotic system. Also, both transient and steady-state error 

values are reduced by using the proposed SMC controller as 

shown in Figures.  

V. CONCLUSION 

In this study, the model based SMC has been proposed in order 

to control the uncertain nonlinear mobile robotic system. In 

order to get finite-time convergence, better tracking of 
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trajectory and chatter-free control, a model based SMC is 

developed. The experimental outcomes strongly verified that 

the proposed SMC provides a quite well trajectory tracking 

performance during the motion. Owing to the proposed 

algorithm, the SMC controller follows the reference with small 

error when it is compared with the responses of classical PID 

controller. For future work, the authors aim to design adaptive 

sliding mode control strategy by using the same model based 

method for the considered mobile robot system. Using the 

adaptive SMC in the proposed controller, it is expected that the 

trajectory tracking error value will be remarkably reduced. 
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Abstract— When burning any fossil fuels, one of the most 

harmful combustion products are nitrogen oxides NOx, which 

damage both the environment and human health in particular. 

Reduction of NOx emissions from fuel combustion at TPPs plays 

an important role in reducing the total level of nitrogen oxides 

NOx emitted into the atmosphere. One way to reduce the 

concentration of nitrogen oxides NOx is the stepwise combustion 

of the pulverized coal mixture, in particular the «Overfire Air» 

technology. The essence of this method is that the main volume of 

air is fed into the pulverized burners, and the rest of the air is 

further along the height of the torch through special nozzles. 

Structurally, the method of stepwise combustion of fuel can be 

carried out in boilers with a two-tier arrangement of burners 

along the height of the combustion chamber. In this case, 

practically no significant reconstruction of the boiler is required, 

which is associated with additional costs. In the present work, 

computational experiments on the use of modern overfire air 

technology (OFA) in the combustion chamber of the PK-39 boiler 

of the Aksu TPP were carried out and the fields of the main 

characteristics of heat and mass transfer, as well as the influence 

of the mass flow of the oxidant through the OFA injectors on the 

combustion process were obtained. 

Index Terms— coal combustion, numerical simulation, overfire 

air technology.  

I. INTRODUCTION 

S OF TODAY Kazakhstan is one of the states possessing 

a huge stock of hydrocarbons, which render essential 

influence on formation and a condition of the world energy 

market [1-3].  
A. ASKAROVA, is with Department of Science in Physics and Mathematics 
Al-Farabi Kazakh National University, (e-mail: Aliya.Askarova@kaznu.kz). 
S. BOLEGENOVA, is with Dep. of Science in Physics and Mathematics Al-
Farabi Kazakh National University, (e-mail: Saltanat.Bolegenova@kaznu.kz). 
V. MAXIMOV, is with Department of Science in Physics and Mathematics 
Al-Farabi Kazakh National University, (e-mail: maximov.v@mail.ru). 
S.BOLEGENOVA, is with Dep. of Science in Physics and Mathematics Al-
Farabi Kazakh National University, (e-mail : Symbat.80@mail.ru). 
Z. GABITOVA, is with Department of Science in Physics and Mathematics 
Al-Farabi Kazakh National University, (e-mail: z.gabitova @kaznu.kz). 
A. YERGALIYEVA is with Dep. of Science in Physics and Mathematics Al-
Farabi Kazakh National University, (e-mail: a.yergaliyeva@kaznu.kz). 
A. NUGYMANOVA, is with Dep. of Science in Physics and Mathematics 
Al-Farabi Kazakh National University, (e-mail a.nugymanova@kaznu.kz). 
M. BEKETAYEVA is with Dep. of Science in Physics and Mathematics Al-
Farabi Kazakh National University, (e-mail: m.beketayeva@kaznu.kz). 
SH. OSPANOVA, is with Department of Science in Physics and Mathematics 
Al-Farabi Kazakh National University, (e-mail sh.ospanova@kaznu.kz). 
Manuscript received May 14, 2018; accepted October 20, 2018.  
DOI: 10.17694/bajece.475543 

In the Republic of Kazakhstan, about 80% of the country's 

energy supply comes from the production of electricity by 69 

power plants, the main source of which is Kazakh coal [4-6]. 

The coal mining in Republic is carried out basically by the 

open way , which makes this type of solid fuel the cheapest, 

but low-grade (high ash content in its composition) in our 

country a source of energy [3,7-8]. At the same time, the coal 

of Kazakhstan possesses a number of advantages – small 

sulphur content of coals and a high volatiles content on a dry 

ash-free basis. 

For the sustainable development of heat and power industry 

of the country in the near future, it is necessary to optimize the 

combustion of traditional energy fuel (Kazakh coal), to 

develop and implement clean energy technologies; to protect 

the environment from harmful dust and gas emissions and 

ensure the efficiency of power plants. One of the methods for 

reduction of NOx concentration is the overfire air 

technology – OFA. 

Technological methods for suppressing the formation of 

nitrogen oxides are based on a reduction in the peak 

temperature and oxygen content in the active combustion 

zone, as well as in the formation in the combustion chamber of 

zones with a reducing medium, where the products of 

incomplete combustion, reacting with the formed nitric oxide, 

lead to the reduction of NOx to molecular nitrogen N2. 

Thus, in the zone of active combustion, an oxygen-depleted 

and fuel-enriched combustion zone is formed. Due to the lack 

of air in this area, the average temperature is lower than in 

traditional combustion, which allows to reduce the amount of 

fuel and thermal nitrogen oxides. Further, above the level of 

the main burners, additional air is supplied through the tertiary 

air nozzles necessary for afterburning the products of 

incomplete combustion and an oxidizing medium is formed 

[9-10]. 

The most difficult step in realization of the OFA technology 

is to define the optimal location height and diameter of 

nozzles through which air will be supplied, and to find the best 

ratio of air supplying through the main burner and OFA-

injectors. These characteristics depend on design of the boilers 

and the method of supplying fuel-air mixture [10-11]. 

To effectively implement this technology on an industrial 

boiler, the height of the OFA injectors should be chosen so 

that in the active combustion zone a complete burn-out of the 

fuel and its afterburning to the final combustion products are 

ensured, since incomplete mixing of fuel and oxidant can 

Application of Overfire Air Technology on an 

Example of a Steam Boiler PK-39 of the Aksu 

TPP (Kazakhstan) 

A. Askarova, S. Bolegenova, V. Maximov, S.Bolegenova, Z. Gabitova, A. Yergaliyeva, A. 

Nugymanova, M. Beketayeva, Sh. Ospanova 

A 

217

http://www.bajece.com/
mailto:a.nugymanova@kaznu.kz
mailto:sh.ospanova@kaznu.kz
MY
Typewritten text
"This article was presented during the International conference Alternative Energy Sources, Materials & Technologies (AESMT’18), 14 - 15 May, 2018 in Plovdiv, Bulgaria"



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 6, No. 4, October 2018                                                

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com        

increase underburning [12]. 

 

II. BASIC EQUATIONS OF HEAT AND MASS TRANSFER IN 

REACTIVE MEDIA  

The computational experiment was carried out on the basis 

of the solution of the three-dimensional equations of 

convective heat and mass transfer taking into account the 

propagation of heat, thermal radiation, chemical reactions, and 

the multiphase nature of the medium. To describe the three-

dimensional motion of reacting currents in the furnace 

chamber of the boiler PK-39, a system of differential 

equations [3,13-19] based on the control volume method [6, 

18-20] is used:  

– The conservation law of mass or the continuity equation 

The ratio of the mass balance for control volume represents 

the continuity equation. 

 j

j

u

t x

 
 

 
 

(1) 

– The conservation law of momentum or equation of 

motion 

Momentum balance is based on the second law of Newton-

momentum change of the liquid in the control volume is equal 

to the sum of all external (surface and efficient volume) forces 

attached to the control volume. 
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(2) 

– The conservation law of energy 

The energy equation is based on the first law of 

thermodynamics. 

   
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(3) 

– The conservation law of for the components of the 

substance 

In an isotropic medium consisting of β components, the 

components can move with different velocities ui,. For the 

mass balance of the β-component of the medium it can be 

written: 
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 (4) 

The combustion of coal dust in combustion chambers is 

turbulent, and in this connection, a standard k-ε model of 

turbulence was used to simulate turbulent viscosity and 

closure of the system [1,2,6,15]. The model includes  

– The equation of transport of turbulent kinetic energy k: 
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(5) 

where Р – turbulent kinetic energy production: 
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(6) 

The equation of dissipation of turbulent kinetic energy ε: 
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(7) 

where  – transformation of the kinetic energy of the 

pulsating motion into internal energy (dissipation); 

σk, σε – the corresponding turbulent Prandtl numbers. 

Considering the processes of heat exchange in technical 

reacting flows in combustion chambers, heat exchange by 

means of radiation makes the greatest contribution to total heat 

transfer. In the flame zone, the contribution of radiant heat 

exchange is up to 90% of the total heat transfer and even more 

[21]. In this regard, the simulation of heat transfer through 

radiation in reacting flows in combustion chambers is one of 

the most important stages in the calculation of heat transfer 

processes in real combustion chambers. 

At the calculations connected with radiant heat exchange, 

the characteristic values are the radiation energy E and the 

spectral intensity Iν. To describe the change in the magnitude 

of the spectral intensity in time, an infinitesimal volume is 

allocated in the investigated space, with an area dA and a 

length ds, in which emission, absorption and scattering of 

electromagnetic radiation quanta occur. 

Thus, the change in the radiation intensity Iν along the 

infinitesimal volume can be written in the form of the energy 

balance equation (8): 

 

    
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(8) 

In connection with the fact that the change in the radiation 

intensity in time is much less than the speed of light, the first 

term in the equation of the balance of radiant energy can be 

neglected. Due to the fact that the system is in thermodynamic 

equilibrium and the temperature of the radiant energy of the 

bodies radiated and absorbed is the same, then we can assume 

that the absorption and radiation coefficients are equal. In 

addition, in the paper all the bodies participating in heat 

transfer by radiation are represented as gray radiators. 

Thus, the expression (8) can be written as [15,22]: 

 
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(9) 

For calculation of heat exchange by radiation in furnace 

chamber the model of a stream was used, according to which 

Eq. (9) is integrated over solid angles, for which flows are 

assumed to be independent of direction. 

 

III. PHYSICAL AND GEOMETRICAL MODEL OF THE PK-39 BOILER  

To solve the systems of differential equations describing the 

processes of heat and mass transfer in the combustion chamber 

of the boiler PK-39 of Aksu TPP, the control volume method 

[6, 18-20] was used.  

The essence of the method is that the space of the 

combustion chamber is divided into control volumes and for 

each point of space surrounded by a certain volume, the 
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equations of conservation of physical quantity (mass, 

momentum, energy, etc.) are solved. 

Before the numerical experiments using the PREPROZ 

program [22], files and startup programs were created for two 

investigated cases, including initial and boundary conditions, 

the characteristics of the fuel (elemental composition, heat of 

combustion, fractional composition of Ekibastuz coal), the 

geometry of the boiler and burner devices [6,13,23]. The main 

characteristics of the combustion chamber of the boiler PK-39 

of Aksu TPP and burnt Ekibastuz coal are presented in table 1. 

 

 
TABLE I 

CHARACTERISTICS OF THE COMBUSTION CHAMBER OF THE 
BOILER PK-39 OF AKSU TPP AND THE PULVERIZED COAL BURNED 

ON IT (EKIBASTUZ COAL) [3] 

The name of the characteristics, 

dimensionality 
Designation Value 

Fuel consumption per boiler, kg/h В 87 500 

Fuel consumption per burner, kg/h ВB=В/Z 7291.1 

Fuel – Ekibastuz coal  

Composition of coal,% 

Wp 

Ap 

Sp 

Cp 

Hp 

Op 

Np 

7.0 

40.9 

0.8 

41.1 

2.8 

6.6 

0.8 

Calorific value, MJ/kg QH

p

 15.87 

Volatile, % VF  30.0 

Coefficient of excess air at the exit 

from the furnace 
т 1.25 

Coefficient of excess air in the burners  г 1.15 

Temperature of the air mixture, °C (K) Ta
 

150(423) 

Temperature of secondary air, °C (K) T2 327(600) 

Type of burners Vortex 

Number of burners, pcs nB
 

12 

Height of the furnace, m z(H) 29.985 

Width of the furnace, m Y 10.76 

Depth of the furnace, m X 7.762 
 

 

Fig.1. General view and a gridding of the PK-39boiler 

 
TABLE II 

CONSTRUCTIONAL CHARACTERISTICS OF A BOILER PK-39 OF 
AKSU TPP AT THE ORGANIZATION OF STAGED COMBUSTION OF 

FUEL 

The characteristic Value 

Number of OFA-nozzles, pcs 6 

The height of the tier of the lower burners, m 7,315 

The height of the tier of the upper burners, m 10,115 

The height of the tier of the OFA-nozzles, m 15,735 

Diameter of OFA-nozzles, m 0,7 
 

Fig. 1 provides a general view and a gridding of the boiler: 

for traditional pulverized coal combustion (Fig. 1a), at 

implement of secondary air nozzles – OFA (Fig. 1b). The 

major structural characteristics are presented in table 2. In the 

work, cases with a percentage of the supply air through the 

nozzles OFA equal to 0 (base case), 10 and 20% of the total 

amount of secondary and tertiary air supplied to the 

combustion chamber. 
 

IV. RESULTS AND DISCUSSION  

Results of researches obtained with the FLOREAN 

software package [25-30] are presented below in the paper. 

Fig. 2 shows the distribution of the full-velocity vector in 

different sections of the combustion chamber for the base case 

(OFA 0%) and with the use of the overfire air technology 

(OFA 20%). Analysis of the figures shows that with the use of 

OFA technology, the combustion process in the central part of 

the combustion chamber is more intense compared to the base 

case. 

 

 
a) 

 
b) 
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c) 

Fig.2. The distribution of the velocity vector in different sections of the 
combustion chamber a) the central longitudinal section (Y=5.38 m); b) the 

cross-sectional area of the OFA-nozzles (Z=15.735 m); c) cross-section at the 
outlet from the combustion chamber of the boiler PK-39 (Z=29,595 m) 

 

 

Fig.3. Temperature distribution over the height of the combustion chamber 
of the boiler PK-39 for different values of air supplied through the nozzles 

OFA and comparison with experiment [24] 

 

Fig. 3 shows the distribution of average temperatures on 

height of furnace chamber for the investigated cases. The 

results of full-scale experiment conducted at Aksu TPP [24] 

are also plotted on the graph. Moving towards the exit of the 

furnace temperature field is equalized and differences in 

temperature values for different occasions decrease. 

Also, it can be seen that the greatest differences between the 

results of computational and full-scale experiments are 

observed in the area of ignition of the pulverized coal mixture. 

Moving towards the exit from the furnace space, these 

differences are insignificant, which indicates good consistency 

and, as a consequence, the adequacy of the used models. 

Fig. 4-5 show graphs of the distribution of combustion 

products – carbon CO2 and nitrogen NO oxides along the 

height of furnace chamber of PK-39 boiler of Aksu TPP. 

Analyzing the distribution of carbon monoxide (Fig. 4), it can 

be seen that the greatest differences in the values are 

noticeable in the area of the burner belt and OFA-injectors. To 

the exit from the combustion chamber with increasing mass 

flow of air through the OFA-nozzles, the concentration of 

carbon dioxide CO2 is reduced. 

Fig. 5 represents the distribution of the concentration of 

nitrogen oxide NO along the height of furnace chamber of PK-

39 boiler of Aksu TPP. 
 

 

Fig.4. Distribution of CO2 concentration along the furnace chamber height 
for different values of air supplied through the nozzles OFA and comparison 

with experiment [24]. 

Analysis of Fig. 5 allows us to conclude that an increase in 

the mass flow of air supplied through OFA injectors leads to a 

decrease in NO concentration at the outlet from the furnace 

chamber of PK-39 boiler of Aksu TPP. This is confirmed by 

the known dependence of NO oxides formed on temperature 

[31] and analysis of the temperature distribution in the 

combustion chamber of the boiler PK-39, presented in Fig. 3. 

 

 

Fig.5. Distribution of NOx concentration along the furnace chamber height 
for different values of air supplied through the nozzles OFA 

 

Fig.6. The effect of the percentage of mass air flow through the OFA 
injectors on the NO concentration at the outlet from the combustion chamber 

of the PK-39 boiler of the Aksu TPP 

 

The increase in air supplied through the OFA injectors 

allows to reduce the concentration of nitric oxide at the outlet 

from the combustion chamber approximately on 20 %. The 

results of the studies are presented in the form of a diagram in 

Fig. 6. 
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V. CONCLUSION  

This paper presents the experiments on the implementation 

of the overfire air technology on the example of combustion 

chamber of PK-39 boiler of Aksu TPP. This technology is 

based on the separation of the oxidant supplied to the 

combustion chamber in such a way as to reduce the amount of 

fuel NOx in the burner location by reducing excess air, and 

reduce the amount of thermal NOx by reducing the 

temperature of the flame in the region of the location of the 

OFA-injectors. 

Studies show that the implementation of OFA technology 

on the boiler PK-39 Aksu TPP leads to a change in the 

distribution of temperature T, the concentrations of carbon 

CO2 and nitrogen NO oxides in the combustion chamber. 

Thus, the studies in this paper demonstrate that overfire air 

technology is one of the most promising ways to reduce 

emissions of harmful substances (nitrogen oxide NOx and 

carbon dioxide CO2) in the atmosphere and can be used in the 

combustion of high-ash fuels in combustion chambers of coal-

fired TPPs. 
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NOMENCLATURE 

ui – components of the velocity, m/s; 

t – time, s; 

 – density, kg/m3; 

ij – tensor of viscous tension; 

p – pressure, Pa; 

fi – volume forces, N; 

h – enthalpy; 

qres – energy flux density due to molecular heat transfer; 

Sh – a source of energy; 

сn – mass concentration of the components of the substance; 

ncD  – the diffusion coefficient of a component; 

ncS  – the source term taking into account the contribution 

of the chemical reactions in the change in the concentration of 

components; 

k – turbulent kinetic energy per unit mass; 

µeff – effective viscosity; 

σk, σε – turbulent Prandtl numbers – empirical constants in 

turbulence model; 

Р – the production of turbulent kinetic energy, which is 

determined by the following equation; 

ε – dissipation rate of turbulent kinetic energy per unit 

mass; 

δij – Kronecker delta; 

µturb– turbulent viscosity; 

сε1, cε2, cµ – empirical constants; 

ν – frequency of radiant energy emitted from the element 

area; 

ds – length of the infinitesimal element allocated in space; 

Kabs, Ksca – optical absorption and scattering coefficients; 

Ω – the solid angle; 

Аi, Вi – the coefficients in the Taylor series expansion – 

functions of intensity of radiation; 

σ – Stefan-Boltzmann constant; 

bij – the matrix coefficient. 
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Abstract— Identification of reduced order equivalent circuit 

battery model from current and voltage measurements allows 

modeling, classification and monitoring of batteries, and these 

tasks are very essential for battery management systems. This 

study presents a theoretical study to investigate performance of 

computer-aided identification of the reduced order equivalent 

circuit battery model from noisy current and voltage 

measurement data. The battery model is expressed in the form of 

fractional order differential equation and time domain numerical 

solution of this model is numerically calculated according to 

Grünwald-Letnikov definition of fractional-order derivative. 

Paper demonstrates an application of this numerical solution so 

that it can fit noisy current and voltage measurement data, and 

thus parameters of the equivalent circuit battery model can be 

estimated. Particle swarm optimization (PSO) method is used to 

solve this model fitting problem. Performance of the parameter 

estimation method is investigated for various noise levels of the 

synthetically generated current and voltage profiles. 

 

Index Terms— Battery model, fractional order system model, 

Grünwald-Letnikov definition, PSO. 

I. INTRODUCTION 

UE TO growing demand for mobility in daily life, battery 

utilization in real applications increase and hence battery 

monitoring and management methods are becoming an 

essential component of mobile systems. In fact, practical 

performance of many battery powered systems e.g. mobile 

devices, electrical vehicles depends on battery management 

performance [1,2]. Nowadays, monitoring battery health and 

optimal control of battery packs are major topics of battery 

research studies, and these studies has focused on modeling 

and real-time identification of battery model parameters, 

which is useful for evaluating battery status and health [3]. 

Therefore, online control and the management of batteries are 

performed based on model parameter estimations, which can 

provide the meaningful information related to conditions of 

batteries. 
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 There are several models that were utilized for modeling 

batteries in different levels of complexity [3,4]. High 

complexity models can be useful for more proper 

representation of the behavior or properties of batteries in 

simulation environment, however increasing model 

complexity can heavily complicate real-time identification 

problem and model parameter estimation efforts. One of the 

widely utilized models for battery monitoring is the reduced 

order equivalent circuit model. This model can be used by 

battery monitoring algorithms and identified either in time 

domain by measuring current and voltage profiles or in the 

frequency domain by applying impedance spectroscopy 

measurements [2]. Figure 1(a) shows a reduced order 

equivalent circuit model based on the impedance spectrum 

data [2,5]. Figure 1(b) illustrates an s-domain transfer function 

representation of this model [6]. The fractional order capacitor 

element makes this model a fractional order system model [6] 

and time-domain analysis of this model requires application of 

fractional calculus. Since recent developments in fractional-

order system analysis tools [7], the s-domain representation of 

this system can be preferable for battery parameter estimation 

and simulation purposes. 

 Grünwald-Letnikov (GL) definition of fractional order 

differentiation has been widely utilized for the numerical 

solution of fractional order differential equations, solution of 

fractional order system models in state space form and 

calculation of time response of fractional order transfer 

functions [7, 8, 9,10, 11,12]. Numerical calculation methods 

based on Grünwald-Letnikov definition are commonly used to 

develop fractional-order system analysis tools [7,10]. 

 In previous studies, Grünwald-Letnikov based numerical 

solution of this battery model were utilized in many studies for 

estimating state of charge, parameter sensitivity analysis etc. 

[1,13,14,15]. Some of them were utilized metahereustic 

optimization methods, such as hybrid multi-swarm particle 

swarm optimization and genetic algorithm, because model 

fitting problem is not so easy for fractional-order systems. In 

addition to model coefficients (component values), the 

estimation of fractional-orders of the differential equation 

models is required, and this significantly increases complexity 

of numerical solution of the problem compared to fixed order 

differential equation models, namely integer-order system 

models. Main reason of this complication comes from the long 

memory effect, that is, fractional order derivative depends on 

all past values of the fractionally derived function [7] and 

hence fractional-order derivative is not a local operator. 
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Fig. 1. (a) Reduced order equivalent circuit model [2], (b) Transfer function 
representation of this model in s-domain [6]. 

 

 Performance of real-time model parameter estimation 

algorithms depends on a number of factors: 

(i) Limitation of computational resources such as the speed of 

processor, memory capacity can decrease practical 

performance. Computational complexity of the estimation 

method should be low enough so that it can be implemented 

on control cards by using embedded programming techniques. 

(ii) Negative impacts of measurement noise on the accuracy of 

parameter estimation can decrease practical performance. The 

estimation accuracy should be enough robust against 

measurement noises. 

(ii) For online analysis of model parameters, estimation 

method should be independent of waveform of the measured 

data because, in real applications, measured current and 

voltage can be in any waveforms. Real-time operating model 

identification algorithms should deal with waveform 

uncertainty of the measured data.  

The current study discusses performance of a time-domain 

model identification approach that may be utilized for real-

time estimation of parameters of the reduced order equivalent 

circuit model. This method performs fitting Grünwald-

Letnikov based numerical solutions of the equivalent circuit 

model to noisy current and voltage data profiles that are 

measured from battery terminals. To achieve approximation of 

the model response to this measured data, an average of 

squared difference of numerical voltage and measured voltage 

values is used as the objective function that should be 

minimized to achieve identification. Here, PSO algorithm is 

employed to solve this optimization problem. To improve 

estimation of model parameters, this objective function, 

namely mean square error (MSE), is modified by taking 

logarithm of MSE function. This modification to objective 

function can improve minimization performance of PSO at 

very low values of MSEs because of the logarithmic stretching 

of MSE values at very low levels. Here, the logarithm of MSE 

can make objective function more distinguishable at very low 

values. 

 

II. PRELIMINARIES AND PROBLEM STATEMENTS 

Impedance spectroscopy is a main technique that has been 

applied for identification of sophisticated equivalent circuit 

models [2, 5,16]. This method is performed by matching real 

or complex parts of frequency domain models or magnitude 

and phase responses for the each measured frequency [2].  In 

this manner, the equivalent circuit model shown in Figure 1(a) 

is expresses in the complex impedance form, 




)(1
)(

11

1

jRA

R
LjRZ

oo


 .    (1) 

 The last term of the equation (1) expresses a fractional order 

behavior, which was also known as constant phase element [2, 

17]. This term is also referred to as ZARC or Cole-Cole circuit 

element [17,18]. Parameters 
o

R  and 
o

L  are output resistance 

and inductance of the model, respectively.  

 We aim to perform time domain identification of the model 

from a given current and voltage data set. By considering 

js   relation, the transfer function model of the reduced 

order equivalent circuit model was written in the form [6], 

sRC

R
sLRsZ

oo

11

1

1
)(


 .      (2) 

 The s-domain equivalent circuit representation was shown 

in Figure 1(b) and this representation implies that fractional 

order system analysis methods can be applied to obtain time 

domain solutions of this model. Considering current and 

voltage in impedance function, by considering the equation 

(2), a fractional order system model is written as 

)()()( sIsZsV  ,        (3) 

)(
1

)()()(
11

1 sI
sRC

R
sIsLsIRsV

oo 
 .    (4) 

To facilitate time domain solution of battery voltage, the 

equation (4) can be decomposed as the sum of three voltage 

elements as, 

 )()()()(
321

sVsVsVsV  ,     (5) 

where the voltage terms are )()(1 sIRsV o  for the voltage 

across oR ,  )()(
2

ssILsV
o

  for the voltage across oL  and 

)(
1

)(
11

1

3
sI

sRC

R
sV


  for constant phase element. By taking 

inverse Laplace transform of these voltage components, time 

domain solution of the components can be written as follows, 

)()(1 tiRtv o  ,        (6) 

dt

tid
Ltv o

)(
)(2  ,       (7) 

where )(ti  is the battery current. To obtain time domain 

model for )(
3

sV , one can reorganize it as 

)()()(
13311

sIRsVsVsRC 
, and by taking inverse Laplace 

transform and using the properties of )()}({ tfssFDL   , it 

can be expressed in time domain as, 

)()()(
13311

tiRtvtvDRC 
,     (8) 

Numerical solutions of this fractional-order differential 

equation can be obtained by using Grünwald-Letnikov 

0L 0R
1R

1CPE

ZARC

(a) 

0sL
0R

1

1

Cs

1R

(b) 
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definition of fractional-order derivative operator, which is 

written  by [7], 







]/)[(

0

)(

0
)(

1
lim)(

hat

j
j

h
ta jhtfw

h
tfD 



 ,     (9) 

where a  parameter is a lower bound for time derivative and it 

limits calculations from the time a  to current time. Although 

it reduces need of memory elements to store the past values, it 

results in a truncation error in calculations. For more accurate 

calculation of fractional derivatives in system analysis, a  can 

be zero. Parameter h  is step size (sampling period) for 

computations. The operator ]/)[( hat   expresses the 

rounding the value of term hat /)(   to a nearest smaller 

integer number. The weight parameter )(

j
w  for ,...2,1,0j  is 

written recursively as [7], 

1)(

0
w , )(

1

)( )
1

1(  





jj
w

j
w .    (10) 

For a finite and non-zero time sampling h  and considering 

values of )( jhtf   from zero to current time by taking 0a , 

one expresses an approximate formulation of Grünwald-

Letnikov differentiation as, 





]/[

0

)( )(
1

)(
ht

j
jt jhtfw

h
tfD 




.     (11) 

The equation (11) is used in equation (8), the numerical 

solution of this differential equation can be found by solving, 
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1
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]/[

0
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h
RC

ht

j
j


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This equation can be rewritten as 
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By rearranging the equation (13), the solution )(3 tv  can be 

written as, 

 )()()(
)(

011
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]/[

1
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011
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RC
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The weights 
)(

j
w  is calculated recursively according to 

equation (10). By considering equation (5), a battery voltage 

solution with respect to a given current )(ti can found by 

 )()()()( 321 tvtvtvtv  .    (15) 

By considering equation (6), (7) and (14), )(1 tv , )(2 tv  and 

)(3 tv  are calculated in discrete time domain for a current 

sampling )(nim with a sampling nht  : 

)()(1 niRnv o               (16)  
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Lnv o

)1()(
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         (17) 
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 (18) 

where h  is the sampling period and the battery voltage can be 

calculated by 

)()()()( 321 nvnvnvnva      (19) 

An example Matlab code, which performs the numerical 

calculation of the reduced order equivalent circuit battery 

model is presented in Appendix section. 

III. IDENTIFICATION OF MODEL PARAMETERS 

Let’s denote the measured current and voltage from battery 

terminals by )(nim  and )(nvm  signals, respectively. For fitting 

the )(nim  and )(nvm  data ( pi ,..,2,1,0 ) to time domain 

solution of the equivalent circuit battery model, which is 

calculated by equation (15), a mean square error to minimize 

is commonly written by [10,13-15] 

2

1

))()((
1

nvnv
p

E m

p

n
a



 ,     (20) 

where, p  is the total number of the sampled data. The )(nva  

is calculated according to the equation (19). To increase 

accuracy in the estimation of model parameters, MSE, given 

by equation (20), can be modified by taking logarithm of MSE 

function. This makes very low error values more 

distinguishable as a result of stretching effect of logarithmic at 

very low values. The logarithmic error function can be written 

by, 









 



2

1

))()((
1

log10 nvnv
p

E m

p

n
al .    (21) 

To estimate the reduced order equivalent model parameters of 

battery, which are 1C , 1R , 0R , 0L  and  , the optimization 

problem l
LRRC

E
,,,, 0011

min  can be solved by metaheuristic 

optimization methods. In this study, PSO algorithm is used to 

solve this optimization problem (see Figure 12 in Appendix 

section). 

 

IV. SIMULATION STUDY 

 To estimate model parameters 1C , 1R , 0R , 0L  and   

according to battery terminal measurements )(nim  and )(nvm , 

we implemented PSO algorithm to minimize lE  by using 

numerical formulation  that is derived in the previous section.  

 To evaluate parameter estimation performance of the 

method for noisy data, we considered Li-ion battery 

parameters that were identified as 721 C  F , 17.41 R  mΩ, 

71.00 R  mΩ, 
7

0 1051.3 L H and 72.0  in [2]. To 

generate synthetic noise at various SNR levels, a random noise 

signal is added to the ground truth current data )(ni  and 

voltage data )(nv . The ground truth terminal voltage )(nv  is 

calculated for a terminal current waveform )(ni  by using 

equation (19).  The synthetic noisy test data were generated as, 

)()()( nnini im   ,      (22) 

)()()( nnvnv vm  ,      (23) 

where i  is random noise signal for current measurements and 

v  is random noise signal for voltage measurements. PSO 

algorithm was applied for the parameter search ranges of 

]200,0[1 C  F, )20,0(1 R  mΩ, ]10,0[0 R  mΩ,  

]10,0[ 6

0

L  H and ]2,0[ . Population size of PSO was set 

to 30 particles and the maximum iteration number was 

configured to 1200 iterations. Simulation and test environment 

were developed in Matlab program. 
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Firstly, noise signals i  and v  were set to zero for noise-

free test and model parameter estimation for this noise-free 

case was performed to verify operation of the algorithm. PSO 

yielded estimations of 00.721 C  F , 17.41 R  mΩ, 

71.00 R  mΩ, 7

0 1051.3 L H and 72.0 , which are the 

almost exact values of ground truth (original) data of Li-ion 

battery model. Logarithmic MSE was obtained 88.196lE , 

which corresponds to 18101948.2 E , that is, the error is 

almost zero. Figure 2 shows accurately fitting of the model 

voltage )(nva  and the voltage data )(nvm  for this zero-noise 

case. To better view plots, )(nvm  is drawn subsampled in the 

figure. 
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Fig. 2. Fitting  of the model voltage )(nva  and the voltage data )(nvm  for 

zero-noise case . )(nvm  data is shown subsampled in the figure. 

 

For a low-level noisy measurement scenario, the current 

waveform was noised at 49.59SNR dB and ground truth 

voltage was noised at 16.48SNR dB. Figure 3 shows a 

satisfactory fitting of the model voltage )(nva  and the voltage 

data )(nvm  for these noise data. After fitting by PSO 

algorithm, the model parameters were estimated 04.721 C  F 

, 16.41 R  mΩ, 72.00 R  mΩ, 
7

0 1012.5 L H and 

716.0 , which are the slightly different from ground truth 

values of parameters. Logarithmic MSE was obtained 

01.91lE , which corresponds to 
101039.8 E . This level 

of MSE is acceptable for practical performance. 
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Fig. 3. Fitting  of the model voltage )(nva  and the voltage data )(nvm  for 

low-level noise current ( 49.59SNR dB) and low-level noise voltage data 

( 16.48SNR dB) . )(nvm  data is shown subsampled in the figure. 

 

For a mid-level noisy measurement scenario, the current 

waveform was noised at 41.08SNR  dB level and the 

ground truth voltage was noised at 32.45SNR  dB. Figure 4 

shows noisy current and noisy voltage data. Figure 5 

demonstrates fitting performance of the )(nva  and the )(nvm . 

After performing PSO, the model parameters were estimated 

as 31.741 C  F , 24.41 R  mΩ, 64.00 R  mΩ, 6

0 101 L H 

and 714.0 . They are more differentiated from ground 

truth values of parameters compared to previous low-noise 

measurement test. Logarithmic MSE was obtained 

-76.68lE , which corresponds to MSE of 8102.30 E . 

This accuracy level can be acceptable for some battery 

parameter estimation applications. 
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Fig. 4. Low-level noisy current data ( 41.08SNR dB) and mid-level 

noisy voltage data ( 32.45SNR dB) 
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Figure 5. Fitting of the model voltage )(nva  and the voltage data )(nvm  

for mid-level noise current ( 41.08SNR dB) and mid-low noise voltage 

data ( 32.45SNR dB). )(nvm  data is shown subsampled in the figure. 

 

For high-level noisy measurement scenario, the current 

waveform was noised at .2263SNR dB level and the ground 

truth voltage was noised at .4682SNR dB in Figure 6. 

Figure 7 shows the fitting of the model voltage )(nva  to the 

)(nvm  under this noise levels. PSO algorithm found the model 

parameter as 14.771 C  F , 06.41 R  mΩ, 81.00 R  mΩ, 

6

0 101 L H and 762.0 . Logarithmic MSE was obtained 

-70.66lE , which corresponds to MSE of 
8108.92 E . 

This level of accuracy can be adequate for insensitive 

applications of battery parameter estimation. 
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Fig. 6. High-level noisy current data ( .2263SNR dB) and highly noisy 

voltage data ( .4682SNR dB) 
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Fig. 7. Fitting of model the voltage )(nva  and the voltage data )(nvm  for 

high-level noise current ( .2263SNR dB) and high-level noise voltage 

data ( .4682SNR dB). )(nvm  data is shown subsampled in the figure. 

 

To test algorithm for a severe noisy measurement case, the 

current waveform was noised at 30.05SNR  dB level and 

ground truth voltage waveform was noised at 7.59SNR dB 

as illustrated in Figure 8. Figure 9 shows the fitting of the 

model voltage )(nva  and the voltage data )(nvm . PSO 

algorithm estimated the model parameter as 01.1141 C  F 

, 31.41 R  mΩ, 83.00 R  mΩ, 
6

0 101 L H and 869.0 , 

which may not be enough accurate for sensitive battery 

management applications such as precise battery control. 

Inaccuracy of model parameters can cause misleading of 

controller tuning, and it decreases control system performance. 

Logarithmic MSE was obtained -50.79lE , which 

corresponds to a MSE of 
6108.35 E . However, fitting of 

model voltage )(nva  and the voltage data )(nvm  may be 

acceptable for some insensitive battery applications. 

Table 1 summarizes results of parameter estimations that 

were obtained in the analyses. The absolute relative errors for 

parameter estimations were calculated by ooer xxxe / , 

where ex  stands for value of estimated parameter and ox  is 

its original (ground truth) value. 
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Fig. 8. Severely noised current data ( 30.05SNR dB) and voltage data 

( 7.59SNR dB) 
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Fig. 9. Fitting of the model voltage )(nva  and the voltage data )(nvm  for 

severely noised current ( 30.05SNR dB) and voltage data 

( 7.59SNR dB). )(nvm  data is shown subsampled in the figure. 

 

The performance data in Table 1 reveals that the estimation 

of resistance values, 1R  and 0R , are more robust against noise 

interference than those of 1C  and 0L . Main reason is that, 1R  

and 0R  are static elements that are mainly effective in 

determining DC level of the measured signal. Smoothing 

effect of fitting operation can reduce negative impacts of 

irregular pattern of noise on the estimation of 1R  and 0R , and 

this makes their estimations more robust against random noise 

signal. The dynamic components 1C  and 0L  mostly act on 

transient parts of the measured signal. Therefore, irregular 

motif of noise can easily interfere predictions of these 

parameters, and this may reduce accuracy of estimations of 

parameters 1C  and 0L . In particular, since 0L  parameter is 

directly associated with derivative of the measured current, 0L  

estimations are very sensitive to the noise of current 

measurements. Therefore, in case of noisy data, parameter 

search range of 0L  should be confined to its realistic ranges in 

order to avoid misleading parameter estimation results. In our 

analyses, we restricted ]10,0[ 6

0

L  in PSO. The 
610

 values 

for 0L  in Table 1 are mainly results of this restriction. 
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TABLE I 

A LIST OF PARAMETER ESTIMATIONS FOR VARIOUS NOISE CONDITIONS AND ABSOLUTE RELATIVE ERRORS IN PARAMETER 
ESTIMATION 

 

Parameters Original 

Values 

( ox ) 

Zero Noise 

Case 

( ex , re ) 

Low-level Noise 

Case 

( ex , re ) 

Mid-level 

Noise Case 

( ex , re ) 

High Level 

Noise Case 

( ex , re ) 

Severe Noise 

Case 

( ex , re ) 

1C  00.72  00.72 , %0  04.72 , %05.0  31.74 , %2.3  14.77 , %1.7  01.114 , %58  

1R  17.4  17.4 , %0  16.4 , %2.0  24.4 , %6.1  06.4 , %6.2  31.4 , %3.3  

  72.0  72.0 , %0  716.0 , %5.0  714.0 , %8.0  762.0 , %8.5  869.0 , %6.20  

0R  71.0  71.0 , %0  72.0 , %4.1  64.0 , %8.9  81.0 , %14  83.0 , %9.16  

0L  71051.3 
 

71051.3 
, %0  

71012.5 
, %8.45  

610
, %184  

610
, %184  

610
, %184  

MSE ( E ) - 181019.2 
 

101039.8 
 

8102.30 
 

8108.92 
 

6108.35 
 

 
 

Waveform of the current can affect accuracy of parameter 

estimations. While smooth current waveforms or steady parts 

of current waveforms can improve estimation of static 

elements, such as 1R  and 0R , whereas the altering part of 

waveforms can improve the estimation of dynamic elements, 

which are 1C  and 0L  in the model. Figure 6 shows test results 

for a continuous sinusoidal current waveform that was 

obtained by  )0.31sin()25.1sin(2)( tttim   with a low-

level noise insertion at .9884SNR dB. The voltage response 

)(tvm  was obtained by the reduced order equivalent circuit 

model of Li-ion battery with a low-level noise insertion 

at .3174SNR dB. Figure 10 illustrates waveforms of the 

generated low-level noisy current and voltage data. Figure 11 

shows fitting of output of the identified model to the measured 

voltage data. PSO algorithm found the model parameter as 

98.751 C  F, 05.411 R  mΩ, 77.00 R mΩ, 
6

0 101 L H 

and 731.0 . Logarithmic MSE was obtained -70.62lE , 

which corresponds to a MSE of 
7101.07 E . This simulation 

confirms that the method can be applied for any measurement 

waveforms, and therefore it can be used for real-time 

monitoring of batteries. 

V. CONCLUSION 

This study theoretically discussed performance of a scheme 

for online estimation of reduced order equivalent circuit model 

parameters of batteries from noisy and irregular waveform 

current and voltage measurement data. Battery model 

parameter estimation is needed for modeling, classification 

and monitoring of batteries in real applications. Temporal 

change of battery model parameters can be utilized for 

detection of battery status, diagnoses of aging effect, faults 

and defects. Besides, real-time identification of battery models 

can allow optimally control of battery charge and discharge 

processes. Therefore, properly estimation of battery model 

parameter is very essential for battery management systems 

and algorithms. Nowadays, increase of battery usage as a 

result of growing demands of electrical vehicles and mobile 

applications places battery modeling and parameter estimation 

efforts at the center of battery management system researches. 
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Fig. 10. Low-level noisy current data ( .9884SNR dB) and low-level 

noisy voltage data ( .3174SNR dB) 
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Fig. 11. Fitting  of the model voltage )(nva  and the voltage data )(nvm  for 

severely noise current ( .9884SNR dB) and low noise voltage data 

( .3174SNR dB). )(nvm  data is shown subsampled in the figure. 

 

 The presented solution for battery parameter estimation can 

estimates the reduced order equivalent circuit model 

parameters by fitting Grünwald-Letnikov based numerical 

solutions of the battery model to current and voltage profiles 

of the batteries. This fitting problem was expressed in the form 

of minimization of a logarithmic MSE function of battery 

voltages and solved by employing PSO algorithm. The 

numerical studies, which were carried out for various levels of 
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random noise addition to input and output of Li-ion battery 

models, reveal that this method can work effectively in case of 

noisy measurements. Therefore, we conclude that the model 

parameter estimation of this method may be applied in real 

battery management applications. A future study should be 

conducted for experimental validation of performance of this 

method in experimental systems.   

 

Appendixes 

 

An example Matlab code to perform for numerically 

calculation of voltage of the reduced order equivalent circuit 

battery model is given, below. This code calculates battery 

voltage )(nva
 for a given current waveform )(nim  and the 

battery model parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This program performs equation (19) to obtain GL solution of 

battery voltage. This code can be used in optimization process 

as shown bellow. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. A basic block diagram that shows application of PSO algorithm in 

this problem    
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clear all; 

% Sampling rate 

h=0.01; 

% Sampling time 

t=0:h:100; 

% Battery current measurements 

I=-(1-exp(-t/5)); 

% Reduced order equivalent circuit 

battery model parameters 

alpha=0.9; 

R1=4.17e-3; 

C1=72; 

Ro=0.71e-3; 

Lo=3.51e-7; 

% Calculation of v3(t) 

b=1/C1; 

a=1/(C1*R1); 

w=1;wa(1)=1; 

for j=2:length(t) 

    w=(1-(alpha+1)/(j-1))*w; 

    wa(j)=w; 

end 

top=0; 

v3(1)=0 

for i=2:length(t) 

top=0; 

for j=2:i 

    top=top+wa(j)*v3(i-(j-1)); 

end 

    v3(i)=-

1/(wa(1)+a*h^alpha)*top+b*h^alpha/(wa(1)+

a*h^alpha)*(I(i));  

end 

% Calculation of v2(t) 

DI=diff(I)/h; 

v2=Lo*DI; 

v2(length(t))=0; 

% Calculation of v1(t) 

v1=Ro*I; 

% Calculation of battery voltage 

va=(v1+v2+v3); 

% Draws battery voltage v(t)  

figure(1) 

plot(t,va) 

xlabel('t');ylabel('v_a') 

 

PSO 

Algorithm 

Eq. (19) for GL 

solution of voltage 

0C

Eq. (21) for 
Logarithmic 

MSE  

)(nva

)(nvmlE

1R
0C 0L 

)(nim
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Abstract—This article describes the design, construction and 

calculation of the mathematical model of a homogeneous 

magnetic field, considering for this Helmholtz coil. Helmholtz 

coils consist of a pair of coils along one axis parallel to each other. 

By varying the distance, size, winding of these coils, it is enough 

to simulate a homogeneous magnetic field that simulates the real 

Earth's magnetic field in orbit. Circular and square coils, both 

with square cross section, are considered. Practical 

considerations such as wire selection, wire-wrapping efficiency, 

wire bending radius, choice of power supply, and inductance and 

time response are included. Numerical calculations of the 

magnetic flux density, the values of the magnetic field strength 

vectors in various directions are presented. The main goal of 

creating this simulator is to test the development of algorithms 

for orientation and control of the spacecraft, to improve the 

functioning of the components of the satellite in the Earth's orbit  

 

 

Index Terms— Coil system, Helmholtz coils, Magnetic field, 

uniform field.  

I. INTRODUCTION 

T THE initial stages of development and design of the 

spacecraft (spacecraft), a hierarchical development of all 

functioning satellite subsystems is assumed. One of the most 

important service subsystems is the satellite attitude control 

system. To determine the orientation, various sensors, such as 

stellar, solar and magnetic sensors, can be used. 

With the use of systems for determining the orientation 

based on the functioning of a magnetic sensor integrated into 

the onboard platform of a spacecraft, it is proposed to obtain 

these vectors of the Earth's magnetic field strength. 

To test the operation of the designed control systems for 

spacecraft orientation, testing is conducted in laboratory 

conditions using various stands, simulators with which the 

conditions of outer space are simulated. 

For this purpose, it is supposed in the laboratory conditions 

to create the imitation conditions of the geomagnetic field as 

much as it affects the onboard equipment and components of 

the satellite and the adequate functionality of the control 

algorithms for control and orientation of the spacecraft. 
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There is a need to test and verify the developed algorithms 

for controlling a satellite with a magnetic orientation system in 

simulated conditions before it is put into orbit in order to 

minimize the risk of fail-safety of space borne space vehicles. 

For this goal in this paper, we are traditional Helmholtz coils 

design. One device capable of generating a uniform magnetic 

field is the Helmholtz coil [1]. The Helmholtz coil is named 

after Hermann von Helmholtz (1821-1894), a German 

scientist and philosopher known for his contributions to 

electrodynamics, mathematics, and meteorology among many 

other sciences [1].  

The system of solenoid coils or Helmholtz coils [2-4] is 

often used for generating homogeneous field and calibration 

magnetic fields sensors. General analysis of the magnetic field 

in Helmholtz coils and has been presented in [4–7]. However, 

it is noticed that the homogeneous region of magnetic field in 

As shown in Fig. 1, a Helmholtz coil consists of a pair of coils 

parallel to each other where each coil consists of number N 

wrappings. A magnetic field B results when charge is in 

motion, i.e. as current I passes through the coil pair. 

II. THEORETICAL DESCRIPTION 

The Helmholtz coils illustrated in Fig.1 consist of two 

circular or square coils of the radius R or diameter D, arranged 

at a distance R or D from each other. The coils with current 

source are generating a homogeneous field [8]. According of 

the law of Bio-Savart-Laplace, the resulting of homogeneous 

field of two coils is equal to the vector sum of the fields 

generating by one coil. 

The homogeneous field by one coil can be calculating 

according to (1): 

 
  

2

0

2
32 22 )

NIR
B z

R z h




 

 
(1) 

where: 

0 - the magnetic permeability of vacuum, H/m; 

N - number of turns of each coil-; 

I - Current in the coils, A; 

z - the axis which generating of magnetic field, m; 

R - radius of coils, m; 

h - distance of the coil center from the beginning of the coil 

center coordinates, m. 

Design and Simulation of Uniform Magnetic 

Field 

A. Mukhamedgali and Z. B. Rakisheva 

A 
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Fig.1. Geometric pattern of coils 

 

Axial field of two coils can be calculated by formula: 
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(2) 

 

For calculating of Helmholtz, coils take the following form: 
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(3) 

Consider the successive derivatives of   for estimate the 

homogeneity of the field in center of the coil system. A higher 

order of the first non-zero derivative at this point provides 

better homogeneity of the field in its vicinity[2]. 

Equation (3) can be expanded in a Taylor series in the 

variable z near zero: 

 

     

 
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1
0 0
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1 1
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24 720

B z B B z

B z B z

 

  

 

(4) 

 

Since the coils according to the Fig.1 are located at a 

distance of the radius from each other, the second derivative in 

the central system becomes zero. Then the change in the field 

ΔB when moving from the point z = 0 is given by (5) and has 

a fourth order of smallness: 

 

   (4) 4 (6) 61 1
(0) 0 ...

24 720
B z B z B z     (5) 

 

To determine the magnetic field according to the geometric 

center (z=0) of the coils is determined by the following 

expression: 

  016 1
0

25 5

NI
B

R




 
(6) 

 

III. THE DESIGN AND SIMULATING OF HELMHOLTZ COILS 

 

The all of the design and simulating of coils was done in 

COMSOL Multiphysics software showed in Fig. 2. 

 
Fig.2. Geometry of Helmholtz coils in COMSOL 

 

The simulating of the magnetic field produced by using 

module mf as only it allows you to use the section Multi-Turn 

Coil Domain for simulating this coil in 3D. 

The grid size of coils was set 0.02m. The grid size of outer 

sphere was chosen Coarse 

The two coils have a closed geometry with a circular cross-

section perpendicular to the z-axis. 

In addition, type of coil was choose of Circular type. The 

direction of the current in the coils corresponds to the 

geometric form of the coils, that is, along a circle in one 

direction in each of the coils in the direction of which our 

magnetic field is generated. 

The Fig.3, 4 shows the generating finite element mesh. 

 
Fig.3. Generation the finite element mesh 

 

 
Fig.4. Generation the finite element mesh 

 

After designing the Helmholtz coils in this program, we 

simulated our homogeneous field in the region of these coils.  

The results showed the propagation and direction of the 

magnetic field vectors in the region of the generated field.  

The simulation results of coils at a current power of 0.25 mA 

for the axial direction are showed in the Fig.5. 
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Fig.5. The distribution of the magnetic field in Helmholtz coils 

 
As you can see in the Fig.6, the generated uniform field is 

concentrated in the central regions of the coils. The genetically 

determined field is measured in Tesla. 

 

 
Fig.6. The distribution of the magnetic field in Helmholtz coils 

 
The orientation of the vectors of the strengths of the 

generated uniform magnetic field is also illustrated in the 

Fig.7. 

 
Fig.7. The distribution of the magnetic field in Helmholtz coils 

 

Red and yellow-green colors are the places of maximum 

generation of a homogeneous field showed in Fig.8 

 
Fig.8. The areas of maximum generation of a magnetic homogeneous 

field 

 

 
Fig.9. The distribution of the magnetic field in Helmholtz coils 

 
IV. THE DESIGN OF SQUARE COILS 

Square coils can be utilized instead of circular coils in the 

design as they provide a wider uniform field parallel to the 

coils as compared to circular coils.  

The governing equation for the magnetic field  B z  can be 

calculated by formula: 

 

 
  

2

0

2
32 22 )

NIR
B z

d z d




 

 

(7) 

 

To simulate the magnetic field, a system of three pairs of 

square coils arranged usually perpendicular to one another (the 

Helmholtz cage) is used.  

The sides of the squares of the coils are 2 m, 1,9 m, 1,8 m. 

When a current flows through the coils in the region inside the 

cell, a uniform magnetic field is created, the direction and 

magnitude of which depend on the strength and direction of 

the current in the coils.  

Below this a description to design a 3 D model of cage we 

used SolidWorks software of the stand with the corresponding 

notation for the coils along the X-green, Y-red, Z-blue axes 

showed in Fig.10. 

 
Fig.10. 3D model of Helmholtz cage 

 
The all of the design and simulating of coils was done in 

COMSOL Multiphysics software.  

For our goals, we designed each pair of coils separately 

showed in Fig.11. 

234

http://www.bajece.com/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 6, No. 4, October 2018                                                

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com 

 

 
Fig.11. Geometry of square coil 

 

The geometry of square coils showed in Fig.12. 

 

 
Fig.12. Geometry of square coils 

 

In COMSOL Multiphysics, the AC/DC mf (’magnetic field’) 

toolbox was used to simulate multi-turn coils with AWG12 

wire (American Wire Gauge, Brown&Sharpe), which we also 

used to construct the coil later on. The coils have a closed 

geometry with a circular cross section and each wire is 

insulated.  

Around the coils, we created a sphere of air with a diameter 

of 6 meters and an infinite sphere around the air sphere with 1-

meter thickness (see Fig.12). The direction of current flow was 

specified by manually selecting a cross-sectional area of each 

coil, using the numeric coil type.  

We used 1 A input current for the coils, which are connected 

in series.   

 
Fig.13. Output sphere with coils in finite mesh 

 

The Fig.14 shows the external environment and coils 

without finite mesh 

 
Fig.14. Output sphere with coils without finite mesh 

 
After designing the Helmholtz coils in this program, we 

simulated our homogeneous field in the region of these coils.  

The results showed the propagation and direction of the 

magnetic field vectors in the region of the generated field.  

The simulation results of coils at a current power of 0.5 A 

for the axial direction are showed in the Fig. 15. 

 
Fig.15. The distribution of the magnetic field in square coils 

 

The orientation of the vectors of the strengths of the 

generated uniform magnetic field is also illustrated in the 

Fig.16 

 

 
Fig.16.   The distribution of the magnetic field in square coils 

 

V. CONCLUSION 

This article describes the basic theoretical and apathetic 

calculations of calculating Helmholtz coils to create a uniform 

magnetic field.  

With models of circular coils, their geometric characteristics 

were modelled, 3D models of coils, models of the 

homogeneity of the magnetic field, and visualization of the 

direction of the stress vectors.  

Based on these calculations given in this paper, it is entirely 

possible to create larger circular coils to create a stronger 

uniform magnetic field. 

For designing Helmholtz coils of square type, theoretical and 

analytical models were analyzed, their geometric 
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characteristics, 3D models of coils and visualization of the 

homogeneity of the magnetic field in these coils were 

modelled. 

In future works, it is planned to correct the results in the 

design of the Helmholtz coils of square type. Recalculations of 

geometric characteristics, created homogeneity of the 

magnetic field, visualization of the orientation of the tension 

vectors in these coils will be done to realize a real model of 

these types of coils in assembly form. 

It is also planned to use methods of amplification of a 

homogeneous magnetic field, taking into account the 

complexity of implementing their design as for a circular or 

square type, or in the arrangement of these two types of coils. 

 It is also possible to analyze the Helmholtz coils between 

existing coils, in order to compare the generated uniform 

magnetic field.  

In addition, carrying out a comparative analysis of their 

geometric characteristics and reliability for creating real 

models. 
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Abstract— The electrospindle systems have been used in the 

maritime industry, they have recently become operative in 

automation systems. Along with the widespread use of 

harmonic generating machines and semi-conductor-based 

circuits in power and control systems, known reactive power 

compensation methods have been replaced by the use of filter-

based compensation systems that consider harmonic distortion. 

This study used a voltage signal generated by an electrospindle 

generator with high harmonic distortion to obtain the 

amplitude time variation of the fundamental component by 

using Discrete Wavelet Packet Transform (DWPT). As a result 

of the analysis, it was observed that this method gives fast and 

accurate results that can be also used in real-time applications. 

 

 

Index Terms— Electrospindle,  discrete wavelet packet 

transform(DWPT), harmonic analyses, DC motor.  
 

I. INTRODUCTION 
LECTROSPINDLE POWER and motion production 

systems are composite machines used to produce 

rotational motion. The first use of these systems is known as 

the movement suppliers of analog gyroscopes on ships. 

Subsequently, they began to be used in computer hard disk 

drive circuits and CNC machines. Nowadays, they are also 

used in automation systems [1,2]. 

Today, electricity is produced and distributed only as 

alternating current energy. The alternating current the 

consumers draw from the grid consists of two components, 

the active current and the reactive current. The active power 

produced by the alternating current is made useful by the 

consumer, but the reactive power produced by the reactive 

current does not turn into useful power. Although reactive 

power cannot be turned into active power, it cannot be 

totally abandoned. The magnetic field required for normal 

operation of all operating devices, such as generators, 

transformers, coils and motors operating according to the 

electrodynamics principles, is introduced by the reactive 

current. The most important loads that require industrial 

compensation include low-voltage synchronous machines, 

transformers, coils, overhead lines, synchronous motors, 

rectifiers, induction furnaces, electric arc furnaces, welding 

machines, induction welding machines, lamp ballasts, 

rolling mills, electrical circuitry of rolling mills and 

asynchronous motors [3,4]. 
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Harmonic filters are basically divided into two categories; 

active filters and passive filters. Active filters are 

commercially produced and usually used for power factor 

correction in high-power applications. Passive filters are 

preferred in cost-effective applications without high energy 

[5]. 

The purpose of harmonic filters is to reduce or eliminate 

the effects of currents or voltages in one or more 

frequencies, i.e. the level of harmonics. It is aimed to 

eliminate the technical and economic inconveniences 

resulting from harmonics caused by filters. The tasks of 

harmonic filters are; 

   

 To correct the voltage fluctuation of a load fed 

from a harmonic generating device, 

 To prevent unwanted harmonic components 

introduced into the AC system, 

 To eliminate radio frequency interference [6]. 

 

Harmonics that occur in power systems cause improper 

operation or no operation of equipment, overheating of 

transformers and motors, interference on communication 

lines, improper measurements, reduction of the service lives 

of electrical devices, increased power losses of receivers and 

systems [7,8]. Additionally, harmonics cause serious 

problems resulting from resonance in compensation units 

that are used in industrial plants for correcting the power 

factor [9,10]. 

Wavelet analysis is a very powerful signal processing 

method, especially in the analysis of non-stationary signals 

[5]. 

 

The increase in the operating temperatures of electrical 

machinery is the most effective parameter influential in the 

machine’s lifespan. The loading period and switching of the 

machine, operation in hot environment, harmonics and 

unbalanced operation are the most important factors that 

increase the operating temperature of the machine[11,12].  

This study used a voltage signal generated by an 

electrospindle generator with high harmonic distortion to 

obtain the amplitude time variation of the fundamental 

component by using Discrete Wavelet Packet Transform 

(DWPT). As a result of the analysis, it was observed that 

this method gives fast and accurate results that can be used 

in real-time applications. 

II. DATA ACQUISITION SYSTEM  

The system for receiving data from DC shunt motor-

synchronous generator-based electrospindle motor is 

schematically shown in Figure 1 [13]. 
 

Harmonic Analysis of Electrospindle System 

with Wavelet Packet Transform 
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Fig. 1. Schematic Diagram of Data Acquisition System 

 

The real-time data reception link picture of the system 

components and their connections is shown in Figure 2. 

 

 
 

Fig. 2. Data acquisition system used in the study  
 

USB data acquisition card has 14 byte, 48 kS/s analog 

digital converter. Rotation speed of DC shunt motor is 6000 

rpm, their output voltage is 18 V and  their power is 11 W. 

Pole number of synchronous generator is four and their 

frequency is 200 Hz. 

Firstly, the voltages generated by the synchronous 

electrospindle generator were recorded with the data 

acquisition card at the sampling frequencies of 1600, 4000, 

6400 and 12400 Hz. The voltage values of the phase are 

given in Figure 3-6. 
 

 
Fig. 3. A phase voltage of electrospindle generator with a sampling 

frequency of 1600 Hz  

 
Fig. 4. A phase voltage of electrospindle generator with a sampling 

frequency of 4000 Hz 

 

 
Fig. 5. A phase voltage of electrospindle generator with a sampling 

frequency of 6400 Hz 

 

 
Fig. 6. A phase voltage of electrospindle generator with a sampling 

frequency of 12400 Hz 

III. DISCRETE WAVELET PACKET TRANSFORM (DWPT)  

After finding the fundamental component of the generated 

voltages, it is necessary to obtain the amplitude time change 

of this component. One of the most effective methods to 

accomplish this is to use Discrete Wavelet Packet Transform 

(DWPT). With discrete wavelet packet transform, the 

voltage can be divided into components with fewer 

coefficients. This is accomplished with low-pass (
( )g n

) and 

high-pass (
( )h n

) filter banks and down-sampling (equations 

3-4) [9-15]. 

 
1

1 ( ) ( ) (2 )
k

x n X k h n k                                 (1)    (3) 

1

2 ( ) ( ) (2 )
k

x n X k g n k                               (2)   

Here, 
( )X k

is discrete input signal, 
1

1 ( )x n
 and 

1

2 ( )x n
 are 
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the filter outputs, coefficients are half of  
( )X k

. 
1

1 ( )x n
 and 

1

2 ( )x n
 that are again passed through wavelet filters, and 

secondary level components are found, while the number of 

coefficients is again reduced by half [15-16]. 
2 1

3 1( ) ( ) (2 )
k

x n x k h n k                              (3) 

 

2 1

4 1( ) ( ) (2 )
k

x n x k g n k                              (4) 

 

2 1

5 2( ) ( ) (2 )
k

x n x k h n k                              (5) 

 

    
2 1

6 2( ) ( ) (2 )
k

x n x k g n k                             (6) (5) 

 

The same procedure is applied to the second level 

components to find the third level components, and the 

number of coefficients is again reduced by half [9-15]. 

 

 
3 2

7 3( ) ( ) (2 )
k

x n x k h n k         (7) 

 

3 2

8 3( ) ( ) (2 )
k

x n x k g n k                              (8) 

 

3 2

9 4( ) ( ) (2 )
k

x n x k h n k                              (9) 

 

3 2

10 4( ) ( ) (2 )
k

x n x k h n k                            (10) 

 
3 2

11 5( ) ( ) (2 )
k

x n x k g n k                           (11) 

 

3 2

12 5( ) ( ) (2 )
k

x n x k h n k                           (12)   

 

    
3 2

13 6( ) ( ) (2 )
k

x n x k g n k                           (13) 

  

    
3 2

14 6( ) ( ) (2 )
k

x n x k g n k                           (14) (6) 

 

Thus, in the third level decomposition, eight components 

are obtained [9-16].   
 

IV. EXPERIMENTAL STUDY 
In order to apply the same wavelet tree to the voltages 

given in Figures 3-6, the number of data must be the 

same. For this purpose, the numbers of data of all 

voltages are converted to 6400 samples [13]. db20 was 

used as the main wavelet, and the number of coefficients 

and frequency ranges of the obtained wavelet 

components are given in Table 1 [7,9,18]. 

 
 

TABLE I 

WAVELET  PACKET DECOMPOSITIONS AND FREQUENCY  

RANGE 

Decomposition  
Frequency Range 

(Hz)  
Number of Wavelet 

Coefficients 

3

7 ( )x n  2800  ~ 3200  
400 

3

8 ( )x n  2400 ~ 2800 
400 

3

9 ( )x n  2000 ~ 2400 
400 

3

10( )x n  1600~ 2000 
400 

3

11( )x n  1200 ~ 1600 
400 

3

12( )x n  800 ~ 1200 
400 

3

13( )x n  400 ~ 800 
400 

3

14( )x n  0 ~ 400 
400 

 

As seen in Table 1, the frequency range of 

3

14( )x n
was 0-

400 Hz, and it contained the fundamental component 

frequency. By removing the other seven components, the 

filtered voltages were obtained (Figure 7-11) [7,9,18]. 

 

 
Fig. 7. Simulink Circuit 

 

 

 
Fig. 8. Generator voltage filtered at 1600 Hz sampling frequency 
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Fig. 9. Generator voltage filtered at 4000 Hz sampling frequency 

 
Fig. 10. Generator voltage filtered at 6400 Hz sampling frequency 

 

 
Fig. 11. Generator voltage filtered at 12400 Hz sampling frequency 

 

 

When the previous study [13] is examined, it seen that 

residual of original voltage comprises from 300-800 Hz 

harmonic components in Fig.8, the second residual of 

original  voltage comprises from 300-1000 Hz harmonic 

components in Fig 9, the third and last residual of original  

voltage comprise from 300-2700 Hz harmonic components 

in Fig 10,11. The filtered voltages always have fundamental 

frequency around 200 Hz and its shape is close pure sine 

waveform.  

V. CONCLUSION 

This study aimed to obtain a more sinusoidal output voltage 

by removing the harmonics in the output voltage of an 

electrospindle generator. With DWPT, the generator 

voltages are divided into components at different 

frequencies and the fundamental component and harmonic 

components are obtained. 

The filtered voltages given in Figures 8-11 represent the 

fundamental component, while the residuals represent the 

sum of the voltages that cause harmonic distortion. The 

wave shape of the fundamental component was very close to 

sinusoidal. The Residual values were around 0.2 V. 

Different residual changes were observed at each sampling 

frequency. This was because, as the sampling frequency 

varies, the frequency range covered by the harmonics also 

varies. 

The obtained filtered voltages will increase the operating 

performance of the gyroscope, but if the gyroscope's 

nominal operating values are taken into consideration, it 

may be necessary to increase the output voltage generated 

by the generator or increase the filtered voltage due to 

reduction in the amplitude of the filtered voltage. 
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Abstract— With growth of renewable energy sources’ use the 

uncertainty in power grids is increasing tremendously. Optimal 

control and the equipment dispatching become challenging task 

for both central supplier and power consumer. Implementation 

of smart approach gives opportunity to provide such control with 

less human resources and power losses. In the article recently 

used techniques for control and dispatching in central grid of 

Almaty is described. Beside that new smart control methods and 

their possibilities within power system of Kazakhstan are 

reviewed. As a result, best solutions for the power system’s 

control in both small entities and central grid are proposed.  

 
 

Index Terms— Dispatching, optimal control, power grid, power 

system, renewable energy sources, smart grid.  

 

I. INTRODUCTION 

ONTROL AND DISPATCHING of central power supply 

were always associated with variety of power demand. Its 

random nature was overcome by advanced forecasting of main 

grid parameters and by strict policy for industrial costumers’ 

planned demand. But nowadays this approach is becoming 

less and less effective; because of wide spread usage of 

renewable energy sources (RES). 

According to [1] RES’ use worldwide has grown up to 20 

555 TWh at 2012. And will not stop and reach incredible 55 

000 – 85 000 TWh in 2050.  In Kazakhstan trends are not as 

good yet. So, according to the forecast balances of the 

Ministry of Energy of the Republic of Kazakhstan [2] in next 

6 years the internal power demand in the republic will increase 

by 2.4 billion kWh annually. Concurrently power output of 

existing stations will be orderly lowered for 1.5 billion kWh 

annually till 2023. It is planned to accomplish by both 

commissioning new stations and active use of renewable 
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energy sources. Thus renewable energy sources use will grow 

by 0.5 billion kWh annually till 2020 and 1 billion kWh 

annually till 2023. 

RES are working directly on natural power gained from 

water, wind, sun, temperature. Most of those sources are partly 

predictable. Hence RES’ use brings even more uncertainty in 

power grid either central or private. And power grid’s 

dispatching and control become even more complex task.  

Main goal for dispatching and control is to provide correct 

amount of power for customers with decreasing of power 

losses and power cost. It can be achieved both by reducing 

distance between supplier and customer and by minifying 

number of power plants and other equipment.  

The techniques recently used in Kazakhstan’s power grids 

are described in “Actual central grid” chapter of the article. 

“New approaches” chapter is devoted to several approaches 

that are offered by international scientists and engineers.  

At “Implementation perspectives” chapter possibilities and 

challenges of previously described methods in Kazakhstan are 

discussed. 

In “Conclusion” general review of future perspectives of 

power grid control in the republic is provided. 

II. ACTUAL CENTRAL GRID 

In Kazakhstan power grid’s work regulates by market 

system and norms of governmental standard 32144-2013 

“Electric energy. Electromagnetic compatibility of technical 

equipment. Power quality limits in the public power supply 

systems” [3]. It fully matches European standard EN 

50160:2010 “Voltage characteristics of electricity supplied by 

public distribution networks” [4].  

The standard [3] reveals values and norms of electric power 

quality at delivery point of 50 Hz of alternating current (AC) 

from general purpose power grid to customer of low, middle 

and high voltage. It includes frequency, values and forms of 

voltage and symmetry of voltages in three-phase systems. 

Also [3] regulates accidental changes in forms of voltage that 

leads to voltage deviation from rated. Such accidents occur 

from hardware damages of the grid or external effects (from 

nature or human factor). They include voltage interruption, 

voltage fall, voltage swell and impulse voltages.  

Nonregulated decisions are made according to trade factors. 

Structure of wholesale market of electric power in the republic 

includes: 

Smart Techniques’ Implementation for Small 

Entities and Central Power Grid in Almaty, 

Kazakhstan: Challenges and Possibilities 
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- Decentralized sale and purchase power market (bilateral 

purchase/sale agreements); 

- Centralized power market, where purchase and sale of 

power for short-term (spot-trading), middle-term (week, 

month) and long-term (quarter, year) is provided; 

- Real time balancing market, working for physical and 

financial regulation of hourly misbalances, appeared daily 

between real and agreed supply-consumption of electric power 

which is described in [5]; 

- System and supplementary service market; 

- Electrical capacity market. 

System operator of Kazakhstan’s central power grid is 

KEGOC JSC by order 61 of Ministry of Energy of Republic of 

Kazakhstan by 17.10.2014. And its’ functions are: 

- to provide system service for transmission of electrical 

energy by national power grid according to an agreement, 

ensure its’ technical maintenance; 

- to provide system service for technical dispatching and 

centralized real time control of power grid’s operating regimes 

according to agreements, including planning of power 

balances and daily graphic of supply-demand of electric 

power; 

- to ensure operational reliability of power grid in the 

republic; 

- to provide system service for regulation of electrical 

capacity; 

- to provide system service for balancing supply-demand of 

electric power; 

- to perform financial regulation of electric power 

misbalances strictly according to laws and regulations of 

Republic of Kazakhstan; 

- to determine amount, structure and distribution of power 

reserves between power supplying entities and also 

involvement of power reserves in central grid’s work; 

-  to provide real time functionality of the balancing market 

of electric power as well as the system and supplementary 

service market; 

- to cooperate with power grids of neighboring countries to 

control and stabilization of parallel work regimes and electric 

power regulation; 

- to provide technical and methodological guidance to create 

united information system, automation system of commercial 

accounting of electric power, associated hardware of relay 

protection and emergency controls for all entities of electric 

power’s wholesale market; 

- to ensure equal terms for access to the central power grid; 

- to provide all necessary information excluding commercial 

or other legally protected secret for all entities of electric 

power’s wholesale market; 

- to coordinate a release for maintenance of main equipment 

of power plants, transformer plant, electrical energy 

transmission line, relay protection and emergency controls, 

technological control systems and to ensure their availability 

for service; 

- to participate in operational regimes’ design for hydraulic 

power plants due to their hydro economic balances and central 

grid regimes; 

- to provide computation of forecasting balances of electric 

power; 

- to provide functioning of electric capacity market; 

- to provide certification of power capacity of supplying 

plants; 

-  to present quarterly information about coordinated 

schemes of power capacity supply. 

Nowadays 118 both commercial and governmental electric 

power plants are utilized in the republic as stated in [6]. 

Biggest of them are: 

- Ekibastuz GRES-1 LLP named after B.G. Nurzhanov; 

- Ekibastuz GRES-2 Power Plant JSC; 

- Power plant of EEC JSC, ERG, Eurasian Group; 

- GRES of Kazakhmys Energy LLP; 

- Zhambyl GRES JSC named after T.I. Baturov; 

- Bukhtarma Hydro Power Complex of Kazzinc LLP; 

- AES Ust-Kamenogorsk HPP LLP; 

- AES Shulbinsk HPP LLP.  

For 01.01.2017 their total installed capacity was 22055.5 

MW. Whereas available capacity was 18789.1 MW. Mostly 

the plants can be divided in three groups: 

- Large thermal plants of national importance, which work is 

defined in [7]; 

- Large hydraulic power plants of national importance; 

- Combined heat power plants of industrial importance. 

As can be seen most of the plants are either using 

conventional type of energy or using more predictable RES 

type as energy of falling water or fast running water. So, 

central power market in the country is not yet affected by 

uncertainty of RES. 

If consider private sector, use of small RES plants can 

impact only on local power systems not influencing central 

power grid as is researched in [8]. Because unlike European 

system there are no possibility for supply of power leftover 

back to central grid. But it is promised to legally provide such 

opportunity in the nearest future [9].  

For now, to provide power supply entity has to: 

- have licenses as required by the laws of Kazakhstan; 

- have access to the national or regional electric network;  

- supply at least 1 MW of electricity on daily base to the 

wholesale market and have commercial metering systems, 

telecommunications harmonized with the System Operator. 

Due to large territory and small population of the country 

not all of the inhabited areas have access to central power grid 

as mentioned in [10]. That is the main market for RES’ use as 

it is more efficient in a long run than diesel generators as 

proved in [11]. The reason why diesel generators are more 

employed for now is that it requires less capital investments. 

For any power grid the control process can be reduced to 

minimization of power cost M with at least one constraint: 

 

 (1) 

 

Here:  - total power generated by all plant of the grid, 

kWh; 

  - total power loses for transportation of electric 

energy from a supplier to a customer, kWh; 

  - total power demand from the customers, kWh. 

With a growth of demand  more  is needed to cover it 

and at the same time more distant power plants are connected, 

which leads to  increase and more  is required.  

In conventional power grids the main source of uncertainty 

was . But with RES’ plants appearance  is also becoming 

243

http://www.bajece.com/


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 6, No. 4, October 2018                                                

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                                http://www.bajece.com        

stochastic value. Whereas Eq.1 describes even more complex 

interrelationship. 

III. NEW APPROACHES 

Electric power control and dispatching with RES’ influence 

is not a newly appeared task for worldwide engineers’ 

community. Consequently, there several approach offered by 

scientific community within last ten years. Some of them are 

mentioned in this chapter.  

A. Dynamic tariffs 

First and logical approach is to regulate one of the 

probability factors – power consumption. The only possible 

way is to stimulate customers to use less energy at the peak 

times when it is harder to cover power demand by dynamic 

tariffs. If take mathematical model from Eq. (1) such 

methodology helps to change distribution of C throughout a 

day and make it more linear.  

Dynamic tariffs are far implemented in developed countries 

[12]. Such power tariffs are thoroughly legally regulated and 

have many application variants for private power systems like 

in [13, 14]. 

But such control technique is effective only for system at a 

state level, while for small communities or autonomous power 

grids it’s not applicable. 

B. Energy storage 

Other possibility is to use some kind of power buffer for 

uncertain supplying plant and unpredictable consumer. Such 

buffer can be provided by some kind of energy storage.  

This energy storage or, in other words, accumulator will 

need essential amount of material and human resources for 

proper implementation and operation. There several 

methodologies to calculate the capacity needed as, for 

example, in [15-17]. 

In situation with autonomous power grid of any size as in 

[18, 19] it’s almost only opportunity to have energy reserve 

and not to lose power leftover at some point.  

This method mathematically can be represented in Eq. (1) as 

a new variable B and will transform to: 

 

 

(2) 

 

Here:  - difference of energy stored in any kind of 

accumulator, kWh. 

C. Electric powered vehicle or EPV 

In parallel with growth of RES’ use electric powered 

vehicles are becoming more and more spreading. They start to 

be main part of power consumption in private sector. At the 

same time, they don’t have much difference from specific 

energy storage for a power grid as mentioned in [20]. Hence 

they also can be used as previously mentioned buffer. The 

only concern is to provide optimum schedule of EPV’s use 

beyond the power system. 

D. Decentralization 

Previously described approaches are mostly focused on 

minifying number of power plants and other equipment by 

reducing peak demand. But other distance between supplier 

and customer was out of focus.  

For decentralization it’s vice versa. This solution can not 

affect consumers. It concentrates on finding for each customer 

nearest supplier as described in [21]. By that energy expenses 

to match norms from [3] decreases significantly.  

With wide implementation of RES plants private power 

system will become complex agent for a power grid. Because 

it will switch the role from consumers to suppliers and 

backwards according to own plants’ output and own demand. 

Therefore, power grid can be considered as a multi-agent 

system where interconnection between agents can be 

described with Holonic architecture as in [22].  

The main principle of Holonic architecture is that every big 

system or super-holon can be divided into subsystems or 

holons that can regulate most of inner processes without 

interaction with other part of super-holon. Whereas the holon 

become the super-holon for its own subsystems. Such 

architecture can penetrate power grid till exact EPVs, power 

plants or end consumer.  

For example, if power demand can be covered by won 

power plants of the holon it will use own computational 

capabilities to control and dispatching. But if inner power 

resources will not be enough it will interact with his super-

holon as a consumer. Visa versa if there is leftover energy 

within the holon it become a supplier in higher level. 

Such approach permits to minimize distance between 

consumer and supplier as well as decreasing the demand for 

computational and technical capabilities of central grid. Also it 

accelerates a response from an end consumer or supplier.  

Whereas dispatching and control process is the same 

classical optimization task as can be seen in [23] to minimize 

power cost M with at least one constraint: 

 

 (3) 

 

Here:  - total power generated by all plant of one holon, 

kWh; 

  - total power loses for transportation of electric 

energy from a supplier to a customer of a holon, kWh; 

  - total power demand from one holon’s customers, 

kWh. 

The difference is that when it is not enough power sources 

within one holon it requests for supply from super-holon 

(power grid of higher level). 

IV. IMPLEMENTATION PERSPECTIVES 

A. Dynamic tariffs 

Energy system of Kazakhstan is still fuel oriented. This is 

due to high accessibility and relatively low cost of natural gas 

and coal. Whereas RES are very presented in the republic with 

current low cost of energy from conventional sources this 

trend is hardly changeable as discussed in [24].   

Implementation of large and middle RES’ plants is a risky 

investment at such high-risk business environment and 
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unformed urge as researched in [25]. That factors have an 

impact on country-wide absents of dynamic tariffs for electric 

power. And for foreseen future it is not an appropriate 

approach for the power grid. 

B. Energy storage 

RES use in Kazakhstan is directly connected with energy 

storage technology as described in [26]. As mentioned 

previously there is no other possibility to deal with power 

leftovers. That power cannot be given back to central grid 

either because of regulations absents or absents of central grid 

itself.  

To explain last statement, it’s necessary to mention that most 

of the rural territory hasn’t got any connection with central 

grid and work on totally autonomous power supply. 

Whereupon cannot work without some kind of energy storage. 

C. EPV 

Big EPVs are not very presented in the republic both in 

urban and rural areas. But number of them is growing year by 

year. Anyhow EPV as an energy storage device can be used 

only with high involvement of end consumers in power grid 

operation. Otherwise it’s hardly possible to provide scheduled 

charge of EPV as it is mandatory for such methodology. 

D. Decentralization 

For any regulation changes there should be either economic 

or social interest for government. As described previously and 

also researched in [27] there is no economic reason for 

changing system for fuel oriented energy sector of the country.   

At the same time globally the power grid is already 

decentralized if taking autonomous rural territories into 

account. And Holonic architecture can provide massive 

economic impact for private power grids at isolated territories. 

And minimize expanses for energy storage equipment. 

V. CONCLUSION 

Nowadays Kazakhstan energy sector is mostly fuel based 

with some amount of hydro energy use. But according to [28] 

most economic effect can be achieved by use of solar energy 

that is more than enough represented in geographical location 

of the country. Whereas hydro energy can be utilized even 

more and provide social effect. Also wind and biomass can 

impact on ecological situation of the republic. 

And while the energy market doesn’t have almost any 

practical motivation to force RES implementation in the 

immediate future the end users are concerned about possibility 

to use small plants in their daily live. Especially in rural 

territories distant from central grid as mentioned in [11].  

Hence it appears that dynamic tariffs are not very applicable 

in case of Kazakhstan’s central grid. But use of energy storage 

and in some future EPVs is indispensable. Furthermore, RES 

expansion is in straight connection with energy storage 

technologies. Formalization of decentralized autonomous part 

of republican energy sector is also forthcoming for rural and 

distant group of entities by its development in a nearest future. 
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Abstract—Power system protection is one of the main 

element of modern energy management concept. The main task 

of these systems is to deactivate the faulty element or network 

part as soon as possible. The protection relays, called intelligent 

electronic devices, also have different functions than these basic 

functions. However, overcurrent, distance and differential 

protection are still used as the three basic components. In this 

study, current studies on these relays for coordination of the 

protection system have been analyzed. The research topic is 

limited to the main functions of the relays. Further study will 

examine the tasks that these relays have in providing data to 

the energy management system. It can also focus on the 

concept of wide area protection, event recording and modern 

communication protocols. 

 
Index Terms—power system protection, electrical safety, 

substation automation, fault protection, relays. 

I. INTRODUCTION 

ODAY, POWER systems are very complicated structures 

in which production, transmission, distribution and 

consumption units work together at the same time. 

Production systems are diversified in terms of raw materials 

they use and conversion methods. In addition, the operations 

of these production centers can be government, private 

sector or multi-partner structures. The diversity and 

management of the consumption point is much more. The 

entire system has to be operated in conjunction with an 

interconnected structure. Power protection systems include 

the production, transmission and distribution phases of 

electrical energy. They are constructions aimed at using 

energy as safe as possible from failures or incidents that put 

any part of the power system in jeopardy. Making power 

systems 100% safe or 100% reliable is very expensive. 

Therefore, it is imperative to conduct risk analysis to keep 

the probability of failure and the possibility of being 

affected by failures at acceptable levels. The protection 

relays are the most important component of all the 

parameters (reliability, selectivity, speed, simplicity and 

economy) that are considered as the five basic features of a 

good protection system. The primary goal of the protection 

system is to deactivate the defective network element as 

quickly as possible. However, this is a problem that is very 

complex and is non-definitive for interconnected networks 

which are fed by multi points. Predicting all scenarios can 

sometimes force the protection system to work for any non-

optimal case. 
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If a relay is required to work for a specified condition, it 

must be able to adapt its settings to changing system 

requirements. Therefore, an improvement to be made at 

every stage of the protection system should include a 

balance between the concepts of economy-performance, 

reliability-security, complexity-simplicity, speed-sensitivity 

(selectivity) [1]. 

Until the end of the 19th century, in power systems 

mostly operated as DC, the main protection element was 

fusible wire fuses. In parallel with the increasing use of 

alternating current in these years, measurement transformers 

(Current Transformer (CT) and Voltage Transformer (VT)) 

have been developed. Thus, it is possible to detect high 

currents and voltages with secondary relays [2]. The concept 

of a protection system starting with the overcurrent, 

differential and directional relays from the beginning of the 

1900s has expanded since 1920, including distance 

protection. The overcurrent inverse time relay, which was 

patented by C. E. L Brown in 1902, is regarded as the first 

AC relay [3], [4]. 

Nowadays, the addition of electronic and software 

components and the use of very different algorithms and the 

so-called intelligent electronic devices, relays continue to 

develop on the basic concepts mentioned above. Digital 

relays are being developed that fulfill the functions of event 

recording, sharing and providing statistical data, which have 

very important functions, especially from wide area 

protection and predictive maintenance aspects in energy 

systems. These relays are also very important in the 

automation of the transmission and distribution system, 

which is the main element of the “smart grid” concept [5], 

[6]. These developments make the protection systems 

associated with information and communication 

technologies (ICTs). This increases the complexity inherent 

in the subject [7]. The subjects for improving the 

coordination of the protection system in scientific research 

on power systems are the most studied concepts, together 

with stability researches. 

In this study, state of art analysis was carried out on the 

basis of the studies made in recent years, especially over 

current, distance and differential protection relays. Artificial 

intelligence techniques, which are used to diagnose and 

classify failures, are also emphasized. 

II. OVERCURRENT RELAYS 

Over current relays (OCRs) are the most commonly used 

protection elements, especially in distribution systems. In 

radial networks fed from one side, time coordination can be 

achieved by using these relays alone. However, for multi-

side feeds, they usually have to be used in series with a 

directional relay. Under these conditions, they are called as 

directional overcurrent relay (DOCR). Fig. 1 shows the 

Trends in Power System Protection Researches: 

A Review of Fundamental Relays 

N. Onat 

T 
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DOCR circuit diagram. With the use of OCRs which only 

operate with current information, there will be no difference 

between F1 and F2 faults in the system. The relays are 

tripped for both faults. However, the series connection of the 

directional relay and the OCR using current and voltage 

information will remain insensitive to fault F2 when the 

system is doing primary protection for the F1 fault. This 

approach provides very important advantages especially in 

providing relay coordination in multi-point feed grids. For 

primary protection, the operating time obtained from the 

characteristic curves of the OCR is expressed by the 

following equation.  

  1
op

F

TMS
t

I PS


 



   (1)

 

 

 
Figure 1. DOCR Circuit. OCRs use only current information. It is enough to use only CT for this. The voltage and current information must be used 

together to operate the directional relay. Thus, only one direction can be opened by detecting the direction of power flow. 

In (1); PS  and TMS  represent current tap setting and 

time multiplier setting respectively. 
FI  indicates the value 

of the fault current flowing through the relay operating coil. 

 and  are the  constants which depend on the relay 

characteristics as shown in Table 1. Tripping time vs. 

current characteristics of OCRs are also given in Fig. 2. 

TABLE I. CHARACTERISTIC CONSTANTS OF OCRS 

Relay characteristic  

Normaly inverse 0.14 0.02 

Very inverse 13.5 1.0 

Extremely inverse 80 2.0 

 
Figure 2. Tripping time vs. current characteristics of OCRs 

There are various restrictions in the coordination of the 

relays. In a failure situation, the primary relay that should be 

engaged first must generally be back-up protected. This 

creates the necessity to define the protection coordination 

criterion. If a relay is defined for back-up protection   jR  

of a primary relay  iR  on any k  line, then the 

coordination constraint can be expressed in equation (2). 

  
, ,ob j op it t MCT k     (2) 

In (2), 
,ob jt , 

,op it , MCT , are the back-up relay 

operating time, the primary relay operating time, and the 

minimum time coordination range that must be left for 

correct operation between these relays respectively. The 

operation speed of the relays should be kept at an optimum 

value depending on the structural factors. This restriction, 

which determines the speed of the relay, can be expressed 

as; 

   ,min , ,maxi op i it t t    (3) 

Therefore, the operation time of the relay must remain 

between the minimum   ,minit  and maximum   ,maxit  run 

times structurally. Relay coordination is also constrained by 

the design of the relay and the time-quadrant settings. These 

settings are settled gradually in discrete mode in some 

models. In others it can be changed linearly at certain 

intervals. These constraints on the relay settings are also 

expressed by equation (4) [8], [9]. 
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  ,min ,max

,min ,max

i i i

i i i

TMS TMS TMS

PS PS PS

 

 
   (4) 

There are many parameters that affect the operating times 

of OCRs since they interact directly with all transient events 

in the transmission and distribution systems. Bougouffa and 

Chaghi have argued the consequences of using thyristor-

controlled series capacitors used in flexible alternating 

current transmission systems (FACTS) with reverse-time 

DOCRs. The behavior of series capacitors in the event of 

three phase short circuit failure and the effect of operating 

time on DOCR were investigated using linear programming 

techniques with MATLAB. The results are compared to 

systems without capacitors [10]. 

In the solution of the coordination problem, tap current 

setting and time multiplier setting values should be 

calculated. The tap setting is derived from the minimum 

fault current and maximum load current for each relay. One 

of the most important steps here is the definition of 

constraints, especially in grids fed by multi-points. Reducing 

the number of constraints will also provide ease of 

operation. Reference [11] proposed an algorithm that first 

solves the optimization problem by decreasing the number 

of constraints. First of all, the constraints are divided into 

categories and the number of which cannot be considered 

has been analyzed and a more simple structure has been 

tried to be achieved. In 8-bus and 11-bus systems, a 50% to 

60% reduction in the number of constraints has been 

achieved. 

A. OCR Coordination 

OCR coordination is not a scientific discipline with 

definite consequences. In fact, it can be described as an art 

with some puzzles due to its complexity and irregularity. 

For this reason, it is difficult to argue that it is a method that 

gives a definite result on a global scale. Birla et. al. have 

summarized the methods used in coordination of time-

adjusted DOCRs in a successful review study [12]. 

Conventional coordination methods in large interconnected 

power grids can cause curve intersections and large 

operation times. Therefore, the use of optimization methods 

is generally recommended for better results [13], [14]. The 

following parameters are important in achieving optimal 

values in relay coordination; 

• The optimization method used, 

• Objective function, 

• Type of power system (radial or interconnection), 

• Nonlinear and linear relay characteristic proportional to 

time setting multiplier or time dial setting, 

• Whether these settings are continuous or discrete mode 

[15].  

Rahmati et al. have proposed over current protection 

system using local measurements without communication 

system. In this study, a simple solution is taken into account 

considering the parameters to which the Thevenin 

equivalent circuit of the network is connected. By using the 

relationship between the OCR pick-up current and the 

Thevenin impedance, optimization at tripping times is 

provided by local measurements [16]. 

Ezzeddine and Kaczmarek have done the optimization of 

the time multiplier and pick-up current parameters of the 

relays with known optimization techniques by taking these 

two parameters as independent variables. First, optimal 

discrete values of the pick-up current are selected. In the 

second phase, adequate time characteristics of the relays 

were selected. In the third step, the optimal discrete values 

of the time multiplier are found [17]. There are two general 

restrictions on optimal relay coordination. 1-) Physically 

varying run-time constraints due to relay characteristics. 2-) 

Coordination constraint in determining the time interval 

between primary and backup relays. In literature, the effects 

of these restrictions are taken into account by various 

methods (barrier, punishment, etc.). So and Li have 

developed a model based on evolutionary programming for 

OCR coordination in ring distribution systems. The 

conventional optimization techniques fail because the 

coordination problem involves optimal points at every local 

point. The proposed model is much more successful than the 

classical mathematical optimization techniques. 

This algorithm can be used in all overcurrent adjustments 

and provides the ability to control the correct coordination in 

all system constraints. Relay operations resulting from 

changes in the fault current distribution due to circuit 

breaker operation while the fault continues are also analyzed 

[18]. Papaspiliotopoulos and his et al. have recently 

addressed the coordination problem with a new approach 

using the equivalent quadratically constrained quadratic 

programming (EQCQP) model. The proposed method has 

greatly increased the efficiency of the optimization software 

in particular [19].  

Linear programming (LP) and evolution algorithms (EA) 

are also used to solve the DOCR coordination problem [20], 

[21], [22], [23]. Pick-up current and trip time optimization 

studies using Mixed Integer Linear Programming (MILP) 

are also included in the literature [24]. Shih et al. compared 

different versions of differential evolution (DE) algorithms 

in the coordination of DOCRs used in large interconnected 

grids. Analysis criteria are1-) in addition to maintaining 

selectivity, the value of suitability for minimizing the 

working time of primer and back-up relays, 2-) the number 

of violations of coordination constraints and 3-) the standard 

deviation of the process time. Developed DE gives the best 

results in terms of execution time, result quality, robustness 

and convergence ability compared to others analyzed in this 

study [13]. The DE algorithm was previously compared with 

the application results of the teaching learning-based 

optimization (TLBO) algorithm to provide optimal 

coordination of DOCR [25]. 

Reference [26] compared the performance of solving the 

coordination problem of DOCRs of five different 

metaheuristic algorithms. Time coordination values of 

DOCRs were analyzed by running Genetic Algorithm (GA), 

Particle Swarm Optimization (PSO), DE, harmony search 

algorithm (HS) and seeker optimization algorithm (SOA) 

100 times under the same initial conditions. It has been 

determined that the DE algorithm always provides the 

lowest value by using the minimum opening time and 

coordination time interval, and also gives the best values 

when the relay characteristic curves are different. It is also 

determined that the values obtained by the DE are more 

predictable because of the low standard deviation. 
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Bedekar and Bhide used a continuous genetic algorithm 

(CGA) technique for optimal DOCR coordination in a ring 

feed distribution system. Constraints have been incorporated 

into the fitness function using the penalty method. The 

results has shown that the proposed model faster and 

requires less storage space than GA based on the classical 

binary number system because it eliminates the decoding 

process of chromosome codes [27]. A recent study on the 

use of GA in relay coordination was also carried out by 

Bottura et al. Here, however, the best time-quadrant value is 

obtained using a LP model. The value of the pick-up current 

is defined by GA. In the model called hybrid genetic 

algorithm (HGA), the short circuit current direction is 

considered. The obtained results are compared with known 

mathematical programs such as AlphaECP, BARON, 

BONMIN, DICOPT, KNITRO and SBB. In order to 

demonstrate the validity of the results, a real network system 

is considered. It has been shown that the proposed model 

shows 12-27% more optimal values than the conventional 

methods in determination of tripping time and pick-up 

current values, and the relay coordination is improved by 

these reductions [28]. Tahkur and Kumar have presented an 

optimization solution consisting of a bounded exponential 

transition and power mutation (BEX-PM) and a real-coded 

GA(RCGA) for the purpose of detecting optimal relay 

settings and at the same time minimizing the difference 

between backup and primer protection relays [29]. 

Protection optimization based on GA for a 7-ring ring 

system including transformer protection was performed by 

Chen et al. [30]. References [15] and [31] are also examples 

of GA-based selectivity studies.  

In recent years, chaotic firefly algorithm (CFA) has also 

been the subject of studies on optimal relay coordination in 

the literature. In [32], MATLAB based CFA is presented for 

optimal time coordination of OCRs and the results are 

compared with classical firefly algorithm (FA). Meskin 

et.al. have focused on the identification of coordination 

starting points in OCR coordination in the case of multi-

sided faults. In single-sided grids, the coordination is 

naturally started from the farthest relay to the source. 

However, the choice of coordination starting points is an 

important challenge for interconnection systems. The 

authors attempted to establish relay coordination by 

developing a procedure for finding breakpoints in these 

network. The proposed model especially contributes to the 

reduction of processor time in systems with many relays 

[33].  

In order to solve the optimal coordination problem of 

DOCR, Mancer and colleagues have developed a PSO-time 

varying acceleration coefficient algorithm that takes the 

optimum pickup current   as a discrete parameter and the 

TMS as a continuous parameter. The computation results 

with the proposed method are compared with the 

calculations made with MATLAB-GA, classical PSO and 

other techniques, and the algorithm has been shown to 

improve the solution of the problem [34]. Modified PSO 

algorithm is also presented to eliminate problems such as 

determining the starting point of the relay coordination, re-

scanning the entire system in each iteration and based on the 

possibility of changing particle positions in each update in 

the classical PSO algorithm [35]. 

Bouchekarave et.al. used the modified electromagnetic 

field optimization (MEFO) method for shortening the 

operation time of DOCRs and for optimal coordination. The 

EFO approach is based on the behavior of electromagnet 

particles in different polarities. In EFO, each 

electromagnetic particle force is generated using a random 

number distributed uniformly between 0 and 1. By 

producing a new electromagnet using three parameters 

obtained by multiplying by a factor depending on the 

magnitude of the force, a more balanced output is obtained 

in the production strategy. This study also deals with 

Constraints by means of a penalty method. The results show 

that the proposed system works efficiently in shortening the 

relay operation time for optimal coordination of DOCRs 

[36].  

B. OCR Modifications 

Enriquez and Martinez has developed an adaptive 

function to increase the sensitivity determination of pick-up 

current of time delaying OCR. Reduction in load and 

increment in rated current causes that to observe as a fault 

current in some situations. This can cause mal operation of 

relay. In the proposed model, modification of the pickup 

current is made to be dynamic so as to respond to the 

operating conditions of the grid [37]. Directional relays have 

been used in protection of multi-point fed power systems 

since the 1950s. It is known that the conventional direction 

relays operate with voltage and current information and are 

used in different connection modes in determining the fault 

location. Directional capability is especially important in 

overcurrent and distance protection. 

The conventional DOCRs use the reference voltage as the 

amount of polarity to estimate the direction of the fault. In 

the case of close disturbances, this traditional method can 

lead to false openings. Nojavan et.al. tested OCRs by 

providing a directional relay algorithm that uses only current 

signals for fault diagnosis. Because it does not require a 

phasor estimation, it offers a faster and simpler solution than 

traditional methods [38]. It has also been studied in the 

literature that digital signal processing based algorithms 

using fuzzy logic controller (FLC) can improve the 

operation time and accuracy performance of overcurrent 

relays [39], [40], [41], [42]. Hybrid use of FLC and artificial 

neural network (ANN) algorithms can improve DOCR's 

time quadrant and operation time values. The current 

multiplier and operation time curve values are transferred to 

a graphical axis plotted with the fuzzy approximation and 

given as the input to an ANN trained with data obtained for 

any trip time. Thus, the non-linear operation time and the 

time-quadrature relation are analyzed by ANN and the 

tripping time is determined [43], [44]. 

III. DISTANCE PROTECTION 

In high voltage (HV) and ultra-high voltage (UHV) power 

systems, 85% of failures occur in transmission lines. 

Incorrect opening or undoing may cause unacceptable 

results in these systems [45].  Distance relays (DRs) offer 

optimal solutions for line protection, especially in grid 

systems. The distance protection is generally designed 

according to three zone protection principle and uses line 

impedance information. The first zone is the primary 
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protection zone, covering 80% of the first line observed by 

the relay. For the second zone, backup protection is done by 

setting the impedance of the primary line to 1.2 times. 

Remote backup protection (zone 3 protection) is quite 

challenging in terms of coordination. Practically, the 

impedance value is taken as the sum of 100% of the first 

line and 120% of the second line. In some cases it may 

become impossible to coordinate the third zone protection 

[46]. Figure 3 shows the general structure of the distance 

relay connection circuit. 

 

 
Figure 3. Distance relay circuit. VTs, CTs, impedance measurement system 

and directional sensitivity are standard. Various DR algorithms are used for 

distance determination, fault detection and classification. Filters reduce 

EMC effects on current and voltage signals. Analogue / digital converter 

systems have become the standard for digital relays in particular. 

There are also some applications in the literature that aim 

to avoid mal operations with some modifications by way of 

the above conventional logic for remote backup protection 

[47]. Third zone settings in DRs apply as a firewall against 

the possibility of failure of the primer protection in remote 

substations [48]. However, mal operations in Zone 3 are 

among the most important causes of major energy 

interruptions in various countries. This inconsistency is 

caused by the overloads in zone 3 distorting the settings. It 

is difficult to draw the boundaries of the overload concept or 

to determine the overload only from the instantaneous 

current values. For this reason, Zone 3 protection can be 

replaced by computerized solutions based on pilot relays or 

artificial intelligence algorithms used today [49]. In the third 

zone coordination of DRs, various systems are designed to 

adaptively adjust the settings of relay by communicating 

with neighboring distribution stations [50]. DRs are called 

impedance relay or modified relay (mho relay) according to 

the range finding functions that make up the trip region (Fig. 

4). 

 
Figure 4. Zone protection with distance relay a-) Directional Impedance 

Relay, b-) Admittance (Mho) Relay. 

The presence of FACTS controllers also causes mal 

operation of the DRs. Serial-parallel FACTS devices have 

greater impact on relay performance than other FACTS 

devices. Furthermore, due to the high resistance values of 

these devices, the relay cannot reach this impedance value 

and cannot detect the fault correctly. In a recent study, a 

structure was presented to detect the imbalance by 

calculating the active power from voltage and current values 

of buses. In addition, a technique for the calculation of 

unified power flow controller (UPFC) data has also been 

proposed in this study. The resistance that occurs at the 

UPFC and the fault point increases the impedance measured 

by the DR. In this case, the relay does not switch on. In the 

proposed method, first, the fault point resistance is detected 

by calculating the active powers at both ends of the 

transmission line. In the second step, using the transmitted 

data, the voltage and current values given by the UPFC to 

the system are calculated. This value is subtracted from the 

impedance measured by the relay. The method is based on 

active power calculation. For this reason, the capacity and 

inductance values of the transmission line have no effect on 

the result [51]. References [52], has also taken into account 

that the presence of FACTS and static VAR compensators 

(SVCs) makes fault detection difficult in terms of DRs. It is 

based on the identification of the impedance measured at the 

operating point of the relay and the characteristic impedance 

of the relay for phase-ground and phase-phase faults in the 

case of SVC in a transmission line. Thus, it has been tried to 

make a stable distance protection at different compensation 

levels with SVC. Reference [53] proposed a transmission 

line protection model with pilot protection approach in 

which DOCR and DRs are combined. The OCR performs 

the back-up protection function for phase-ground failure. 

The DR carries out the protection of faults phase to phase. 

In order to determine the set values of the relays, a model 

using GA is presented considering the characteristics of 

maximum load, current and minimum fault current of the 

line.  

Zubic et al. presented a new DR algorithm based on 

Maximum Overlap Discrete Wavelet Transform (MODWT). 

In this study, orthogonal filters based on the Fourier and 

Hilbert transform approach are used, especially for phasor 

estimation. As an alternative to traditional Wavelet 

Transform (WT) based phasor identification solutions, the 

proposed model was tested to verify the protection speed 

and reliability. It has been determined that it accelerates the 

operation time by around 10ms according to the 

conventional methods [54]. An adaptive transmission line 

protection system design based on synchronous phasor 

measurement units is also presented in reference [55]. 

Positive component voltage and current vectors at both ends 

are used to determine the line parameters and the fault point 

on the line. The proposed model has been demonstrated to 

be used in single-double circuit lines and to work steadily 

against power oscillations. A model reference [56] is also 

presented for testing the security and reliability of DRs.  

For these calculations, it is necessary to statistically 

regulate the event records of the line that the relay is 

connected to. This demonstrates that the next generation 

distance protection systems must also include event 

recording functionality. Reference [57] also compares the 

classical harmonic filters (Cosine or Fourier) that filter the 

fault components embedded in the fundamental component 

of current in the DRs and Prony filter. Campos et.al. also 
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compared the time response and frequency response for four 

classical phasor estimation methods by improving the 

filtering of undesired frequency components of the signals. 

The performance of the proposed model was tested by 

digital DR application [58]. Signal distortions caused by the 

saturation effect of the measuring transformer, which 

provides the current information of the DRs, can be caused 

by incorrect operation. The Elman Recurrent Network 

(ERN) model in reference [59] is presented to remove the 

disturbing effects from the current signal and to reduce the 

deviation from the correct opening point. In case of earth 

faults caused by high impedance, values close to or above 

the impedance value set by the relay can occur. This may 

cause the DR not to trip. The drawbacks of operating with 

only impedance value in this type of malfunction are also 

subject to literature studies. Li and Lai have tried to define 

the ideal operating region for DRs by examining how active 

and reactive power flows in the line change in the event of 

such a fault [60]. The primary task of DRs is to protect 

transmission lines. However, harmonics in voltage and 

current signals and exponentially decaying DC components 

negatively affect relay performance. A method is proposed 

in reference [61] that focuses on estimating DR impedance 

by reducing the degree of disruptive effects described above 

with phasor estimation using ANN. This method continues 

to calculate the apparent impedance during the training of 

the ANN, given in the system online, using a multi-layer 

sensing architecture to estimate current and voltage signals. 

ANN is also subject to different studies aimed at reducing 

range errors in distance protection [62]. A model based on 

ANN training for identifying admittance relays' trip and 

block regions for first zone protection is presented in[63]. 

Load curtains or overload elements are used to prevent DRs 

from mal operations under heavy load conditions. These 

components try to keep relays in a block state when there is 

an overload in the system. ANN is used to distinguish 

overload conditions from fault conditions, especially those 

with low power factor overloads or small fault resistance 

[64]. 

When DRs are used on very long transmission lines, due 

to their high capacity values, measurement accuracy and 

measurement stability through complex and considerable 

harmonic components are adversely affected in conventional 

systems. As a result, the tripping speed may be somewhat 

reduced. To solve this problem, Wen et al. proposed a new 

DR algorithm for long transmission lines based on the 

differential equation algorithm using the pi-equivalent 

circuit of the transmission line. Current at the relay point 

and voltage at the fault point (high-frequency signals filtered 

with low-pass filter) still apply in systems with original 

distributed parameters. For this reason, the differential 

equation algorithm can be applied to transmission lines 

using pi-equivalent circuit [65]. 

In very long transmission lines, only one zone distance 

protection can be applied. Araujoa and Pereira have 

developed a non-iterative first-zone DR for detecting a 

phase-to-ground fault in long parallel transmission lines. It 

has been taken into account that neglecting the propagation 

effects of shunt capacitance by processing the line solely in 

terms of serial impedance may cause a significant fault in 

impedance estimation at long distance lines. In the proposed 

algorithm, the shunt capacity is produced from a distributed 

parameter which is fully taken into account for the mutual 

impedance and admittance values and is applicable to long 

parallel lines. The proposed model identified the fault 

location with an error of less than 1.8% for 85% of the total 

line length of 800 km [66]. 

Proper coordination between DRs and DOCRs in 

interconnected systems is important for system security. 

Reference [67] has addressed this problem and developed a 

problem formulation for the optimal coordination of DRs in 

the system where DOCRs are included as backup relays. 

Later, to overcome this complex problem, multiple 

embedded crossed PSO has been proposed. A successful 

study to determine the delay time of DRs in remote backup 

protection (zone 3 protection) was presented by Lukowicz et 

al. In the application based on the event tree risk analysis 

technique, a time dependent fault tree is created and the 

delay adjustment of DRs is selected for remote backup 

protection. By taking into account the natural delays of the 

relays and interrupts in the chain system, the events 

requiring the remote backup protection are logically 

connected to each other with time-dependent failures [68]. 

In systems where differential relays and pilot protection do 

primary protection, DOCRs serve as back-up protection. In 

this case, the behavior of DOCRs in large networks included 

distance relays also becomes important. Reference [69]  

provides a solution for ensuring coordination between the 

distance protection and DOCRS under these conditions. In 

another similar study, Marcolino et al. tried to provide 

optimal coordination using GA in a system where distance 

relay for phase-to-phase and DOCR for phase-to-ground 

failures [70].  

IV. DIFFERENTIAL PROTECTION 

Differential relays (DFRs) are used for rapid cleaning of 

internal faults in generators and transformers. Therefore, 

additional algorithms such as coordination and backup 

protection are not required. However, it is possible that these 

relays, especially due to the saturation effects of the CTs, 

can be tripped in the external faults or in the case of start-up 

process of transformers. Fig. 5 shows the general block 

diagram of the DFR and the internal and external fault 

opening zones. 

Reference [71] used Fast Fourier Transform (FFT) to 

generate a constraint signal to prevent the relay from 

operating in the event of an external failure. A scheme for 

enhancing the safety of differential numerical relaying with 

second order harmonic generation is presented. Tripping 

signal of the differential relay is produced by comparing the 

vectors added to the secondary currents of the current 

transformers with the previously set value. The constraint 

signal is produced by comparing the second harmonic of the 

differential current with the algebraic sum of the second 

harmonics of the individual secondary flows. 

An innovative scheme was developed in reference [72] 

that can observe and distinguish the behavior of power 

transformers under different operating conditions (such as 

rated load, inrush magnetizing current, over-excitation of the 

core, CT saturation due to internal and external failure). The 

PSO approach is used to train dual-layer feed-forward 

neural networks and to distinguish different operating 
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conditions. Two different ANN schemes were used as 

hybrids. The first one is the internal fault detector. The other 

is used to identify and define different operating conditions 

such as normal, inrush current, over excitation, and CT 

saturation due to external malfunctions.

 
Figure 5 Traditional differential protection a-) circuit diagram (can be applied to transformers, generator, buses or transmission lines) b-) trip region 

characteristic.

Inrush magnetizing currents (startup currents) in 

transformers are an important influence that increases the 

risk of incorrect operation of DFRs. The distinction of these 

currents from actual fault currents can be achieved by 

comparing the two current behaviors in terms of phase 

angles [73], [74]. In addition, analysis of the primary and 

secondary currents, the transformer end voltage and the 

voltage values at the load ends is also necessary to make the 

distinction between internal and external faults more 

accurate. These comparisons can be achieved by the 

differential stability of the differential relay, its safe 

operation, the increased immunity to sudden magnetizing 

currents, and the more stable operation in external faults that 

contribute to saturation effects in current transformers [75]. 

Differential protection has also been used in power 

transmission lines in recent years. The [76] introduces a 

DFR method for transmission lines that is used spectral 

energy information provided by Fast Discrete S Transform 

(FDST). Unlike the classical S-Transform technique, 

frequency scaling, bandpass filtering and interpolation 

techniques have been used in different types to reduce the 

computational burden and eliminate redundant backup 

information. Due to the low computational complexity, the 

proposed algorithm is also suitable for real-time 

applications.  

Reference [77] presented a model based on the energy 

conservation law for the differential protection of 

transmission lines. The active power values at both ends of 

the line (supply and load) are compared with a specific 

value previously determined. If the result is greater than this 

value, the result is an internal fault on the line. Power 

signals are used as input. A new limit has been set 

depending on the loss of the maximum power drawn from 

the transmission line. The proposed method is also suitable 

for long lines and underground cables. A similar differential 

protection algorithm using energy information is presented 

in a more recent study. Reactive currents due to increased 

capacity effect on long transmission lines prolong the 

operation period of DFRs. In order to overcome this 

drawback, the approach of measuring the momentary energy 

flows at both ends and comparing the energy consumptions 

of the line elements has been adopted. Since the line 

elements are fixed, it is necessary to have an energy balance 

at the input and output ends under normal conditions. When 

this equilibrium is broken, it is decided that there is an 

internal fault on the line [78]. In wide area protection 

concept, differential protection of transmission lines is an 

important element. Differential approach with pilot 

protection logic at both ends of the transmission lines 

increases the reliability of the protection system [79], [80]. 

V. REAL-TIME FAULT DETECTION WITH ARTIFICIAL 

INTELLIGENCE TECHNIQUES 

Artificial intelligence algorithms such as FLC, ANN, 

adaptive neuro-fuzzy inference systems (ANFIS) and 

wavelet transform (WT) can be used as stand-alone or 

hybrid especially for failure classification. The most 

important reasons of this are the development of high-speed 

communication technologies, and the elimination of the time 

gap between long distances with the global positioning 

system (GPS). 

In WT analysis, the current and voltage signals are 

separated and compared to the components during the 

process of tripping of the breaker, which is formed by 

failure, fault process and start of fault. It is intended to 

identify extreme and abnormal changes by removing the 

electromagnetic noises from signals [81]. It is possible to 

analyze the current signals taken from both ends of long 

transmission lines with the same time and analyze it with 

WT technique. Thus, a differential protection operated with 

the pilot relay logic in which the fault conditions occur can 

be provided [82], [83].  

ANN has been a subject for many years for fault detection 

and classification studies to assist the protection relays. 

Generally, training of the ANN with the values of the 

steady-state normal operation data and the values of the 

defective state behaviors can be regarded as the first stage 

[84]. The voltage and current in case of failure can be 

determined more quickly by taking the normalized peak 

values of the fundamental wave forms input data to the 

network [85]. Sidhu et al. presented a method of fault 

detection based on analyzing the radiation generated from 

arcing faults. In the proposed model, acoustic, infrared and 

radio waves are recorded with appropriate sensors via digital 

signal processor (DSP) based data acquisition (DAQ) 

system and classified by ANN [86]. WT and linear 

discriminant analysis (LDA) based fault detection and 

classification methods for symmetric and asymmetric faults 
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in dual circuit transmission lines are proposed in Reference 

[87]. The method was tested several operating conditions 

such as CT saturation, power flow changes, different failure 

types, fault impedances and fault startup angles. It has been 

determined that the proposed method can perform fault 

classification at 99% accuracy. 

It is difficult to distinguish faults from normal switching 

operations when detecting faults over high impedance. This 

problem is the subject of study in the literature. Baquiet 

et.al. used a hybrid WT-ANN approach in classifying high 

impedance faults. The current waveforms generated under 

different transient conditions are processed by WT in the 

time and frequency domain and sent as input to the pre-

trained ANN [88]. Travelling wave protection is used as a 

fault clearing method especially in very fast transient 

regimes. It is based on the determination of the time 

difference between the incident wave and the wave at the 

fault point [89].  

A hybrid system reference [90] has been developed that 

uses data obtained from voltage and/or current signals 

separated to the components with the WT during faults. The 

fault point is determined by an algorithm that combines the 

travelling wave theory and impedance calculation on this 

data. 

Abu-Elanien et.al. successfully detected internal failure 

on the HVDC line, which was fed from multiple sides by 

means of a two-ends travelling wave theory. For the 

synchronization of the relays at the two ends of the long 

transmission line, the GPS time data is used. The detection 

of the fault was made by DWT with high frequency 

transient regimes [91]. It is possible to eliminate the need for 

communication between ends in HVDC lines. For this, the 

algorithm based on the analysis of the high and low 

frequency components of the current at only one end with 

WT is presented in Reference [92]. In this case, the internal 

and external fault discrimination is provided by the shunt 

capacitors which are added to the system and filter the high 

frequency transient regime waves that occur in the external 

fault. 

VI. CONCLUSION 

In this study, a study covering recent developments in 

overcurrent, distance and differential protection, considered 

as the most basic relays for the protection of power systems, 

has been presented. In power systems it is essential that a 

good protection system is operated at the highest standards, 

especially in terms of selectivity, speed, reliability and 

safety. However, the complexity of the systems and the 

necessity of working together on a large number of relays 

makes the exact solution impossible for these concepts. For 

this reason, researchers try to improve the parameters above 

mentioned by using artificial intelligence techniques to 

optimize certain parameters or to help relays by focusing on 

various points.  

The main problem with OCRs is the shortening of the 

tripping time and the improvement of the selectivity. 

Researches are mostly focused on detecting the malfunction 

and improving the cleaning time. In addition, the 

optimization of the coordination time between primer and 

back up protection is discussed in detail. 

Incorrect operation of remote backup protection in 

distance relays poses significant problems. Remote backup 

protection becomes more difficult as the line length 

increases and the effect of elements such as SVC and 

FACTS on the line. For this reason, distance relays, 

especially zone 3 protection, can make unnecessary trips in 

overload situations. In addition, there are problems such as 

not being able to detect high impedance faults. This 

situation can cause very important energy interruptions. For 

this reason, the studies focus especially on the coordination 

of zone 3 protection and fault identification processes. 

Differential protection is an effective method of internal 

fault detection applied mostly to transformers and 

generators. However, recent studies have focused on the use 

of differential protection in transmission lines, especially 

with the reliability and speed of communication and pilot 

protection between distribution centers. Optimization 

studies are also carried out to ensure that DFRs are 

insensitive to start up currents of generators or transformers, 

CT saturation, and sudden magnetizing currents. These 

investigations include the identification of internal faults in 

transmission lines by the differential protection approach. 

In recent years, the use of artificial intelligence techniques 

has become widespread, especially in real-time 

troubleshooting. The failure models are presented with the 

models of current, voltage, power factor, symmetrical 

components, and analysis of the parameters using artificial 

intelligence techniques. Even in the future, the protection of 

the power system will be the main element of the smart grid 

concept. It is envisaged that efforts to improve the 

performance of the protection relays will be expected to 

increase in order to reduce the detrimental effects of factors 

such as varying producer/consumer structures, 

hypersensitivity to energy interruption. In future studies, it is 

aimed to refer to the functions of protection in modern 

energy management systems, communication technologies 

and failure (event) recording processes. 
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Abstract—Nowadays, technology and space science are 

developing rapidly, providing new possibilities for multi-segment 

missions to become a frequent practice. This relates to small 

satellites, which could be used to organize a formation, in order 

to solve complex scientific and applied problems. A formation 

could serve as distributed instruments for atmospheric sampling, 

construct a large distributed antenna platform, or make a large 

distributed aperture for imaging and other applications what 

only a big satellite can achieve. Small satellite’s formation flying 

is low cost space project compared to one big satellite. However, 

to develop satellite formation a lot of problems should be solved 

depending on its mission. 

One of the important tasks in small satellite formation is an 

accurate determination and control of position and attitude.  This 

paper provides a mathematical modelling of a small satellite’s 

formation motion, which is essential to realize a synthetic 

aperture telescope. Furthermore, the paper describes the 

principle of formation configuration and its design.  

 
 

Keywords— geostationary orbit, formation flight, formation 

flying control, microsatellite.  

 

I. INTRODUCTION 

N RECENT years, one of the most relevant tasks in the field 

of space monitoring especially for countries with large 

territories is observing of the Earth's surface in real time, 

which allows to monitor the rapid processes, such as, for 

example, the emergence and spread of steppe and forest fires. 

To achieve this goal, leading space agencies of the European 

Union, China and other countries are engaged in research and 

development of spacecrafts, which intended for remote 

sensing of the Earth from the geostationary orbit. Spacecrafts 

with a mass of several tons are not economically attractive, so 

recently an idea of launching a small spacecraft formation to a 

geostationary orbit appeared. For Kazakhstan which is 
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actively developing space activities in the field of remote 

sensing of the Earth and having a large territory, this idea is 

very promising When developing a small satellite formation, 

the most intricate problem is a formation motion control. 

Therefore, currently development of control system of satellite 

formation motion on geostationary is scientifically new and 

actual task. 

As is known, remote sensing satellites in low Earth orbit 

cannot monitor with high frequency. The revisit interval with 

a period of less than one hour requires more than 200 

satellites. Satellites formation on geostationary orbit has 24-

hour observability over a quarter of the Earth's surface, and 

data can be transmitted without time delay. 

II. THEORY  

It is planned to use the telescopes as payload of the small 

satellite formation. Nowadays the available place for the 

payload of the satellite limits the current capability of space 

telescopes. The telescope must fit both in mass and in size. 

This greatly limits the capability of the telescope since the 

distance observable is relayed to the baseline of the telescope. 

In traditional telescopes, the baseline is the diameter of the 

primary mirror. Some effort has been made to generate 

deployable or segmented telescopes, but they are still 

fundamentally limited. Alternate option is launching separated 

satellites and organizing them into formation [1]. For a 

formation flying telescope, the effective baseline of the 

telescope is the distance between the satelltes. The light is 

collected from separated apertures, and then combined to form 

the image. The formation flight of the microsatellite is 

superior in cost, flexibility and robustness compared to a 

mission by one large satellite, and the future demand for 

synthetic aperture is remarkable [2].  

There are four elements that are special to the formation 

flying problem: formation design, relative navigation, 

intersatellite communication, and formation control. These are 

described as follows.  

A. Formation design 

Formation design observed as the collective guidance 

problem for the desired location of each satellite as a function 

of time. It is dictated by the science needs of the mission. The 

dynamics of relative motion as applied to formation design 

continue to be a major research area. The problem is not only 

the specification of where the satellite needs to be as a 

function of time but also how to do this in the most fuel-

efficient manner. Concisely, formation design is the science of 

designing the desired relative motion of the vehicles to best 

meet science requirements without unreasonable fue1 

consumption. 
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B. Relative Navigation  

Relative navigation is the estimation of relative positions 

based on the measurements between adjacent satellites. 

Basically, the measurements are provided by sensors attached 

to the satellites.  Accuracy class of the sensors depends on the 

purposes of mission. 

C. Communication  

The inter-satellite communication system is the data bus of 

the formation. More so than in other data buses, robustness 

and continuity are essential. The primary areas of development 

are mass, power and cost reduction, and integration of 

communications and ranging functions. This area includes 

hardware (transceivers or transponders), algorithms and 

network architectures, and software. Substantial work is still 

needed in developing requirements for communication 

bandwidth and time synchronization and transfer for precision 

formation control performance. Since the formation control 

laws are implemented through this system, a lack of integrity 

in the system will be a showstopper. 

D. Formation Control  

Formation control is responsible for rejecting disturbances, 

maintaining formation stability, and commanding the 

formation [3-4]. Specifically, this involves the application of 

forces and moments required to regulate and/or track desired 

formation geometry. Formation control includes the actuators, 

other components and algorithms, together with autonomy and 

higher-level command and control. The formation control 

function is heavily dependent on new technology. It is truly a 

system-level problem, depending critically on performance of 

the inter-satellite communications, the relative navigation, and 

the formation design. Formation control is the principal driver 

for concepts such as six degree of freedom satellite control 

and closed-loop orbit control. 

III. FORMATION FOR EARTH REMOTE SENSING IN REAL TIME  

Applying proper methods to solve the problem of each of the 

formation flying elements, the model of microsatellite 

formation with ultra-high accurate attitude determination and 

control could be developed. 

Idea is to develop the formation flying of 4 microsatellites 

for Earth Remote sensing. This formation of small satellites 

should have very precise attitude control and determination. 

The main goal is to make an observation of the Earth (or part 

of Earth) near real time using low cost small satellite 

formation with ultra-high accuracy attitude control.  

It is planned to use small satellite formation to generate 

one large synthetic aperture for scanning the Earth near real 

time. Using small satellite formation to the Low Earth Orbit 

for scanning the Earth near real time is impossible, because of 

high rotational speed of formation around the Earth, therefore 

image will be blurred. It is planned to put the formation to the 

geosynchronous orbit (GEO) which is very good point to 

observe the Earth in near real time.  

First point is formation design. To solve problems of the 

mission, we need to use 4 microsatellites. They will consist of 

three small aperture telescopes and one combiner satellite to 

which the light from the three telescopes is relayed to be 

combined and detected. The distance between microsatellites 

will be 1 m (Fig.1).  

 

 
 

Fig.1. Satellite formation with aperture telescopes 

 

It is planned to use the Fizeau type (Fig.2) synthetic aperture 

space telescope for each microsatellite to reach high resolution 

imaging [5]. 

 

 
 

Fig.2. Imaging with multi-aperture optical telescopes and an application  
 

 

A Fizeau synthetic aperture space telescope contains a set of 

mirrors forming a virtually common primary mirror, whose 

light is combined onto a common secondary mirror. The 

combination of the light beams coming from each piece of the 

primary mirror forms an image that is recorded in a common 

focal plane, in exactly the same way as for a monolithic 

telescope. 

Secondly, to reach ultra-high accuracy of relative navigation 

between microsatellites it needs to be used very accurate 

sensor. Multiple sensor measurements can estimate the 

relative attitude and distance. In total, each microsatellite will 

involve 3-4 distance sensors [6-7].   

Next stage is developing of formation control system 

(Fig.3). To change the attitude and position of satellites 

thrusters are necessary. Then again, within purposes of our 

mission the thrusters should be with high accuracy class [8]. 

As the accurate thruster we can use the µ-PPT (micro pulsed-

plasma thruster) with very small impulse bits (<25µ -N-sec). 
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Fig.3. Control system 

 
 

To success this mission there are some issues must be 

captured.  

• For space science: 

– Measurement requires high resolution but not so much 

amount of light is coming to the telescopes.  Longer exposure 

time will be one way to solve it. 

– Wave lengths which cannot be captured by ground 

telescope would be good target. 

 

• For remote sensing: 

– Bush fire detection would be good starting target, as it 

gathers much public attention. 

– 100m/pixel, 16M pixels can cover 400 x 400km (FOV) 

within one exposure time (say, 5 sec) 

– FOV is scanned (by some way) over places of interest 

The area of 7,741,220 square kilometres can be scanned 

every 5.5 minutes. Mission itself should interest government 

to obtain the initial investment. GEO remote sensing outside 

of meteorological satellite field is rather new area. The bush 

fire detection satellite is only required during summer seasons.  

In other time, it can be used for space observation, etc.  (wave 

length consideration is of course required). Even if the satellite 

cannot be inserted into GEO, many technological/mission 

demonstrations and tests are still possible in other orbits. 

IV. MATHEMATICAL MODELLING OF FORMATION 

MOTION IN GEO 

The kinetic and potential energies for the formation from 

four satellite is the sum of each satellite’s energy:   

1 2 3 4

1 2 3 4

;  k k k k k

p p p p p

E E E E E

E E E E E

   

   
           (1) 

where: 

 

 and k pE E
 - Kinetic and potential energies of the satellite 

formation. 

The kinetic energy of a solid body by the König theorem [9]: 
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where: 
m - mass of the satellite; 
v - velocity of the satellite; 

J - moment of inertia; 
 - angular velocity. 

By the condition of the problem, the masses of three satellite 

with reflecting mirrors are equal. 

Since all three satellites are at the same height, their speed is 

the same: 

2 3 4 2 3 4;  v v v v m m m m     
       (3) 

Then, the total kinetic energy of the system: 

2 2

1 1

2 2 2 2

1 1 2 2 3 3 4 4

1 3

2 2

1

2

kE m v mv

J J J J   
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     
        (4) 

To calculate the potential energy, it is necessary to show all 

the forces acting on the satellite formation.The system is acted 

upon by the gravity forces of the Earth and the forces of 

mutual attraction of satellites (Fig.4). 

 
Fig.4. Gravity forces acting on the satellite formation 
Then the forces acting on the first satellite are equal:  
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where: 

F - forces acting on the satellite formation; 

G - gravitational constant; 

M - mass of the Earth; 
m - masses of the satellites; 
r - distances between the centers of the masses. 

 

By the same way, it is possible to calculate the forces acting 

on the other satellites: 
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For a central force field, the potential energy is expressed as: 

p
E Fdr Const                 (9) 

If r   and 
0pE 

 [10], then for the first satellite 

potential energy is: 
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By the same way, it is possible to calculate the potential 

energy of other satellites: 
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If assume that: 

23 34 24
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Then the potential energy of the system: 
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To calculate the rotational motion relative to the center of 

mass, it is necessary to use the Koenig coordinate system 

relative to the center of inertia of the Earth. OXYZ is the 

coordinate system, where O is the center mass of the Earth. 

The x-axis is directed along the Greenwich, the z-axis is 

directed along the rotation axis of the Earth, and the y-axis 

completes the coordinate system to the right (Fig.5). 

 
 
Fig.5. Koenig coordinate system relative to the center of inertia of the Earth. 

 
 

CXYZ  is Koenig coordinate system [11], 2 2 2 2
C X Y Z

 is 

principal axes of the satellite. The projection of the angular 

velocity vector 2


 onto the movable axes: 
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where: 2 2 2
,  ,    

 - Euler angles for the second satellite. 

And the square of angular velocity module is: 
2 2 2 2

2 2 2 2 2 2 22 cos         
                 (17) 

By the same way, it is possible to calculate the square of 

angular velocity module for other satellites: 
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Assuming that the generalized coordinates 

1 1 2 1 3 1 4 1 5 1 6 1
,  ,  ,  ,  ,  q x q y q z q q q       

 and 

substituting Equations (17) and (18) into Equation (4), then 

using the Lagrange equations of the second kind, the 

following equations of motion of the system are obtained:  
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V. CONCLUSIONS  

Formation Flying is quickly revolutionizing the way the 

space community conducts autonomous science missions 

around the earth and in space. For Earth remote sensing it is 

possible to use other orbit than LEO, also it is very important 

to decrease the time and cost to develop new space 

technologies. This paper demonstrates how optimally we can 

achieve the almost impossible mission using modern 

technologies and science. One important goal of this work is 

possibility of microsatellite formations development in 

university level, which can totally replace the large spacecrafts 

in near future. 

For the future, it is planned to study the impact of the solar 

radiation pressure to small satellite formation in GEO. In 

addition, it is planned to develop methods of nm-class sensing 

between microsatellites and control methods of this formation 

using multilevel actuators. Furthermore, the study of 

cooperative work of low thrust engine and proximity sensor of 

each satellite in formation will be implemented using MatLab  
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Abstract— In this paper, an actual system that consist of a 

switched reluctance motor (SRM) and photovoltaic (PV) 

generation was analyzed to determine operational behaviors in 

terms of both generating and motor units. System was designed 

without an energy storage unit. This type of design allows 

obtaining more convergence and actual results during operation 

in different conditions. According to this aim, a system that 

includes such structures was constructed physically. System was 

operated and observed for different weather and loading 

conditions. As the proposed system was aimed to use for 

agricultural electrical vehicle applications, results were discussed 

by using graphs that obtained from various points, especially in 

terms of these approaches.  

 
Index Terms— Photovoltaic system, power system analysis, 

renewable energy sources, switched reluctance motor. 

I. INTRODUCTION 

ECHNOLOGICAL DEVELOPMENTS increases the 

energy use in acceleration and the conventional energy 

sources cannot meet this demand. It became vital to integrate 

renewable energy sources to main grid for supplying quality 

and continuous energy to customers. One of the major loads in 

power systems are motor loads. As it is known that motor 

parameters are directly affect from supply parameters like 

voltage and current, in this study, a switched reluctance motor 

(SRM) that supplied by a photovoltaic (PV) system is 

analyzed during various operating conditions. It is aimed to 

obtain operational data to determine the motor efficiency 

while supplied by a renewable energy source. System was 

designed as not to include any storage unit like battery. This 

allows researchers to test the motor in limited supply capacity 

conditions and obtain more actual results. According to this 

aim, literature was reviewed for PV systems and motor 

applications. Studies on PV applications, which include design 

[1-3] and analysis [4-6] of such systems, can be observed 

 
S. B. EFE, is with Department of Electrical and Electronics Engineering 
Bitlis Eren University, Bitlis, Turkey, (e-mail: sbefe@beu.edu.tr).  
 

B. KOCAMAN, is with Department of Electrical and Electronics Engineering 
Bitlis Eren University, Bitlis, Turkey, (e-mail: bkocaman@beu.edu.tr). 
 

D. D. AKTAŞ, is MSc. student with Department of Electrical and Electronics 
Engineering Bitlis Eren University, Bitlis, Turkey, (e-mail: 
dilandemir08@gmail.com).  
 

Manuscript received August 30, 2018; accepted October 28, 2018.  
DOI: 10.17694/bajece.455150 

 

widely in literature. It is necessary to analyze the PV modules 

for energy output characteristics because of the mismatch 

losses and shading losses of such structures. PV system 

studies are divided into two in general as grid connected [7-8] 

and islanded or standalone [9-10] modes of operation. In 

addition, researchers are focused on the various types of 

motors as loads for PV systems. These papers are classified as 

induction motor [11-12] and DC motor [13-14] supplement. 

Besides the classical electric motors, in this research, SRM is 

chosen to use its advantages as given in following sections. 

The paper was designed as following; in section II 

mathematical models of system components, which are PV 

system and SRM, were given. Performance analysis was 

performed in section III and results were discussed in section 

IV. 

II. MATHEMATICAL BACKGROUND 

Mathematical representation of the system elements have to be 

given for a better understanding of performance analysis 

results besides physical structures. Therefore, mathematical 

models and actual system components of PV system and SRM 

are given in subsections A and B respectively.  

A.  Photovoltaic System 

The PV effect is the creation of voltage or electric current in a 

material upon exposure to light. PV system works on the 

principle of photovoltaic effect, direct conversion of photonic 

energy to electrical energy using PV cells. The power 

generated from these PV cells depends directly on the level of 

solar irradiation [15]. 

Detailed analysis and study is necessary for an appropriate 

design of PV systems. Therefore, it should be started from cell 

level for better understanding. PV panels are formed by 

connecting photovoltaic cells series and parallel, which are 

created by semiconductor materials. General structure of a PV 

cell is given in Fig. 1. [16-18]. 

Iph

Rsh D

Rse

Ish Id I

V

 
Fig. 1. PV cell circuit 
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According to the given equivalent circuit, mathematical model 

of a PV cell can be described as: 

ph d shI I I I  
         (1) 

 

- -1 -
seq V IR

sekT
ph

sh

V IR
I I I e

R

  
  

      (2) 

In Equation (2), I shows the current, V represents the terminal 

voltage, q shows electron charge, k is the Boltzmann constant 

and T is the ambient temperature in terms of Kelvin. 

According to the design, Equation (2) can also be rewritten to 

obtain output voltage. 

In this study, a PV system that is physically installed at Bitlis 

Eren University Rahva Campus is used as energy source for 

SRM. This structure is given in Fig. 2. 

 

  
Fig. 2. PV panel and inverter 

 

There were six PV panels, each has a power of 150 W, and a 

24/220 V full sine inverter with a power of 3000 VA used for 

PV system.   

B.  Switched Reluctance Motor  

SRM can be considered as an alternative to conventional 

electric machines. It is cheaper and simpler than the same 

powerful conventional machines because of the improvements 

in motor drive technology [19-20]. 

The equivalent circuit of SRM is shown in Fig.3. In this 

circuit, output emf can be modeled as a current controlled 

voltage source. Due to the saliency on rotor and stator side, 

SRM has non-sinusoidal current and flux across all windings. 

M

i R L(θ)

( )e t i dL dtV(t)

 
Fig. 3. SRM equivalent circuit 

 

According to the Fig. 3, voltage equation for one phase can be 

given as, 

( )d d Li di dL
v Ri Ri Ri L i

dt dt dt dt


          (3) 

di dL d
Ri L i

dt d dt




           (4) 

And finally 

m

di dL
v Ri L i

dt d



          (5) 

where v is terminal voltage, R is phase resistance, i is current, 

 is flux, L is phase inductance,  is rotor position and 
m is 

angular speed in rad/s. 

Power value can be obtained as 

2 2

i

di dL
P Vi Ri L i

dt d



           (6) 

As the torque equation is  

e

P
T


            (7) 

Then the torque Te that can obtained from the motor 

21 ( , )

2
e

dL i
T i

d




       (8) 

Similar as other motors, for SRM, torque is limited by 

maximum allowed current, and speed by the available terminal 

voltage, which is illustrated in Fig. 4. 

 

 
Fig. 4. SRM Torque – Speed Characteristics 

 

Switched reluctance motor (SRM) has the advanced capability 

as it is the most suitable motor for variable speed applications 

like solar photovoltaic (SPV) array fed water pumping system. 

A PV pumping system using SRM is analyzed in [21-22] but it 

has some drawbacks due to use of battery [23]. The torque-

speed operating point of an SRM is essentially programmable 

and determined almost entirely by the control. This is one of 

the features that makes the SRM an attractive solution for 

various applications [24].  

An 8/6 SRM with an intelligent control unit was used in this 

study. SRM with intelligent control unit is shown in Fig. 5, 

where properties of the SRM that was used in system are 

summarized in Table 1. 

 
Fig. 5. SRM and controller unit 
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TABLE I 
SRM PROPERTIES 

Parameter Value 

Phase  1 ϕ 

Nominal Voltage 220 V 

Max. Power at Nom. Voltage 1400 W 

Rotor Speed 50 to 5000 rpm 

III. EXPERIMENTAL PERFORMANCE ANALYSIS 

Proposed system was tested for different operating conditions 

to obtain performance data. Fluke 435 power and energy 

analyzer was used for measurement. As the system has no 

storage unit, PV generation directly affect the SRM. 

Therefore, system was observed in two cases, first was for 

different loading conditions in case of full irradiance and 

second in case of partial shading. A powder-brake unit with 

torque controller, which is shown in Fig. 6, was used to adjust 

loading values. 

 

 
Fig. 6. Load unit  

A. Case 1- Nominal irradiance conditions  

In this case, system was tested when the PV had nominal 

irradiance. SRM was adjusted to operate at 1000-rpm rotor 

speed, loaded with 15%, 30%, 45% and 60% respectively in 

such condition and results were summarized in Fig. 7. 

 

 
Fig. 7. Rotor speed during nominal irradiance  

 

It is clear from Fig.7 that SRM could regulate the speed via 

intelligent control unit in nominal irradiance conditions. As 

there was a decrement in rotor speed, it was in tolerance limits 

that can be ignored. Therefore, it can be assumed that motor 

works efficiently under proposed conditions. 

B. Case 2- Partial shading conditions  

As it is common to occur irradiance decrement in case of 

possible shading at PV panels because of meteorological 

effects and dust, system was analyzed to obtain operational 

data for such conditions. In this case, irradiance was decreased 

20% and 40% manually. Motor was loaded 15%, 30%, 45% 

and 60% for each level and results of 20% and 40% irradiance 

decrement were given in Fig. 8 and Fig. 9 respectively.   

 
Fig. 8. Rotor speed during 80% of nominal irradiance  

 

 
Fig. 9. Rotor speed during 60% of nominal irradiance 

 

As irradiance is the major parameter of PV generation, it is 

clear from Fig. 8 and Fig. 9 that decrement in such parameter 

affect motor speed especially when loading value increased. 

Unlike the Case 1 results, as expected, motor speed cannot be 

recovered to nominal speed. However, it still continues to 

operate and shows stability in speed characteristic. Speed can 

be regulated by controlled load-shedding in case of generation 

level decrement by a closed loop algorithm.  

IV. CONCLUSION 

In this study, a SRM is analyzed under different operating 

conditions to obtain the behaviors in case of renewable energy 

source based supplement. These behaviors are vital for 

agricultural applications and especially to use SRM in PV 
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supplied electric cars.  For such aim, system is analyzed for 

direct PV-fed mode of operation. Various loading and 

irradiance conditions are tested and results are discussed by 

using system graphs. It is clear that SRM is appropriate in 

using non-storage unit systems that have limited capacity of 

energy with an appropriate controlling unit. In case of 

decrement in generation values, motor speed can also be 

regulated by controlling loads. It should be noted that all 

meteorological effects are applied to experimental system and 

these affect results directly. Authors are in process of 

determine data for various conditions and applications.  
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Abstract—5G communication technology is used in very 

demanding applications, such as high-performance mobile 

devices, Internet of Things (IoT) applications, and wearable 

devices. Therefore, unlike the previous technologies, 5G 

technology requires massive bandwidth, mainly   within three 

key frequency ranges, Sub-1 GHz, 1-6 GHz, and above 6 GHz. 

However, these challenges require more accurate and wide-band 

characterization of the circuits designed for 5G systems. To be 

specific, the losses, which can be neglected at lower frequencies, 

may substantially affect the performance of these circuits in the 

high frequency bands. This requires a comprehensive 

understanding and proper characterization of the loss 

mechanism within all frequency band of 5G. This paper 

investigates the viability of using the most common and easily 

accessible material FR-4 in circuits designed for 5G applications, 

and thus focuses on the proper modeling of the microstrip lines 

built around FR-4. For this purpose, we have used the fractional-

order model of the lossy dielectric material, and ended up with a 

more accurate and simple model which fits well within a wide 

frequency range, from 1GHz to 16GHz. 

 
Index Terms—Fractional-Order Calculus, 5G Communication 

Technology. 

I. INTRODUCTION 

S A RESULT of very demanding specifications of 5G 

systems, a comprehensive understanding and proper 

modeling of electrical circuits designed for this 

technology are required.  On the other hand, due to the 

interdisciplinary nature of fractional calculus, there has been a 

growing research interest in using fractional-order calculus as 

a powerful tool in biochemical, medical and electrical 

engineering applications. In biomedical systems, it is shown 

that the accurate modelling of the biological cells and tissues 

require the utilization of fractional-order calculus [1-3].  
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In another implementations, there are two types of the 

fractionalorder memristor: the capacitive and the inductive 

fractionalorder memristor [4]. Fractional order circuits for 

emulating the mechanical impedance model of the human 

respiratory system is discussed elsewhere [5].  

The fractional-order model calculus is also applied to the 

modeling of electrical circuits. Among these, the 

fractionalorder model of transmission lines are presented in 

[6-7] based on the RLGC model approach. Basically, two 

main approaches have been presented for the RLGC based 

model of transmission line in the literature. In the first 

approach, the loss elements, which are due to the skin effect of 

the line and the dielectric absorbtion, are modeled by the serial 

resistance of the copper, R and the conductance G. However, 

this integer-order model produces inaccurate results and seem 

to characterize the transmission line loss for only high loss 

cases, where the main source of nonideality is due to the 

dispersion of the dielectric material [8]. 

On the other hand, fractional-order mathematical models 

developed for the reactive circuit elements, may provide more 

accurate representation of the electrical characteristics. The 

use of the fractional-calculus concept leads to the 

fractionalorder RLGC model of the transmission line, where 

the involved inductor and capacitor are used as the 

fractionalorder elements. In this model, fractional inductance 

is employed to model the skin effect, while the fractional order 

capacitance is used to model various nonidealities related to 

the dielectric [3, 5]. Following up in this direction, we use the 

fractional order model to characterize the FR-4 PCB loss to 

obtain more accurate model of this easily accessible element 

in the hope of using this element in wide bandwidth 5G 

applications.  

In this paper, we have studied the proper modeling of the 

most common and widely available material FR-4, which 

offers reduced cost but suffers from higher loss. This may be 

useful in designing low-cost circuits for 5G technology built 

around high loss PCB materials. The fractional-order model 

provides higher accuracy and incorporates less number of 

model parameters. RLGC parameters of both models can be 

extracted from the measurement data. The evaluations of the 

models are performed based on a design of a microstrip 

transmission line with FR4 substrate with permittivity 4.4, 

substrate height of 1.0mm and loss tangent of 0.025 at 

microwave frequencies between 1 to 16 GHz.  This paper is 

organized as follows: Section II describes the fundamental 

concepts related to the modeling of Transmission Lines. In 

Section III, the results and the comparison of the conventional 

Characterization and Measurement of Cable 

Losses Using Fractional-order Circuit Model 

O. Aydin, B. Samanci and S. Ozoguz 
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integer-order and fractional-order models are given. Finally, 

the conclusion is presented in Section IV. 

II. TRANSMISSION LINE MODELS 

II. 1 Conventional RLGC Model of the Transmission Line 

Fig. 1(a) shows the Transmission Line model for integer order 

model. Per-unit model parameters can be given explicitely as 

follows: 

 

𝑅 ≈ 𝑅𝑜 + 𝑅𝑠√𝑓(1 + 𝑖)

𝐿 ≈ 𝐿𝑜
𝐶 ≈ 𝐶0

𝐺 ≈ 𝐺0 + 𝐺𝑑𝑤 }
 

 

 

 

   (1) 

 

where f is the frequency in Hz, R0 is the DC resistance of the 

line, Rs is the skin-effect resistance term, G0  is the DC shunt 

conductance and Gd is the conductance used to model 

dielectric-loss [9, 10]. 

According to the model, the propagation constant (γ) and 

characteristic impedance (Z0) of the transmission line are 

defined as [10] 

𝑍0 =
𝑅 + 𝑗𝜔𝐿

𝛾
= √(𝑅 + 𝑗𝜔𝐿)/(𝐺 + 𝑗𝜔𝐶) 

(2) 

𝛾 = α + 𝑗β = √(𝑅 + 𝑗𝜔𝐿)(𝐺 + 𝑗𝜔𝐶) (3) 

 
 

where α is the wave attenuation constant (Np/m) and β is the 

phase constant (rad/m). 

 

 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

(b) 

Fig. 1. (a) Classical RLGC unit cell equivalent model of 

transmission line. (b) Fractional-order equivalent model. 

 

II. 2 Fractional-order Model of the Transmission Line 

While the integer-order RLGC unit cell is the classical 

approach used to model transmission lines, researchers have 

been focused on using fractional-order models, in the last 

decade [6, 7, 11]. Fig. 1(b) shows the Transmission Line 

RLGC model based on fractional-order elements. In this 

figure, the fractional-order capacitor is of the order αC with 

αC 𝜖(0,1] and the fractional inductor is in the order αL and 

αL𝜖(0,1]. These elements are defined with the following 

relationships [2]: 

 

 
𝑖(𝑡) = 𝐶𝑓

𝑑𝛼𝐶

𝑑𝑡𝛼𝐶
𝑣(𝑡)  

 (4) 

 

 
𝑣(𝑡) = 𝐿𝑓

𝑑𝛼𝐿

𝑑𝑡𝛼𝐿
𝑖(𝑡) 

  

(5) 

 

 

For a general transmission line segment, the characteristic 

impedance Zf and propagation constant γ are calculated as, 

respectively, as [11]. 

 

𝑍𝑓 = √
𝑍𝐿𝑓

𝑌𝐶𝑓
= √

𝑅0 + (𝑗𝜔)
𝛼𝐿𝐿𝑓

𝐺0 + (𝑗𝜔)
𝛼𝐶𝐶𝑓

 
 

(6) 

 

 

    𝛾𝑓 = √(𝑅0 + (𝑗𝜔)
𝛼𝐿𝐿𝑓)(𝐺0 + (𝑗𝜔)

𝛼𝐶𝐶𝑓) 
(7) 

 

 

At high frequencies, the characteristic impedance, Zf and 

propagation constant, γf can be evaluated using the following 

simplified expressions: 

 

𝑍𝑓 = √𝐿𝑓/𝐶𝑓  𝜔
𝛼𝐿−𝛼𝐶
2 [cos

(𝛼𝐿 − 𝛼𝐶)𝜋

2
 +jsin

(𝛼𝐿 − 𝛼𝐶)𝜋

2
] 

(8) 

 

 

    𝛾𝑓 = √𝐿𝑓𝐶𝑓  𝜔
𝛼𝐿+𝛼𝐶

2 ∙ [cos
(𝛼𝐿+𝛼𝐶)𝜋

2
 +jsin

(𝛼𝐿+𝛼𝐶)𝜋

2
] 

(9) 

 

II. 3  Extraction of Transmission Line  Parameters Using S-

Parameters 

In order to extract the per-unit parameters of the RLGC 

model from the measurements, the measured S-parameters of 

the transmission line are first converted to the ABCD 

parameters. For this purpose, we use the inverse of the 

following relationship between two-port S-parameters and the  

ABCD matrix [10]  

 

[
𝑆11 𝑆12
𝑆21 𝑆22

] =

[
 
 
 
 
𝐴 + 𝐵 𝑍0⁄ − 𝐶𝑍0 −𝐷

𝐴+ 𝐵 𝑍0⁄ + 𝐶𝑍0 +𝐷

2(𝐴𝐷 − 𝐵𝐶)

𝐴+ 𝐵 𝑍0⁄ + 𝐶𝑍0 +𝐷

2

𝐴+ 𝐵 𝑍0⁄ + 𝐶𝑍0 +𝐷

−𝐴 + 𝐵 𝑍0⁄ − 𝐶𝑍0 +𝐷

𝐴 + 𝐵 𝑍0⁄ + 𝐶𝑍0 +𝐷 ]
 
 
 
 

 

 

(10) 

 

On the other hand, the ABCD matrix for a uniform 

transmission line with length l can be calculated in terms of 

the the characteristic impedance and the propogation constant 

as follows [12]:  

 

𝐴𝐵𝐶𝐷 = [
cosh (𝛾𝑙) Zo ∙ sinh (𝛾𝑙)

sinh(𝛾𝑙) /𝑍𝑜 cosh (𝛾𝑙)
] 

 

 

(11) 

Given these basic relationships, we can now develop the 

procedure defined in Table I in order to retrieve the 

parameters of the transmission line model. Note that this 

𝑹 = 𝑹𝒐+𝑹𝒔√𝒇(𝟏+ 𝒊) 

G=𝑮𝟎 + 𝐆𝐝𝐰 

 

0 

0 
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procedure can be applied both to classical  integer-order and 

the fractional-order RLGC models. 

 

 

 
TABLE I 

PROCEDURE FOR THE EXTRACTION OF THE FRACTIONAL-ORDER 
TRANSMISSION LINE PARAMETERS. 

 
 

In the second step of the procedure in Table 1, we use a 

modified version of the method in [13] in order to extract the 

parameters Z0 and γ from the ABCD-parameters. 

The complex propagation constant γ = α + jβ is 

mathematically defined by: 

 
𝛾 = α + 𝑗β =

sinh−1√𝐵𝐶

𝑙
 

 

(12) 

 

and Z0 is, in turn, computed from the complex prorogation 

constant using the following equation: 

 

 𝑍c =
𝛾

(𝐺 + 𝑗𝜔𝐶)
 

 

 

(13) 

 

where G=Ctan. 

 

Finally, the RLGC parameters can be extracted from 

measurements using the followign relationships: 

 
R=Re{γ/Zc}, L=Re{γZc}/ω, C=Im{γ/Zc}/ω, 
G=Re{γ/Zc}. 

(14) 

 

III. EXTRACTION OF THE TRANSMISSION LINE 

PARAMETERS 

In order to evaluate usefulness of the fractional order 

model, we have fabricated a microstrip line structure. The 

microstrip line geometries with FR-4 substrates are illustrated 

in Fig. 2. 

For the microstrip line, the dimensions are set to l=25 mm; 

w=2 mm; h=1.0 mm; and t=0.035 mm. This transmission line 

is simulated in a high-frequency structure simulator (HFSS) 

and is optimized for the frequency range from 1 GHz to 16 

GHz. 

 

 

 

 

 

 

 

Fig. 2. Cross-section of the microstrip structure wşth FR-4 

substrate. 

Setup equipment employed are Keysight (m9374a) 20 GHz 

Vector Network Analyzer, Agilent 85052B/8719D 3.5mm 

calibration kit and RS Pro SMA connector.   

 
TABLE II 

EXTRACTED PARAMETERS FOR INTEGER-ORDER AND 
FRACTIONAL-ORDER RLGC MODEL 

 

Integer RLGC Model 

Parameter Value Unit 

R0 0.16 Ω/m 

Rs 3.47 mΩ/m·Hz 

L0 302.49 nH/m 

C0 0.118 nF/m 

G 0.017 S/m 

Gd 

 

2.37 Ps/m·Hz 

Fractional RLGC Model 

Parameter Value Unit 

R0  1 Ω/m 

Lf 355 (nVs-α)A/m 

Cf 4.62 (nAs-β)/V/m 

G 0.017 S/m 

αL, αC 0.834, 0.79 - 

 

The per-unit parameters of both integer and fractionalorder 

models are derived from the experimental measurements using 

the procedure described in Table I. The values of the 

parameters thus obtained are given in Table II. Since the 

model equations are highly nonlinear, the optimization 

problem has many local minima, thus the parameters given in 

Table II should be considered as near optimum values.  

The evaluations of the model accuracies are performed 

based on the characteristic impedance, Z0 and the s-parameter, 

S21. The experimental results, the simulated characteristics 

using the integer and fractional order models are all given in 

Figs. 3 & 4.  Experimental results and the characterictics 

obtained from the model for the characteristic impedance, Z0 

are given in Fig. 3(a), while the results related to the 

magnitude and phase functions of the S21 are given, 

S-parameters(S11,S21) are measured using vector network 
analyzer. 

ABCD parameters, 𝛾, and 𝑍0 are obtained from Eqn. 10.

Using γ and Z0, RLCG parameter are derived (Eqn.14).

R0, Rs, G0, Gd parameters of the classical model are 
extracted from the respective  characteristics using curve 

fitting (Eqn. 3). 

α, β, Lf, Cf parameters of the fractional-order model are 
extracted from Z0 and γ using curve fitting (Eqns.8&9) 

Derivation of the main S-parameters (S11, S21) from 
fractional order model (Using Eqns.8&9 in Eqn.11) 
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respectively, in Figs. 3(b) and (c). The integer-order and 

fractional-order model parameters are the optimum parameters 

given in Table II.  

As can be seen from the results in Fig. 3(b), both integer 

and fractional-order models give similar results for the phase 

characteristic of S21. However, the accuracies of the models 

differ significantly for the characteristic impedance, Z0 (see 

Fig. 3a) and the magnitude of the s-parameter, S21 in Fig. 3c. 

Therefore, in Figs. 4(a) and (b), we have also provided the 

variations of the error function for the characteristic 

impedance, Z0 and |S21|, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(c) 

Fig. 3.  Experimental results and RLGC model based 

approximations of the (a) Magnitude of the characteristic 

impedance, Z0  (b) Phase of S21 in degrees, (c) Magnitude of  

S21 in dB. 

From these characteristics, it is seen that fractional-order 

model approximates the experimental results more accurately 

in a wider-frequency range compared to the integer-order 

model. This advantage is more stiking when the errors in the 

magnitude of the S21 are considered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) 

 

Fig. 4.  Error variations of both integer-order and fractional-order 

RLGC models,  (a) for the characteristic impedance, Z0 (b) for 

the magnitude of S21. 

 

IV. CONCLUSION 

In this paper, the fractional-order model of the transmission 

line for the microstrip with FR-4 substrate is developed. This 

model is extracted via the measurements of the S-parameters. 

It is observed that fractional-order model allows more 

compact and accurate analytical model over wide-frequency 

band compared to the traditional integer order model. We have 

concluded that fractional-order characterization allows the 

derivation of an efficient model which incorporates the loss of 

the transmission line over a wide frequency range, thus is 

useful in applications requiring wide bandwidth. The results 
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may be useful for those who design circuits for 5G technology 

built around high loss but low cost PCB materials. 
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