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# PRIVACY-PRESERVING K-NEAREST NEIGHBOUR INTERPOLATION METHOD IN AN OUTSOURCED ENVIRONMENT 

Muhammad Rifthy KALIDEEN, Murat OSMANOGLU and Bulent TUGRUL


#### Abstract

One of the most emerging computer technologies of this decade is cloud computing that allows data owners to outsource their storage and computing requirements. It enables data owners to avoid the costs of building and maintaining a private storage infrastructure. While outsourcing data to cloud promises significant benefits, it possesses substantial security and privacy concerns, especially when data stored in the cloud is sensitive and confidential, like a business plan. Encrypting the data before outsourcing can ensure privacy. However, it will be very difficult to process the cipher text created by the traditional encryption method. Considering this fact, we propose an efficient protocol that allows a query owner to retrieve the interpolation of the top k records from two different databases that are closest to a query point. Note that the databases are stored in two different cloud service providers in encrypted form. We also show that the proposed protocol ensures the privacy and the security of the data and the query point.


## 1. Introduction

Recent developments in networking technology and the increasing needs for computing resources have motivated many entities to outsource their storage requirements and computing needs. This new computing model is recognized as cloud computing that enables users to outsource their database and the processing functionalities to a cloud [1]. Moreover, they provide access mechanisms for the database, and allow users to make queries on the stored data. Outsourcing a database possesses substantial advantages such as avoidance of the costs of building and maintaining a private storage, and universal access to data without location dependency. On the other hand, clouds are untrustworthy in the context of preserving confidentiality and privacy of the data. Because, it is challenging for clouds to ensure the confidentiality of the stored data, i.e. a break in the cloud where
the data is stored may cause all the data to be visible to the attackers [2-5]. Besides, an inside attacker from the cloud can reveal the data and some other related information such as the queries made for the data to a third party [6, 7]. Thus, public cloud can be considered as semi-honest (i.e. honest-but-curious) because of the presence of such attacker.

To overcome the privacy and security issues discussed above, the client should encrypt the data before outsourcing it to the cloud. The traditional encryption systems such as Advanced Encryption Standard (AES) [8], can be deployed within this aim. However, they do not allow processing the data directly. Particularly, if the client wants to do any operation on the data, he needs to download all the data from the cloud first, and to decrypt the data with its private key to be able to make the operations. Such limitation turns the cloud into a simple data storage service. On the other hand, a homomorphic encryption scheme that allows the data to be processed in the encrypted form is well suited for this type of scenarios. Within this scope, a large number of secure schemes [9-12] have been proposed that employ an homomorphic encryption to support processing on the encrypted data.

In this paper, we study the problem of k-Nearest Neighbour (k-NN) query processing over encrypted spatial data. We consider the following scenario: two data owners $\mathrm{DO}_{1}$ and $\mathrm{DO}_{2}$ holding two different spatial data sets $\mathrm{D}_{1}$ and $\mathrm{D}_{2}$ outsource their data to two different cloud service providers $\mathrm{CSP}_{1}$ and $\mathrm{CSP}_{2}$, respectively. Note that each data set consists of two-dimensional location vectors, and each data owner encrypts his data before outsourcing it. Assume there is a query owner that wants to extract the interpolation of the top k vectors of both data sets that are closest to a query point he provides. In the scenario, the query owner does not want to reveal the query point to the service providers, and the data owners do not want to reveal their data to the query owner or the service providers. Within this direction, we propose an efficient protocol that allows the query owner to retrieve the interpolation of the closest k records from both databases for his query point. The proposed protocol protects the confidentiality of data and the privacy of the query.

Paper overview. We discuss the related works at Section 2. In Section 3, we give the basic definitions. We propose the protocol in Section 4. In addition, we analyze the security and the complexity of our protocol in Section 5.
k -NN problems have gained a lot of attention due to the wide usage of social media in recent years, and many solutions have been proposed within this direction [13]. These solutions are being used in most of the applications such as similarity check, data mining, and pattern recognition. The studies on $\mathrm{k}-\mathrm{NN}$ problems can be divided into two categories: according to whether the data is encrypted or not; centralized and distributed k-NN problems.

In the former one, the database and its functionalities were outsourced to an untrusted cloud service provider (CSP) so that the cloud service provider manages the data on behalf of the data owner, and allows an authorized user to access the data. However, this may cause some security problems associated with the privacy and the confidentiality of the data. To overcome this obstacle, the data owner can use some cryptographic techniques to protect the data before outsourcing it to the cloud.

One of the techniques used to protect the confidentiality of the data is to employ a traditional encryption scheme such as AES. However, such encryption scheme does not allow the encrypted data to be processed. On the other hand, some researchers proposed several techniques to process range queries $[14,15]$ and aggregation queries $[16,17]$ on the encrypted data. However, the proposed techniques possess some limitations on the security for the $\mathrm{k}-\mathrm{NN}$ queries.

In addition to these studies, different methods were proposed to solve k-NN problems for spatial data in recent years [18, 19]. Wong et al. [10] presented an encryption technique, named as Asymmetric Scalar - Product - Preserving Encryption (ASPE), in which the data and the queries are encrypted before the outsourcing. However, the encryption algorithms used to mask the data and the queries are slightly different, and the query owner knows the decryption key. On the other hand, Zhu et al. [20] proposed a better solution, named as novel SkNN, where the decryption key is not revealed to the query owner. Nevertheless, the data owner and the query owner jointly create the encryption of the queries. Other than this methods, Hu et al. [18] presented a solution for $k-N N$ problem that utilizes a homomorphic encryption scheme. This scheme supports addition, subtraction and multiplication over encrypted data [21]. However, this solution is vulnerable to the chosen-plaintext attacks. Moreover, all the above techniques leak the access pattern of the data to the cloud servers.

In the distributed k -NN problems, data that is partitioned either vertically or horizontally is stored among the independent parties (servers). Most of the methods in this category rely on Secure Multi-Party Computation (SMC) that allows different parties to jointly compute a function over their inputs without revealing their inputs to the parties. Similar to the centralized k-NN, a number of different solutions have been proposed within this direction. Shaneck et al. [22] suggest a protocol for the horizontally distributed data, and Qi et al. [11] proposed a solution for the linear computation and communication. Besides, Vaidya et al. [23] presented an efficient method for the vertically partitioned data by. Also, a technique, called Private Information Retrieval (PIR), was proposed by Ghinita et al. [24] for the locationbased services, that only protects the query privacy, but not the data confidentiality.

Note that no methods discussed above are suitable for our purpose since data are partitioned either vertically or horizontally, but stored as plaintext in the server. However, in our proposed solution, the data and the queries are in the encrypted format, and the data are stored in the server as cipher-text.

## 3. Background

In this section, we give some definitions that will be used as building blocks in our proposed solution.

## 3.1. $\mathbf{k}$-NN Algorithm

k -Nearest Neighbor algorithm is one of the most common algorithms used in the similarity matching due to its easiness, efficiency, and applicability to the big amount of data. The algorithms can be implemented for the data in which the distance between the points and the query point can be calculated using distance metrics such as Euclidean distance, Manhattan distance. Briefly, the algorithm works as follows: (i) it first calculates the distance values between the data points and the query point using the corresponding distance metric, (ii) it then finds k indexes of the k nearest distances among the distance values, and (iii) it finally outputs the k points that correspond to the k indexes found in the previous step.

### 3.2. Homomorphic Encryption (HE)

Homomorphic encryption is an encryption system which allows performing mathematical operations on the cipher texts. This homomorphic feature makes the scheme a functional and strong tool for cloud computing. There are several
homomorphic encryption schemes presented in the literature such as GoldwasserMicali encryption scheme, Paillier system, ElGamal cryptosystem, Boneh-GohNissim crypto scheme and so on [25].

In this paper, we utilize the Paillier encryption scheme as the homomorphic encryption scheme. Briefly, Pailler encryption is an additive homomorphic encryption scheme that allows processing addition and multiplication on the ciphertext as follows:

$$
\begin{equation*}
\text { Addition function }-\mathrm{E}_{\mathrm{pk}}(\mathrm{a}+\mathrm{b})=\mathrm{E}_{\mathrm{pk}}(\mathrm{a}) * \mathrm{E}_{\mathrm{pk}}(\mathrm{~b}) \bmod \mathrm{N}^{2} \tag{1}
\end{equation*}
$$

Multiplication function - $\mathrm{E}_{\mathrm{pk}}(\mathrm{a} * \mathrm{~b})=\mathrm{E}_{\mathrm{pk}}(\mathrm{a})^{b} \bmod \mathrm{~N}^{2}$
where $\mathrm{a}, \mathrm{b} \in Z_{N}$, pk is the public key, and N is the product of two large primes.

### 3.3. Basic Security Primitives

We here also present some basic security protocols that will be used in constructing our main protocol.

### 3.3.1 Secure Multiplication (SM) Protocol

In the protocol, a data owner (DO) with the secret key and a cloud service provider (CSP) with the inputs $\mathrm{E}_{\mathrm{pk}}(\mathrm{a})$ and $\mathrm{E}_{\mathrm{pk}}(\mathrm{b})$ securely compute the multiplication $\mathrm{E}_{\mathrm{pk}}(\mathrm{a} * \mathrm{~b})$. During the computation, the plaintexts a and b are not revealed to any party, and the output is only revealed to CSP. Briefly, CSP first computes $\mathrm{E}_{\mathrm{pk}}\left(a+r_{1}\right)=\mathrm{E}_{\mathrm{pk}}(a) * \mathrm{E}_{\mathrm{pk}}\left(r_{1}\right) \quad$ and $\quad \mathrm{E}_{\mathrm{pk}}\left(b+r_{2}\right)=\mathrm{E}_{\mathrm{pk}}(b) * \mathrm{E}_{\mathrm{pk}}\left(r_{2}\right) \quad$ for randomly chosen $r_{1}, r_{2} \in Z_{N}$, then sends them to DO. Upon receiving, DO decrypts them as $a+r_{1}$ and $b+r_{2}$ using the corresponding secret key. DO then multiplies the decryptions as $\quad h=\left(a+r_{1}\right) *\left(b+r_{2}\right) \bmod N$, encrpts $h$ and sends it to CSP. After getting the encryption $\mathrm{E}_{\mathrm{pk}}(h)$, CSP removes the randomness using the equation

$$
\begin{equation*}
a * b=\left(a+r_{1}\right) *\left(b+r_{2}\right)-a * r_{1}-b * r_{2}-r_{1} * r_{2}, \tag{3}
\end{equation*}
$$

and gets $\mathrm{E}_{\mathrm{pk}}(a * b)$.

### 3.3.2 Secure Squared Euclidean Distance (SSED) Protocol [26]

In this protocol, a data owner (DO) with the secret key and a cloud service provider (CSP) with the encrypted vectors $\mathrm{E}_{\mathrm{pk}}(\mathrm{a})$ and $\mathrm{E}_{\mathrm{pk}}(\mathrm{b})$ securely compute $\mathrm{E}_{\mathrm{pk}}\left(|a-b|^{2}\right)$, the encryption of squared Euclidean distance between m dimensional vectors a and $b$. During the computation, the vectors a and $b$ are not revealed to any party, and the output is only revealed to CSP. Briefly, CSP first computes $\mathrm{E}_{\mathrm{pk}}\left(a_{i}-b_{i}\right)$ using the homomorphic properties of the underlying encryption scheme where $1 \leq i \leq m$. Then CSP securely computes $\mathrm{E}_{\mathrm{pk}}\left(\left(a_{i}-b_{i}\right)^{2}\right)$ with DO using the SM protocol for each i. Finally, CSP locally adds all $\mathrm{E}_{\mathrm{pk}}\left(\left(a_{i}-b_{i}\right)^{2}\right)$ using the homomorphic property in order to get the encryption of squared Euclidean distance $\mathrm{E}_{\mathrm{pk}}\left(|a-b|^{2}\right)$.

## 4. Proposed Solution

In this section, we will give an efficient k -NN protocol that allows a query owner (QO) to extract the interpolation of the top k records, which are closest to a query point provided by QO. These k records are selected from two spatial databases stored in two different Cloud Service Providers. There are five parties involved in our proposed scheme:

- Data Owner \#1 $\left(\mathrm{DO}_{1}\right)$
- Data Owner \#2 $\left(\mathrm{DO}_{2}\right)$
- Cloud Service Provider \#1 ( $\mathrm{CSP}_{1}$ )
- Cloud Service Provider \#2 ( $\mathrm{CSP}_{2}$ )
- Query Owner (QO)

We assume that each data owner $\mathrm{DO}_{\mathrm{u}}$ holds a spatial database $\mathrm{D}_{\mathrm{u}}$ that consists of n records $t_{1}^{(u)}, \ldots, t_{n}^{(u)}$ such that each record is a two-dimensional vector as $t_{i}^{(u)}=$ $\left(t_{i, 1}^{(u)}, t_{i, 2}^{(u)}\right)$ obtained from a specific region. Our protocol is formalized as follows:
I. Each $\mathrm{DO}_{\mathrm{u}}$ first encrypts its database $\mathrm{D}_{\mathrm{u}}$ using his public key $\mathrm{pk}_{\mathrm{u}}$, as $\left\{E_{p k_{u}}\left(t_{1}^{(u)}\right), \ldots, E_{p k_{u}}\left(t_{n}^{(u)}\right)\right\}$ and sends the encryption of the database to the corresponding server $\mathrm{CSP}_{\mathrm{u}}$.
II. When QO wants to extract the interpolation of the top k records, closest to a query point $Q=\left(q_{1}, q_{2}\right)$, she first creates two encryptions of her query point $E_{p k_{1}}(Q)$ and $E_{p k_{2}}(Q)$ under the public keys $p k_{1}$ and $p k_{2}$ of
$\mathrm{DO}_{1}$ and $\mathrm{DO}_{2}$, respectively. QO then sends each encryption $E_{p k_{u}}(Q)$ to the corresponding server $\mathrm{CSP}_{\mathrm{u}}$.
III. Upon receiving $E_{p k_{u}}(Q)$, each $\mathrm{CSP}_{\mathrm{u}}$ executes the $\operatorname{SSED}$ protocol with the corresponding data owner $\mathrm{D}_{u}$ on the inputs $\left(E_{p k_{u}}(Q), E_{p k_{u}}\left(t_{i}^{(u)}\right)\right)$ where $1 \leq i \leq n$. As the output of the protocol, each $\mathrm{CSP}_{\mathrm{u}}$ receives the encryption of the squared Euclidean distance between the query point Q and each record $t_{i}^{(u)}$ as $E_{p k_{u}}\left(d_{i}^{(u)}\right)$, and sends these encryptions to the corresponding $\mathrm{DO}_{u}$.
IV. Upon getting the encryptions, each $\mathrm{DO}_{\mathrm{u}}$ first decrypts them as $d_{i}^{(u)}$, then sorts these decryptions. At this moment, each $\mathrm{DO}_{u}$ have n sorted distance values. $\mathrm{DO}_{2}$ sends the first k values $\left\{d_{1}^{\prime(2)}, \ldots, d_{k}^{\prime(2)}\right\}$ of his sorted sequence to $\mathrm{DO}_{1}$.
V. After that, $\mathrm{DO}_{1}$ adds the first k values $\left\{d_{1}^{\prime(1)}, \ldots, d_{k}^{\prime(1)}\right\}$ of his sorted sequence to the k values he received from $\mathrm{DO}_{2} . \mathrm{DO}_{1}$ then sorts all 2 k values. Based on the first k values in this sorting, $\mathrm{DO}_{1}$ creates the index sets $S_{1}$ and $S_{2}$ such that $S_{1}$ includes the indexes of $p$ values from the first k that are chosen among $\left\{d_{1}^{\prime(1)}, \ldots, d_{k}^{\prime(1)}\right\}$ and $\mathrm{S}_{2}$ includes the indexes of q values from the first k that are chosen among $\left\{d_{1}^{\prime(2)}, \ldots, d_{k}^{\prime(2)}\right\}$ where $p+q=k . \mathrm{DO}_{1}$ sends each $\mathrm{S}_{\mathrm{u}}$ to the corresponding server $\mathrm{CSP}_{\mathrm{u}}$.
VI. Upon receiving the index set $S_{1}=\left\{i_{1}, \ldots, i_{p}\right\}, \operatorname{CSP}_{1}$ computes the sum of the n records of the corresponding indexes as $\quad E_{p k_{1}}\left(t_{i_{1}}+\cdots+t_{i_{p}}\right)$ using the homomorphic properties of the encryption scheme. In a similar way, $\mathrm{CSP}_{2}$ computes the sum of the m records of the corresponding indexes in $S_{2}=\left\{j_{1}, \ldots, j_{q}\right\}$ as $\quad E_{p k_{2}}\left(t_{j_{1}}+\cdots+t_{q}\right)$. Then, each $\operatorname{CSP}_{\mathrm{u}}$ masks the sum with a random vector $r_{u} \in Z_{N} \times Z_{N}$ as $E_{p k_{u}}\left(\gamma_{u}\right)=$ $E_{p k_{u}}\left(T_{u}+r_{u}\right)$ using the homomorphic property of the encryption scheme, and sends the result to the corresponding $\mathrm{DO}_{u}$ and the random vector $r_{u}$ to QO.
VII. After getting $E_{p k_{u}}\left(\gamma_{u}\right)$, each $\mathrm{DO}_{u}$ decrypts it, and sends the decryption $\gamma_{u}$ to QO.
VIII. Upon receiving $\gamma_{1}$ and $\gamma_{2}$, QO removes the randomness $r_{1}$ and $r_{2}$, and gets the sum of the closest records as $T_{1}=\gamma_{1}-r_{1}$ and $T_{2}=\gamma_{2}-r_{2}$. Finally, QO calculates the interpolation of the closest k records of both databases to his query point Q as $\left(T_{1}+T_{1}\right) / k$.

## 5. Analysis of the Proposed Solution

In this section, we analyse the computational complexity of the proposed protocol, and discuss security issues.

### 5.1 Complexity Analysis

At the beginning of the protocol, each data owner creates the encryption of his data that costs only $\mathrm{O}(\mathrm{n})$ encryptions. At the second step, the query owner only makes $\mathrm{O}(1)$ encryptions to create the encryptions of his query point. Then, each $\mathrm{CSP}_{\mathrm{u}}$ executes $\mathrm{O}(\mathrm{n})$ instantiations of SSED protocols with the corresponding $\mathrm{DO}_{\mathrm{u}}$. If we implement the SSED protocol proposed by [25] which involves O(m) encryptions and $O(m)$ exponentiations for the $m$-dimensional records. Since we consider the data that contains two-dimensional vectors, $O(n)$ instantiations of SSED cost only $O(n)$ operations for each distance set. At the fourth step, the data owners sort the $n$ distance vectors, that costs $\mathrm{O}(\mathrm{nlogn})$ operations with an efficient sorting algorithm. Later, $\mathrm{DO}_{1}$ collects the first k values from each distance set, and sorts them. This part costs $\mathrm{O}(\mathrm{klogk})$ operations for each. At the sixth step, $\mathrm{CSP}_{1}$ makes $\mathrm{O}(\mathrm{p})$ multiplications, and $\mathrm{CSP}_{2}$ makes $\mathrm{O}(\mathrm{q})$ multiplications. Since $p+q=k, \mathrm{O}(\mathrm{p})$ and $\mathrm{O}(\mathrm{q})$ are bounded by $\mathrm{O}(\mathrm{k})$. At the final step, QO makes just a constant number of operations to calculate the interpolation of the top k records that are closest to the query point. Therefore, the computational complexity of our protocol is bounded by $\mathrm{O}(\mathrm{nlogn})$ operations.

### 5.2 Security Analysis

First of all, the query owner encrypts the query point using Paillier encryption scheme before giving it to the cloud service providers. Since the Paillier encryption scheme is semantically secure, the query point is not revealed to any DO or CSP. Thus, our protocol protects the privacy of the query point. Similarly, each data owner encrypts his database using Paillier cryptosystem before outsourcing it to the cloud. Since the Paillier encryption scheme is semantically secure, no data record is revealed to any CSP and QO. Thus, our protocol preserves the confidentiality of the data.

Besides, all communications between the parties are made in the encrypted form except the one in which the $\mathrm{DO}_{2}$ sends k distance vectors to $\mathrm{DO}_{1}$ and the other in which the data owners $\mathrm{DO}_{1}$ and $\mathrm{DO}_{2}$ send the decryptions $\gamma_{1}$ and $\gamma_{2}$ to QO ,
respectively. In the former one, $\mathrm{DO}_{2}$ does not send the records directly. Instead, he sends the distance vectors that can be considered as the randomization of the records. In the latter one, each $\mathrm{DO}_{u}$ sends the decryption $\gamma_{u}$ which is $\gamma_{u}=T_{u}+r_{u}$ for the random $r_{u}$. Thus, no information about the data are leaked to a third party during the protocol.

## 6. Conclusions

Interpolation plays a critical role in engineering problems. Obtaining measurement values across an entire region is both difficult and costly. When a measurement value is required for an unmeasured location, interpolation methods are employed to produce a prediction value. There is a variety of spatial interpolation methods. Due to its simplicity in geology and hydrology, $\mathrm{k}-\mathrm{NN}$ is highly preferred as a spatial interpolation method. The accuracy and robustness of prediction models depend on the size of the data. Companies may collect data from the same region. However, no one may want to publicize its data. Therefore, they may prefer to use the methods that protects all parties' private data from each other. In this study, we proposed to execute the $\mathrm{k}-\mathrm{NN}$ spatial interpolation method on outsourced data of two party without jeopardizing their private data. Our solution also protects the prediction coordinate from the data owners and cloud servers, which can be very important from the query owner's point of view. We also analysed our solution in terms of complexity and security.
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# A COMPARATIVE STUDY: VOLTAGE MULTIPLIERS FOR RF ENERGY HARVESTING SYSTEM 

Filiz SARI, Yunus UZUN


#### Abstract

Voltage multipliers are widely used for energy harvesting processes to convert the received AC signal to DC signal, also enhanced the low level received signal. In this study, Villard, Dickson and Greinacher type voltage multipliers are analyzed without impedance matching and substrate materials to decide the effective voltage multiplier type depending on the inputs of the harvester. So, load resistance, input power and input frequencies' effects are analyzed and compared with each other. Agilent Advanced Design System (ADS) is used for simulations. HSMS 2852 Schottky diode and capacitors are used for these voltage multipliers. Results show that, determining load resistance is important for evaluating high efficiency, e.g. efficiency differences are reached $33 \%$ between $2 \mathrm{k} \Omega$ and $20 \mathrm{k} \Omega$ for Dickson voltage multiplier at 100 MHz input frequency. Furthermore, the best efficiency is obtained by Greinacher voltage multiplier for low input frequencies which is lower than 1 GHz but there are no significant differences are observed for high frequencies. This study shows that load resistance, input frequency and input power are important parameters for voltage multiplier selection and Greinacher voltage multiplier is the best choice to obtain high efficiency for low frequency application of RF harvesting.


## 1. Introduction

There has been a significant increase in the number of low power consuming devices with the development of technology. These devices are widely used especially for measurement, data recording, transfer, and so on, and they are generally supplied with chemical batteries. Energy harvesting from sources such as solar, thermal, microwave or Radio Frequency (RF) gives an opportunity to supply energy for low power devices instead of using short-lived and replacement required batteries. RF energy harvesting is one of the most promising type of energy harvesting because

RF signal is easily and continually accessible. RF frequency bands covers frequencies from 10 kHz to 30 GHz which vary from very-low frequency (VLF) to super-high frequency (SHF) [1], [2]. Cellular base stations, RFID, Wi-Fi access points, television and radio broadcast stations can be used as a source for RF energy harvesting system. The amount of power which can be obtained from RF sources is very low. Therefore, it is very important that the obtained power must be converted to usable with the least loss. Some auxiliary circuits are used for this process.

RF energy harvesting system is shown in Figure 1 which consists of antenna, matching circuit, voltage multiplier circuit for AC to DC conversion and DC load circuit. Antenna is used for capturing RF signal from ambient air and designed for the frequency to be used. Single-band and multi-band antennas and their efficiencies were investigated in [3]-[7]. Matched circuit is used for compensating the impedance of antenna and the load, thus maximum power can be transferred [8], [9]. Voltage multiplier circuit, consisting of diodes and capacitors, is the indispensable part of energy harvesting because at this stage captured signal is enhanced and converted to DC voltage with minimum losses [10]-[19]. Actually, Voltage Multiplier (VM) devices are diode rectifier circuit, convert AC to DC, which can produce an output voltage greater than of the input voltage.
Antenna


Figure 1. Basic RF energy harvesting structure
Different type and n -stage voltage multiplier circuits were investigated in literature. Villard voltage doubler were used for three band ( $2.1 \mathrm{GHz}, 2.4-2.8 \mathrm{GHz}, 3.3-3.8$ GHz ) in [7], results showed that maximum efficiency was obtained at the lower frequency band. Seven stage Villard voltage multiplier circuit was analyzed for 900 MHz in [20] and voltage level of 5.0 V was achieved in the measurement. Different stage Villard and Dickson voltage multiplier circuits were compared in [10] for frequency at 915 MHz and input power ranges between -20 dBm up to 20 dBm and approximately $100 \%$ improvement over other existing designs in the power range of 20 to 7 dBm was achieved. In [8], six stage Cockcroft -Walton (CWVM) voltage multiplier was used for $88-108 \mathrm{MHz}$ frequency range to analyze load resistance and capacitance effect. In [21] Dickson and Villard type voltage multipliers were
compared depending on their efficiency for 868 MHz , results were showed that Dickson gave high efficiency and increasing number of stage provided high output power.

This paper is only focused on voltage multiplier circuits for RF energy harvester system, effect of impedance matching and substrates are ignored. The main goal of this paper is to understand the behavior of 2 stage Villard, Dickson and Greinacher voltage multiplier characteristics for different RF input frequencies, input powers and load resistances. The voltage multipliers are compared with each other and advantage and disadvantages are observed. Agilent Advanced Design System (ADS) program is used for these simulations.

## 2. Voltage Multiplier Circuits

Voltage multiplier circuits are used to convert the randomly changing RF signal to DC signal and enhance it according to the number of $n$ - stage to transfer it to the load. Received power of RF signal is described by Friis transmission equation in (1)

$$
\begin{equation*}
P_{R}=P_{T} G_{T} G_{R}\left(\frac{c}{4 \pi r f}\right)^{2} \tag{1}
\end{equation*}
$$

where $P_{R}$ is the received power in $d B m, P_{T}$ is the transmitted power in $d B m, G_{T}$ is the transmit antenna gain, $G_{R}$ is the receive antenna gain, $c$ is the speed of light, $f$ is the operating frequency, and $r$ is the distance between the transmitter and the receiver antenna. In [7], despite different operating frequencies and transmit powers, almost same received power was obtained at the same distance for three systems. In [2], maximum RF power generated from signal generator is 20 dBm and obtained received power was very low level such as -20 dBm which generates 31.62 mV signal level for typical $50 \Omega$ antenna. So in this study, received power, $\mathrm{P}_{\mathrm{R}}$, is considered fix value and assumed to change between the ranges of -20 to +20 dBm .

Received power produces an DC power at the output of the voltage multiplier. The ratio of the incident power of the RF signal to the DC power at the output of the voltage multiplier is defined as power efficiency which is given in (2)

$$
\begin{equation*}
\eta=\frac{P_{o u t}}{P_{R}} \tag{2}
\end{equation*}
$$

$\eta$ is the efficiency, $\mathrm{P}_{\text {out }}$ is the output power of the circuit and $\mathrm{P}_{\mathrm{R}}$ is the received RF power defined in (1).

Especially for low received power level, enhancing stage is necessary to obtain enough power for low power consuming devices so voltage multiplier usage is required for RF energy harvesting. Voltage multipliers, consist of diodes and capacitors, are investigated because of simplicity of application and small size. At the voltage multiplier, diodes act as switches and low forward voltage is required to operate so HSMS- 2852 Schottky diodes are used in this work also these diodes have advantages of low junction capacitance and fast switching speed.

## 2. 1. Villard Voltage Multiplier

Villard voltage multiplier, sometimes referred to as Cockcroft-Walton voltage multipliers [10], [18], [22], is shown for single and n-stage in Figure 2(a) and (b) respectively[14].


Figure 2. Basic circuit of Villard Voltage Multiplier
As shown in Figure 2 (a), the circuit consist of two diodes and two capacitors for each stage. The working principle is depending on the sign of the input voltage, thus emulating diodes behavior: specifically, considering if $\mathrm{V}_{\mathrm{RF}}$ is negative, D 1 is operating and D 2 is not functional, while if $\mathrm{V}_{\mathrm{RF}}$ is positive the two diodes will reverse their configuration [14]. The output of the $n$-stage VM is given in (3)

$$
\begin{equation*}
V_{D C}=\frac{n V_{0}}{n R_{0}+R_{L}} \tag{3}
\end{equation*}
$$

In (3) $V_{0}$ is open circuit output voltage of a single stage and $\mathrm{R}_{0}$ is internal resistance of the single stage and $R_{L}$ is load resistance.

### 2.2. Dickson Voltage Multiplier

Dickson VM is given in Figure 3, the parallel configuration of capacitors in each stage reduces the circuit impedance, and hence makes the matching task simpler [4], [10], [15] when compared with the Villard VM.

Stage 1 Stage 2


Figure 3. Basic n-stage circuit of Dickson Voltage Multiplier
Output voltage of $n$ stage Dickson voltage multiplier is given in (4) [25].

$$
\begin{equation*}
V_{D C}=n\left(V_{m}-V_{T}\right) \tag{4}
\end{equation*}
$$

where n is the number of stages, $\mathrm{V}_{\mathrm{m}}$ is the peak amplitude of the input voltage and VT is the forward conduction voltage of the diodes.

### 2.3. Greinacher Voltage Multiplier

Greinacher VM circuit is shown in Figure 4. C1 and D1 shift the input voltage up at node B to be rectified by D2, C3 and D3 shift the voltage down at node C to be rectified by D4 and C4. After reaching balance, the circuit provides a constant output current and voltage to the load [23], [24]. Output voltage of Greinacher voltage multiplier is given in (5) [26]

$$
\begin{equation*}
V_{D C}=2 n V_{m} \tag{5}
\end{equation*}
$$

where n is the number of stages and $\mathrm{V}_{\mathrm{m}}$ is the peak amplitude of the input voltage.


Figure 4. Basic circuit of Greinacher Voltage Multiplier

## 3. Simulation Results

ADS software which is an important software for RF applications is used for Villard, Dickson and Greinacher VM circuits' simulations, ADS application of Villard VM is given in Figure 5. First stage, parameters of voltage multipliers are determined, HSMS 2852 Schottky diodes and 90 pF capacitors are selected for simulations and then load resistor, input frequency and input power effects are analyzed. Smith Chart diagram of the VM multiplier circuits are given in Figure 6.


Figure 5. Villard VM circuits from ADS software


Figure 6. Smith Chart diagram for Villard VM circuit
Impedance of VM circuit changes depend on the input frequency, Figure 6, and that means these circuits are required impedance matching to increase the efficiency. But in this study, voltage multiplier circuits are analyzed depending on their output voltage, effect of input power and input frequencies without impedance matching. Figure 7 acquires output voltage levels for 10 dBm input power at 10 MHz and 100 MHz input frequencies.


Figure 7. Output voltages versus load resistances for 10 dBm input power (a) 10 MHz (b) 100 MHz

Greinacher and Dickson voltage multipliers output voltages are close to each other for different input power levels at 10 MHz input power, depicted in Figure 7(a) and higher than Villard type. With the increase of frequency, in this case 100 MHz , all
voltage multipliers achieve the same output voltages, as shown in Figure 7 (b). High voltage levels can be obtained by high input power but input frequencies don't effect the output voltage levels. The voltage level is not enough parameter to compare voltage multipliers with each other so effect of the load resistance to efficiency is examined for 10 dBm input power and input frequencies of 10 MHz and 100 MHz in Figure 8.


Figure 8. Efficiency vs load resistance (a) 10 MHz input frequency (b) 100 MHz input frequency

Figure 8 shows that Greinacher type voltage multiplier gives the best efficiency among Villard and Dickson types, efficiency differences are very small for 100 MHz . Also the load resistance is an important parameter for the system efficiency because the highest efficiency is obtained at $3 \mathrm{k} \Omega$ for 10 MHz and $2 \mathrm{k} \Omega$ for 100 MHz for all types of voltage multipliers. For instance, the efficiency of Greinacher voltage multiplier is $56 \%$ for $3 \mathrm{k} \Omega$ load resistance, but its efficiency decreases $20 \%$ for $20 \mathrm{k} \Omega$ load resistance. According to Figure 8, we can say that the selection of voltage multiplier is very important for low frequencies such as 10 MHz , however any voltage multiplier can be selected for high frequencies such as 100 MHz .

Input frequency is another important parameter which can help to determine the voltage multiplier for RF energy harvesting applications. So, after analyzing load resistance effect on the system efficiency for 10 dBm , input frequency effect is compared for fixed 10 dBm input power and $2 \mathrm{k} \Omega$ load resistance in the Figure 9.


Figure 9. Input frequency effect to the efficiency

As can be seen from Figure 9, significant efficiency differences are observed up to 1 GHz . Such as Greinacher has the best and Villard has the worst efficiencies. But input frequencies higher than 1 GHz all multipliers have same efficiency furthermore, efficiencies of voltage multipliers start to diminish because of the selected diodes. If we will work above this frequency, we must change the diodes. Input power effect is also investigated. Power values of VM's for different input power is given in Figure 10, input power and load resistance are taken fix values 10 MHz and $2 \mathrm{k} \Omega$ respectively.


Figure 10. Efficiency vs Input power for 10 MHz input

Among the all voltage multipliers, Villard gives the worst efficiency for all input power levels. Choosing Greinacher voltage multiplier provides higher efficiencies no matter the received signal level.

## 6. Conclusions

The Greinacher, Villard and Dickson voltage multipliers were compared for RF energy harvester circuits. Among them Greinacher voltage multiplier have the highest efficiency for all input parameters such as input power, input frequency and load resistance. Because the output voltage is obtained from two capacitors and a diode in Villard and Dickson voltage multipliers, however, it is obtained only two capacitors in Greinacher voltage multiplier. There is no extra voltage drop on the diode for output. This is the most important reason for Greinacher voltage multiplier has higher efficiency than the other two circuits. In addition to the selection of voltage multiplier, load resistance, input power and frequency are important parameters for the system efficiency. At the low input frequencies such as 10 MHz , the selection of voltage multiplier has vital importance. However, these selection is not important at the frequencies of 1000 MHz and higher.
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# SYNAPTIC TRANSMISSION: <br> A MODEL ON THE FORMATION OF END-PLATE POTENTIAL AND A STUDY ON SIMULATION 

Levent ÖZBEK, Çağri TEMUÇIN, Bülent CENGIZ and Fikri ÖZTÜRK


#### Abstract

In this study, the emergences of postsynaptic action potentials are investigated using simulation study which is depended on the statistical model of acetylcholine-quantal (Ach) release theory at motor end-plate. It is supposed that the end-plate potentials (EPP) are sum of miniature end-plate potentials (MEPP) which are released as quantal and random in number ( N ). By the hypothesis that N number has a Poisson and MEPPs have a Gaussian distribution, EPPs are obtained by simulating distributions parameters. Our study suggests that the simulation of the EPPs are a convenient tool in understanding both physiological process of synaptic transmission and pathological process of neuromuscular junction.


## 1. Introduction

The functions of multicellular living beings demand communication among cells. A simulation study on a model regarding the formation of end-plate potential which is an important subheading of neurophysiology has been made.

Any kind of change in inner or outer environment is transformed into electrical signals in specialized cells and transmitted through neurons to the brain where it is perceived, interpreted, and preserved. Commands given by the brain to the executive organs such as muscles and glands are also transmitted as potential changes in the nerve cells.

Resting membrane potential has a characteristic value for each cell. When the nerve and membrane cells are stimulated by a proper stimulus, a temporary change happens in the membrane potential. If the value exceeds a critical level, a quick
transmission of information through the potential changes which may spread along the membrane is conducted among the organs.

Cells called nerve cells or neurons feature in transmission of information in the nervous system. The touch area in which the information exchange is conducted between two neurons is called synapse [1]. The information gathered from other neurons by the dendrites or synaptic connections of a neuron is transmitted as potential changes through its axone to the nerve endings. It may also be transmitted from nerve endings to other cells synaptically.

The resting state of nerve and membrane resembles a polarized condenser which has a positive charge outside, a negative charge inside and a good insulator originating from lipid (fat) bilayer at the center. Under the influence of a proper stimulus, the condenser is likely to discharge and may even depolarize for a short amount of time. After this potential change that happens in about 1 millisecond in a particular area of the membrane, the potential change continues spreading along while the membrane is turning back to the resting state. This potential change which is the fundamental unit of the information transmitted through the tendon is called the action potential. These potential changes may be monitored and recorded with electrical measurement and observation tools.

If the cells are too far away from each other, the transmission of information takes place by chemical factors. Transfer of information between neighbor nerve cells or between a neighbor nerve cell and a membrane cell is called synaptic transmission; specialized regions in which the communication between neighbor cells take place are called synapses. The cell called sender and presynaptic cell and the receiver postsynaptic cell get considerably closer to each other in these intersection points. There are little saccules at the endings of axones. These saccules contain neurotransmitters which play an active role in the synaptic transition. When the action potential reaches the end of a nerve, molecules of neurotransmitters are released from these saccules to synaptic gap. Some of the molecules moving by the diffusion in the intercellular liquid that fills the synaptic gap are able to canalise through ionic channels (or some channels are likely to be closed) in the postsynaptic membrane. As a result of the changes of conductibility and permeability, potential changes happen in the postsynaptic membrane. If the potential change that is generally called postsynaptic potential reaches a critical value, an action potential spreading through the membrane is likely to develop.

When a stimulation spreading through a motor neuron reaches the end of a nerve, it is able to be transferred to the muscle fibre through the synaptic transmission in the neuromuscular junctions. Neuromuscular junctions are also known as end-plates. The basic chemical substance in-between the neuromuscular junction is acetylcoline (ACh). There are plenty of ACh saccules at the endings of motor neurons; in suitable conditions, they combine with the membrane and release ACh molecules they contain to the synaptic gap. While some of the released ACh molecules move away from the gap by the diffusion, some of them combine with the receptors in the postsynaptic membrane causing a local potential change. If this potential change named End-Plate Potential (EPP) exceeds a critical level, an action potential emerges.

The ACh saccules found at the endings of nerves are occasionally able to develop and discharge by itself, causing little amounts of depolarization about 0.5 mV in the end plate. As a result of examining these potential fluctuations named miniature late plate potentials (MEPP), it is understood that the molecules of acetylcoline are oscillated in little packages or quantums and a normal $E P P$ emerges as a result of the simultaneous oscillation of many individual quantums at the presynaptic ending. Findings that Dale and his colleagues got in 1936 indicated that the transmission of the signal from the nerves to the muscles was taking place through the molecules of acetylcholine (ACh) [2]. Studies made by Katz and Fatt in 1951 provided an opportunity to understand the mechanism of this phenomenon [3]. These researchers determined that there was a spontaneous transmission per second in a frog's neuromuscular junction. They observed that these spontaneous potentials were much smaller than potential amplitudes which are obtained through nerve stimulation. The potentials that emerge through nerve stimulation are called End-Plate Potentials (EPPs) and the smaller potentials that emerge spontaneously are called Miniature End-Plate Potentials (MEPPs).

According to the Quantum Hypothesis put forward by Castillo and Catz in 1955 [4], EPPs represents the total amount of MEPPs (Catz received the Nobel prize in 1970 at University College London). This means that the synaptic transmission comprises of the reproduction and accumulation of a particular amount of little packages. It is observed with an electron microscope that saccules 500 angstrom in diameter were existing almost simultaneously. Afterwards, it is determined that these saccules were containing ACh. Thus, the quantal characteristic of the synaptic transmission has been revealed with the evidences.

This paper is organized as follows: In Section 2, a stochastic model for synaptic transmission proposed by [5] and [6] are summarized. In Section 3, simulation results are presented. Section 4 concludes.

## 2. Model

A simple stochastic model has been put forward to test the quantum hypothesis. The model is grounded on the anatomic finding that there were oscillation areas of transmitters which are distinguishable from each other. According to this hypothesis, arbitrary number of oscillation areas activate when the stimulus reaches the junction. It is a well-accepted (also tested with empirical observations) fact that the number ( $n$ ) of the oscillation areas which are activated within a stimulus had the features of the Poisson distribution. MEPPs independent from each other take place in the postsynaptic area by the activation of these different oscillation areas.

Experimental data has shown that the amplitude of these MEPPs was distributed normally [7]. The experimental data also shows that the EPPs emerge in the postsynaptic area may be described as the total temporal and spatial amount of MEPPs. In case the amplitude of EPPs reaches a level that depolarizes a membrane over a particular threshold value, an action potential emerges. This potential spreads through the voltage-gated sodium channels in the membrane along the muscle fibre and causes muscle contraction. The amplitude of the EPPs which emerge following a presynaptic stimulation normally equals to four times the threshold value (safety factor). The mathematical expression for the hypothesis is as follows. Simple stochastic model was advanced which could test the quantum hypothesis. Based on the anatomical evidence, it was supposed that there were physically distinguishable transmitter release sites. When a nerve impulse invades the junction, a random number ( say $N$ ) of these sites are activated. Let the contributions from the various release sites be independent and identically distributed random variables $X_{k}$ so that the total response is

$$
\begin{equation*}
V=X_{1}+X_{2}+\ldots+X_{N} \tag{1}
\end{equation*}
$$

Based on experimentation, a reasonable approximation is that $X_{k}$ 's are normally distributed

$$
\begin{equation*}
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}},-\infty<x<\infty,-\infty<\mu<\infty, \sigma^{2}>0 \tag{2}
\end{equation*}
$$

with mean $\mu$ and variance $\sigma^{2}$. The natural choice for $N$ is that of a binomial random variable, but in the original model it was assumed to be $\operatorname{Poisson}(\lambda)$

$$
\begin{equation*}
f(N=n)=\frac{e^{-\lambda} \lambda^{n}}{n!}, \quad n=0,1,2, \ldots \tag{3}
\end{equation*}
$$

$E(N)=\lambda$ and $\operatorname{Var}(N)=\lambda$, so the amplitude of the EPP becomes compound Poisson. The density of $V$ is given by

$$
\begin{equation*}
f(v)=e^{-\lambda}\left[\delta(v)+\frac{1}{\sqrt{2 \pi \sigma^{2}}} \sum_{k=1}^{\infty} \frac{\lambda^{k}}{k!\sqrt{k}}\right] \exp \left(\frac{-(v-k \mu)^{2}}{2 k \sigma^{2}}\right) \tag{4}
\end{equation*}
$$

where $\lambda=E(N)$ (The details of the proof see Tuckwell, 1994 and Tuckwell, 1995). The mean and variance of $V$ are

$$
\begin{gathered}
E(V)=\lambda \mu \\
\operatorname{Var}(V)=\lambda\left(\mu^{2}+\sigma^{2}\right)
\end{gathered}
$$

The excellent fit of $f(v)$ to experimental distributions of some EPP amplitudes provided impressive evidence to support the quantum hypothesis (see Martin, 1977).

## 3. The Simulation for the Emergence of the End-Plate Potential

Valuing the variables in the proposed model differently, two separate simulation studies have been made.

In order to generate numbers from the density function given in Equality 4, the corresponding distribution function and its reverse form must be determined. Due to the fact that this distribution function is not easily found, Equality 1 is used to generate numbers from the distribution which is relevant to the density function given in Equality 4. Firstly, parameter $\lambda$ is determined and then, the $N$ number is generated from the Poisson distribution (Equality 3) with regard to the parameter. Afterwards, $N$ amount of number is generated from the normal distribution
(Equation 2) in $\mu$ and $\sigma^{2}$ parameters set and the $N$ amounts of numbers are added together. Same process is repeated $m$ times and the histogram for the numbers are drawn. m was assumed as being equal to 5000 in the simulation studies made. MATLAB application has been used for the studies.

### 3.1 First Simulation

The simulation was generated from the Poisson distribution with an average of 2.4 $N$ value. $X_{k}$ 's were generated from the normal distribution with 0.4 mean and 0.1 standard deviation. The EPP mean was found to be 0.9601 and the standard deviation was 0.6399 . The EPP minimum was found to be 0 and the maximum was 5.7179. In these circumstances, the histogram for the obtained EPPs is given Figure


Figure 1: EPP simulation $\lambda=2.4, \mathrm{~N}(0.4,0.1)$.

### 3.2 Second Simulation

It is shown that the amplitudes of MEPP decreased in myasthenia gravis (MG) disease. Providing that the $N$ number is same within the simulation for the dysfunction of postsynaptic neuromuscular junction, the $X_{k}$ averages which represent the average amplitude for the MEPPs are decreased. $X_{k}$ were generated from the normal distribution with 0.2 average and 0.1 standard deviation. The EPP average was found to be 0.4827 and the standard deviation was 0.3488 . The EPP minimum was found to be -0.1341 and the maximum was 2.7074 . In these circumstances, the histogram for the obtained EPPs is given by Figure 2.


Figure 2: EPP simulation $\lambda=2.4, \mathrm{~N}(0.2,0.1)$.

As one may see, there is a decrease in the amplitude of the EPPs in the simulation for the MG physiopathology, leading the safety factor to decrease too. These changes predicted by the simulation are coherent with the clinical and electrophysiological observations.

## 4. Conclusion

This study aimed to research the emergence of the postsynaptic action potentials using the simulation study based on the statistical model in the theory of acetylcholine-quantal (Ach) release at motor end-plate. End-plate potentials (EPP) have been assumed as amounting to the total for numerically $(N)$ quantal and randomly-released miniature end-plate potentials (MEPP). EPPs have been obtained by simulating the distribution parameters based on the hypothesis that $N$ number was in Poisson and MEPPs were in Gaussian distribution. The results of this study have suggested that the simulation of EPPs might be the appropriate means by which both the neuropathic transmission and the neuromuscular resultant's physiopathological process are understood.

By including the other variables such as the stimulation frequency, the ambient temperature, the width of the synaptic gap, the number of the presynaptic saccules, and the physiology of calcium channels in the further researches, much more realistic models and simulation studies may be made.
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# EFFICIENT CHEBYSHEV ECONOMIZATION FOR ELEMENTARY FUNCTIONS 

Esmat BEKIR


#### Abstract

This paper presents economized power series for trigonometric and hyperbolic functions. It determines the smallest range over which a function need to be computed and scales the Chebyshev polynomials accordingly. Thus reduced degree polynomials (and hence reduced computations) can be obtained while maintaining the same accuracy as those unscaled higher degree polynomials. The paper presents the Chebyshev and the power series coefficients that enable double precision accuracy for the mathematical functions addressed herein.


## 1. Introduction

The Chebyshev polynomials possess useful properties that render them proper for economizing transcendental functions, specifically trigonometric and hyperbolic functions, [1]-[3]. Commonly these functions use truncated Taylor series expansion. In this truncation method, the more the number of the retained terms the higher the accuracy of the approximation. However, this method suffers from the uneven distribution of errors in the approximation. The closer the evaluated point to the origin of expansion the higher the accuracy and vice versa. This means that for a desired level of accuracy the points far from the origin will need substantially more terms than those close to the origin of expansion. This problem could be alleviated by using minimization methods such as the least square (LS) algorithm. In this case the function $f(x)$ is approximated with a finite degree polynomial $\sum_{k=0}^{N-1} c_{k} x^{k}$ whose coefficients $c_{k}$ are selected such that

$$
\begin{equation*}
J=\int_{-1}^{1} w(x)\left(f(x)-\sum_{k=0}^{N-1} c_{k} x^{k}\right)^{2} d x \tag{1.1}
\end{equation*}
$$

is minimum, where $w(x)$ is an arbitrary weighting function. With no loss of generality the $[-1,1]$ is the interval in which the function is approximated. The minimization in Eq. (1.1) yields

$$
\begin{equation*}
\sum_{k=0}^{N-1} c_{k} \int_{-1}^{1} w(x) x^{k} x^{n} d x=\int_{-1}^{1} w(x) f(x) x^{n} d x, \quad n=0,1, \cdots \tag{1.2}
\end{equation*}
$$

From its construction, Eq. (1.2) is impractical to solve as it requires the computation of a full two dimensional matrix. The reason is that the function $f(x)$ is approximated with the unorthogonal power series basis $\left(1, x, x^{2}, \ldots\right.$
This could be avoided if the function is approximated instead with an orthogonal basis. That is, if the orthogonal basis is given by $T_{0}, T_{1}, T_{2}, \cdots$, then the coefficients $c_{k}$ are determined by

$$
\begin{equation*}
c_{k} \int_{-1}^{1} w(x) T_{k}^{2}(x) d x=\int_{-1}^{1} w(x) f(x) T_{k}(x) d x, \quad k=0,1,2, \cdots \tag{1.3}
\end{equation*}
$$

Using an orthogonal basis, will cause the off diagonal terms be null; thus the coefficients become the projections of the function over the members of the basis.

Our objective is to distribute the errors uniformly over the given interval. Chebyshev basis is considered to be the best choice. To demonstrate the reason for this choice consider the simple function

$$
f(x)=x^{n}, \quad n \text { is integer } \geq 1
$$

which we desire to approximate with a polynomial $p_{m}$ of degree $m$ (less than $n$ ). The interval over which the approximation will be carried is $[-1,1]$. The error is then

$$
e(x)=f(x)-p_{m}(x), \quad-1 \leq x \leq 1
$$

In general, the error is not uniform; therefore there will be a point in the interval at which the error is a maximum. It is desired that $p_{m}$ is selected such that this maximum
error is the least possible. It has been established, [4]-[6], that there is no polynomial $e(x)$ of the same degree and the same leading coefficient that has a smaller magnitude in $[-1,1]$ than the Chebyshev polynomial $T_{n}(x)$. Therefore if the error $e(x)=c T_{n}(x)$ then the desired approximation will be $p_{m}(x)=f(x)-e(x)=f(x)-c T_{n}(x)$. The constant $c$ is selected to annul the coefficient of $x^{n}$. In our example since the leading coefficient of $f(x)$ is 1 and (as will be seen in the next section) the leading coefficient of $T_{n}(x)$ is $2^{n-1}$, then $c=2^{-n+1}$. To generalize, let the above function be

$$
f(x)=a_{0}+a_{1} x^{1}+a_{2} x^{2}+\ldots+a_{n} x^{n}
$$

Following the same steps and reasoning as above we present the above equation as

$$
f(x)=a_{0}+a_{1} x^{1}+a_{2} x^{2}+\ldots+a_{n}\left(x^{n}-c T_{n}(x)\right)+a_{n} c T_{n}(x)
$$

Dropping the last term in the above equation, (after selecting $c$ as before), will yield a lower degree polynomial with the least maximum error. After dropping the last term $a_{n} c T_{n}(x)$, we expand $T_{n}(x)$ into a power series to recover the approximated function. This example is cited to show that the lower powers had no effect on the minimization process. This process can be repeated to get a lower degree approximation as desired. Later we show the approximation process for an arbitrary function. But first let's discuss some properties of the Chebyshev polynomials.

## 2. The Chebyshev Polynomials

In closed form, the Chebyshev polynomials are given by the set of equations

$$
\begin{equation*}
T_{n}(x)=\cos \left(n \cos ^{-1} x\right), \quad n=0,1,2, \cdots \tag{2.1}
\end{equation*}
$$

and with the transformation

$$
\begin{equation*}
x=\cos \theta \tag{2.2}
\end{equation*}
$$

they could be alternatively represented by

$$
\begin{equation*}
T_{n}(\theta)=\cos (n \theta), \quad n=0,1,2, \cdots \tag{2.3}
\end{equation*}
$$

The Chebyshev polynomials can be generated recursively, shown in Appendix A, by

$$
\begin{align*}
T_{0}(x) & =1, \\
T_{1}(x) & =x,  \tag{2.4}\\
T_{n+1}(x) & =2 x T_{n}(x)-T_{n-1}(x)
\end{align*}
$$

Eq. (2.3) shows that the magnitudes of the basis polynomials are $\leq 1$ and are equal $\pm 1$ at the extreme points $(x= \pm 1)$. Further, Chebyshev polynomials are orthogonal [2]

$$
\begin{align*}
& \int_{-1}^{1} w(x) T_{k}^{2}(x) d x=\frac{\pi}{2 H(k)}, \quad k=0,1,2, \cdots  \tag{2.5}\\
& \int_{-1}^{1} w(x) T_{k} T_{n}(x) d x=0, \quad k \neq n
\end{align*}
$$

where $H(k)$ is defined in (A.11) and $w(x)$ is the weighting function given by

$$
\begin{equation*}
w(x)=\frac{1}{\sqrt{1-x^{2}}} \tag{2.6}
\end{equation*}
$$

The inverse relations of Eq. (2.1), proved in Appendix A, are given by

$$
\begin{align*}
x^{2 n} & =\frac{1}{2^{2 n-1}} \sum_{k=0}^{n}\binom{2 n}{n-k} H(k) T_{2 k}, \quad n=0,1,2, \ldots  \tag{2.7}\\
x^{2 n+1} & =\frac{1}{2^{2 n}} \sum_{k=0}^{n}\binom{2 n+1}{n-k} T_{2 k+1}, \quad n=0,1,2, \ldots \tag{2.8}
\end{align*}
$$

From Eq. (1.3), the projections of $f(x)$ onto the Chebyshev basis results in

$$
\begin{equation*}
c_{k}=\frac{2 H(k)}{\pi} \int_{-1}^{1} \frac{f(x) T_{k}(x)}{\sqrt{1-x^{2}}} d x, \quad k=0,1,2, \cdots \tag{2.9}
\end{equation*}
$$

The above equation is not easily amenable to digital computations. Alternatively we consider $f(x)$ to be an analytic function represented by

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n} x^{n} \tag{2.10}
\end{equation*}
$$

and rather than projecting the entire function over the basis as mandated by Eq. (2.9), each of the polynomial terms is projected individually onto the Chebyshev polynomial through the use of Eqs. (2.7) and (2.8). Initially we shall consider the special cases of even and odd functions.
Expanding an even function $f(x)=f(-x)$ in terms of Chebyshev polynomials yields

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{2 n} x^{2 n}=\sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{2^{2 n-1}} a_{2 n}\binom{2 n}{n-k} H(k) T_{2 k} \tag{2.11}
\end{equation*}
$$

Reversing the summation order results in

$$
\begin{gather*}
f(x)=\sum_{k=0}^{\infty} c_{2 k} T_{2 k}, \quad f(x) \text { is even }  \tag{2.12}\\
c_{2 k}=\sum_{n=k}^{\infty} \frac{1}{2^{2 n-1}}\binom{2 n}{n-k} a_{2 n} H(k), \quad k=0,1,2, \ldots \tag{2.13}
\end{gather*}
$$

Likewise, an odd function $f(x)=-f(-x)$ in terms of Chebyshev polynomials is

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{2 n+1} x^{2 n+1}=\sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{2^{2 n}} a_{2 n+1}\binom{2 n+1}{n-k} T_{2 k+1} \tag{2.14}
\end{equation*}
$$

Reversing the summation order results in

$$
\begin{equation*}
f(x)=\sum_{k=0}^{\infty} c_{2 k+1} T_{2 k+1}, \quad f(x) \text { is odd } \tag{2.15}
\end{equation*}
$$

$$
\begin{equation*}
c_{2 k+1}=\sum_{n=k}^{\infty} \frac{1}{2^{2 n}}\binom{2 n+1}{n-k} a_{2 n+1}, \quad k=0,1,2, \ldots \tag{2.16}
\end{equation*}
$$

Unsymmetric function can be represented as a combination of Eqs. (2.13) and (2.16), albeit with double the amount of computations needed for a symmetric function. Implementing the economization procedure presumes that the range of the argument $x$ of interest is between $\pm 1$. If this range is scaled by a factor of s , (range $= \pm s$ ), then Eqs. (2.11) -(2.16) would be modified as follows.

$$
\begin{gather*}
f(s x)=\sum_{k=0}^{\infty} c_{2 k} T_{2 k}, \quad f(s x) \text { is even }  \tag{2.17}\\
c_{2 k}=2 \sum_{n=k}^{\infty}\left(\frac{s}{2}\right)^{2 n}\binom{2 n}{n-k} a_{2 n} H(k), \quad k=0,1,2, \ldots \tag{2.18}
\end{gather*}
$$

and

$$
\begin{gather*}
f(s x)=\sum_{k=0}^{\infty} c_{2 k+1} T_{2 k+1}, \quad f(s x) \text { is odd }  \tag{2.19}\\
c_{2 k+1}=2 \sum_{n=k}^{\infty}\left(\frac{s}{2}\right)^{2 n+1}\binom{2 n+1}{n-k} a_{2 n+1}, \quad k=0,1,2, \ldots \tag{2.20}
\end{gather*}
$$

Smaller scales as observed from Eqs. (2.18) and (2.20) result in smaller coefficients and consequently faster coefficients decay and using of fewer expansion terms.
Now we address three issues regarding numerical implementation: accuracy, accounting for the scales and carrying out the summation terms. Truncating the first $N$ terms in Eqs. (2.17) and (2.19) as follows:

$$
\begin{equation*}
f(s x) \approx \sum_{k=0}^{N-1} c_{k} T_{k} \tag{2.21}
\end{equation*}
$$

implies that the approximation error, $\delta f$, on the truncated function is (recall that $\left|T_{i}\right| \leq 1$ )

$$
\begin{equation*}
\delta f \leq \sum_{k=N}^{\infty}\left|c_{k}\right| \tag{2.22}
\end{equation*}
$$

Because of the fast decay of the $c_{k}$ terms, the above error is dominated by $c_{N}$. Thus $N$ is selected so $c_{N-1}$ is just less than the tolerable errors. Next we account for the scale by one of these two methods. The first is to modify the argument so that

$$
\begin{equation*}
f(z)=\sum_{k=0}^{N-1} b_{k} x^{k}, \quad x=\frac{z}{s},-s \leq z \leq s \tag{2.23}
\end{equation*}
$$

or by modifying the coefficients of Eq. (2.23) so that

$$
\begin{align*}
f(x) & =\sum_{k=0}^{N-1} d_{k} x^{k}, \quad-s \leq x \leq s  \tag{2.24}\\
d_{k} & =\frac{b_{k}}{s^{k}}, \quad k=0,1, \ldots, N-1
\end{align*}
$$

Finally, the numerical process for the summation can be carried out by converting in Eq. (2.21) into a power series which yields the power series given by Eq. (2.23)or Eq. (2.24). Alternatively, Eq. (2.21) could be evaluated by the Clenshaw recurrence [7] as follows. Substituting from Eq. (2.4) in the last term of Eq. (2.21) yields

$$
\begin{align*}
f(s x) & =c_{0} T_{0}+\ldots+c_{N-2} T_{N-2}+c_{N-1}\left(2 x T_{N-2}-T_{N-3}\right)  \tag{2.25}\\
& =c_{0} T_{0}+\ldots+\left(c_{N-3}-c_{N-1}\right) T_{N-3}+\left(c_{N-2}+2 x c_{N-1}\right) T_{N-2}
\end{align*}
$$

Let

$$
\begin{aligned}
& \alpha_{N-1}=c_{N-1} \\
& \alpha_{N-2}=c_{N-2}+2 x \alpha_{N-1}
\end{aligned}
$$

Again, using Eq. (2.4) in the last term in Eq. (2.25) gives

$$
\begin{align*}
f(s x) & =c_{0} T_{0}+\ldots+\left(c_{N-3}-\alpha_{N-1}\right) T_{N-3}+\alpha_{N-2} T_{N-2}  \tag{2.26}\\
& =c_{0} T_{0}+\ldots+\left(c_{N-4}-\alpha_{N-2}\right) T_{N-4}+\left(c_{N-3}+2 x \alpha_{N-2}-\alpha_{N-1}\right) T_{N-3}
\end{align*}
$$

Using the recursion

$$
\begin{align*}
\alpha_{N} & =0 \\
\alpha_{N-1} & =c_{N-1}  \tag{2.27}\\
\alpha_{k} & =c_{k}+2 x \alpha_{k+1}-\alpha_{k+2}, \quad k=N-2, N-3, \cdots
\end{align*}
$$

equation (2.27) reduces to

$$
\begin{equation*}
f(s x)=c_{0}+x \alpha_{1}-\alpha_{2} \tag{2.28}
\end{equation*}
$$

## 3. Trigonometric Functions Economization

The Chebyshev series coefficients for the sine and cosine are given in terms of the Bessel function [3]. Herein these coefficients are given explicitly.

### 3.1. Sine function

The Taylor series expansion of the sine function is given by

$$
\begin{equation*}
\sin (x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} x^{2 n+1} \tag{3.1}
\end{equation*}
$$

Scaling the argument to have a range of $\pm s$, modifies the above equation to

$$
\begin{equation*}
\sin (s x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!}(s x)^{2 n+1} \tag{3.2}
\end{equation*}
$$

Substituting from Eq. (3.2) into Eq. (2.20), the Chebyshev coefficients for the scaled sine function are given by

$$
\begin{align*}
& \sin (s x)=\sum_{k=0}^{\infty} c_{2 k+1} T_{2 k+1}, \quad-1 \leq x \leq 1  \tag{3.3}\\
c_{2 k+1}= & 2 \sum_{n=k}^{\infty}(s / 2)^{2 n+1}\binom{2 n+1}{n-k} \frac{(-1)^{n}}{(2 n+1)!}  \tag{3.4}\\
= & 2 \sum_{n=k}^{\infty} \frac{(s / 2)^{2 n+1}(-1)^{n}}{(n-k)!(n+k+1)!}, \quad k=0,1,2, \ldots
\end{align*}
$$

Periodicity of the sine implies that range of $\pm \pi / 2$ will cover all the possible values. However, scaling the argument to a range of $\pm \pi / 4$ allows us to economize it with fewer terms to get the desired accuracy. The rest of the range (from $\pi / 4$ to $\pi / 2$ ) is recovered using the identity $\sin (x)=\cos (\pi / 2-x)$ and computing the economized cosine function. With $s=\pi / 4$, the Chebyshev coefficients for the sine function are

$$
\begin{align*}
\sin \left(\frac{\pi}{4} x\right) & =\sum_{k=0}^{\infty} c_{2 k+1} T_{2 k+1}, \quad-1 \leq x \leq 1 \\
c_{2 k+1} & =2 \sum_{n=k}^{\infty} \frac{(\pi / 8)^{2 n+1}(-1)^{n}}{(n-k)!(n+k+1)!}, \quad k=0,1,2, \ldots \tag{3.5}
\end{align*}
$$

Table 1 lists the Chebyshev coefficients for the sine function. Listed also are its power series coefficients for degrees up to 13 (the max for a double precision processor).

### 3.2. Cosine function

The Taylor series expansion of the scaled cosine function is given by

$$
\begin{equation*}
\cos (s x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n)!}(s x)^{2 n} \tag{3.6}
\end{equation*}
$$

Substituting from Eq. (3.6) into Eq. (2.18), the Chebyshev coefficients for the scaled cosine function, $s=\pi / 4$, are given by

$$
\begin{gather*}
\cos (s x)=\sum_{k=0}^{\infty} c_{2 k} T_{2 k}, \quad-1 \leq x \leq 1  \tag{3.7}\\
c_{2 k}=2 \sum_{n=k}^{\infty}(s / 2)^{2 n}\binom{2 n}{n-k} \frac{(-1)^{n}}{(2 n)!} H(k) \\
=2 \sum_{n=k}^{\infty} \frac{(\pi / 8)^{2 n}(-1)^{n}}{(n-k)!(n+k)!} H(k), \quad k=0,1,2, \ldots \tag{3.8}
\end{gather*}
$$

A little disadvantage with the above economization is that the computed cosine at 0 is not exactly 1 . This can be overcome by forcing the cosine function to be 1 for:

$$
\begin{equation*}
\frac{x^{2}}{2}=2.10^{-16} \Rightarrow-2.10^{-8} \leq x \leq 2.10^{-8} \tag{3.9}
\end{equation*}
$$

The Chebyshev coefficients for the cosine function are listed in Table 2. Listed also are the power series coefficients of the cosine function for degrees $0,2 \ldots 12$. On a double precision digital processor, the polynomial degree is limited to 12 .

### 3.3. Tangent function

The tangent is computed directly via the tangent expansion as given here or indirectly via the cotangent expansion along with trigonometric identity. From [9], Sec. 4.3.67

$$
\begin{equation*}
\tan x=\sum_{n=0}^{\infty} \frac{(-1)^{n} 2^{4 n+4}\left(1-2^{-2 n-2}\right) B_{2 n+2}}{(2 n+2)!} x^{2 n+1} \tag{3.10}
\end{equation*}
$$

Substituting from Eq. (3.10) into Eq. (2.20), the Chebyshev coefficients for the scaled tangent function are given by

$$
\begin{align*}
\tan (s x) & =\sum_{k=0}^{n} c_{2 k+1} T_{2 k+1} ; \quad-1 \leq x \leq 1 \\
c_{2 k+1} & =2 \sum_{n=k}^{\infty}(s / 2)^{2 n+1}\binom{2 n+1}{n-k} \frac{(-1)^{n} 2^{4 n+4}\left(1-2^{-2 n-2}\right) B_{2 n+2}}{(2 n+2)!}  \tag{3.11}\\
& =4 \sum_{n=k}^{\infty}(2 s)^{2 n+1} \frac{(-1)^{n}\left(1-2^{-2 n-2}\right) B_{2 n+2}}{(n+1)(n-k)!(n+k+1)!}, \quad k=0,1,2, \ldots
\end{align*}
$$

In Eq. (3.11) and in the sequel, the sequence $B_{n}$ denotes the Bernoulli numbers. With a scale factor $s=\pi / 4$ one can use Eq. (3.11) to compute the tangent for any value in the interval $[-\pi / 4, \pi / 4]$. From the trigonometric identity $\tan (\pi / 2-x)=1 / \tan (x)$ one can compute the function in the rest of the range $[\pi / 4, \pi / 2]$. With this scaling, the coefficients in Eq. (3.11) are extremely slow to converge. Alternatively, by selecting $s=\pi / 8$ one can have an economized function that achieves the maximum double precision accuracy of $10^{-16}$ with a polynomial of degree 19 . In this case we can use the trigonometric identity $\tan (\pi / 4-x)=(1-\tan x) /(1+\tan x)$ to compute the function for an argument in the interval $[\pi / 8, \pi / 4]$. A more economized polynomial is given by the cotangent approach as described bellow.

### 3.4. Cotangent function

Here we economize $f(x)=x \cot x$. From [9], Sec. 4.3.70, the Taylor series expansion of the cotangent function is given by

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n} 2^{2 n} B_{2 n}}{2 n!} x^{2 n} \tag{3.12}
\end{equation*}
$$

As in the tangent function, we use the scale factor $s=\pi / 8$. Substituting from Eq. (3.12) into Eq. (2.18), the scaled cotangent function coefficients are given by

$$
\begin{gather*}
f(s x)=\sum_{k=0}^{n} c_{2 k} T_{2 k}, \quad-1 \leq x \leq 1  \tag{3.13}\\
c_{2 k}=2 \sum_{n=k}^{\infty}(s / 2)^{2 n}\binom{2 n}{n-k} \frac{(-1)^{n} 2^{2 n} B_{2 n}}{(2 n)!} H(k)  \tag{3.14}\\
=2 \sum_{n=k}^{\infty} \frac{(-1)^{n} s^{2 n} B_{2 n}}{(n-k)!(n+k)!} H(k), \quad k=0,1,2, \ldots
\end{gather*}
$$

The tangent function is determined by

$$
\begin{equation*}
\tan x=\frac{x}{f(x)} \tag{3.15}
\end{equation*}
$$

The maximum error on the tangent function is determined by variation of Eq. (3.15)

$$
\begin{equation*}
\delta \tan x=-\frac{x \delta f}{f^{2}(x)} \tag{3.16}
\end{equation*}
$$

The maximum value is attained at $x=s=\pi / 8$ for which $f(s)=\pi / 8 \cot (\pi / 8)$ and

$$
\begin{equation*}
|\delta \tan s|=\frac{s \delta f}{f^{2}(s)}=\frac{\tan ^{2}(\pi / 8)}{\pi / 8} \delta f=.4369 \delta f \tag{3.17}
\end{equation*}
$$

Chebyshev coefficients for the cotangent function are listed in Table 3. Listed also are the power series coefficients of the cotangent function for degrees $2,4 \ldots 12$. Using the cotangent approach we obtain the maximum double precision accuracy with an even polynomial of degree 12 rather than the odd polynomial of degree 19 with the tangent approach.

### 3.5. Arctangent function

The Chebyshev coefficients for this function have been derived in [5,8]. Herein we shall obtain these coefficients through a rather elegant approach, [10]. Let

$$
\begin{equation*}
u=k\left(x+i \sqrt{1-x^{2}}\right) \quad v=k\left(x-i \sqrt{1-x^{2}}\right) \tag{3.18}
\end{equation*}
$$

Substituting for

$$
\begin{equation*}
x=\cos \theta \tag{3.19}
\end{equation*}
$$

in Eq. (3.18) gives

$$
\begin{equation*}
u=k e^{i \theta} \quad v=k e^{-i \theta} \tag{3.20}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
u^{n}+v^{n}=k^{n}\left(e^{i n \theta}+e^{-i n \theta}\right)=2 k^{n} \cos n \theta=2 k^{n} \cos n \cos ^{-1} x=2 k^{n} T_{n}(x) \tag{3.21}
\end{equation*}
$$

The Taylor series expansion of the arctangent function is

$$
\tan ^{-1} u=u-\frac{1}{3} u^{3}+\frac{1}{5} u^{5}-\frac{1}{7} u^{7}+\ldots
$$

from which we get

$$
\tan ^{-1} u+\tan ^{-1} v=(u+v)-\frac{1}{3}\left(u^{3}+v^{3}\right)+\frac{1}{5}\left(u^{5}+v^{5}\right)-\frac{1}{7}\left(u^{7}+v^{7}\right)+\ldots
$$

Substituting from Eq. (3.21) in the above equation

$$
\begin{align*}
\tan ^{-1} u+\tan ^{-1} v & =2 k T_{1}(x)-\frac{2 k^{3}}{3} T_{3}(x)+\frac{2 k^{5}}{5} T_{5}(x)-\frac{2 k^{7}}{7} T_{7}(x)+\ldots \\
& =2 \sum_{n=0} \frac{(-1)^{n} k^{2 n+1}}{2 n+1} T_{2 n+1}(x) \tag{3.22}
\end{align*}
$$

Also substituting in the trigonometric identity

$$
\tan ^{-1} \frac{u+v}{1-u v}=\tan ^{-1} u+\tan ^{-1} v
$$

for $u$ and $v$ from Eq. (3.18) in the LHS and from Eq. (3.22) in the RHS yields

$$
\begin{equation*}
\tan ^{-1} \frac{2 k}{1-k^{2}} x=2 \sum_{n=0} \frac{(-1)^{n} k^{2 n+1}}{2 n+1} T_{2 n+1}(x) \tag{3.23}
\end{equation*}
$$

Setting the parameter $k$ to

$$
k=\tan (\alpha / 2)
$$

implies that

$$
\frac{2 k}{1-k^{2}}=\tan \alpha
$$

which upon substituting in Eq. (3.23) yields

$$
\begin{equation*}
\tan ^{-1}(\tan \alpha) x=2 \sum_{n=0} \frac{(-1)^{n} \tan ^{2 n+1}(\alpha / 2)}{2 n+1} T_{2 n+1}(x), \quad-1 \leq x \leq 1 \tag{3.24}
\end{equation*}
$$

In Eq. (3.24) $\tan \alpha$ becomes a scale that naturally sets the domain of the economized function to $\pm \alpha$. Selecting

$$
\begin{equation*}
\alpha=\pi / 8 \tag{3.25}
\end{equation*}
$$

enables Eq. (3.24) to compute the arctangent function for arguments in the range $\pm \tan (\pi / 8)(\tan (\pi / 8)=\sqrt{ } 2-1)$. To compute the arctangent for values in the interval $[\tan (\pi / 8), \tan (\pi / 4)]$ we follow this procedure. Using

$$
\tan ^{-1} x=\theta
$$

with the trigonometric identity gives

$$
\tan \left(\frac{\pi}{4}-\theta\right)=\frac{1-\tan \theta}{1+\tan \theta}=\frac{1-x}{1+x}
$$

which implies that

$$
\tan ^{-1} x=\theta=\frac{\pi}{4}-\tan ^{-1} \frac{1-x}{1+x}
$$

For values greater than $\tan (\pi / 4)$, we use the identity $\tan x=1 / \tan (\pi / 2-x)$. The Chebyshev coefficients for the arctangent function are listed in Table 4. Listed also are the power series coefficients of the arctangent function for various degrees $1,3 \ldots 21$. On a double precision machine, the polynomial degree is limited to 21 .

### 3.6. Arcsine and arccosine functions

We first discuss the direct way of economizing the arcsine function. From Eq. (2.1) we determine the Chebyshev expansion coefficients from the identity

$$
\begin{equation*}
\frac{\pi}{2} c_{k}=\int_{-1}^{1} \sin ^{-1} x \frac{T_{k}(x)}{\sqrt{1-x^{2}}} d x \tag{3.26}
\end{equation*}
$$

Substituting for $\theta=\cos ^{-1} x$ in the above integral and performing the integration yields

$$
\begin{equation*}
c_{2 k+1}=\frac{4}{\pi(2 k+1)^{2}} \tag{3.27}
\end{equation*}
$$

It is evident that these coefficients do not diminish rapidly. For $k=50, c_{2 k+1}=O\left(10^{-4}\right)$, which is an unacceptable error for such large sum of expansion terms.

A more economic approach is to compute the arcsine and arccosine via the arctangent function. For the arccosine we use the transformation $z=(1-x) /(1+x)$. Substituting for $x=\cos \theta$ in this transformation gives

$$
z=\frac{1-x}{1+x}=\frac{1-\cos \theta}{1+\cos \theta}=\frac{2 \sin ^{2} \frac{\theta}{2}}{2 \cos ^{2} \frac{\theta}{2}}=\tan ^{2} \frac{\theta}{2}
$$

which implies that

$$
\begin{equation*}
\theta=\cos ^{-1} x=2 \tan ^{-1} \sqrt{\frac{1-x}{1+x}} \tag{3.28}
\end{equation*}
$$

from which the arcsine function is computed using the trigonometric identity

$$
\begin{equation*}
\sin ^{-1} x=\pi / 2-\cos ^{-1} x=\frac{\pi}{2}-2 \tan ^{-1} \sqrt{\frac{1-x}{1+x}} \tag{3.29}
\end{equation*}
$$

## 4. Hyperbolic Functions Economization

The hyperbolic functions are of infinite range; thus they must be adapted to practically large finite range computations without sacrificing the desired accuracy. Herein we develop the economization for the hyperbolic sine, cosine, tangent and cotangent. Their scales are specified when we discuss the economized exponent function which will play a central role in the computations of these functions.

### 4.1. Hyperbolic sine function

The Taylor series expansion for a scaled hyperbolic sine is given by

$$
\begin{equation*}
\sinh (s x)=\sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}(s x)^{2 n+1} \tag{4.1}
\end{equation*}
$$

Similarity between sin and sinh functions implies, using Eqs. (3.3) and (3.4) that

$$
\begin{gather*}
\sinh (s x)=\sum_{k=0}^{n} c_{2 k+1} T_{2 k+1}, \quad-1 \leq x \leq 1  \tag{4.2}\\
c_{2 k+1}=2 \sum_{n=k}^{\infty} \frac{(s / 2)^{2 n+1}}{(n-k)!(n+k+1)!}, \quad k=0,1,2, \ldots \tag{4.3}
\end{gather*}
$$

### 4.2. Hyperbolic cosine function

The Taylor series expansion for a scaled hyperbolic cosine is given by

$$
\begin{equation*}
\cosh (s x)=\sum_{n=0}^{\infty} \frac{1}{(2 n)!}(s x)^{2 n} \tag{4.4}
\end{equation*}
$$

Similarity between the cos and cosh functions implies, using Eqs. (3.7) and (3.8) that

$$
\begin{equation*}
\cosh (s x)=\sum_{k=0}^{\infty} c_{2 k} T_{2 k}, \quad-1 \leq x \leq 1 \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
c_{2 k}=2 \sum_{n=k}^{\infty} \frac{(s / 2)^{2 n}}{(n-k)!(n+k)!} H(k), \quad k=0,1,2, \ldots \tag{4.6}
\end{equation*}
$$

### 4.3. Hyperbolic Tangent Economization

The Taylor series expansion for the hyperbolic tangent is given by

$$
\begin{equation*}
\tanh x=\sum_{n=0}^{\infty} \frac{2^{4 n+4}\left(1-2^{-2 n-2}\right) B_{2 n+2}}{(2 n+2)!} x^{2 n+1} \tag{4.7}
\end{equation*}
$$

Similarity between the tan and tanh functions implies, using Eqs. (3.10) and (3.11) that

$$
\begin{gather*}
\tanh (s x)=\sum_{k=0}^{n} c_{2 k+1} T_{2 k+1}, \quad-1 \leq x \leq 1  \tag{4.8}\\
c_{2 k+1}=4 \sum_{n=k}^{\infty} \frac{(2 s)^{2 n+1}\left(1-2^{-2 n-2}\right) B_{2 n+2}}{(n+1)(n-k)!(n+k+1)!}, \quad k=0,1,2, \ldots \tag{4.9}
\end{gather*}
$$

### 4.4. Hyperbolic cotangent function

The Taylor series expansion for hyperbolic cotangent $f(x)=x \operatorname{coth} x$, see [9], is

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{2^{2 n} B_{2 n}}{(2 n)!} x^{2 n} \tag{4.10}
\end{equation*}
$$

Similarity between the cot and coth functions implies, using Eqs. (3.13) and (3.14) that

$$
\begin{gather*}
f(s x)=\sum_{k=0}^{n} c_{2 k} T_{2 k}, \quad-1 \leq x \leq 1  \tag{4.11}\\
c_{2 k}=2 \sum_{n=k}^{\infty} \frac{s^{2 n} B_{2 n}}{(n-k)!(n+k)!} H(k), \quad k=0,1,2, \ldots \tag{4.12}
\end{gather*}
$$

### 4.5. Exponent function

To perform the exponent computation on a digital computer we first note that

$$
\begin{equation*}
\log _{2} e^{x}=x \log _{2} e=\frac{x}{\ln 2} \quad \Rightarrow \quad e^{x}=2^{\frac{x}{\ln 2}} \tag{4.13}
\end{equation*}
$$

hence, if $n$ and $z$ are the nearest integer and remainder of $x / \ln 2$ respectively, i.e.

$$
\begin{equation*}
n=\operatorname{nint}(x / \ln 2) \quad z=x / \ln 2-n \tag{4.14}
\end{equation*}
$$

then

$$
e^{x}=2^{x / \ln 2}=2^{n} 2^{z}=2^{n} e^{z \ln 2}=2^{n} e^{x-n \ln 2} \quad-.5 \leq z<.5
$$

which shows that computing the exponent of any number is reduced to computing it for a corresponding value in the interval $[-0.5 \ln 2,0.5 \ln 2]$. Thus the proper scale for computing the exponent function is $s=0.5 \ln 2$. We now discuss three methods for economizing the exponent function.

### 4.5.1. Sum of sinh and cosh approach

Using the scales of the sinh and cosh, the exponent function can be expressed as

$$
\begin{equation*}
e^{s x}=\frac{1}{2}[\sinh (s x)+\cosh (s x)] \tag{4.15}
\end{equation*}
$$

However, lack of symmetry in this approach will result in a large degree polynomial.

### 4.5.2. Hyperbolic tangent

The exponent function is transformed into a symmetric function as follows. Let

$$
e^{x}=\frac{1+z}{1-z} \Rightarrow z=\frac{e^{x}-1}{e^{x}+1}=\frac{e^{x / 2}-e^{-x / 2}}{e^{x / 2}+e^{-x / 2}}=\tanh (x / 2) \Rightarrow e^{x}=\frac{1+\tanh (x / 2)}{1-\tanh (x / 2)} .
$$

Hence

$$
\begin{equation*}
e^{\alpha x}=\frac{1+\tanh (\alpha x / 2)}{1-\tanh (\alpha x / 2)} \tag{4.16}
\end{equation*}
$$

Using $\alpha=\mathrm{s} / 2=\ln 2 / 4$ in Eqs. (4.8) and (4.9) $e^{\alpha x}$ can be computed for any real number.

### 4.5.3. Hyperbolic cotangent approach

The above scale $\alpha=\mathrm{s} / 2=\ln 2 / 4$ can be used to compute $f(\alpha x)=\alpha x \operatorname{coth} \alpha x$, from which we can compute the exponent function as follows: From Eq. (4.16) we get

$$
\begin{equation*}
e^{\alpha x}=\frac{\operatorname{coth}(\alpha x / 2)+1}{\operatorname{coth}(\alpha x / 2)-1}=\frac{(\alpha x / 2) \operatorname{coth}(\alpha x / 2)+\alpha x / 2}{(\alpha x / 2) \operatorname{coth}(\alpha x / 2)-\alpha x / 2} \tag{4.17}
\end{equation*}
$$

The Chebyshev coefficients for the hyperbolic cotangent function are listed in Table 5. Listed also are the power series coefficients of the function for degrees $2,4 \ldots 10$. The maximum error on the exponent function is determined below. Substitute in Eq. (4.17) with $f(x / 2)=(x / 2) \operatorname{coth}(x / 2)$. The variation of the resulting expression yields

$$
\delta e^{x}=-\frac{x \delta f}{2\left(f\left(\frac{x}{2}\right)-\frac{x}{2}\right)^{2}}=-\frac{2 \delta f}{x\left(\operatorname{coth}\left(\frac{x}{2}\right)-1\right)^{2}}
$$

The maximum error occurs at $x / 2=s=\ln 2 / 2$ which gives $\delta e^{s} \approx .25 \delta f$. Thus any error in computing the exponent is of the same order as that of the cotangent function.

### 4.6. Hyperbolic arctangent function

The hyperbolic arctangent, atanh, and the logarithm functions are mutually dependent. We will exploit this dependence to determine the scales for each of them. We derive the Chebyshev expansion of atanh by utilizing its similarity with the arctangent function. By substituting $\alpha=i \beta$ in Eq. (3.24) and employing the identities

$$
\begin{aligned}
& \tan i \alpha=i \tanh \alpha \\
& \tan ^{-1} i \beta=i \tanh ^{-1} \beta
\end{aligned}
$$

we get

$$
\begin{equation*}
\tanh ^{-1}(\tanh \beta) x=2 \sum_{n=0} \frac{\tanh ^{2 n+1}(\beta / 2)}{2 n+1} T_{2 n+1}(x), \quad-1 \leq x \leq 1 \tag{4.18}
\end{equation*}
$$

The scale $\tanh \beta$ is related to the logarithm function and is determined next.

### 4.7. Logarithm function

The logarithm function is represented by the Taylor series expansion

$$
\begin{equation*}
\ln (1+y)=y-\frac{1}{2} y^{2}+\frac{1}{3} y^{3}-\frac{1}{4} y^{4}+\cdots \tag{4.19}
\end{equation*}
$$

Lack of symmetry of Eq. (4.19) will require more expansion terms to achieve a desired accuracy than those for symmetric functions. Thus the logarithm function is transformed into a symmetric function as follows: from Eq. (4.19) we get

$$
\begin{equation*}
\ln (1-y)=-\left(y+\frac{1}{2} y^{2}+\frac{1}{3} y^{3}+\frac{1}{4} y^{4}+\cdots\right. \tag{4.20}
\end{equation*}
$$

Subtracting the above two equations

$$
\begin{equation*}
\ln \frac{1+y}{1-y}=2 \sum_{n=0} \frac{y^{2 n+1}}{2 n+1}=2 \tanh ^{-1} y \tag{4.21}
\end{equation*}
$$

To utilize Eq. (4.18) in the above, we substitute for $y=u \tanh \beta$ in Eq. (4.21) to get

$$
\begin{equation*}
\ln \frac{1+u \tanh \beta}{1-u \tanh \beta}=2 \tanh ^{-1}(u \tanh \beta)=4 \sum_{n=0} \frac{\tanh ^{2 n+1}(\beta / 2)}{2 n+1} T_{2 n+1}(u), \quad-1 \leq u \leq 1 \tag{4.22}
\end{equation*}
$$

Since a real number $w$ in a digital computer is represented by $w=x 2^{n}, n$ is an integer, then its logarithm is

$$
\begin{equation*}
\ln w=n \ln 2+\ln x, \quad 1 \leq x<2 \tag{4.23}
\end{equation*}
$$

which shows that the logarithm needs only be computed for $1 \leq x<2$. Now let

$$
\begin{equation*}
s x=\frac{1+u \tanh \beta}{1-u \tanh \beta} \Rightarrow u \tanh \beta=\frac{s x-1}{s x+1} \tag{4.24}
\end{equation*}
$$

and substituting in Eq. (4.22) yields

$$
\begin{equation*}
\ln x=\ln \frac{1}{s}+2 \tanh ^{-1}(u \tanh \beta), \quad-1 \leq u \leq 1,1 \leq x \leq 2 \tag{4.25}
\end{equation*}
$$

The above requires that we map the interval $[1,2]$ of $x$ to the interval $[-1,1]$ of $u$. Therefore, from Eq. (4.24), for $u=-1$ and $x=1$ we get

$$
-\tanh (\beta)=\frac{s-1}{s+1}
$$

and for $u=1$ and $x=2$ Eq. (4.24) gives

$$
\tanh (\beta)=\frac{2 s-1}{2 s+1}
$$

Solving the above two equations results in,

$$
\tanh (\beta)=\frac{\sqrt{2}-1}{\sqrt{2}+1} \quad s=\frac{1}{\sqrt{2}}
$$

Substituting for $\tanh (\beta)$ and $s$ in Eq. (4.25) gives

$$
\begin{equation*}
\ln x=\ln \sqrt{2}+2 \tanh ^{-1} \frac{x-\sqrt{2}}{x+\sqrt{2}}, \quad 1 \leq x \leq 2 \tag{4.26}
\end{equation*}
$$

Chebyshev coefficients for the hyperbolic arctangent function are listed in Table 6. Listed also are its power series for degrees $1,3 \ldots 13$.

## 5. Conclusions

The Chebyshev polynomials is a powerful tool for economizing transcendental functions that often results in minimal computations and uniform error distribution. Scaling these polynomials according to the given function can extend their usefulness as demonstrated for the trigonometric and hyper trigonometric functions. Nevertheless there are some functions that can not be efficiently economized as the arcsine/arccosine functions. Also there are other functions that can be efficiently economized via the use of other functions as in the exponent and the logarithm functions. The economization data for the sine, cosine, tangent, arc tangent, exponent and logarithm functions are provided in Tables 1-6.

## Appendix

## Chebyshev Recursion Equations

Rearranging the trigonometric identity

$$
\begin{equation*}
2 \cos n \theta \cos \theta=\cos (n \theta+\theta)+\cos (n \theta-\theta)=\cos (n+1) \theta+\cos (n-1) \theta \tag{A.1}
\end{equation*}
$$

yields

$$
\begin{equation*}
\cos (n+1) \theta=2 \cos \theta \cos n \theta-\cos (n-1) \theta \tag{A.2}
\end{equation*}
$$

Substituting from Eq. (2.3) in Eq. (A.2)

$$
\begin{equation*}
T_{n+1}(\theta)=2 \cos \theta T_{n}(\theta)-T_{n-1}(\theta) \tag{A.3}
\end{equation*}
$$

Using the transformation

$$
\begin{equation*}
x=\cos \theta \tag{A.4}
\end{equation*}
$$

in Eq. (A.3) yields

$$
\begin{equation*}
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x) \tag{A.5}
\end{equation*}
$$

A power series as function of the Chebyshev polynomials is shown below. Let

$$
\begin{equation*}
u=e^{i \theta}, \quad v=e^{-i \theta} \tag{A.6}
\end{equation*}
$$

The binomial theorem states

$$
\begin{gathered}
(u+v)^{n}=u^{n}+\binom{n}{1} u^{n-1} v+\ldots+\binom{n}{n-1} u v^{n-1}+v^{n} \Rightarrow \\
(u+v)^{n}=\left(u^{n}+v^{n}\right)+\binom{n}{1}\left(u^{n-1} v+u v^{n-1}\right)+\binom{n}{2}\left(u^{n-2} v^{2}+u^{2} v^{n-2}\right)+\cdots
\end{gathered}
$$

Substituting from Eq. (A.6) in the above gives

$$
\begin{equation*}
2^{n} \cos ^{n} \theta=2 \cos n \theta+2\binom{n}{1} \cos (n-2) \theta+2\binom{n}{2} \cos (n-4) \theta+\cdots \tag{A.7}
\end{equation*}
$$

Substituting from Eq. (A.4) and Eq. (2.3) in the above gives

$$
\begin{equation*}
2^{n} x^{n}=2 T_{n}(x)+2\binom{n}{1} T_{n-2}(x)+2\binom{n}{2} T_{n-4}(x)+\cdots \tag{A.8}
\end{equation*}
$$

The last term in the RHS of Eq. (A.8) depends on whether $n$ is odd or even, hence

$$
\begin{aligned}
& 2^{n} x^{n}=2 T_{n}(x)+2\binom{n}{1} T_{n-2}(x)+\ldots+\binom{n}{\frac{n}{2}} T_{0}(x), \quad n \text { is even } \\
& 2^{n} x^{n}=2 T_{n}(x)+2\binom{n}{1} T_{n-2}(x)+\ldots+2\binom{n}{\frac{n-1}{2}} T_{1}(x), \quad n \text { is odd }
\end{aligned}
$$

Equivalently the above two equations can be represented by the equations

$$
\begin{align*}
x^{2 n} & =\frac{1}{2^{2 n-1}} \sum_{k=0}^{n}\binom{2 n}{n-k} T_{2 k} H(k), \quad n=0,1,2, \ldots  \tag{A.9}\\
x^{2 n+1} & =\frac{1}{2^{2 n}} \sum_{k=0}^{n}\binom{2 n+1}{k} T_{2 n-2 k+1}(x), \quad n=0,1,2, \cdots \tag{A.10}
\end{align*}
$$

where

$$
\begin{align*}
H(k) & =1, \quad k=1,2, \cdots \\
& =.5, \quad k=0  \tag{A.11}\\
& =0 \quad \text { otherwise }
\end{align*}
$$
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# QUALITY OF SOFTWARE PROJECTS - A CASE STUDY 

Alper KIRAL and Tülin ERÇELEBİ AYYILDIZ


#### Abstract

In software projects, many points that are overlooked such as time constraints and human factors are causing great problems in the future. By measuring the quality of software projects, problems that may arise in important parameters such as maintenance-repair, functionality and reliability can be eliminated. In this study, metrics that can be used for measuring maintainability quality attribute within the scope of ISO 9126 Quality Standard are examined. In order to perform the study, 40 open source object-oriented software was selected and code complexity analysis was performed. Values of metric sets such as Chidamber and Kemerer (CK), Lorenz and Kidd (LK) and McCabe's complex Suite were determined by the Understand Code Analysis tool. It was determined whether the obtained values exceeded the threshold values indicated in the literature. Frequencies of metrics passing threshold values were determined for 40 open source object-oriented software projects, and the consistency among the metrics was evaluated using WEKA Machine Learning Software and EXCEL Data Analysis Tool. When the results were evaluated, it was observed that in addition to CK metrics such as WMC, CBO, and RFC, which measure the maintainability quality attribute, NOC (CK), NIM (LK), and the ratio of comment/code metrics have been observed to yield significant measurement results


## 1. Introduction

As the technology sector becomes a big part of daily life, the software used is constantly expanding as code and manpower. The growth in the software project leads to a significant increase in maintenance costs, project costs and software development time. If these and similar factors cannot be correctly predicted and carried out from the beginning, it is inevitable that problems that cannot be corrected afterwards are encountered. Economic loss of software projects that are rejected by customers, unavailable to use efficiently, canceled due to increased costs, require

[^0]high maintenance and repair costs may be far higher than those predicted. As an example,
according to 2002 data, the annual loss of failed software projects to the American economy is around $\$ 59$ billion [1]. In addition, according to Tricentis 2017 research, the loss of failing software in the global economy is around \$ 1.7 trillion [2]. By measuring the software quality; early decision can be made for factors that need to be calculated and implemented at early stages such as the ratio of customer needs met by software, the clarity of the software for the developers, the structural quality of the software and the cost and price balance of the software.

Since it is not possible to perform individual code analysis in large projects, there are tools and add-ons that can perform these analyzes in a short time. In this study, 40 open source object-oriented software projects written in Java programming language belonging to Space and Aviation domain were examined with static code analysis tool called Understand. In the scope of ISO 9126 quality standard, the object-oriented metric values which are recommended in the literature are calculated for maintainability quality characteristic and the metric probabilities which are possible to be used in addition to the literature are investigated with the help of WEKA machine learning software.

This study is based on our previous study which investigates the maintainability perspective of software quality metrics [3].

The rest of paper is organized as follows: Section II presents an overview of the related work. In Section III, the metric values analysis and metric threshold exceeding frequencies of 40 open source object-oriented software projects are evaluated. Section IV discusses additional metrics that can be used under the Maintainability quality characteristic. Section $V$ concludes with research results..

## 2. Related works

## A. ISO 9126 QUALITY STANDARD

For software quality measurement, various metric clusters are presented by people working in this field. With the help of these metrics, quality requirements are measured. Quality requirements for the ISO 9126 quality standard are shown in Table I [4].

TABLE I. ISO 9126 QUALITY Standaret and Characteristics[4]

| Characteristics | Sub-characteristics |
| :--- | :--- |
| Functionality | Suitability, accuracy, interoperability, security |
| Reliability | Maturity, fault tolerance, recoverability |
| Usability | Understandability, operability, attractiveness etc. |
| Efficiency | Time behavior, resource utilization |
| Maintainability | Analyzability, changeability, stability, testability |
| Portability | Adaptability, installaebility, replaceability e.g. |

## B. SUGGESTED METRICS FOR MAINTAINABILITY QUALITY CHARACTERISTICS MEASUREMENT

One of the metric sets proposed in the literature due to the sub-characteristics of the maintainability attribute includes all Chidamber and Kemerer metrics and additionally the TCC, LCC metrics. [5]. Characteristics, sub-characteristics and metrics are shown in Fig. 1.


Fig. 1. Maintainability Characteristic and object-oriented metrics

Another suggestion includes WMC, CBO metrics from the CK metric set for the maintainability characteristics measurement, and Table II shows the CK metrics that are suitable for the design phase quality attributes [6].

TABLE II. Relationship between Design Phase Quality Attributes and CK Metrics

| Quality Attribute | CK Metrics |
| :--- | :--- |
| Maintainability | WMC, CBO |
| Reusability | WMC, CBO, DIT, NOC |
| Testability | RFC, CBO, NOC |
| Understandability | RFC, CBO, DIT |
| Development Effort | WMC, LCOM |

In this study, by considering WMC, CBO metrics and the importance of machine learning and other metrics, ISO 9126 Standard Maintainability Characteristics will be investigated in the light of Table II and Fig 1. As a result, it is expected that metrics such as DIT, NOC, RFC for reusability and testability attributes will be some of the recommended metrics for measuring the maintainability attribute.

## 3. Project measurements and threshold evaluation

Within the scope of the study, 40 open source object-oriented software project written in Java was downloaded from GitHUB and NASA Open Source Software Library. Medium scale projects were chosen for the study, the related projects and total KLOCs are shown in Table III.

TABLE III. Projects and Line of Codes

| $\#$ | KLOC | $\#$ | KLOC | $\#$ | KLOC | $\#$ | KLOC | $\#$ | KLOC |
| :---: | :--- | :--- | :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 1 | 13 K | 9 | 52 K | 17 | 11 K | 25 | 114 K | 33 | 25 K |
| 2 | 21 K | 10 | 29 K | 18 | 44 K | 26 | 199 K | 34 | 78 K |
| 3 | 11 K | 11 | 17 K | 19 | 10 K | 27 | 124 K | 35 | 166 K |
| 4 | 36 K | 12 | 49 K | 20 | 75 K | 28 | 50 K | 36 | 20 K |
| 5 | 22 K | 13 | 49 K | 21 | 15 K | 29 | 119 K | 37 | 27 K |
| 6 | 54 K | 14 | 19 K | 22 | 15 K | 30 | 68 K | 38 | 42 K |
| 7 | 12 K | 15 | 14 K | 23 | 42 K | 31 | 115 K | 39 | 10 K |
| 8 | 16 K | 16 | 18 K | 24 | 63 K | 32 | 134 K | 40 | 32 K |

## A. DETERMINING THRESHOLD VALUES

Various threshold values were calculated for metrics and used in software quality measurement. Some recommended threshold values for CK metrics are shown in Table IV.

TABLE IV. Thresholds for CK Metric Suite

|  | CK Metrics |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Related <br> Works | LCOM | DIT | CBO | NOC | RFC | WMC |  |
| $[7]$ | 3 | 6 | 9 | 3 | 6 | 30 |  |
| $[8]$ | 1 | 6 | 8 | 6 | 35 | 15 |  |
| $[9]$ | Low | 4 | 8 | 6 | 35 | 11 |  |
| $[10]$ | 20 | 2 | 14 | 2 | 44 | 20 |  |
| $[11]$ | Low | 4 | 94 | 5 | 10 | 108 |  |
| $[12]$ | Low <br> $(\% 85.6)$ | 6 | 10 | 14 | 62 | 25 |  |

Since Reference [12] derives CK metric thresholds over projects in the same domain, this study was continued by using these metric thresholds.

From the McCabe's Complexity Suite metric set, the Cyclomatic Complexity (CC) metric threshold is set to 10 , and the Essential Complexity (EC) metric threshold is set to 4 [13-16]. Also recommended Ratio Code/Comment (Ratio C/C) metric threshold value is set to 0.16 [16].

NIV and NIM metrics, which are class metrics from the Lorenz and Kidd metric set, have been selected [14]. A value of 0.8 for the NIM metric threshold and 9 for the NIV metric threshold is suggested [15].

## B. CLASS FREQUENCIES EXCEEDING THE THRESHOLD VALUES IN PROJECTS

For the threshold values specified in the previous section, the ratio of the class numbers exceeding the threshold values to the total class numbers in the projects is shown in Table V. Reference [12] showed that $10 \%$ of the frequencies did not exceed much for this study domain. Therefore, projects with CBO and WMC frequency less
than $10 \%$ for WEKA machine learning operations are classified as 0 (successful) and those above as 1 (unsuccessful).

TABLE V. FREQUENCIES FOR CLASSES EXCEED THRESHOLD VALUES

| $\underset{\#}{\text { Project }}$ | CBO | NOC | RFC | DIT | LCOM | WMC | CC | EC | $\begin{aligned} & \text { Ratio } \\ & \text { C/C } \end{aligned}$ | NIM | NIV | Classification |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.05 | 0.00 | 0.00 | 0.00 | 0.06 | 0.05 | 0.04 | 0.01 | 0.86 | 0.15 | 0.21 | 1 |
| 2 | 0.02 | 0.00 | 0.00 | 0.00 | 0.06 | 0.08 | 0.02 | 0.02 | 0.32 | 0.14 | 0.13 | 1 |
| 3 | 0.08 | 0.04 | 0.32 | 0.00 | 0.14 | 0.13 | 0.02 | 0.02 | 0.83 | 0.01 | 0.11 | 0 |
| 4 | 0.06 | 0.00 | 0.04 | 0.00 | 0.13 | 0.15 | 0.01 | 0.02 | 0.81 | 0.13 | 0.14 | 0 |
| 5 | 0.03 | 0.00 | 0.05 | 0.00 | 0.13 | 0.08 | 0.02 | 0.02 | 0.59 | 0.05 | 0.10 | 1 |
| 6 | 0.04 | 0.00 | 0.02 | 0.00 | 0.06 | 0.06 | 0.00 | 0.02 | 0.76 | 0.16 | 0.05 | 1 |
| 7 | 0.02 | 0.00 | 0.00 | 0.00 | 0.02 | 0.03 | 0.02 | 0.02 | 0.66 | 0.31 | 0.06 | 1 |
| 8 | 0.05 | 0.00 | 0.00 | 0.00 | 0.11 | 0.05 | 0.01 | 0.03 | 0.84 | 0.19 | 0.13 | 1 |
| 9 | 0.12 | 0.00 | 0.01 | 0.00 | 0.06 | 0.08 | 0.00 | 0.02 | 0.81 | 0.13 | 0.05 | 0 |
| 10 | 0.03 | 0.00 | 0.00 | 0.00 | 0.07 | 0.08 | 0.01 | 0.01 | 0.21 | 0.13 | 0.07 | 1 |
| 11 | 0.02 | 0.00 | 0.00 | 0.00 | 0.07 | 0.02 | 0.03 | 0.02 | 0.88 | 0.24 | 0.12 | 1 |
| 12 | 0.09 | 0.00 | 0.00 | 0.00 | 0.04 | 0.07 | 0.04 | 0.07 | 0.54 | 0.14 | 0.10 | 1 |
| 13 | 0.02 | 0.00 | 0.01 | 0.00 | 0.09 | 0.06 | 0.01 | 0.03 | 0.69 | 0.04 | 0.10 | 1 |
| 14 | 0.01 | 0.00 | 0.01 | 0.00 | 0.08 | 0.10 | 0.02 | 0.02 | 0.71 | 0.08 | 0.12 | 0 |
| 15 | 0.01 | 0.00 | 0.00 | 0.00 | 0.08 | 0.05 | 0.02 | 0.03 | 0.88 | 0.30 | 0.05 | 1 |
| 16 | 0.05 | 0.00 | 0.00 | 0.00 | 0.07 | 0.05 | 0.01 | 0.02 | 0.94 | 0.14 | 0.07 | 1 |
| 17 | 0.01 | 0.00 | 0.00 | 0.00 | 0.09 | 0.07 | 0.04 | 0.04 | 0.77 | 0.23 | 0.20 | 1 |
| 18 | 0.06 | 0.01 | 0.00 | 0.00 | 0.05 | 0.05 | 0.01 | 0.02 | 0.84 | 0.13 | 0.05 | 1 |
| 19 | 0.03 | 0.00 | 0.00 | 0.00 | 0.09 | 0.06 | 0.02 | 0.03 | 0.87 | 0.20 | 0.09 | 1 |
| 20 | 0.12 | 0.01 | 0.01 | 0.00 | 0.11 | 0.07 | 0.04 | 0.04 | 0.09 | 0.04 | 0.15 | 0 |
| 21 | 0.01 | 0.00 | 0.00 | 0.00 | 0.12 | 0.08 | 0.01 | 0.01 | 0.45 | 0.38 | 0.10 | 1 |
| 22 | 0.10 | 0.00 | 0.15 | 0.00 | 0.07 | 0.10 | 0.05 | 0.01 | 0.37 | 0.05 | 0.18 | 0 |
| 23 | 0.08 | 0.01 | 0.01 | 0.00 | 0.07 | 0.08 | 0.03 | 0.05 | 0.48 | 0.06 | 0.18 | 1 |
| 24 | 0.04 | 0.00 | 0.01 | 0.00 | 0.08 | 0.10 | 0.04 | 0.06 | 0.31 | 0.12 | 0.15 | 1 |
| 25 | 0.12 | 0.00 | 0.01 | 0.00 | 0.04 | 0.04 | 0.00 | 0.02 | 0.71 | 0.10 | 0.04 | 0 |
| 26 | 0.09 | 0.01 | 0.25 | 0.00 | 0.06 | 0.07 | 0.01 | 0.04 | 0.79 | 0.08 | 0.05 | 1 |
| 27 | 0.11 | 0.01 | 0.24 | 0.01 | 0.09 | 0.07 | 0.02 | 0.05 | 0.79 | 0.21 | 0.04 | 0 |
| 28 | 0.08 | 0.00 | 0.03 | 0.00 | 0.12 | 0.06 | 0.01 | 0.02 | 0.62 | 0.07 | 0.07 | 1 |
| 29 | 0.10 | 0.00 | 0.03 | 0.00 | 0.14 | 0.11 | 0.06 | 0.06 | 0.55 | 0.12 | 0.12 | 0 |
| 30 | 0.03 | 0.00 | 0.01 | 0.00 | 0.10 | 0.09 | 0.05 | 0.05 | 0.70 | 0.18 | 0.23 | 1 |
| 31 | 0.03 | 0.01 | 0.00 | 0.00 | 0.08 | 0.05 | 0.03 | 0.03 | 0.78 | 0.14 | 0.08 | 1 |
| 32 | 0.02 | 0.00 | 0.01 | 0.00 | 0.11 | 0.08 | 0.02 | 0.02 | 0.76 | 0.16 | 0.15 | 1 |
| 33 | 0.03 | 0.00 | 0.01 | 0.00 | 0.07 | 0.07 | 0.01 | 0.02 | 0.88 | 0.10 | 0.10 | 1 |
| 34 | 0.02 | 0.00 | 0.00 | 0.00 | 0.08 | 0.06 | 0.03 | 0.01 | 0.94 | 0.11 | 0.14 | 1 |
| 35 | 0.20 | 0.01 | 0.01 | 0.00 | 0.10 | 0.06 | 0.01 | 0.01 | 0.33 | 0.07 | 0.12 | 0 |
| 36 | 0.15 | 0.00 | 0.01 | 0.00 | 0.07 | 0.06 | 0.01 | 0.01 | 0.41 | 0.04 | 0.08 | 0 |
| 37 | 0.02 | 0.00 | 0.02 | 0.00 | 0.09 | 0.10 | 0.02 | 0.02 | 0.59 | 0.16 | 0.18 | 0 |
| 38 | 0.00 | 0.00 | 0.00 | 0.00 | 0.23 | 0.02 | 0.00 | 0.00 | 0.96 | 0.02 | 0.01 | 1 |
| 39 | 0.07 | 0.01 | 0.09 | 0.00 | 0.14 | 0.11 | 0.03 | 0.06 | 0.30 | 0.10 | 0.22 | 0 |
| 40 | 0.01 | 0.00 | 0.00 | 0.00 | 0.02 | 0.01 | 0.00 | 0.01 | 0.10 | 0.02 | 0.26 | 1 |

The ANOVA table of multi regression test which belongs to Table V is shown in Table VI. Classifications were used as criterion variables and metric frequency values were used as predictors for the regression test. Sig. F value shows that classification with WMC and CBO metrics is significant for this research.

TABLE VI. ANOVA TABLE

| ANOVA |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
|  | df | SS | MS | F | Sig. F |
| Regression | 11 | 5.81 | 0.53 | 4.98 | 0.00029 |
| Residual | 28 | 2.97 | 0.11 |  |  |
| Total | 39 | 8.78 |  |  |  |

## 4. Estimating new maintainability metrics

40 open source object-oriented software projects are classified according to the amount in which they exceed WMC and CBO metrics as in Table V. These classifiers are included in WEKA machine learning software.

## A. ATtRibute Selection phase

By using classified projects, the correlation and significance between the metrics were investigated by correlation attribute selection evaluation option in WEKA.

TABLE VII. Selected Metrics by WEKA Correlation Ranking Result

| Attribute Evaluator (supervised, Class (nominal): 12 maintainability): |  |
| :--- | :--- |
| Correlation Ranking Filter |  |$|$| Ranked attributes: |  |
| :--- | :--- |
| Score: | Metric: |
| 0.637 | CBO |
| 0.503 | WMC |
| 0.37 | RFC |
| 0.306 | NOC |
| 0.303 | NIM |
| 0.237 | Ratio C/C |
| Selected attributes | $1,6,3,2,10,9: 6$ |

6 metrics are chosen to be used in the next phase by ranker selection method as a result of machine learning process. Table VII shows these results. It is already
foreseen that the first two orders should be CBO and WMC. Remaining four recommendations will be examined in following sections.

## B. TRAINING AND TESTING PHASE

In the WEKA Classification section, data belonging to the previous WMC and CBO based classification were used as training data and machine learning was performed. By using CBO and WMC metrics a Naïve Bayes classification was made in WEKA and the results are shown in Table VIII. Projects are correctly classified by $80 \%$ accuracy.

TABLE VIII. WEKA Naive Bayes Classification Results for WMC and CBO Metrics

| Correctly Classified Instances |  |  | 32 |  | 80\% |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Incorrectly Classified Instances |  |  | 8 |  | 20\% |  |  |  |
| Kappa Statistics |  |  | 0.5616 |  |  |  |  |  |
| Mean Absolute Error |  |  | 0.2053 |  |  |  |  |  |
| Root Mean Squared Error |  |  | 0.3967 |  |  |  |  |  |
| Relative Absolute Error |  |  | 46.1509\% |  |  |  |  |  |
| Root Relative Squared Error |  |  | 84.1191\% |  |  |  |  |  |
| Total Number of Instances |  |  | 40 |  |  |  |  |  |
| Detailed Accuracy By Class |  |  |  |  |  |  |  |  |
| TP Rate | FP Rate | Precision | Recall | F-Measure | MCC | $\begin{gathered} \text { ROC } \\ \text { Area } \end{gathered}$ | PRC Area | Class |
| 0.769 | 0.185 | 0.667 | 0.769 | 0.714 | 0.565 | 0.865 | 0.709 | 0 |
| 0.815 | 0.231 | 0.880 | 0.815 | 0.846 | 0.565 | 0.863 | 0.935 | 1 |
| 0.800 | 0.216 | 0.811 | 0.800 | 0.803 | 0.565 | 0.864 | 0.862 | Weighted Average |
| Confusion Matrix |  |  |  |  |  |  |  |  |
| a | b | $\leftarrow$ Classified As |  |  |  |  |  |  |
| 10 | 3 | $\mathrm{a}=0$ |  |  |  |  |  |  |
| 5 | 22 | $b=1$ |  |  |  |  |  |  |

Afterwards, RFC, NOC, NIM, Ratio C / C metrics were added to CBO and WMC and a new classification was made by Naïve Bayes method too. Results for this classification are shown in Table IX. Projects are correctly classified by $90 \%$ accuracy by WEKA. In terms of maintainability, two projects that were previously
marked as successful were considered unsuccessful and two projects that were previously unsuccessful were classified as successful.

TABLE IX. WEKA Naive Bayes Classification Results for WMC, CBO, RFC, NOC, NIM and Ratio C/C Metrics


## 5. Conclusions

The key contribution of this study is the investigation of the software metrics that are required to measure maintainability characteristic. After researching scientific literature for the recommended metrics to measure the maintainability characteristic, 40 object-oriented open source projects examined with the aid of machine learning tools.

It is seen that WEKA machine learning software has the correct classification with $90 \%$ accuracy with new six metrics which is better than the classification with WMC and CBO metrics that have $80 \%$ accuracy. Having two projects that are successful and misclassified is considered an acceptable result as false positives. Having small number of true negatives does not hinder our judgement about the project. If general
accuracy is high, common procedure of reviewing the negatives would only result in diminishing risks rather than the waste of time.

On the other hand, false positives might affect the projects at hand by misguiding the review process thus, increasing risk. This misclassification should remain minimal with increasing number of projects.

As a result, with $90 \%$ accuracy score of classification, it is observed that the usage of CBO, WMC, RFC, NOC, NIM and Ratio C/C metrics in the measurement of maintainability characteristic of ISO 9126 Quality Standard gives consistent results. As a future work, we are planning to increase the number of projects and a more comprehensive machine learning study can be carried out and it can be discussed whether or not to add or remove existing metrics.
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# ESTIMATING CO2 EMISSIONS BY USING ENERGY INTENSITY DATA OF OECD COUNTRIES 

Recep ERYIĞíT and Semra GÜNDÜÇ


#### Abstract

It is discussed that economic development has an essential effect on the country's CO2 emission which plays an important role in global warming. In this research well-known machine learning algorithm Extreme Learning Machine, ELM, is used to investigate the relationship between CO2 emission and energy intensity for countries in OECD. The results indicate a strong correlation and the method perform well for estimation.


## 1. Introduction

The rising amount of Greenhouse gases in the atmosphere contribute one of the most critical problems that we have today, global warming. Even though there are many sources of greenhouse gases, $\mathrm{CO}_{2}$ is heading with a contribution of more than $60 \%$ in total [1]. For this reason, to concern global warming it is essential to reduce $\mathrm{CO}_{2}$ emission. Since pre-industrial revolution period, it is clear that $\mathrm{CO}_{2}$ emission has increased intensively [2], and correspondingly result in an increase in the global temperature approximately 1.3 degrees [3].

The population of the world is also increasing. As a result, energy demand (mainly produced from fossil sources), pollution, usage of natural sources and deforestation (essential for the absorption of $\mathrm{CO}_{2}$ ), is increasing. It is clearly discussed in [4] that human activities have many effects on the environment.

Also, the development in the economy for many countries is rising. Besides, Gross Domestic Product, (GDP), mostly used as a metric to measure this development, is increasing. For this reason the studies which aim the relation of many factors, mostly economic, with $\mathrm{CO}_{2}$ emission has become popular in the last decades. In [6] it is supposed that economic output is the main driving factor for $\mathrm{CO}_{2}$ emission. The

[^1]work [7] says that about half of the increase in $\mathrm{CO}_{2}$ emission is due to economic growth.

The total amount of $\mathrm{CO}_{2}$ emission of the countries in Organisation for Economic Co-operation and Development (OECD) in years from 1990 to 2015 is introduced in Figure 1a. The data is taken from the World Data Bank [8]. The effect of strategies which are taken by policymakers to decrease the CO 2 emission is seen in the figure since 2005.


Figure 1. (a)Total CO2 emission values (b) Total Energy Intensity values, of OECD Countries in the years between 1990 and 2015.

Both increasing energy usage/demand and economic development are considered as main factors affecting the CO 2 emission in the literature. Besides, in many countries, there is an enormous effort to decrease the damage to the natural environment. For this reason, to use energy as efficiently as possible a new metric can be considered to measure the amount of unit energy per unit of GDP which defined as energy intensity. High energy intensity value means the high cost for converting this energy to GDP. Countries in (OECD) have been decreased energy intensity considerably in the years between 1990 and 2015 which is an indication of a great effort to reduce the $\mathrm{CO}_{2}$ emission. Figure 1 b shows the total energy intensity of OECD countries as a function of years.

All in all such efforts are needed. The cause of emission mostly depend on national sources of countries and therefore shows a great variety in different geographical regions. Also, some costly and long-term investment is required. For this reason,

OECD, EU, even governments are supposed to construct radical policies related to the reduction of $\mathrm{CO}_{2}$ emission.

For many reasons, such as advising to policymakers, for future planning, etc., in the literature, there is an increasing amount of work which aims to find the effects and also the relation between some parameters and $\mathrm{CO}_{2}$ emissions, which are mainly nonlinear. However, the lack of driving mechanisms of such a process forces to use soft programming techniques to reach a significant result. Also increasing power and advances in technology allow to generate and collect data at an incredible rate. This situation results in having an extensive data set in size and dimension. This truth has an important effect to build new and more efficient computational methods than ever.

To that end in this work to investigate the $\mathrm{CO}_{2}$ emission by considering the energy intensity of OECD countries, machine learning algorithm ELM is used. In the next section, the details of the method and the results obtained by using this method are introduced.

## 2. Model

In this paper, it is aimed to find out the relationship between energy intensity and the amount of $\mathrm{CO}_{2}$ emission. In the literature conventional neural network algorithm is frequently used in many research for estimation and building a correlation between parameters of the systems [9]. Because of updating all parameters at every iteration in the neural network algorithm, the time used for calculation is very high. Also in many cases, there is no analytical approach to the driving mechanism of the process. For this reason, soft computing techniques introduce a unique way to get the solution. Therefore to find out the relation between the energy intensity and the amount of CO 2 emission, Extreme Learning Machine (ELM) [8] algorithm, based on Single-Layer Neural Networks, is used in this work.


Figure 2. A schematics representation of ELM.

ELM algorithm was first introduced in [8] for training Single-Layer Feed forward Neural Networks (SLFN) and since used in many researches [10,11] because of its success and fast learning speed. A schematic representation is given in Figure 2.

For N arbitrary distinct samples $\left(x_{\mathrm{i}}, y_{\mathrm{i}}\right)$ the output of an SLFN which have M hidden neurons can be mathematically modelled as,

$$
f_{M}(x)=\sum_{i=1}^{M} \beta_{i} g_{i}\left(x_{j}\right)=\sum_{i=1}^{M} \beta_{i} g\left(w_{i} \cdot x_{j}+b_{i}\right)=O_{j}, \quad j=1, \ldots, N
$$

Here $\mathrm{b}_{\mathrm{i}}$ is the threshold of the ith hidden nodes, $w_{i}=\left[w_{i 1}, w_{i 2}, \ldots, w_{i n}\right]^{T}$ is the weight vector between ith hidden node and input nodes, $\beta_{i}=\left[\beta_{i 1}, \beta_{i 2}, \ldots, \beta_{i n}\right]^{T}$ is the weight vector between output and hidden nodes.

In its original article [8], these equations are written in an compact form as

$$
\boldsymbol{H} \beta=\boldsymbol{T}
$$

where

$$
\boldsymbol{H}=\left[\begin{array}{ccc}
g\left(w_{1} \boldsymbol{x}_{\mathbf{1}}+b_{1}\right) & \cdots & g\left(w_{M} \boldsymbol{x}_{\mathbf{1}}+b_{M}\right) \\
\vdots & \cdots & \vdots \\
g\left(w_{1} \boldsymbol{x}_{\boldsymbol{N}}+b_{1}\right) & \cdots & g\left(w_{M} \boldsymbol{x}_{\boldsymbol{N}}+b_{M}\right)
\end{array}\right]_{N * M}
$$

$\beta=\left[\begin{array}{c}\beta_{1}^{T} \\ \vdots \\ \beta_{M}^{T}\end{array}\right]_{M * m} \quad$ and $\quad T=\left[\begin{array}{c}t_{1}^{T} \\ \vdots \\ t_{M}^{T}\end{array}\right]_{N * m}$

$$
\beta=\mathbf{H}^{\dagger} \boldsymbol{T}
$$

H is called the hidden layer output matrix of the neural network.

In the calculations to understand how well future samples are likely to be predicted by the model, the coefficient of determination is used which provides a measure. Having $n$ different samples, for the ith sample, if the true value of the variable is $y_{\mathrm{i}}$ and its predicted value is, the coefficient of determination is defined as,

$$
R^{2}(y, \hat{y})=1-\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}}{\sum_{i=1}^{n}\left(y_{i}-\bar{y}_{i}\right)^{2}}
$$

here $\bar{y}$ is

$$
\bar{y}=\frac{1}{n} \sum_{i=1}^{n} y_{i}
$$

The value of the coefficient of determination between 0 and 1 means that the independent variable can be predicted, 0 means cannot be predicted and 1 means can be predicted without error from the dependent variable.
For each estimation, we also calculated the mean absolute error, MAE, over n sample, is defined in Equation below, which is a measure of the average of the absolute errors

$$
\operatorname{MAE}(y, \widehat{y})=\frac{1}{n} \sum_{i=1}^{n}\left|y_{i}-\hat{y}_{i}\right|
$$

The results are introduced in the next section.

## 3. Results and discussion

In this work, ELM algorithm is used to estimate the amount of CO 2 emission from energy intensity values for OECD countries. The energy intensity value is used as an input parameter and amount of CO 2 emission is estimated as output. The results including the coefficient of determinations and MAE are introduced in Table 1.

Table 1. Coefficient of determination and Mean Absolute Error for ELM.

| Method | $\mathrm{R}^{2}$ Test | $\mathrm{R}^{2}$ Train | Mean Absolute <br> Error |
| :--- | :--- | :--- | :--- |
| ELM | 0.8891 | 0.9847 | 8947 |

As it is seen, the value of coefficient of determination indicates that energy intensity, input value, is a suitable variable to estimate the $\mathrm{CO}_{2}$ emission, output value, and ELM algorithm perform well for this estimation. Fig. 3 shows the graphical representation of prediction of CO 2 emission by considering the energy intensity under ELM algorithm. In the graphic, the left figure shows the prediction and the right one shows the residuals. The residuals, difference between the observed value and the estimated value, are also considered in this work to have a sense of how accurate our model is by relating the amount of CO 2 emission with energy intensity. The countries in OECD have two main behaviors about CO2 emission which is seen clearly in Figure 3a that some have low-level emission, some have high but no middle. For this reason, residual plot is affected this having lack of some data region but still give good results.


Figure 3. (a) Estimation of $\mathrm{CO}_{2}$ emission by using ELM and (b) Residuals of estimation.
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# FOCUSING, IMAGING AND FOURIER TRANSFORMING WITH A LARGE NUMERICAL APERTURE, DIELECTRIC FLAT PHOTONIC CRYSTAL LENS IN METAMATERIAL REGIME 

EVRIM COLAK, ATILLA OZGUR CAKMAK


#### Abstract

Traditional Gradient Index Photonic Crystals (GRIN PCs) are designed under the assumption of the paraxial wave approximation and the slowly changing refractive index. In contrast, in this study, an untraditional Gradient Index Photonic Crystal (GRIN PC) is employed within the long wavelength regime to exhibit focusing, imaging and Fourier Transforming. A very large numerical aperture is aimed by breaking both the paraxial wave approximation and the slowly changing refractive index assumption. This untraditional GRIN PC is shown to exhibit very similar lensing characteristics as its analytically solvable traditional counterparts demonstrate. The results suggest that Fourier Transforming together with Fractional Fourier Transforms can be obtained from the present design. The performance of the GRIN PC lens is very much dependent on the excitation source as it is expected from GRIN optics and adiffractional propagating beams over large distances can be obtained.


## 1. INTRODUCTION

Metamaterials (MTM) have emerged with the promise of building superlenses as early as in 2000s. Such lenses would exceptionally recapture the high spatial frequencies to reconstruct the subwavelength features [1]. There have been several demonstrations of subwavelength focusing [2-4] and cloaking [5,6] where simultaneous negative dielectric permittivity $\left(\varepsilon_{r}\right)$ and magnetic permeability $\left(\mu_{r}\right)$ could be observed. The difficulty of obtaining simultaneous negative electromagnetic constitutive parameters with moderate optical losses compelled the researchers to shift to hyperbolic MTMs which are also volumetric, chiral structures and plasmonic counterparts [7-11]. Anisotropic nature of the MTM mimicked the negative refraction for hyperbolic MTMs whereas the bianisotropy helped to relieve the strict requirement (simultaneous negative $\varepsilon_{r}$ and $\mu_{r}$ ) on the negative refraction for resonating chiral structures. Plasmonic lenses were found to be the solution to

[^2]reach below 100 nm resolution in lithographic methods to be utilized as an active element of the exposure systems [12]. In the following years, metasurfaces specifically metalenses were commonly employed to end up with superior imaging performances that could battle chromatic aberrations, as well [13,14]. Hence, volumetric MTM structures seemingly left their place to wavefront modification based lower dimensional devices.

On the other hand, while still being volumetric, dielectric based Graded Index Photonic Crystals (GRIN PCs) have been proposed in order to build lenses that would be immune to non-idealities stemming from parasitic losses and resonator configurations [15,16]. Since then the GRIN PCs have been efficiently shown to guide the light carefully to serve as waveguide input couplers [17], to slow down the light [18] and to achieve self-collimation, super-bending and mirage effects [19-22]. The main ideas have been borrowed from the already well-established GRIN optics as the lattice configurations have been carefully adjusted to mimic GRIN media [23].

In this study, a PC with a quadratic index profile will be analyzed in depth to illustrate the focusing properties of a full dielectric configuration for a most general case, i.e., outside the constraints of a paraxial approximation and the assumption of a slowly changing index profile. The proposed GRIN PC's imaging performance will be studied while staying inside the metamaterial regime. Metamaterial regime is attributed to be the operating wavelength range where the lattice spacings of the designed PC is much smaller than the incident light's wavelength. The present work will start with the analytical investigation of a perfect lens. The underlying evanescent wave amplification mechanism will be studied with the help of Transfer Matrix Method (TMM). The historical difficulties arising from the creation of such a perfect lens will be presented to the reader and the GRIN PC configuration, which is based on the homogenization methods will be examined. To the best of our knowledge, a prior analysis of the homogenization procedure for PC based GRIN lenses for the most general case without the paraxial wave approximation or the gradual refractive index change have not been carried out before even though several self-focusing (SELFOC) GRIN medium have been thoroughly examined. The present paper serves as a bridge between the GRIN optics and GRIN PCs while adapting the Maxwell-Garnett theory to study the focusing and imaging phenomenon in depth. The paper will attempt to explain ray optics, imaging, Fourier optics, bandwidth management and source dependency of the current GRIN PC by forming links with the well-established GRIN optics.

## 2. METAMATERIAL BASED DESIGNS

Subwavelength focusing has been accepted as a pioneering accomplishment for possible future applications, especially in the near-field science. The appearance of the negative-index materials (NIM) has escalated the endeavors towards the construction of improved lenses. MTMs and PCs have been the fundamental building blocks of such lensing activities. The main physic entails the negative refraction and evanescent wave amplification.

An evanescent field ( $E_{1,2,3}$ ) propagating along z can be written in three sections (see Fig. 1) separately with the given field coefficients ( $A, B, C, D$ and $F$ ) based on the standard TMM analysis. $E_{1}=A e^{-k_{1 z} z}+B e^{k_{1 z} z}, \quad E_{2}=C e^{-k_{2 z} z}+D e^{k_{2 z} z}, \quad E_{3}=$ $F e^{-k_{3 z^{z}}}$, where the wave propagation constants along $z$-axis are $k_{1 z, 2 z, 3 z}=$ $\sqrt{k_{1 x, 2 x, 3 x}^{2}-\omega \varepsilon_{1,2,3} \mu_{1,2,3} / c}$ due to the evanescent nature of the field. $\omega$ and $c$ are angular frequency and the speed of light, respectively. The detailed discussions and analysis of TMM formalism is given in Chs. 9 and 10 of ref. 24. Hence, applying the boundary conditions dictating that the tangential electric and magnetic fields are to be continuous on both sides at $z=-a$ and $z=a$, after some algebra C and D can be linked to the coefficient F as:

$$
2\left[\begin{array}{cc}
1+\frac{k_{2 z}}{k_{3 z}} \frac{\mu_{3}}{\mu_{2}} & 1-\frac{k_{2 z}}{k_{3 z}} \frac{\mu_{3}}{\mu_{2}}  \tag{2-1}\\
1-\frac{k_{2 z}}{k_{3 z}} \frac{\mu_{3}}{\mu_{2}} & 1+\frac{k_{2 z}}{k_{3 z}} \frac{\mu_{3}}{\mu_{2}}
\end{array}\right]^{-1}\left[\begin{array}{c}
F e^{-k_{33} a} \\
0
\end{array}\right]=\left[\begin{array}{c}
C e^{-k_{2 z} a} \\
D e^{k_{2 z} a}
\end{array}\right]
$$

The remaining parameters ( $A$ and $B$ ) can also be linked to $F$ and after a renormalization procedure to satisfy the boundary conditions, Fig. 1(a) can be obtained. As it can be clearly seen, the evanescent wave reaching the boundary $z=-$ $a$ is amplified within the normalized wave impedance matched ( $Z=\sqrt{\mu_{r} / \varepsilon_{r}}=1$ ) region. The main difficulty in recreating the subwavelength images stems from the fact that the high spatial frequency components that carry very critical information about the subwavelength image cannot propagate to the far-field. Such components are normally expected to die out as it can be noticed in medium 1 in Fig. 1(a). By employing a 100 nm artificial superlens, these high spatial frequency components can have a chance to be recovered as they are amplified to the output plane during their propagation.

In reality, achieving a perfect lens has never been an easy task as the medium also needs to have impedance matched to the air on both sides. As soon as the impedance matching condition is relaxed, the reflections start to appear as it is demonstrated in


Figure 1. A 100 nm thickness left-handed medium (LHM) is sandwiched between two dielectric media along $z$-axis. The evanescent field in medium 1 is launched from the left hand side. The electric fields $(E(z))$ are plotted at 500 THz for (a) wave impedance ( $Z$, normalized by $Z_{0}=120 \pi \Omega$ ) matched case; LHM has $Z=1$ and (b) $Z$-matched and unmatched cases together. LHM impedance cases: $Z=1$ (blue), $Z=0.5$ (red), $Z=2$ (orange).

Fig. 1(b) for two different wave impedance cases. The evanescent amplification is still observed. Figure 2 illustrates a more realistic exemplary negative index lens that consists of a dispersive homogenized medium in order to mimic the characteristics of a MTM. The constitutive parameters of the medium, and thereby the permittivity and permeability of the MTM are assumed to be of the Drude and Lorentz form, respectively. A similar model had earlier been studied at a different frequency in ref. 25 and the Drude/Lorentz description of a double negative MTM is a common approach. The simulations have been carried out in CST Microwave Studio, a commercial software which is based on Finite Integration Technique. Meanwhile, the scalability of the Maxwell's equations allows us to make analogies between the microwave and optical frequency ranges. The absolute values of the electric field distribution maps have been plotted at 17.7 GHz under the illumination of a modeled horn antenna. The launched beam possesses wavefronts with spherical features. The phase advancement is along the propagation direction in free space (at $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ ), whereas the left handed behavior dictates a negative phase velocity with respect to the group velocity inside the MTM (at $\mathrm{P}_{2}$ ). The conservation of the momentum at the air-MTM boundary compels the wave fronts to collapse and the focusing is attained. The beam quickly starts to diverge once it leaves the MTM.

The conventional MTM configuration suffers from possible losses which originate from the imaginary parts of the constitutional parameters. The impedance mismatches at the air-MTM interface causes standing waves between the source and


Figure 2. The absolute values of the electric field distributions for a MTM based lens at $f=17.7 \mathrm{GHz} . \mathrm{P}_{1}, \mathrm{P}_{2}$ and $\mathrm{P}_{3}$ signify three different positions along the direction of propagation. The dashed wine-colored curves exhibit the wave fronts roughly at $P_{1}, P_{2}$ and $P_{3}$. The excitation source is modeled with a horn antenna on the left hand side of the figure. The white arrows indicate the direction of the wave-vectors on the same wave front. The effective permittivity function is $\varepsilon_{e f f}(\omega)=\varepsilon_{\infty}-\omega_{p} /\left[\omega\left(\omega-i v_{c}\right)\right]$ and the effective permeability function is $\mu_{e f f}(\omega)=\mu_{\infty}+\left(\mu_{s}-\mu_{\infty}\right) \omega_{0}{ }^{2} /\left(\omega_{0}{ }^{2}+i \omega \delta-\omega^{2}\right), \varepsilon_{\infty}=1.62, \omega_{p}=2 \pi \times 31$ $\mathrm{GHz}, v_{c}=30.69 \mathrm{MHz}, \mu_{\infty}=1.12, \mu_{s}=1.26, \omega_{o}=2 \pi \times 17 \mathrm{GHz}, \delta=500 \mathrm{MHz}$.
the structure. Besides, the planar negative index lenses do not have a definite focal length. The MTM lens could focus the incident beams launched from a source that is $4 \lambda$ away in Fig. 2, but an object at infinity would not be resolved by the planar MTM lens. Instead, planoconcave NIM lenses are built with PCs [26] and MTMs [27], which can accept wave fronts with larger radius of curvatures. Consequently, a planar GRIN formalism presents itself as a favorable choice in view of the fact that it may avoid the cost and manufacturing complexities that a planoconcave lens brings. Hence, an increasing number of publications have rapidly adapted the GRIN concept for the MTM lenses as well [28-32]. Essentially, the main disadvantage of the MTM based lens is the frequency dependency of the negative refraction mechanism since the double negative behavior can be sustained for a limited operational band. Liu et al. had suggested working with non-resonant metamaterials in ref. 33 , which radically increased the frequency bandwidth. The broadband MTM based designs have been utilized by relying on the small variations of the design parameters of the unit lattice along the propagation direction, which results in a gradient change of the refractive index to control the light's trajectory.

In contrast, the GRIN PC already works over a relatively broader frequency region. Given that the lensing effect is based on the phase retardation mechanism owing to the direct lattice spacing modulation, an intuitive examination even at this stage suggests that the GRIN PCs are less sensitive to the frequency variations. Yet, this point is going to be elaborately covered in the succeeding parts.

## 3. GRIN PC IN METAMATERIAL REGIME

### 3.1. Design of the GRIN PC and Ray Trajectories:

GRIN PCs have been exploited in the long wavelength regime, for which the effective medium theory holds. Actually, the earliest designs that utilized the effective medium theory within the context of the 1-D GRIN PCs go back to the year 2005. The proposed designs were envisioned to be used in imaging, guiding, mode matching and coupling [34,35]. The GRIN PC has been shown to simultaneously possess the multi-functionality as beam deflectors and beam aperture modifiers [36]. Consequently, waveguide bends [37] and a cylindrical optical black hole with an omnidirectional absorbance [38] have been made available in the following years. Even a free-space carpet cloak has been proposed by making use of the GRIN PCs in metamaterial regime [39]. An extensive study of the possible GRIN PC lenses in metamaterial regime has been carried out in ref. 40 and similar lens design techniques have rapidly been addressed in the literature [41-43].

Accordingly, we have adapted a GRIN PC lens design that is based on the homogenization procedure. The implementation of the homogenization procedure is derived from Maxwell-Garnett theory. The results are presented in Fig. 3. GRIN PC comprises alumina rods $\left(\varepsilon_{r o d}=n_{r o d}^{2}=9.61\right)$ with varying radii. The dispersion graph in Fig. 3(a) indicates the phase difference $(\Delta \varphi)$ within the $1^{\text {st }}$ band along the propagation distance $(\Delta \varphi \propto \Delta k)$. The phase difference is expected to be accumulated between two sets of rods with different radii $\left(r_{1}\right.$ and $\left.r_{2}\right)$. The radius of the rods changes in the transverse direction ( $x$-axis). Then, the refractive index at any point along $x$-axis is calculated with the formula that is given in the inset of Fig. 3(a). Thus, a quadratic refractive index variation can be sustained for $n(x)$, where $f(x)=\pi r^{\wedge} 2 / a^{\wedge} 2$ is the filling factor for each unit cell and a is the constant lattice spacing in the transverse direction. As a result of the quadratic variation, a focusing effect is observed at the end of the structure.

The presented lensing will occur due to the wavefront shaping and thereby phase retardation mechanisms. Hence, the phase velocities $\left(v_{p}\right)$ for each lattice point corresponding to the rods with different filling factors need to be calculated to
estimate $v_{p}=\omega / k$. The isofrequency contours (IFCs) are presented in Fig. 3(b), which turn out to be centered around $\Gamma$ point in the lattice symmetry as already hinted in Fig. 3(a). The IFCs are plotted for the smallest radius value $\left(r_{2}\right)$ to the


Figure 3. (a) Dispersion graph for two radius values: $r_{2}=0.3 a$ (blue line) and $r_{1}=0.173 a$ (red line). (b) Isofrequency contours (IFCs) calculated for each rod with different filling factors. The circular IFCs belong to the $1^{\text {st }}$ band of the rod configurations again at $f=$ $0.07 a / \lambda$. The smallest filling factor constitute the smallest circle in the IFC whereas the largest is plotted as the largest circle. (c) The realized GRIN PC by modifying the rod radii. (d) The refractive index evaluated at different points of the GRIN PC structure as a function of the rod number where lattice 1 corresponds to the outermost rod and vice versa. MaxwellGarnett theory predicts the black step-wise plot at distinct lattice points for the corresponding rods, IFC calculations predict red step-wise plot, a slowly changing refractive index treatment gives the continuous homogenized GRIN medium shown in dashed green and the exact solution of the polynomial GRIN medium is shown with dashed blue curve.
largest element $\left(r_{l}\right)$. It becomes hard to distinguish the larger IFCs since they get very close to each other. The centered isotropic IFCs mean that we can estimate the regarding phase velocity directly and correspondingly an effective refractive index for each lattice element. Hence, a secondary homogenized refractive index can be estimated on top of the values offered by Maxwell-Garnett theory. These values are plotted together in Fig. 3(d) as step plots for each homogenized lattice element. The consistency between these plots is evident. The small mismatches are mainly caused by the difficulty of precisely estimating the phase velocity for larger radius values.

In the end, the structure as shown in Fig. 3(c) is constructed with 29 rods along $x$ axis. The wave propagation will be along $z$-axis. The homogenized refractive index values retrieved from both Maxwell-Garnett theory and IFCs are compared with the polynomial continuous change that has the form of $n^{2}(x)=n_{0}^{2}\left(1-\alpha^{2} x^{2}\right)$. This quadratic GRIN medium is very well known in traditional GRIN optics. Most of the time, this function is expanded so that a direct estimation of the refractive index rather than the dielectric permittivity can be obtained. Then, the refractive index becomes $n(x)=n_{0}\left(1-\alpha^{2} x^{2} / 2\right)$. Yet, this approximation is obviously only valid when $\alpha$ is very small, which is also attributed to be the slowly changing GRIN medium. In our case, the half width of the GRIN PC lens is $14 a$ and the refractive index is not slowly changing. The two refractive index functions are plotted together in Fig. 3(d) for the retrieved $n_{0}$ and $\alpha$ values, which also clearly show that the Taylor expansion for small $\alpha$ cannot be applied for the current study. On the other hand, the continuous GRIN optics $n(x)$ almost perfectly agrees with the Maxwell-Garnett theory and closely follows IFC based GRIN PC homogenization efforts. Accordingly, Fermat's Eikonal equation for the shortest path of the rays in GRIN optics for the exact solution needs to be obtained. Such rays would describe how light would propagate inside the GRIN PC and alter its wavefront.

While the ray propagates from point A to B, Fermat's principle dictates that the optical path calculated needs to be at an extremum:

$$
\begin{equation*}
\int_{A}^{B} n(r) d s=\text { extremum } \tag{3-1}
\end{equation*}
$$

where $n(r)$ is the defined refractive index along the path $d s$ and $d s=\sqrt{d x^{2}+d z^{2}}$ assuming that the rods are infinitely extending and the refractive index is invariant along $y$-axis. A very quick solution can be obtained by strictly working with paraxial waves, which states that the slope of the ray with the main optical/propagation axis is very small and the ray is almost parallel to the $z$-axis, in other words $d s \approx d z$ [44].

Yet, for our GRIN PC configuration we cannot assume the validity of the paraxial waves, either. The variation principle applied to Eq. (3-1) will bring $\delta \int_{A}^{B} n(r) d s=0$. The solutions to the variation principle will be obtained with optical EulerLagrangian equations which give the relationship between the length covered by the ray $(s)$ and the refractive index function $(n)$ as shown in Eq. (3-2) [45]:

$$
\begin{equation*}
\frac{d}{d s}\left(n \frac{d r}{d s}\right)=\nabla n \Rightarrow \frac{d}{d s}\left(n \frac{d x}{d s}\right)=\frac{d n}{d x}, \frac{d}{d s}\left(n \frac{d z}{d s}\right)=\frac{d n}{d z} \tag{3-2}
\end{equation*}
$$

Even though the refractive index in our GRIN PC is changing along $z$-axis in reality as it is seen in Fig. 3(c), the homogenization efforts simply dictate that $d n / d z=0$ as the same type lattices are assembled in this direction, which would imply the following relationship as it is given in Eq. (3-3):

$$
\begin{equation*}
n(x) \frac{d z}{d s}=\frac{n(x)}{\sqrt{d x^{2}+d z^{2}}} d z=\frac{n(x)}{\sqrt{\frac{d x^{2}}{d z^{2}}+1}}=C_{1} \tag{3-3}
\end{equation*}
$$

where $n$ is only a function of $x$ and $C_{l}$ is a constant quantity which will give $d n / d z=0$. A rearrangement of Eq. (3-3) can be done in order to obtain $z$ after plugging in the exact quadratic function for $n(x)$ where a secondary constant $C_{2}=$ $\sqrt{\left(n_{0}^{2}-C_{1}^{2}\right) / n_{0}^{2} \alpha^{2}}$ is introduced as the ratio of the other constants in our problem. Hence, Eq. (3-4) can predict the position of the ray along $z$-axis once the ray's initial position $X_{i}$ and the final position $X_{f}$ are known. Yet, most of the time we are interested in the position of the ray along $x$-axis as the propagation continues along $z$-axis:

$$
\begin{gather*}
z=\int_{X_{i}}^{x_{f}} \frac{C_{1}}{\sqrt{n(x)^{2}-C_{1}^{2}}} d x=\int_{X_{i}}^{X_{f}} \frac{\frac{C_{1}}{n_{0} \alpha}}{\sqrt{\frac{n_{0}^{2}-C_{1}^{2}}{n_{0}^{2} \alpha^{2}}-x^{2}}} d x  \tag{3-4}\\
=\frac{\sqrt{1-C_{2}^{2} \alpha^{2}}}{\alpha} \int_{X_{i}}^{x_{f}} \frac{1}{\sqrt{C_{2}^{2}-x^{2}}} d x
\end{gather*}
$$

Once we solve the integral given in Eq. (3-4) and try to express $X_{f}$ as a function of $X_{i}$ and $z$, we end up with Eq. (3-5):

$$
\begin{equation*}
X_{f}=C_{2} \sin \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}+\sin ^{-1}\left(\frac{X_{i}}{C_{2}}\right)\right) \tag{3-5}
\end{equation*}
$$

The second important quantity will be the slope of the ray which is defined as $\tan (\theta)=d x / d z$ in our coordinate axis arrangement. In order to understand the ray propagation in our GRIN PC, we need to solve for the boundary conditions. At the input side we have waves coming at normal incidence with respect to the $x$-axis just before they penetrate into the GRIN PC, ie. $\theta_{i}=0$ when $z=0$. Eq. (3-5) can be solved at the input surface to find out the constant $C_{2}$ :

$$
\begin{equation*}
X_{i}= \pm C_{2} \Rightarrow \sin ^{-1}\left(\frac{X_{i}}{C_{2}}\right)=(2 n+1) \frac{\pi}{2} \tag{3-6}
\end{equation*}
$$

where $n$ is any integer number. The boundary condition can be applied for every different case of the impinging fields. Then, similar to the metamaterial counterpart, TMM (also called ABCD matrix for the ray optics treatment) of the GRIN PC structure can be obtained for the known input slope and position for the most general case. Eq. (3-5) can be expanded in the following form and the slope can also be retrieved:

$$
\begin{align*}
X_{f}= & C_{2}\left[\sin \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) \cos \left(\sin ^{-1}\left(\frac{X_{i}}{C_{2}}\right)\right)+\cos \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}} \frac{X_{i}}{C_{2}}\right]\right. \\
\tan \left(\theta_{f}\right)= & \frac{C_{2} \alpha}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\left[\cos \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) \cos \left(\sin ^{-1}\left(\frac{X_{i}}{C_{2}}\right)\right)\right.  \tag{3-7}\\
& \left.-\sin \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) \frac{X_{i}}{C_{2}}\right]
\end{align*}
$$

However, since the boundary condition for $z=0$ will yield $\tan \left(\theta_{i}\right) \sqrt{1-\alpha^{2} C_{2}^{2}} /$ $\left(\alpha C_{2}\right)=\cos \left(\sin ^{-1}\left(X_{i} / C_{2}\right)\right)$, we can plug it into Eq. (3-7) to end up with the TMM:

$$
\begin{align*}
& {\left[\begin{array}{c}
X_{f} \\
\tan \left(\theta_{f}\right)
\end{array}\right]=\left[\begin{array}{cc}
\cos \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) & \sin \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) \frac{\sqrt{1-\alpha^{2} C_{2}^{2}}}{\alpha} \\
-\frac{\alpha}{\sqrt{1-\alpha^{2} C_{2}^{2}}} \sin \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) & \cos \left(\frac{\alpha z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right)
\end{array}\right]\left[\begin{array}{c}
X_{i} \\
\tan \left(\theta_{i}\right)
\end{array}\right]}  \tag{3-8}\\
& {\left[\begin{array}{c}
X_{f} \\
\tan \left(\theta_{f}\right)
\end{array}\right]=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{c}
X_{i} \\
\tan \left(\theta_{i}\right)
\end{array}\right]}
\end{align*}
$$

One should be cautious that the solutions highlighted in Eq. (3-3) do not impose the SELFOC gradient medium that is satisfied in Fig. 4(b) under the assumption of paraxial waves and a slowly changing refractive index. On the other hand, the ray
trajectories are plotted in Fig. 4(a) for the general case. It is immediately seen that a very thick GRIN medium is required when SELFOC type lenses are built. The focusing takes place at a position drastically further away while the rays are propagating inside GRIN medium in Fig. 4(b) compared to Fig. 4(a) at the same wavelength. Another important drawback comes from the strict numerical aperture of the lens. The lens in Fig. 4(a) has a much larger width. In contrast, our GRIN PC will be prone to aberrations as the rays have different pitch lengths depending on the exact position of the entrance into the GRIN PC. A relatively blurred focusing will be achieved around $z=2 \lambda$ as it can be depicted from Fig. 4(a).
(a)



Figure 4. Ray propagation inside GRIN media for two different conditions. (a) General solution as highlighted in Eq. (3-8). (b) SELFOC solution under the assumption of paraxial rays and slowly changing refractive index.

As the focal length of the TMM given in Eq. (3-8) depends on the constant $C_{2}$, it would be a critical choice to find the most suitable thickness of the GRIN PC for focusing. In the case of a SELFOC lens, the period of the cosine function in the TMM matrix yields simply:

$$
\begin{equation*}
\cos \left(\frac{\alpha L}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right) \approx \cos (\alpha L)=0 \Rightarrow L=\frac{\pi}{2 \alpha} \tag{3-9}
\end{equation*}
$$

which is the well-known periodic pitch length while $\alpha^{2} C_{2}^{2} \ll 1$. Two different thicknesses have been chosen in Fig. 5 to show the focusing phenomena solely based on ray optics. As the ray reaches the end of GRIN PC which is depicted for $\Delta z=1.75 \lambda$ and $2.24 \lambda$, the refraction will determine the outgoing ray trajectory. Then, the outgoing ray angle can be written in the following way. Recognizing $n^{2}\left(X_{f}\right)=$ $n_{0}^{2}\left(1-\alpha^{2} X_{f}^{2}\right), C_{2}=X_{i}$ and $\tan \left(\theta_{i}\right)=0$, we obtain:

$$
\begin{gather*}
\tan ^{-1}\left(-\frac{\alpha C_{2}}{\sqrt{1-\alpha^{2} C_{2}^{2}}} \sin \left(\frac{\alpha \Delta z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right)\right)=\theta_{f} \\
\theta_{\text {out }}=\sin ^{-1}\left(n_{0} \sqrt{1-\alpha^{2} C_{2}^{2} \cos ^{2}\left(\frac{\alpha \Delta z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}\right)} \sin \left(\theta_{f}\right)\right) \tag{3-10}
\end{gather*}
$$

Furthermore, the outgoing angle would determine the focal point ( $\Delta f$ ) for that particular ray as follows:

$$
\begin{equation*}
\tan \left(\theta_{\text {out }}\right)=\frac{X_{f}}{\Delta f} \Rightarrow \Delta f=\frac{X_{f}}{\tan \left(\theta_{\text {out }}\right)} \tag{3-11}
\end{equation*}
$$

Combining the results of Eqs. (3-10) and (3-11) would give an idea about $\Delta f$. The change in the trajectory can also be seen in Fig. 5. When $\Delta z=2.24 \lambda$, the ray is already very close to the optical axis. Nonetheless, it is very difficult to determine a single $\Delta f$ for this configuration as we critically witness the aberration in Fig. 4(a), as well. As a result, the determination of the most suitable $\Delta f$ value requires implementation of wave optics and Finite Difference Time Domain (FDTD) based results to be utilized.

### 3.2. Wave Optics: Focusing and Source Dependent Propagation under Gaussian beam illumination

Ray optics relies on the fact that $\lambda \rightarrow 0$ whereas Maxwell-Garnett effective medium theory is valid in the long wavelength, namely the metamaterial regime $\lambda \gg a$. These two requirements will bring in differences between the short-wavelength ray optics and long-wavelength metamaterial assumptions. Ray optics still offer an insight regarding the preliminary design of the GRIN PCs but wave optics based solutions are needed to overcome the limits of the ray optics.

Hence, GRIN PCs that are $\Delta z=1.75 \lambda$ and $2.24 \lambda$ long have been chosen with $\Delta x=2 \lambda$ width. A Gaussian beam source illuminates the input side with almost normal incidence. FDTD based solutions are given in Fig. 6. The real part of the transverse electric field $\left(\operatorname{Re}\left\{E_{y}\right\}\right)$ has been plotted in Fig. 6(a) and (b) in order to explicitly show the phase retardation mechanism that creates the focusing effect. The intensity plots clearly show that the focusing occurs at the exit side of the GRIN PC. Interestingly, the thicker GRIN PC on the right has a longer $\Delta f$ compared to the shorter GRIN PC. This is consistent with previous results reported in ref. 46 where
a secant hyperbolic GRIN PC was investigated. Yet, it would not be predictable solely based on Eq. (3-11). Furthermore, the thicker GRIN PC has a better impedance matching to the incoming beam such that it can channel more energy to the output side.


Figure 5. Ray trajectories when GRIN has a thickness of $\Delta z=1.75 \lambda$ (black solid curve) and $2.24 \lambda$ (dashed red curve).

The illumination by a Gaussian beam brings in differences when compared to ray optics and also plane waves. Such effects are covered in depth for GRIN optics. One of the first trivial mismatch occurs in the $\Delta f$. This shift between different illumination sources is analytically shown in ref. 23 Ch .4 under paraxial and slowly changing refractive index assumptions for a quadratic GRIN medium. Figure 7 shows two cases with uniform (plane wave) and Gaussian-type illuminations. Periodic boundary conditions have been assumed for the plane wave excitation. FDTD solutions also demonstrate the imaging and focusing differences, which depend on the illumination sources. As expected, the realistic Gaussian beam type illumination creates a waist at the output while the working distance $(\Delta f)$ has now more depth. The Gaussian beam can be focused over a slightly longer depth along $z$-axis, which is expressed as the quality of the depth of focus (DOF) for lenses. In other words, the depth of focus of the lens is improved by sacrificing from the resolution under Gaussian beam type illumination. We can conclude that such phenomena that were observed in GRIN optics are also valid for our GRIN PC structure.

Another overlooked property of the GRIN PC is the source size for the Gaussian type illuminations. A Gaussian beam does not automatically yield lensing in GRIN PC structures. The beam interaction depends heavily on the width ( $w$ ) of the

Gaussian beam. Figure 8 depicts 4 different cases with varying $w$. Ref. 23 explains that the GRIN optics have Hermite-Gaussian eigenmodes and the incoming wave would be coupled into such modes. The half-width of the fundamental mode is defined as $w_{f m}$. In case $w_{f m}=w / 2$ at the GRIN medium's entrance, the mode would be an adiffractional Gaussian beam and would propagate as the fundamental mode. We clearly see a very similar phenomenon happening in Fig. 8. The beam diverges for Fig. 8(a) and we can label this case as $w<w_{f n}$. On the other hand, Figs. 8(c) and (d)


Figure 6. Electric field $\left(E_{y}\right)$ spatial distributions from FDTD results at $f=0.07 a / \lambda$. The GRIN PC has been highlighted with black circles for each case. (a) $\operatorname{Re}\left\{E_{y}\right\}$ and (c) $\left|E_{y}\right|^{2}$ when $\Delta z=1.75 \lambda$, (b) $\operatorname{Re}\left\{E_{y}\right\}$ and (d) $\left|E_{y}\right|^{2}$ when $\Delta z=2.24 \lambda$. The source is a Gaussian beam with a width of $1.14 \lambda$. The plots are normalized with respect to the unit intensity.
show the lensing characteristics when $w_{f n}<w$. The adiffractional propagation almost occurs in Fig. 8(b). We would conclude that a very similar assessment of the Gaussian beam propagation is also valid for our GRIN PC.

### 3.3. Imaging and Fourier Transform with GRIN PC

In order to understand the imaging characteristics of the GRIN PC lens, a current source infinitely extending along $y$-axis is placed at $x=-0.56 \lambda$ at the input side of the


Figure 7. Spatial distributions of the intensity $\left(\left|E_{y}\right|^{2}\right)$ when $\Delta z=2.24 \lambda$ from FDTD results at $f=0.07 a / \lambda$. The GRIN PC has been highlighted with black circles for each case. (a) Gaussian beam type illumination with a width of $1.14 \lambda$ and (b) Plane wave (uniform) illumination. The plots are normalized with respect to their maximum intensity values. The same intensity distribution in Fig. 6(d) is replotted in (a) with a different normalization in order to study the impact of the illumination sources.
lens. The current source sits $0.14 \lambda$ away from the lens. The created image of any lens at the output side is expected to take a double Fourier Transform in the form of:

$$
\begin{equation*}
\mathcal{F}\{\boldsymbol{F}\{f(x)\}\}=f(-x) \tag{3-12}
\end{equation*}
$$

where $\mathcal{F}$ stands for Fourier Transform and $f(x)$ is the image at the input side. Hence, the image would be inverted. This is also seen in Fig. 9 as the image is created on the $+x$ side. The image is created $0.23 \lambda$ away from the lens at the output side. The aberration problems caused by the astigmatism of the GRIN PC is evident during the image formation. The ray optics treatment in Fig. 4(a) already gave clues about this aberration problem for this particular GRIN PC, which is not considered to be a traditional SELFOC medium. The peak of the intensity at the exit side is formed at $x=0.6 \lambda$, which is very close to the location of the current source at the input side.

The GRIN optics elements are characterized with kernel (point spread) functions. The kernel function ( $K\left(x, x_{0} ; z\right)$ ) would be used to form the images at the output side. For the SELFOC media, a canonical integral transformation is used:

$$
\begin{equation*}
\Psi(x ; z)=\int \Psi\left(x_{0} ; z=0\right) K\left(x_{0}, x ; z\right) d x_{0} \tag{3-13}
\end{equation*}
$$

Eq. (3-13) images the field at the input transversal plane $\psi\left(x_{0} ; z=0\right)$ to the output transversal plane $\psi(x ; z)$. Since imaging systems are linear systems, the kernel function would define the impulse response of the system. For the slowly changing refractive index condition, the kernel function is derived to be in the following format in ref. 23:

$$
\begin{align*}
& K\left(x_{0}, x ; z\right)=\frac{k_{0} n_{0} \exp \left(i k_{0} n_{0} z\right)}{i 2 \pi B(x, z)} \times \\
& \quad \exp \left\{\frac{-k_{0} n_{0}}{i 2 B(x, z)}\left[A(x, z) x_{0}^{2}+D(x, z) x-2 x x_{0}\right]\right\} \tag{3-14}
\end{align*}
$$

where $A, B$ and $D$ are the TMM $2 \times 2$ matrix parameters illustrated in Eq. (3-8) and $k_{0}$ and $n_{0}$ are the free space wave vector and the refractive index at the center of the GRIN medium, respectively. For the SELFOC medium $\left(\alpha^{2} C_{2}^{2} \ll 1\right)$ at $z=L=$ $\pi / 2 \alpha$, both $A$ and $D$ would become zero while $B=\sin (\alpha L) / \alpha=2 L / \pi$ as Eq. (39) also implies. Under these conditions, Eq. (3-13) can be rewritten as:

$$
\begin{equation*}
\Psi(x ; z)=\frac{k_{0} n_{0} \exp \left(i k_{0} n_{0} z\right)}{i 4 L} \int \Psi\left(x_{0} ; z=0\right) \exp \left\{\frac{-i 2 \pi x x_{0} k_{0} n_{0}}{4 L}\right\} d x_{0} \tag{3-15}
\end{equation*}
$$

$$
=\mathcal{F}\left\{\Psi\left(x_{0} ; z=0\right)\right\}
$$

which is the Fourier Transform of the input wave. This condition is very much similar to the propagation through the standard lens. Now, we need to assign the spatial frequency for this lensing scenario. The spatial frequency is $v_{x}=\pi x n_{0} / 2 \lambda L$ as opposed to $v_{x}=x / \lambda L$ in standard lensing.


Figure 8. Spatial distributions of the intensity $\left(\left|E_{y}\right|^{2}\right)$ when $\Delta z=1.75 \lambda$ from FDTD results at $f=0.07 a / \lambda$ under Gaussian beam type illumination for different beam widths. The GRIN PC has been highlighted with black circles for each case. Gaussian beam source has a width of (a) $w=0.38 \lambda$, (b) $w=0.76 \lambda$, (c) $w=1.14 \lambda$ and (d) $w=1.52 \lambda$. The plots are normalized with respect to their maximum intensity values. The same intensity distribution in Fig. 6(c) is replotted in (c) with a different normalization in order to study the impact of the width of the Gaussian beam type sources.

The validity of Eq. (3-15) for our GRIN PC which is not a SELFOC medium will be tested. If we stick with the same kernel function, both $A$ and $D$ become very small when GRIN PC is $\Delta z=2.24 \lambda$ and $B$ is almost $1 / \alpha$. However, we also have the finite aperture of the lens that we need to take into consideration. This aperture ( $w_{a p}$ ) function will determine the resolution of the lens since the GRIN medium is not infinite. The aperture can be modelled with a rect $\left(x / w_{a p}\right)$ function as follows:


Figure 9. (a) Spatial distribution of the intensity $\left(\left|E_{y}\right|^{2}\right)$ when $\Delta z=2.24 \lambda$ from FDTD results at $f=0.07 a / \lambda$. A dipole source is located at the input side $(x=-0.56 \lambda, z=-0.14 \lambda)$ of the GRIN PC and image is formed at the exit side ( $x=+0.6 \lambda, z=2.4 \lambda$ ) to understand the imaging characteristics. (b) The intensity distribution at $z=2.4 \lambda$ is plotted.

$$
\operatorname{rect}\left(\frac{x}{w_{a p}}\right)=\left\{\begin{array}{l}
1,|x| \leq w_{a p} / 2  \tag{3-16}\\
0,|x|>w_{a p} / 2
\end{array}\right.
$$

Then, simply if an input function $\psi_{\text {test }}\left(\mathrm{x}_{0}, \mathrm{z}=0\right)$ is launched towards the GRIN PC, the wavefunction at the input side of the transversal plane of the GRIN PC will be the multiplication of the test function with the aperture function. Hence, Eq. (3-15) will become:

$$
\begin{gather*}
=\frac{\Psi_{\text {out }} n_{0}}{i 4 L} \exp \left(i k_{0} n_{0} z\right) \int \Psi_{\text {test }}\left(x_{0}\right) \operatorname{rect}\left(\frac{x_{0}}{w_{\text {ap }}}\right) \exp \left\{\frac{-i 2 \pi x x_{0} k_{0} n_{0}}{4 L}\right\} d x_{0}  \tag{3-17}\\
\Psi_{\text {out }}=\mathcal{F}\left\{\Psi_{\text {test }}\left(x_{0}\right)\right\} \otimes \mathcal{F}\left\{\operatorname{rect}\left(\frac{x_{0}}{w_{\text {ap }}}\right)\right\}
\end{gather*}
$$

as convolution theorem suggests once we drop the constant phase term $\left(\exp \left(i k_{0} n_{0} z\right)\right)$ in front. Figure 10 shows the case when we feed the GRIN PC with a Gaussian test function of the form $\Psi_{\text {test }}\left(x_{0}\right)=\exp \left(-4 x_{0}^{2} / w_{g}^{2}\right)$ where $w_{g} \approx 1.52 \lambda$ is the full waist of the Gaussian and $w_{a p} \approx 2.03 \lambda$. Hence, Eq. (3-17) will turn into:

## (a)

Normalized Intensity

(b)

Normalized Intensity


Figure 10. Fourier Transform capability of the GRIN PC with the applied test function. (a) The normalized intensity distribution of a Gaussian test function at the input of the GRIN PC. The width of the test Gaussian function is $0.9 \lambda$. (b) The normalized intensity distribution at the output of the GRIN PC (dashed green curve) as the FDTD simulation results offer at $f=0.07 a / \lambda$ and $\Delta z=2.24 \lambda$. The result of the normalized intensity distribution (solid red curve) at the output based on Eq. (3-17). The width of the output wavefunction decreases from $w_{1}=0.9 \lambda$ to $w_{2}=0.45 \lambda$.

$$
\begin{gather*}
\mathcal{F}\left\{\operatorname{rect}\left(\frac{x_{0}}{w_{a p}}\right)\right\}=\frac{\sin \left(\pi w_{a p} v_{x}\right)}{\pi v_{x}} \sqrt{\frac{k_{0} n_{0}}{i 4 L}}  \tag{3-18}\\
\mathcal{F}\left\{\Psi_{\text {test }}\left(x_{0}\right)\right\}=\frac{\sqrt{\pi}}{2} w_{g} \exp \left(\frac{-\pi^{2} w_{g}^{2} v_{x}^{2}}{4}\right) \sqrt{\frac{k_{0} n_{0}}{i 4 L}}
\end{gather*}
$$

The resulting wavefunction at the exit side has been plotted together with the FDTD based simulation results in Fig. 10(b). The results suggest that even though our GRIN PC is not a SELFOC medium, the kernel and canonical integral transformation do yield very similar results to the SELFOC versions. The GRIN PC narrows down the width of the outgoing beam from $0.9 \lambda$ to $0.45 \lambda$. The fact that Fourier transforming capability of the lens is valid has already been already backed
up by the previously discussed focusing cases related to FDTD based results in Figs. $6-8$, even without the presence of a SELFOC medium.

Finally, the Fractional Fourier Transform capability of the GRIN PC is tested in a similar fashion. GRIN optics dictate that the modes inside the GRIN medium propagate in such a way that would naturally realize Fractional Fourier Transform. GRIN medium provides the Fractional Fourier Transform in its purest simplest form [47]. Then, the kernel function would be modified such that $\alpha L<\pi / 2$ for the SELFOC medium as the self-focusing distance has not been reached yet. Accordingly, a fractional scaling factor can be defined for the SELFOC and adapted for our GRIN PC:

$$
\begin{equation*}
\beta=\frac{\alpha L}{\pi / 2} \Rightarrow \frac{\frac{\alpha \Delta z}{\sqrt{1-\alpha^{2} C_{2}^{2}}}}{\pi / 2} \tag{3-19}
\end{equation*}
$$

This modification brings in the fact that depending on the $C_{2}$ value, similar but different $\beta$ values could be proposed. As it can be seen in Fig. 11(a), a GRIN PC that is much shorter, $\Delta z=1.05 \lambda$ is selected and the fields are collected at the output of the GRIN PC. Unlike the treatment of a homogenous GRIN medium, the near-field interactions make this process quite tricky together with the impedance mismatch at the air-GRIN PC interface. The field should be obtained not from the air but as close as possible to the GRIN PC as we are interested in the natural Fractional Fourier Transform of the GRIN PC. The simulation result is plotted in Fig. 11(b) together with the results based on Fractional Fourier Transform for two possible $\beta$ values. The preliminary results suggest that Fractional Fourier Transform capability can also be addressed with GRIN PC that is not a SELFOC medium, itself. When $\Delta z=1.05 \lambda$, $\beta$ value ranges between 0.4 and 0.43 based on Eq. (3-19) for different ray trajectories depicted in Fig. 4(a).

A frequency sweep shows that the dielectric lenses are much more suitable for larger bandwidth applications, as depicted in Fig. 12. Two higher frequencies were selected as $a / \lambda=0.1167$ and $a / \lambda=0.2$. These two frequencies still reside in the first band of the dielectric rods, which is shown in Fig. 3(a). Maxwell-Garnett theory based homogenization is frequency independent. Nevertheless, it presents very consistent results for $a / \lambda=0.07$. As we move up close to $a / \lambda=0.2$, Maxwell-Garnett homogenization method results will deviate from what IFCs present. IFCs will still be circular centered around $\Gamma$ point, resembling Fig. 3(b). Yet, the actual refractive index of each lattice will be different from Maxwell-Garnett's predictions. The refractive index gradual change can still be expressed with a quadratic relationship (with some tolerable deviation). However, $\alpha$ value will be different than what has
been assumed throughout the paper for $a / \lambda=0.07$. A quick analysis shows that $\alpha$ will need to increase as the refractive index change becomes more pronounced over each lattice in the transverse direction while frequency of operation is increasing. On the other hand, the ray optics assumptions will be more suitable for these higher frequencies. Eq. (3-9) will dictate that a shorter lens is required for focusing. Figure 12 also illustrates that focusing condition has been already met before the waves reach the full width. Nevertheless, Fig. 12(a) still offer focusing at the exit side of
(a)
(b) ${ }_{\text {Normalized Intensity }}$


Figure 11. Fractional Fourier Transform capability of the GRIN PC with the applied test function. (a) Spatial distribution of the intensity $\left(\left|E_{y}\right|^{2}\right)$ when $\Delta z=1.05 \lambda$ from FDTD results at $f=0.07 a / \lambda$. The same Gaussian test function also with the same width as in Fig. 10 is applied at the input of the GRIN. (b) The normalized intensity distribution of the output of the GRIN PC (dashed green curve) as the FDTD simulation results offer at the output of the GRIN PC (at the dashed white line). The result of the normalized intensity distribution at the output based on Fractional Fourier Transform for $\beta=0.4$ (dotted red curve) and $\beta=0.45$ (dashed orange curve). The width of the output wavefunction decreases from $w_{1}=0.9 \lambda$ to $w_{2}=0.7 \lambda$.
the GRIN PC, which can also be claimed for Fig. 12(b). There is a competing phenomenon coming into play for Fig. 12(b), which is the traditional Bragg interactions of the wave with the periodic crystal. As the wavelength is decreased, the wave starts to actually "see" each scatterer instead of a homogenous medium and the peculiar wavefront formations are observed as in the case of Fig. 12(b). Shortly, since the change in $\alpha$ is not very large compared to the originally studied case in $a / \lambda=0.07$, the same GRIN PC length could be used for both cases in Fig. 12. Once the focusing is achieved and the modified Gaussian beam reaches its shortest
waist inside the GRIN PC, it starts diverging in Fig. 12(b) more significantly. The bandwidth of the lens is limited by the Bragg interactions rather than by the bandgap. The GRIN PC still offers much better performance than the metallic, resonance analogs that are shown in Fig. 2. Lastly, the same physical size of the Gaussian beams that have been used in the original case has been launched in Fig. 12. Since, $w_{f m}<w$ at the largest wavelength $(a / \lambda=0.07)$, the shorter wavelength cases would already force the beam to focus.


Figure 12. Spatial distribution of the intensity $\left(\left|E_{y}\right|^{2}\right)$ when $\Delta z=2.24 \lambda$ from FDTD results at (a) $f=0.1167 a / \lambda$ and (b) $f=0.2 a / \lambda$. The source is a Gaussian beam with a fixed width used in Fig. 6(d). The normalization has been carried out with respect to the highest intensity values for each frequency.

## 4. CONCLUSION

In conclusion, a GRIN PC medium which has not been traditionally investigated because of its abrupt refractive index distribution is studied in details. The studied GRIN PC is shown to behave in very close correlation to its slowly perturbed refractive index possessing GRIN counterparts at its core physics. Concepts from GRIN optics have been borrowed to explain the ray trajectories, wave optics phenomena together with imaging and Fourier optics in such untraditional GRIN PCs to be used as lenses with wide numerical apertures and relatively much shorter lengths over a considerably large bandwidth.

The analysis has started by discussing and comparing GRIN PCs with volumetric MTMs. The resonance nature and the impedance matching difficulties of the MTMs have been highlighted as the main factors which directed the researchers to switch to GRIN optics. The ray trajectory of the studied GRIN PC has been derived, which also pointed out the ABCD matrix for this untraditional GRIN PC design. The wave nature of the current GRIN PC design has been investigated under the light of the derived ABCD matrix. The simulations have shown that the imaging capabilities of a point source can easily be demonstrated for the current GRIN PC. Since the current GRIN PC can perform imaging by taking the double Fourier Transform of a point source, a kernel function adapted from the GRIN optics has been applied to understand the single Fourier Transform capability. The presented results have illustrated that the impulse response which is valid for the SELFOC GRIN medium can be utilized and the present GRIN PC can take the Fourier Transform of a test Gaussian function. Moreover, the Fractional Fourier Transform of the test Gaussian function is also verified at the output of the GRIN PC.

The bandwidth is shown to be limited by the emergence of the Bragg interactions of the wave with the periodic scatterers. A seemingly ambiguous GRIN PC, such as the one currently studied that does not possess an easy analytical solution without the paraxial approximation and a large refractive index variance, has not been studied extensively in the literature. The present work shows that even such a GRIN PC can exhibit not only very similar Fourier Transforming capabilities but also Fractional Fourier Transform properties as one would expect to see in GRIN optics. The adiffractional beam propagation is shown with the careful selection of the excitation sources. The adifractional beam propagation is very critical at the end of fiber optic waveguides where the beam tends to quickly diverge and a small portion of the wave information can be transmitted to the next optical device. The present design with its high numerical aperture can be used to collimate the light as an output coupler in a real life application. The characteristics of such an output coupler will be studied in a future work. Furthermore, the current design is a member of the broad research family of transformation optics. The gradient filling factor has been employed to show how light can be focused in this study but similar transformational optics designs could also be analyzed from the perspective of wave impedance matching and a cloaking scheme can be implemented. The refractive index can be gradually remodulated to facilitate the cloaking by limiting the interaction of the incident light with the emerging beam. Moreover, the imaging capability of the GRIN PC can be utilized for advanced optical lithography. Exemplary application fields can be listed for the current design aside from being merely used as an imaging component. Another very useful implementation would be to utilize the current design as a fast Fractional Fourier Transform calculator. The Fractional Fourier

Transform could be calculated at the speed of light, which would be a promising improvement on top of the present methods relying on the computational power of electronics.
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# DESIGNING A SECURE BLOCKCHAIN-BASED TRADING PLATFORM FOR INTERNET OF THINGS 

Aydın ELBUZ, Murat OSMANOGLU and Omer Ozgur TANRIOVER


#### Abstract

Blockchain, a distributed database technology attracts intensive attention recently. It was first described in 1991 by Stuart Haber and W. Scott Stornetta, in order to prevent tampering for document timestamps [1]. After that, Satoshi Nakamoto conceptualized this technology with his work, a peer-to-peer electronic cash system named as Bitcoin. Due to its authenticity, user anonymity and data immutability; this technology has also been applied to different areas ranging from finance, supply-chain managements to social services. In this paper, we propose a blockchain based application for trading data, collected from IoT devices. Our application enables the sellers to commercialize their data in exchange of the currency produced by the application. The application also utilizes smart contracts to establish trust between both sides of the exchange. Furthermore, we discuss the security and reliability of the system components.


## 1. Introduction

Blockchain is an efficient technology that realizes distributed ledger, which is a decentralized and publicly available data structure for storing transactions. These transactions are verified through a majority consensus $[2,3]$. So once the transactions are written in the ledger, they can't be changed and erased unless someone can take control majority of the system at the same time [4]. Blockchain is a read-only database system that makes it impossible to create and add a fraudulent or incorrect transaction to the chain. This feature presents a safe and secure system that eliminates third parties along with data immutability and user anonymity.

Bitcoin is the most popular application of blockchain and it took the world by storm when it showed up. After that, mostly in finance sector, many other similar implementations appeared that uses blockchain technology. Due to its success in finance, blockchain's popularity has surpassed these levels and spread in many

[^3]areas.

Internet of things (IoT) network was also affected from blockchain technology. IBM states that blockchain allows IoT to accelerate transactions and reduce the risk of collusion and tampering, which also reduces costs and complexity of operations [5]. Nowadays, this technology used for controlling and configuring IoT devices [6] and shared economy applications [7]. Besides, blockchain has also been used in smart buildings and food and pharmaceutical industries [8].

Huh, Cho and Kim [6] proposed a blockchain based solution for designing an IoT system. They aimed to control and configure IoT devices using the blockchain. The system uses RSA public key cryptography for managing keys. Private keys saved on individual IoT devices. Beside Ethereum platform is used for smart contracts and storing public keys. They simulated IoT system using Raspberry Pi devices and ran a Turing-complete code for smart contracts. However, they observed that the transaction time of Ethereum blockchain is slow. Thus, they needed a proxy or a large storage for saving entire blockchain because of Ethereum's light client protocol supporting issue.

Dorri et al. [9] proposed a tiered lightweight scalable blockchain, the optimized blockchain system, for IoT security and privacy requirements. They used a smart home setting for IoT applications. The system achieves decentralization by forming an overlay network where high resource devices jointly manage a public blockchain. The overlay designed as distinct clusters to reduce overheads. The cluster heads are responsible for managing the public blockchain. In conclusion, they observed that the lightweight scalable blockchain increases blockchain scalability compared to relevant baselines. It also resilient to some security attacks and it decreases packet overhead and delay.

In this paper, we introduce an application of blockehain to IoT data. Our application can be viewed as an extension of the construction introduced by Elbuz et al. [10]. It can be considered as a platform in which sellers can commercialize their data collected from an IoT device, and customers can contact with sellers, examine the data and buy it. This platform gives confidence to both seller and customer side. Our system uses blockchain technology together with smart contracts for reliability of data and secure money transfer.

The rest of the paper is organized as follows. Section II provides an overview of the used technologies. Section III describes the design of the proposed system and its scenario. Section IV analyzes the system and components' security. Finally, Section V concludes the paper and explains future works.

## 2. Definition

In this section, we give the definitions of the core components that will be used to build our platform.

Cryptographic hash function is a one-way mathematical function or an algorithm which produces a unique fixed length string of text from a data or a file of an arbitrary length. Because the same data always results in the same hash, a small change to a data changes the whole hash value. And it is computationally infeasible to generate the data from its hash value due to the pre-image resistance feature. Also, cryptographic hash functions have collision resistance, i.e. it is very hard to find the same hash value from any two different inputs with any length.

Digital signature is a mathematical technique for validating the authenticity of digital document or message. This process is generated as a result of a sequence of operations: key generation, signing and verification algorithm. In the key generation, public and private keys are computed for the user. In the signing algorithm, sender signs the document with his private key. After signing, he attaches his signature to the document and sends it to the recipient. In the verification algorithm, recipient verifies the validity of the signature using the signature and the message together with sender's public key. A digital signature algorithm is called 'unforgeable' if any message/signature pair ( $\mathrm{m}, \mathrm{s}$ ) not exists where s was not produced by the legitimate signer.

Merkle tree is a hash tree that contains hash values of data blocks and data blocks' hashes hierarchically. In Merkle tree, every leaf node contains the hash value of a data block and every non-leaf node contains the hash value of child nodes. Trees are generated by hashing pairs of nodes until there is only one hash left, and this hash is called the root hash. It is the efficient and secure way to verify the contents of large data. Due to this feature, it is preferred in designing the blockchain applications.

Smart contract is a self-executing computer code running on top of a blockchain. It contains a set of rules to be executed and helps to exchange money, data or
anything of value. These contracts execute only when certain conditions are met. They reduce transaction costs by eliminating the third parties. Note that a smart contract can never be changed and no one can break the contract. Also it is distributed; the outcome of contract is verified by every node on the network.

Distributed ledger is a decentralized database system for recording transactions. Each node of the network can access the recordings and own an identical copy. Every changes or additions are reflected to each node's ledger. Periodically, nodes construct the transactions and update their copy through a consensus algorithm. Once the correct copy has been determined, all nodes update themselves with the correct copy of the ledger. Cryptographic hash functions and digital signatures are used to ensure the security.

Proof of work is a type of consensus algorithm that is used for confirming transactions and producing new blocks for the chain. When a new transaction is made, it must be validated and written to the block. To do this, users on the network try to solve a mathematical problem at a certain difficulty level. The user, who solves this problem, earns the right to write the next block to the chain. Note that the miners are rewarded with the certain amount of currency in order to be encouraged for mining.

## 3. Model

In this section, we explain our model and its core components that will be used to build our platform.

Our platform focuses on trading data collected from IoT devices in a safe environment. We utilize a number of primitives to realize our objective: blockchain for immutable and decentralized data storage; smart contracts for exchanging data and money authentically; digital signatures for providing authentication of users; and cryptographic hash functions for providing data integrity.

We design our platform as an open blockchain so that anyone can register the platform to commercialize his IoT data or to buy the IoT data sold in the platform. There are three different roles defined in our system, i.e. sellers, customers, and miners. A seller can advertise and sell his data through the platform by putting a brief information that describes the data, and a short proof that will be used to
prove the authenticity of the data. A customer checks the data advertised in the platform, and buys the data via a smart contract. A miner collects a certain number of available transactions in a certain period of time, and creates a block of these transactions through proof of work mechanism. Note that during the registration, the system generates a secret key-public key pair that will be used in the signature scheme deployed by the platform.

Our model can be viewed as two-phase protocol: uploading the data and executing the trade.

Uploading the data. In our model, the sellers do not keep their data in the blockchain. Instead, they use blockchain to market his data and to prove the integrity of the data. When a seller wants to commercialize his data through the platform, he prepares a small proof associated to the data using the technique proposed in [11].

Briefly, he divides the data into n small pieces $S_{1}, \ldots, S_{n}$ of same length. Then he creates the Merkle tree of the data as shown in Figure 1. He then uploads the root R of the tree together with a brief information that describes the data. Note that the root of the tree R will be used to convince the customer that the integrity of the data will have been preserved during the marketing.

Executing the trade. Our platform enables the customers to check the quality of the data through a smart contract before buying it. When a customer wants buy some data advertised in platform, he first picks a random integer x from $[1, \mathrm{n}]$ as a challenge, and initiates a smart contract with the seller of the data.

The smart contract works as follows: for the challenge x , the seller sends the corresponding piece $\mathrm{S}_{\mathrm{x}}$ to the customer. Note that, in our platform, it is assumed that any small piece of the data reflects the general structure of the data, and the quality and the usefulness of the data can easily be checked through this small piece. The customer then examines the sample. If the data satisfies the customer, he sends a confirmation (that can be just the integer 1 and 0 otherwise) to the seller. The seller prepares a proof $\pi$ for the challenge x that consists of the siblings of the nodes on the path from $\mathrm{S}_{\mathrm{x}}$ to the root in the Merkle tree of the data. Then it is checked through the smart contract whether the proof $\pi$ is compatible with the root R uploaded in the platform.


FIGURE 1. Generating Merkle tree from the data
For example, assume $n=4, x=2$, and the seller has created the Merkle tree of the data as in Figure 1. Then the proof $\pi$ for the challenge the seller prepares will be $\pi=\left[H\left(S_{1}\right), H\left(H\left(S_{3}\right), H\left(S_{3}\right)\right)\right]$. It is checked whether

$$
\begin{equation*}
H\left(H\left(H\left(S_{1}\right), H\left(S_{2}\right)\right), H\left(H\left(S_{3}\right), H\left(S_{4}\right)\right)\right) \stackrel{?}{=} R . \tag{3.1}
\end{equation*}
$$

If the proof is compatible with the root, the customer's money and seller's data are exchanged through the smart contract. Smart contracts allow us to protect both customers and sellers to incur losses in presence of any problems.

Figure 2 shows the basic operations in the smart contract for trading data and money, between sellers and customers. In a nutshell, the proof $\pi$ of the challenge provided by the seller is compared with the root of the data already uploaded in the blockchain. Besides, it is also checked whether the customer has enough money or not. If one of them fails, the smart contract is terminated unsuccessfully and trade
operation is cancelled. Otherwise, the smart contract is terminated successfully and trade operation is completed.

All the transactions related to the trade are written to the blocks by the miners. Miners use the proof of work concept to establish a consensus for the current state of the ledger among all the entities in the network, i.e. miners collect the available valid transactions at the moment, calculate a proof of work for the new block consisting of the collected transactions, and add it to the valid chain. Miners get rewards corresponding to the effort they made by the system. Besides, a certain amount of fee for each transaction is paid to the miners in order to incentivize them for mining.


FIGURE. 2. Smart contract for trade operation.

## 4. Security analysis

This section provides a discussion on security and performance of our blockchain system and its structures.

As we stated before, when the customer requests sample from data, there is a possibility that the seller may send the wrong or useless sample. On the other hand,
the sample may belong to a useful data, but the data to be sent at the end may be an unusable data that is not relevant to the sample. Our platform solves this issue by having the sellers to put the root of the Merkle tree created on the data. Thus, the seller cannot make any change on the data after uploading this proof to the platform.

The users, who will trade among themselves, attach their signature to the transactions they create. The unforgeability of the digital signature scheme ensures that a user cannot impersonate any other users in the system. Also, no one in the system can alter the content of the transaction after it is deployed to the system.

Besides, any malevolent third party node can try to break or alter the transaction and message sequence in the chain. Due to the avalanche effect of the cryptographic hash function, block sequences and integrities can be checked fast and correctly. Even the slightest change in the block causes the hash value to change completely. Therefore, the consensus algorithm will not accept the manipulated block.

## 5. Conclusion

In this paper, we proposed an application for blockchain based IoT. It aims to market IoT data for money authentically. The system provides an immutable distributed database using blockchain. Besides, it provides confidence between the seller and the customer through smart contracts.

In our future work, we plan to implement this proposed system. We will also explore which file extension the IoT data should have.
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# INVESTIGATING DOUBLY CHARGED LEPTONS AT FUTURE ENERGY FRONTIER MUON-PROTON COLLIDERS 

Aysuhan OZANSOY


#### Abstract

We study the doubly charged leptons considered in extended isospin models at muon-proton colliders. We respect the lepton flavor conservation and take into consideration the single production of the doubly charged leptons related to second generation. We give the effective Lagrangian describing the doubly charged lepton gauge interactions. We calculate the signal and corresponding background cross sections and analyze the kinematical distributions to obtain the suitable cuts for the discovery. We choose the W-boson hadronic decay channel to get the accessible mass limits and couplings of doubly charged leptons for various muon-proton colliders.


## 1. Introduction

The fundamental particle spectrum of the Standard Model (SM) has a pattern with three generations of quarks and leptons. These generations are replication of each other except from their mass. A natural explanation for the SM fermionic family replication would be that there could be one more layer of matter constituents. In composite models, known fermions are bound states of more fundamental constituents called preons [1-3]. Compositeness is one of the beyond the SM (BSM) theories that give satisfying explanations for the fermionic family replication, quarklepton symmetry and fundamental particle inflation in the SM. Observation of excited fermionic states would be a direct evidence of compositeness [4-8]. Spin and isospin- $1 / 2$ excited fermions are considered as lowest radial and orbital excited

[^4]states. Excited leptons with weak isospin states IW $=0$ (singlet) and $\mathrm{IW}=1 / 2$ (doublet) are studied widely in the literature [9-25].

Here, we take into consideration a different point of view of the compositeness: the weak isospin (IW) invariance. In extended isospin models the weak isospin values are extended to $\mathrm{IW}=1$ (triplet) and IW $=3 / 2$ (quadruplet) multiplets. Excited leptonic states with exotic charges with $Q=-2 e$ (doubly charged leptons) take part in these exotic multiplets [26]. Any signal for the doubly charged leptons at future colliders would give considerable explanation for the SM flavor structure and hints for the new physics.

There are great effort to build more powerful particle colliders for the Large Hadron Collider (LHC) era and post LHC era. These projects can be classified in three groups concerning the colliding particle types:

1) Lepton colliders: International Linear Collider (ILC) with $\sqrt{s}=0.5-1$ TeV [27] and Compact Linear Collider (CLIC) with up to $\sqrt{s}=3 \mathrm{TeV}$ [28] as $e^{+} e^{-}$colliders, and muon colliders with center-of-mass energies from Higgs resonance up to $\sqrt{s}=6 \mathrm{TeV}[29,30]$. Recently, a 100 TeV muon collider was proposed in [31].
2) Hadron colliders: Future Circular Collider (FCC) is proposed as $p p$ collider with $\sqrt{s}=100 \mathrm{TeV}$ [32] at CERN. (Besides the $p p$ option, FCC has also an $e^{+} e^{-}$option known as TLEP or FCC-ee [33] and several ep collider options [34]). Super proton-proton Collider (SppC) is Chinese analog of the FCC with center-of-mass energy about 70 TeV [35].
3) Lepton-hadron colliders: Large Hadron-electron Collider (LHeC) with $\sqrt{s}=1.3 \mathrm{TeV}$ and possibly upgraded to $\sqrt{s}=1.96 \mathrm{TeV}[36,37]$ is proposed as ep collider at CERN. Other designments are FCC-based leptonhadron ( $e p$ and $\mu p$ colliders) [34], SppC-based lepton-hadron colliders [38], and LHC-based muon-proton colliders [39].

Aside from compositeness, one may encounter doubly charged leptonic states in Type II seesaw mechanisms [40-42], in some extensions of supersymmetric models [43-47], in flavor models in warped extra dimensions and in more general models [48-49], and also in string inspired models [50]. In the literature, phenomenological searches for doubly charged leptons are investigated so far at the LHC [51-60], at the future linear colliders [61-64], at the LHeC [65], and at the FCC-based ep colliders [66].

In this work, we give the effective Lagrangians responsible for the gauge interactions of doubly charged leptons and calculate the decay widths in Section 2. In Section 3, we introduce the various muon-proton colliders. We give our analysis in Section 4 and then we conclude.

## 2. Effective lagrangians and decay widths

In the beginning of hadron physics, strong isospin invariance enlightened so much to find out some patterns of baryon and meson resonances despite the existence of quarks and gluons were not understood yet. Identically, similar situations may be occured in the electroweak sector. By using the weak isospin symmetry arguments, the possible fermionic resonances can be placed into electroweak isospin multiplets. Accordingly, the quantum numbers of excited fermionic states could be obtained without needing the dynamics of the preons explicitly. Since light fermions have $\mathrm{I}_{\mathrm{w}}$ $=0$ or $1 / 2$ (singlets or doublets), and gauge bosons have $\mathrm{I}_{\mathrm{W}}=0$ or 1 ; excited fermionic states with $\mathrm{I}_{\mathrm{w}} \leq 3 / 2$ can be allowed. Basics of extended isospin model is discussed in [26]. In the extended isospin models exotic doubly charged leptons appear in triplets with $\mathrm{I}_{\mathrm{W}}=1$ and in quadruplets with $\mathrm{I}_{\mathrm{W}}=3 / 2$. The form of these multiplets are listed as

$$
L_{1}=\left(\begin{array}{c}
L^{0}  \tag{1}\\
L^{-} \\
L^{--}
\end{array}\right), \quad L_{3 / 2}=\left(\begin{array}{c}
L^{+} \\
L^{0} \\
L^{-} \\
L^{--}
\end{array}\right)
$$

and similar for the antiparticles. To calculate the decay widths and cross sections, it is necessary to specify the doubly charged lepton couplings to SM leptons and gauge fields. For the reason that all the gauge fields have $Y=0$ hypercharge, a given exotic multiplet couples through the gauge fields to a SM multiplet only with the same $Y$. To satisfy the gauge invariance, the couplings have to be of anomalous magnetic moment type. Therefore, doubly charged leptons can couple to SM fermions only via $W$-boson. The interaction Lagrangians describing the gauge interaction of doubly charged leptons with ordinary leptons are

$$
\begin{align*}
& \mathcal{L}_{G M}^{(1)}=i \frac{g f_{1}}{\Lambda}\left(\bar{L} \sigma_{\mu \nu} \partial^{\nu} W^{\mu} \frac{1+\gamma_{5}}{2} l\right)+\text { h.c. }  \tag{2}\\
& \mathcal{L}_{G M}^{(3 / 2)}=i \frac{g f_{3}}{\Lambda}\left(\bar{L} \sigma_{\mu \nu} \partial^{\nu} W^{\mu} \frac{1-\gamma_{5}}{2} l\right)+\text { h.c. } \tag{3}
\end{align*}
$$

where $g$ is the $S U(2)$ coupling constant which is equals to $g=g_{e} / \sin \theta_{W}$ where $g_{e}=\sqrt{4 \pi \alpha} . f_{l}$ and $f_{3}$ are dimensionless new coupling constants related to effective interactions of exotic multiplets $\mathrm{I}_{\mathrm{w}}=1$ and $\mathrm{I}_{\mathrm{w}}=3 / 2$. Their exact values can only be obtained from the underlying model for compositeness. $L$ and $l$ stand for doubly charged lepton and SM lepton, respectively. $\Lambda$ is the compositeness scale and $\sigma_{\mu \nu}=i\left(\gamma_{\mu} \gamma_{\nu}-\gamma_{\nu} \gamma_{\mu}\right) / 2$ where $\gamma_{\mu}$ being the Dirac matrices.

Since doubly charged leptons can interact with the SM leptons only via the $W$-boson, doubly charged leptons decay to SM leptons only with $L^{--} \rightarrow l^{-} W^{-}$process ( $L^{--}$is the lightest one among the new exotic leptons). The same values of decay width for the doubly charged leptons are obtained whether one can use the interaction Lagrangian given in Eq. (3) or Eq. (4). The decay width of the doubly charged lepton with respect to its mass $\left(\mathrm{M}_{\mathrm{L}}\right)$ for $f_{1}=1$ ( or $f_{3}=1$ ) is given in Figure 1 for two different values of compositeness scale.


Figure 1. Total decay width of doubly charged lepton as a function of its mass for $\Lambda=\mathrm{M}_{\mathrm{L}}$ and $\Lambda=10 \mathrm{TeV}$.

## 3. Muon-Proton colliders

Muon-proton colliders were proposed in the original work [67] by making the suggestion of construction of an additional proton ring in $V_{s}=4 \mathrm{TeV}$ muon collider tunnel. Afterwards, construction of additional muon ring with 200 GeV energy in the Tevatron tunnel in order to handle ${ } \mathrm{s}=0.9 \mathrm{TeV} \mu p$ collider was considered in [68], and ultimate $\mu p$ collider with 50 TeV proton ring was suggested in [69]. Recently, future $p p$ colliders FCC and SppC based energy frontier muon-proton colliders were proposed in [34] and [38], respectively. Also LHC-based $\mu p$ colliders were considered in [39]. We list briefly the main parameters of proposed $\mu p$ colliders in Tables 1-3.

A lot of BSM topics such as excited muon, excited muon neutrino, second family leptoquarks, supersymmetry (SUSY), doubly charged leptons related to second family, color octet muon, contact interactions etc. can be investigated at $\mu p$ colliders.

Table 1. Main parameters of LHC-based $\mu p$ colliders. (These values are obtained from [39]).

| $\mathbf{E}_{\mu}(\mathbf{T e V})$ | $\mathbf{E}_{\mathbf{p}}(\mathbf{T e V})$ | $V_{\mathbf{s}}(\mathbf{T e V})$ | $\mathbf{L}_{\mu \mathrm{p}}\left(\mathbf{c m}^{-2} \mathbf{s}^{-1}\right)$ |
| :---: | :---: | :---: | :---: |
| 0.75 | 7 | 4.58 | $1.4 \times 10^{33}$ |
| 1.5 | 7 | 6.48 | $2.3 \times 10^{33}$ |
| 3 | 7 | 9.16 | $0.9 \times 10^{33}$ |

Table 2. Main parameters of SppC-based $\mu p$ colliders. (These values are obtained from [38]).

| $\mathbf{E}_{\mu}(\mathbf{T e V})$ | $\mathbf{E}_{\mathbf{p}}(\mathbf{T e V})$ | $V_{\mathbf{s}}(\mathbf{T e V})$ | $\mathbf{L}_{\mu \mathrm{p}}\left(\mathbf{c m}^{-2} \mathbf{s}^{-1}\right)$ |
| :---: | :---: | :---: | :---: |
| 0.75 | 35.6 | 10.33 | $5.5 \times 10^{32}$ |
| 0.75 | 68 | 14.28 | $12.5 \times 10^{32}$ |
| 1.5 | 35.6 | 14.61 | $4.9 \times 10^{32}$ |
| 1.5 | 68 | 20.2 | $42.8 \times 10^{32}$ |

Table 3. Main parameters of FCC-based $\mu p$ colliders. (These values are obtained from [34]).

| $\mathbf{E}_{\mu}(\mathbf{T e V})$ | $\mathbf{E}_{\mathbf{p}}(\mathbf{T e V})$ | $V_{\mathbf{s}}(\mathbf{T e V})$ | $\mathbf{L}_{\mu \mathbf{p}}\left(\mathbf{c m}^{\mathbf{- 2}} \mathbf{s}^{\mathbf{- 1}}\right)$ |
| :---: | :---: | :---: | :---: |
| 0.063 | 50 | 3.50 | $0.2 \times 10^{31}$ |
| 0.75 | 50 | 12.2 | $4.9 \times 10^{32}$ |
| 1.5 | 50 | 17.3 | $4.3 \times 10^{32}$ |

## 4. Muon-Proton colliders

Respecting the lepton family number conservation, we searched for the doubly charged leptons which carry muonic lepton number. They can be produced singly through the process $\mu^{-} p \rightarrow L^{--} X$ at $\mu p$ colliders. The Feynman diagrams representing the subprocess $\mu^{-} q\left(\bar{q}^{\prime}\right) \rightarrow L^{--} q^{\prime}(\bar{q})$ are given in Figure 2.


FIGURE 2. Feynman diagrams for the subprocess $\mu^{-} q\left(\bar{q}^{\prime}\right) \rightarrow L^{--} q^{\prime}(\bar{q})$.

In our analysis, we considered only $\mathrm{I}_{\mathrm{w}}=1$ multiplet. We embedded the doubly charged lepton interaction vertices in high-energy simulation programme CALCHEP [70-72] and used it for our calculations. To make a comparision between the $\mu p$ colliders listed in Table 1-3; we chose the muon beam energy as 0.75 TeV and proton beam energies $7,35.6$, and 50 TeV for the LHC, SppC, and FCC, respectively. We summarized our selection in Table 4.

Table 4. Selected $\mu p$ colliders to make a comparision in our calculations.

| $\mu p$ Collider Name | $\mathbf{E}_{\mathbf{p}}(\mathbf{T e V})$ | $\mathbf{E}_{\boldsymbol{\mu}}(\mathbf{T e V})$ | $\sqrt{\mathbf{s}}_{\mathbf{s}(\mathbf{T e V})}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{LHC}-\mu p$ | 7 | 0.75 | 4.58 |
| SppC $-\mu p$ | 35.6 | 0.75 | 10.33 |
| FCC $\mu p$ | 50 | 0.75 | 12.2 |

Total production cross section for the single production of doubly charged leptons
( $\mu^{-} p \rightarrow L^{--} X$ ) at various $\mu p$ colliders for $\Lambda=\mathrm{M}_{\mathrm{L}}$ and $f=1$ is shown in Figure
3. (Since we take into consideration only $\mathrm{I}=1$ multiplet, $f$ is refer to $f_{1}$ henceforth). In numerical calculations we used the CTEQ6L parton distribution function.


Figure 3. Total cross section for the single production of doubly charged leptons at various $\mu p$ colliders.

After the decay of $L^{--}$, we deal with the $\mu^{-} q\left(\bar{q}^{\prime}\right) \rightarrow W^{-} \mu^{-} q^{\prime}(\bar{q})$ process. We impose the generic cuts for the final state muon and jets as

$$
\begin{align*}
& p_{T}^{\mu}>20 \mathrm{GeV} \\
& p_{T}^{j}>30 \mathrm{GeV} . \tag{4}
\end{align*}
$$

By applying the generic cuts we get the transverse momentum $\left(p_{T}\right)$ and normalized pseudorapidity $(\eta)$ distributions of final state muon. We show these kinematical distributions in Figures 4-9.


Figure 4. Muon $p_{T}$ distribution for the LHC- $\mu p$.


Figure 5. Muon $p_{T}$ distribution for the $\operatorname{SppC}-\mu p$.


Figure 6. Muon $p_{T}$ distribution for the FCC $-\mu p$.


Figure 7. Muon normalized $\eta$ distribution for the LHC- $\mu p$.


Figure 8. Muon normalized $\eta$ distribution for the $\operatorname{SppC}-\mu p$.


Figure 9. Muon normalized $\eta$ distribution for the FCC- $\mu p$.
As it can be seen from Figures 4-6, doubly charged leptons carry high transverse momentum having a peak around $\mathrm{M}_{\mathrm{L}} / 2$, and from Figures $7-9$, they are produced mainly in the backward direction. We define the cuts best suited for the discovery by investigating these kinematical distributions. To find out the discovery cuts we seek for the appropriate regions where we remove the most of the background but at the same time do not influence the signal so much. These cuts are presented in Table 5.

Table 5. Discovery cuts fot the doubly charged lepton production at $\mu p$ colliders.

| $\mu$ p Collider Name | $p_{T}^{\mu}$ cut | $\eta^{\mu}$ cut |
| :---: | :---: | :---: |
| LHC $-\mu p$ | $p_{T}^{\mu}>600 \mathrm{GeV}$ | $-2<\eta^{\mu}<1$ |
| SppC- $\mu$ p | $p_{T}^{\mu}>1200 \mathrm{GeV}$ | $-2.5<\eta^{\mu}<0.9$ |
| FCC $-\mu p$ | $p_{T}^{\mu}>1700 \mathrm{GeV}$ | $-2.5<\eta^{\mu}<0.6$ |

We choose hadronic decay mode of $W$-boson as $W \rightarrow 2 j$ and no further cut is made on these jets. We define the statistical significance as

$$
\begin{equation*}
S S=\frac{\sigma_{S}}{\sqrt{\sigma_{B}}} \sqrt{L_{\mathrm{int}}} \tag{5}
\end{equation*}
$$

where $\sigma_{S}$ and $\sigma_{B}$ are the signal and background cross sections, respectively; $L_{\text {int }}$ is the integrated luminosity of the collider.

We show the $S S-\mathrm{M}_{\mathrm{L}}$ plot for the LHC-based $\mu p$ collider in Figure 10, for the SppCbased $\mu p$ collider in Figure 11, and for the FCC-based $\mu p$ collider in Figure 12, specifying the $2 \sigma$ (exclusion), $3 \sigma$ (observation), and $5 \sigma$ (discovery) regions, respectively. In Table 6, we determine
the doubly charged lepton mass limits at different $\mu p$ colliders for $f=1$ and $\Lambda=\mathrm{M}_{\mathrm{L}}$, taking into account the criteria $S S \geq 2, S S \geq 3$ and $S S \geq 5$ which denote the $2 \sigma, 3 \sigma$ and $5 \sigma$ limits, respectively.


Figure 10. $S S$ as a function of $\mathrm{M}_{\mathrm{L}}$ for the $\mathrm{LHC}-\mu p$.


Figure 11. $S S$ as a function of $\mathrm{M}_{\mathrm{L}}$ for the $\mathrm{SppC}-\mu p$.


Figure $12 . S S$ as a function of $\mathrm{M}_{\mathrm{L}}$ for the FCC- $\mu p$.
Table 6. Mass limits for doubly charged lepton at different $\mu p$ colliders.

| Collider name | $\begin{aligned} & \mathrm{Lint}_{\text {int }} \\ & \left(\mathrm{pb}^{-1}\right) \end{aligned}$ | $\begin{gathered} 2 \sigma \\ \text { (Exclusion)(GeV) } \end{gathered}$ | $\begin{gathered} 3 \sigma \\ \text { (Observation)(GeV) } \end{gathered}$ | $5 \sigma$ <br> (Discovery) (GeV) |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { LHC }-\mu \mathrm{p} \\ (\sqrt{ } s=4.58 \mathrm{TeV}) \end{gathered}$ | $\begin{gathered} 1.4 \times \\ 10^{4} \end{gathered}$ | 2220 | 2140 | 2000 |
| SppC- $\mu \mathrm{p}$ $\left(V_{s}=10.33 \mathrm{TeV}\right)$ | $\begin{gathered} 5.5 \times \\ 10^{3} \end{gathered}$ | 4200 | 3900 | 3600 |
| $\begin{gathered} \text { FCC- } \mu \mathrm{p} \\ (\sqrt{s}=12.2 \mathrm{TeV}) \end{gathered}$ | $\begin{gathered} 4.9 \times \\ 10^{3} \end{gathered}$ | 5000 | 4700 | 4200 |

## 5. Conclusion

The weak isospin invariance is a particular point of view of the compositeness. We can use the weak isospin invariance to extend the weak isospin values to $\mathrm{I}_{\mathrm{W}}=1$ (triplet) and $\mathrm{IW}_{\mathrm{W}}=3 / 2$ (quadruplet) multiplets. These multiplets contain exotic lepton states of charge $Q=-2 e$, namely doubly charged leptons. $\mu p$ colliders will give the oppurtunity to search for the doubly charged leptons related to second family. In our
study, we make a comparision for the search potential of doubly charged leptons at future energy frontier muon-proton colliders. Taking into account the lepton flavor conservation, we showed doubly charged leptons carrying muonic lepton number can be observed up to $2.1,3.9$, and 4.7 TeV at LHC $-\mu p$, SppC- $\mu p$ and FCC- $\mu$, respectively.
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