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Abstract—Mobile communication has become an important 

part of our daily lives for voice communication, data sharing and 

access over the Internet. Mobile communication is an open 

network, so maintaining the privacy and reliability of data has 

always been anxiety. The reliability of the data against channel 

noise can be achieved by various error correction codes. The 

purpose of the channel coding process is to reduce the effect of 

some disruptive elements that the data is influenced in the 

transmission phase as much as possible. This procedure ensures 

that the data is delivered to the receiver with minimum error. In 

this study, a communication system was established in MATLAB 

environment for the transmission of five second audio signal. In 

this communication system, BER and MSE performances of four 

phase shift keying methods are obtained first.  In the second phase 

of the study, the AWGN and Rician fading channels were 

individually coded with four different LBC types. Performance 

evaluation of these coding types was done with BER and MSE 

criteria. In the last part of the study, it was investigated which 

wavelet family is suitable for which level, in order to ensure audio 

transmission over AWGN and Rician fading channels with the 

least possible error. Four wavelet transform families at different 

levels were applied to the audio signal for LBC (7, 4), LBC (15, 8), 

LBC (17, 8) and LBC (23, 12) encoded channels, and the Mean 

Squared Error (MSE) performances were compared. 

 
 

Index Terms—Audio Signals, Channel Coding, Linear Block 

Coding, Wavelet Transform. 

 

I. INTRODUCTION 

RADITIONAL ANALOG communication techniques do 

not perform well in mobile environments because 

appropriate techniques for reducing the effects of multi-path 

propagation fading have not been developed [1].  
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  

 

Channel coding, also known as Forward Error Control (FEC) 

coding, can be defined as the detection and correction of bit 

errors in digital communication systems. Channel coding is 

performed on both transmitter and receiver. On the transmitter 

side, the channel coding is called the encoder. Here, extra bits 

(parity bits) are added to the raw data before modulation. On 

the receiver side, the channel coding is called the decoder. 

Channel coding allows the receiver to detect and correct errors 

caused by effects such as noise, parasite and fading that occur 

during transmission [2]. The key benefits of channel coding to 

communication systems are as follows: maximizing data 

transmission efficiency to provide high bit rate, low encoder / 

decoder complexity by limiting the size and cost of 

transceivers, minimizing the amount of energy required for 

transmission at the desired signal to noise ratio and thus 

achieving high Bit Error Rate (BER) performance. Lower-rate 

channel codes can usually correct more errors [3]. 

In recent years, many studies have been carried out using 

different channel coding methods in order to transmit data with 

the least possible loss. In [3], Dhaliwal et al. analyzed 

convolutional code’s BER performance over Additive White 

Gaussian Noise (AWGN) channel using fixed Viterbi decoder, 

different code rates, different restriction lengths and Quadrature 

Phase Shift Keying (QPSK) modulation. In [4], Baviskar et al. 

proposed an adaptive Low Density Parity Control Code 

(LDPC) supported audio processing algorithm to transmit the 

speech signal over the wireless AWGN channel. Binary Phase 

Shift Keying (BPSK) technique have helped to achieve better 

BER performance. In [5], the robustness of the turbo decoding 

algorithm in a generalized Gaussian noise has been researched. 

In [6], Haque et al. studied the effect of various combined FEC 

codes on the performance of a wireless Orthogonal Frequency 

Division Multiplexing (OFDM) system.  In this study, the 

authors used Reed-Solomon (RS) (255, 239, 8) encoder, Cyclic 

(15, 11) encoder, Bose-Chaudhuri-Hocquenghem (BCH) (127, 

64) encoder and ⅔ and ¾ encoders of convolutional coding for 

channel coding. QPSK, 8-PSK, 32-Quadrature Amplitude 

Modulation (32-QAM) and 64-QAM methods are used as the 

digital modulation method. In [7], Sidhu et al. evaluated the 

performance of multi-level linear block codes on Rayleigh 

fading channel. The error correction feature of linear block 

codes is controlled with different digital modulations. In [8], 

BER performance of 2 × 2 Full-Rate Linear-Receiver Space 
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Time Block Code (FRLR-STBC) is evaluated. Using Appell 

and Gauss hypergeometric functions, new precise and 

asymptotic closed form BER formulas of BPSK-modulated 

FRLR-STBC are derived over Rayleigh fading channels, along 

with the corresponding coding gain and diversity order. 

In the literature, Wavelet Transform (WT) is also used in 

some applications related to audio signal processing and 

channel coding. In [9], Romano et al. proposed a technique for 

analyzing and compressing speech signals using biorthogonal 

wavelet filters. This technique compared human voice with a 

typical Voice Over Internet Protocol (VoIP) encoding. This 

study has been emphasized how the wavelet filters can be 

suitable, especially in terms of the compression ratio, without 

causing significant degradation of the signal quality for the 

audiences. In [10], Kudumakis et al. investigated the 

performance of some different wavelet families for low bit rate 

coding of audio signals. For evaluating the coding gains of these 

wavelets, both octave and uniform sub-band coding schemes, 

fixed and dynamic bit-shares with entropy noiseless Huffman 

coding are used. In [11], Luo presented a new ultra-low latency 

wavelet voice encoder for real-time wireless transmission using 

non-overlapping short block processing and embedded coding. 

To investigate the correlation of the audio signal, a limited and 

minimized 2D fast lift WT is developed. In [12], Sinha et al. 

used a wavelet-based method that uses the median function 

threshold. By selecting a suitable main wavelet, a nearly 

unchanged signal quality and a flexible compression ratio are 

obtained and the performance of the proposed method is 

evaluated using various analysis methods. In [13], Sarnin et al. 

presented a performance evaluation of BPSK and QPSK 

techniques using error correcting code. BCH, Cyclic and 

Hamming codings are used as a coding method. Random data 

is passed through the AWGN channel and the BER is 

calculated. In [14], Bhatti recorded a speech signal of .wav 

format, represented by 8-kHz sampling frequency, 5-sec and 8 

bits per sample in MATLAB environment. The audio signal is 

encoded in the AWGN channel using the Cyclic (17, 8) Coding 

Method. BPSK was used for the modulation of the audio signal. 

In [15], the authors used RS coding and Code Division Multiple 

Access (CDMA) methods, unlike the study [14].  

In this study, a communication system was established in 

MATLAB environment for the transmission of 5 second audio 

signal. In this communication system, BPSK modulation is 

used in the remainder of the study, because the modulation 

analysis with good performance is performed first and the 

performance of BPSK modulation is obtained better than the 

other modulations. In the second phase of the study, the AWGN 

and Rician fading channels were individually coded with LBC 

(7, 4), LBC (15, 7), LBC (17, 8) and LBC (23, 12) respectively. 

Performance evaluation of these coding types was done with 

BER and MSE criteria. In the last part of the study, it was 

investigated which wavelet family is suitable for which level, 

in order to ensure audio transmission over AWGN and Rician 

fading channels with the least possible error. Four wavelet 

transform families at different levels were applied to the audio 

signal for four different types of LBC encoded channels, and 

the Mean Squared Error (MSE) performances were compared. 

II. AUDIO TRANSMISSION STEPS 

In this study, the five-second length audio signal obtained from 

the external environment is passed through the steps of 

sampling, quantization and A/D conversion and then given to 

AWGN noisy (or AWGN noisy with Rician fading) LBC coded 

channel. In this section, the basic concepts used in the system 

for the transmission of the audio signal will be mentioned. 

A. Channel Coding  

In the transmitter part of the digital communication system, 

the data like sound, image etc. produced by the source is 

converted into binary sequences with the shortest possible 

length, with no loss of information (or acceptable loss of 

information) with the aid of the source encoder. The binary k-

bit sequences at the output of the source encoder are converted 

to n-bit sequences by adding n-k control bits with the aid of the 

channel encoder (n>k). The intent of channel coding is to 

protect the data sequences from the disturbing effect of the 

channel. The coded arrays are then divided into blocks of a 

certain length. These sequences are then mapped to one of the 

elements of the signal set of the modulation to be used and 

modulated to give the channel. The type of modulation used 

varies depending on the channel's feature. On the receiver side, 

the demodulator allows distorted waves to be processed in the 

decoder due to disturbing effects in the channel. The channel 

and source decoders operate inversely to the channel and source 

encoders, respectively, to find the transmitted data and transfer 

it to the user. Because of the redundancy control bit insertion in 

the channel coding, the increase in sequence length reduces the 

data rate. One way to avoid this fall is to increase the 

modulation speed. The increase in modulation speed means to 

shorten the duration of the channel signal, which means that the 

bandwidth of the channel signal increases. Therefore, this can 

be done if the bandwidth of the channel is appropriate. The 

expansion of the signal set (for example, using 8-PSK 

modulation instead of 4-PSK) is another way of avoiding the 

drop in the transmission rate in band-limited channels. 

However, in this method, since the signs are closer to each 

other, the error performance of the system is reduced. 

Therefore, coding and modulation together in the design of 

efficient systems in terms of both error performance and 

bandwidth are now considered as a whole [16]. 

 In this study, LBC is used for channel coding process and 

BPSK is used as modulation method. 

B. Linear Block Coding  

LBC is an encoding method characterized by an (n, k) 

notation, where k is the length of the message vector and n is 

the length of the codeword, and LBC is a subclass of similarity 

control codes. Here, the encoder converts the message block of 

length k into a longer code word block. The code is a set of 

vectors created by vectors called code words.  k-bit messages 

constitute 2k different message arrays, referred to as k-arrays. 

Blocks of n bits form 2n different arrays, expressed as n-arrays 

As a result of the encoding process, each of the 2k k-arrays is 

assigned to each of 2n n-arrays. With a block code, each of the 

2k message arrays is mapped to 2k different code words in the 

n-array. This mapping is an one to one correspondence. 

Vi and Vj are two separate code words from a set of (n, k) 

binary block codes. In order for any of these two words to be 
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linear, the necessary and sufficient condition is that Vi ⨁Vj is 

also a code vector at the same time. In general, a G generator 

matrix is defined as a k×n matrix: 

 

𝐺 = [

𝑉1
𝑉2
⋮
𝑉𝑘

] = [

𝑉11 𝑉12 ⋯ 𝑉1𝑛
𝑉21 𝑉22 ⋯ 𝑉2𝑛
⋮ ⋮ ⋮
𝑉𝑘1 𝑉𝑘2 ⋯ 𝑉𝑘𝑛

] (1) 

 

m message vector is a 1 × k row vector consisting of k message 

bits:  

  

𝑚 = [𝑚1𝑚2 …𝑚𝑘]    (2) 

 

The U code vector is expressed as the product of the m and G 

sequences as follows: 

𝑈 = 𝑚𝐺 (3) 

Hence, it can be said that the code vector of a message is a 

linear combination of the components of the G generator 

matrix. With a G generator matrix, a vector of length k is 

translated into a vector of length n. Here, the (n-k) bits are the 

parity bits. A systematic linear block code has a generator 

matrix in the form: 

𝐺 = [𝑃: 𝐼𝑘] (4) 

  

Here, since the unit matrix is not required to be stored, the 

systematic generator matrix will reduce the coding complexity. 

Eq. (5) could be obtained by combining Eq. (3) and (4). 

 

𝑈 = [𝑚1𝑚2…𝑚𝑘] × 

[
 
 
 
 
 𝑃11 𝑃12 … 𝑃1,(𝑛−𝑘)
𝑃21 𝑃22 … 𝑃2,(𝑛−𝑘)
⋮ ⋮ ⋮
𝑃𝑘1 𝑃𝑘2 … 𝑃𝑘,(𝑛−𝑘)⏟              

𝑃

1 0 … 0
0 1 … 0
⋮ ⋮ ⋮
0 0 … 1⏟        

𝐼 ]
 
 
 
 
 

 (5) 

The systematic code vector can be expressed as follows. 

𝑈 = [𝑃1𝑃2 …𝑃𝑛−𝑘⏟        
𝑝𝑎𝑟𝑖𝑡𝑦 𝑏𝑖𝑡𝑠 

 𝑚1𝑚2…𝑚𝑘]⏟        
𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑏𝑖𝑡𝑠

 
(6) 

 

The parity check matrix (H) provides us with a simple way to 

know if an error has occurred. It is necessary for decoding in 

receiver. GHT has to be equal to zero. Since U = mG, UHT = 0 

condition will be provided for all valid codes.  U can be said to 

be a code word generated by the G generator matrix if UHT = 0 

is satisfied. The vector r= [r1 r2…rn] is the signal at the receiver 

and this vector is the consequent of the transmission of the U= 

[u1 u2…un] vector over the channel. Eq. (7) gives the vector r. 

 

𝑟 = 𝑈 + 𝑒 (7) 

Here the vector e = [e1 e2 ... en] is the error vector. The 

syndrome of vector r is S and it is given with Eq. (8) [17].  

𝑆 = 𝑟𝐻𝑇 (8) 

C. Types of Channels  

It is much more convenient to construct mathematical models 

that reflect the characteristics of transmission media during the 

design of communication systems for the transmission of 

information over physical channels. Thus, this mathematical 

model of the channel can be used to design channel coders and 

modulators in transmitters and channel decoders and 

demodulators in receivers.  

 

1) AWGN Channel  

One of the simplest mathematical models of a communication 

channel is the additive noise channel shown in Fig. 1. In this 

model, the transmitted signal s(t) is distorted by the additive 

noise process n(t).  

 
Fig. 1. The additive noise channel 

Physically, additive noise process is produced by electronic 

components and amplifiers in the receiver end of the 

communication systems as well as in the case of transmission 

of radio signals. If the noise is mainly produced by the 

electronic components and the amplifier on the receiver side of 

the communication system, this noise can be characterized as 

thermal noise. This type of noise is statistically characterized as 

a Gaussian noise process. The mathematical model to be 

obtained for this channel is therefore called Additive White 

Gaussian Noise (AWGN) Channel. Since this channel model is 

a valid model for most of the physical communication channels 

and can be mathematically examined, it is a channel model that 

is often used in the analysis and design of communication 

systems. Channel attenuation components can easily be 

integrated into this model. 

If a signal is attenuated during transmission along the channel, 

the received signal will be in the form of 

 

r(t) = αs(t) + n(t) (9) 

Here, α represents the attenuation factor [18]. It can be said 

that a random X variable has a normal distribution if it has a 

probability density function (pdf) with  average and 2 

variance values as in the following Eq. (10) [19]. 

 

𝑃(𝑥) =
1

√2𝜋𝜎
exp [

−(𝑥 − 𝜇)2

2𝜎2
] , −∞ < 𝑥 < ∞ (10) 

 

2) Rician Channel  

The amplitude envelope of the small-scale faded channel is 

Rician distributed if there is a predominantly non-attenuated 

signal component (such as LOS) [20]. At the output of the 

envelope detector, the dominant signal causes the formation of 

a direct current component. The Rayleigh distribution is 

obtained when the dominant signal component in the Rician 

distribution is damped [21]. This channel can be seen in Fig. 2. 
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Fig. 2. Rician fading channel [22] 

The Rician distribution is as follows. 

𝑃𝑅𝑖𝑐𝑖𝑎𝑛(𝑟) =
𝑟

𝜎2
𝑒
−(𝑟2+𝐴2)
2𝜎2 𝐼0 (

𝑟𝐴

𝜎2
) ,   𝐴 ≥ 0 𝑎𝑛𝑑 𝑟 ≥ 0 

  

(11) 

 
Here A – is the maximum value (envelope) of a dominant 

signal            

         I0(.) –  is the degree 0, first modified Bessel function  

         2 –  is the power of the perpendicular components of the 

channel's complex damping variable. 

In Fig. 3, the Rician distribution is given for different A values 

[22]. 

 
Fig. 3. Probability density function of Rician distribution [22] 

 

The Rician distribution is usually expressed using the K 

parameter. The K parameter is calculated in dB: 

𝐾(𝑑𝐵) = 10 log
𝐴2

2𝜎2
 [𝑑𝐵] (12) 

The average power of the Rician distribution is as follows: 

Ω = 𝐸[𝑟2] = 𝐴2 + 2𝜎2 = 2𝜎2(1 + 𝐾) (13) 

         

Using these parameters, the probability density function can 

be rewritten as in Eq. (14). 

𝑃𝑅𝑖𝑐𝑖𝑎𝑛(𝑟) =
2𝑟(𝐾 + 1)

Ω
𝑒−𝐾−

𝑟2(𝐾+1)
Ω 𝐼0 (2𝑟√

𝐾(𝐾 + 1)

Ω
) 

(14) 

 

 

If K = 0 is written in Eq. (14), the Rician distribution becomes 

the Rayleigh distribution. The increase in the value of the K 

parameter means that the effect of the fading in the channel is 

reduced. In the case of K  ∞, there is no fading in the channel 

and in this case, this channel is converged to the AWGN channel 

[22]. 

D. Wavelet Transform 

Wavelets are small waves with an average value of 0, with a 

limited time interval. Wavelets are mathematical functions that 

localize a set of data or a function in both the frequency domain 

and the time domain. It can be said that the beginning of wavelet 

functions is Haar's thesis in 1909. In the 1930's, scale-varying 

functions were developed in physics, mathematics, seismology 

and electronics engineering. The broad concept of wavelet was 

introduced by Grossman and Morlet (1984) in the mid 80s [23]. 

WT gives successful results in data analysis where the Fourier 

transform is used ahead of time and some aspects are inadequate. 

For example, signals with alternating small or irregular details 

are generally better analyzed using wavelets compared to the 

conventional Fourier transform. WT is used extensively in one-

dimensional and two-dimensional signal  processing 

applications such as voice and audio signal processing, 

communication, geophysics, economics and medicine [24]. 

There are two types of wavelet analysis: Continuous Wavelet 

Transform (CWT) and Discrete Wavelet Transform (DWT). In 

CWT, the signal being processedi is matched and transformed 

with the wavelet fundamental function in continuous frequency 

and time increases. The original signal is expressed as a 

weighted integral of the continuous basis wavelet function. If f(t) 

is a square integrable function of time, t, then the CWT of f(t ) 

is defined as 

𝑊𝑎,𝑏 = ∫ 𝑓(𝑡)
1

√|𝑎|

∞

−∞

𝜓∗(
𝑡 − 𝑏

𝑎
)𝑑𝑡 (15) 

 

where 𝑎, 𝑏 𝜖𝑅, 𝑎 ≠ 0 , 𝑅 - is the set of real numbers; 

‘*’ – denotes the complex conjugation;  and the wavelet function 

is defined as 

𝜓𝑎,𝑏(𝑡) =
1

√|𝑎|
𝜓(
𝑡 − 𝑏

𝑎
) (16) 

Here: a – is called the scaling parameter which captures the 

local frequency content;   

 b – is called the translation parameter which localizes 

the wavelet basis function at time t = b and its neighborhood. 

If the scale and translation parameters a and b are taken at 

discrete values, DWT is obtained. In this case, the parameters a 

and b are often based on powers of two and called dyadic scales 

and translations: 

𝑎𝑗 = 2
𝑗, 𝑏𝑗,𝑘 = 𝑘2

𝑗     for all     𝑗, 𝑘 𝜖 𝑍 (17) 

In this situation,  Eq. (15) becomes 

 

𝜓𝑗,𝑘(𝑡) = 2
−
𝑗

2𝜓(2−𝑗 × (𝑡 − 𝑘)) for all  𝑗, 𝑘 𝜖 𝑍 (18) 

 

The DWT discards all redundant information in CWT by 

employing a set of orthogonal basis functions. The multi-

resolution decomposition formula for DWT of the original 

function as follows: 
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𝑓(𝑡) = ∑ 𝑐𝑘Φ(𝑡 − 𝑘)+

∞

𝑘=−∞

∑ ∑ 𝑑𝑗,𝑘Ψ(2
𝑗 . 𝑡 − 𝑘)

∞

𝑘=−∞

∞

𝑘=−∞

 (19) 

 

where  Φ(. ) –  is the scaling function; 

            𝑑𝑗,𝑘  –  are the wavelet coefficients  

            𝑐𝑘 –  are the scaling coefficients.  

 

In the right hand side of Eq. (18), the first term represents an 

approximation to the general trend of the original function and 

the second term represents the local details in the original 

function. The wavelet coefficients 𝑑𝑗,𝑘 times the dilated and 

translated wavelet function can be interpreted as the local 

residual error between successive signal approximations at 

scales j-1 and j and Eq. (20) is the detail signal at scale j [24]. 

𝑟𝑗(𝑘) = ∑ 𝑑𝑗,𝑘Ψ(2
𝑗. 𝑡 − 𝑘)

∞

𝑘=−∞

 (20) 

There are many wavelets in the literature proposed by 

different researchers. Daubechies (db), Symlet (sym), Coiflet 

(coif) and Biorthogonal (bior) wavelets are used in this study. 

Some types of these wavelets are shown in Fig. 4. 

 

  

  

Fig. 4. Some types of Daubechies (db), Symlet (sym), Coiflet (coif) and 
Biorthogonal (bior) wavelets 

III. SIMULATION RESULTS  

In this section, the performances of different coding types on 

different channels and in different conditions are obtained using 

MATLAB simulations.  LBC (15,8) is used first to determine 

the performance of phase shift keying modulations. The created 

communication system is also explained for LBC (15, 8). 

Similar logic applies for other types of LBC encoding.  

The speech signal (original audio signal) used in simulation is 

sampled at fs = 8 kHz frequency and recorded in MATLAB 

environment for 5 seconds with 8 bits resolution. The original 

audio signal is shown in Fig. 5.  

In the second step, the amplitude values of -1 to 1 are shifted 

to the range of 0 to 255 and these values are expressed by the 8 

bit binary number system. In the third step, the H parity check 

matrix and the G generator matrix are formed appropriately. 

The audio signal is encoded as a 40,000 x 8 matrix using these 

matrices. AWGN noise was first added in the fourth stage (then 

Rician fading). The S (7x15 matrix) syndrome test matrix, 

which will be used in the recovery phase of the audio signal, 

has been produced. Here, since the AWGN is added to the 

original audio signal at 0.8, the largest amplitude value 

increases from about 0.25 to about 1 and the smallest amplitude 

value decreases from about -0.25 to about -1. 

 

 
Fig. 5. Original audio signal 

The difference between the signal obtained in the coding end 

resultant signal and the first original audio signal, namely error, 

is found for different modulation methods. In the course of 

determining the modulation with the best performance, AWGN 

channel and Rician fading channel are used for both coded and 

non-coded scenarios. BER-EbNo graphs for different EbNo 

values were traced and the performances of channel-coded and 

non-channel-coded modulation techniques were compared. For 

channel-coded scenario, LBC (15, 8) coding technique is used. 

Fig. 6 shows the performance without channel coding of the 

modulations and Fig. 7 shows the channel-coded performances 

of the modulations in AWGN channel. 

 
 

Fig. 6. BER performances of modulations without channel coding in 
AWGN channel 
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Fig. 7. BER Performances of modulations with channel coding in AWGN 

channel 

 

Fig. 8 shows the non-channel-coded performances of the 

modulations and Fig. 9 shows the channel-coded performances 

of the modulations in Rician fading channel. For this 

simulation, K-factor =10 value is used. 

 
 

Fig. 8. BER performances of modulations without channel coding in 
Rician fading channel 

 
Fig. 9. BER performances of modulations with LBC (15,8) channel 

coding in Rician fading channel 

The BER varies inversely with the signal to noise ratio. As 

can be seen from the figures, when the BER performances of 

the modulations are compared, the performance of the BPSK 

modulation is better than that of the other modulations for both 

channel coded and non-channel coded situations and for both of 

the channel types. The MSE performances of the modulations 

for AWGN channel and for LBC (15, 8) coded version are given 

in Table I. 

TABLE I 
THE MSE PERFORMANCES OF THE MODULATIONS WITH LBC (15,8) 

CHANNEL CODING 
 

Modulation BPSK 8-DPSK 16-PSK QPSK 

MSE 1,49E-05 0,98169 0,041216 0,061413 

For simulations done on the rest of the study, BPSK is used 

as modulation only because BPSK has good performance as the 

above figures and table show. 

In the second phase of the study, the performance of different 

types of LBC codes on AWGN and Rician fading channels was 

investigated. For this purpose, firstly, MSE performance 

evaluation of LBC coding types in AWGN channel was 

performed. Table II shows the MSE performances of the LBC 

coding types in the AWGN channel. As can be seen in the table, 

the best MSE performance is achieved with the LBC (23, 12) 

coding type, which has a higher code length. 

 
TABLE II  

THE MSE PERFORMANCES OF LBC CODING TYPES ON AWGN 
CHANNEL 

LBC Coding Types 

LBC (7,4) LBC (15,8) LBC (17,8) LBC (23,12) 

0,003 1,49E-05 1,49E-05 5,77E-08 

The BER performance of the LBC (23, 12) coding type is 

shown in Fig. 10. As can be seen from the figure, high BER 

performance is achieved even with very low EbNo values using 

LBC (23, 12). 

 
Fig. 10. BER performance of LBC (23,12) in AWGN channel 

Secondly, MSE performance evaluation of LBC coding types 

in Rician fading channel was performed. Table III shows the 
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MSE performances of the LBC coding types in the Rician 

fading channel. As can be seen in the table, the best MSE 

performance is achieved with the LBC (23, 12) coding type 

same as AWGN channel. As seen in the table, the coding types 

in the Rician fading channel converge on the AWGN channel 

with different K-factor values. 

In the Rician fading channel, a not-channel coded BER curve 

is also drawn in order to see the difference between the channel 

coded version and the not-channel coded version for the best 

MSE performance (LBC (23,12)). Fig. 11 shows the BER 

performance for the LBC (23, 12), K-factor = 14 case in Rician 

fading channel. Both not-coded and coded situations can be 

seen from the figure.   

 

 
Fig. 11. BER performance of LBC (23,12) in Rician fading channel (K 

=14) 

At the end of the study, four WT families at different levels 

were applied to the audio signal, and the performance of these 

families was first compared for the AWGN channel and then 

for the Rician fading channel. Using DWT, data compressed at 

different levels instead of the original data are put into the 

designed communication system and the performance obtained 

at the output is observed. For example, while the number of 

samples in the original dataset is 40,000, the number of samples 

in the dataset obtained from the first-level decompression is 

20,000. In Table IV, the MSE performances of different 

wavelet transform families for LBC (15, 8) obtained by 

compression in different levels are given in the AWGN 

channel. 

In these conditions, MSE performance was best obtained at 

db1 part of the Daubechies wavelet family at level 5, sym1 part 

of the Symlet wavelet family at the 5th level and bior1.1 part of 

the biorthogonal wavelet family at the 5th level. As can be seen, 

the MSE performance improves as the compression level 

increases. 

The performances of different LBC species in Rician fading 

channels with different K-factor values was then obtained. 

These performances were obtained using DWT at the first, 

second, and third level compression levels, respectively. Table 

V, Table VI and Table VII show the performances of the 

wavelet families at these levels, respectively. As can be seen, as 

the code size increases, the K-factor value that converge to the 

AWGN channel of the Rician fading channel also increases. 

And generally, as the DWT compression level increases, the K-

factor value converging the AWGN value also shrinks. As the 

compression level increases, the MSE performance improves, 

and as a result no other compression levels need to be provided. 

The relationship between compression level and MSE for LBC 

(7, 4) is shown in Fig. 12. 

IV. CONCLUSION 

According to the obtained results, the LBC method is a 

suitable method which can be used for channel coding for both 

AWGN and Rician fading channels. For the channels and 

coding method considered, BER performance of 4 types of 

modulation is obtained for the best performance modulation 

detection. The BER performance of BPSK modulation is the 

best obtained from these modulations. The BER performance 

curve is obtained inversely proportional to the signal-to-noise 

ratio. The coding of the channel by the LBC method reduces the 

error effect of the channels in the transmitted signal. LBC (7, 

4), LBC (15, 7), LBC (17, 8) and LBC (23, 12) used in this 

study and LBC (23, 12) was obtained as the best transmission 

performance from the LBC types studied for both of the channel 

types. The coding types in the Rician fading channel converge 

on the AWGN channel with different K-factor values. 

At the end of the study, four WT families at different levels 

were applied to the audio signal, and the performance of these 

families was first compared for the different length LBC coded 

AWGN channels and then for the different length of LBC coded 

Rician fading channel. And generally, as the DWT compression 

level increases, the K-factor value converging the AWGN value 

also shrinks. As the compression level increases, the MSE 

performance improves.  If both LBC (15, 8) and LBC (17, 8) 

performances are compared for both with wavelet and non-

wavelet conditions, it can be said that the increase in the number 

of parity bits does not have much effect on the transmission 

performance. As a general evaluation, it can be said that 

Biorthogonal Wavelet family is the most suitable family among 

the families handled for audio transmission. 

The difference between the original audio signal transmitted 

from the channels and the audio signal received at the receiver 

is not observed except for some acoustic differences. In order 

to obtain better performance as a result of voice transmission 

from the used channels by LBC method, sampling frequency 

can be increased and each sample can be represented by more 

bits. However, these increases will lead to a longer transmission 

of the audio signal from the channel. 
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TABLE III   

THE MSE PERFORMANCES OF LBC CODING TYPES ON RICIAN FADING CHANNEL 

K-factor 

LBC Types 

LBC (7,4) LBC (15,8) LBC (17,8) LBC (23,12) 

not-coded coded not-coded coded not-coded coded not-coded coded 

1 0,1751 0,061 0,1547 0,088 0,1551 0,0794 0,1525 0,0977 

2 0,0611 0,014 0,051 0,0165 0,0521 0,0136 0,052 0,0175 

3 0,0213 0,005 0,0152 0,0036 0,0158 0,0031 0,016 0,0036 

4 0,0094 0,003 0,0052 7,50E-04 0,0054 7,72E-04 0,005 8,31E-04 

5 0,0053 0,003 0,0021 1,84E-04 0,0021 2,24E-04 0,0021 7,60E-05 

6 0,004 0,003 6,48E-04 3,67E-05 7,88E-04 6,07E-05 7,82E-04 1,27E-05 

7 0,0035 0,003 3,00E-04 2,21E-05 3,48E-04 5,66E-05 2,93E-04 3,87E-06 

8 0,0032 0,003 1,77E-04 1,49E-05 9,81E-05 3,49E-05 1,67E-04 1,57E-06 

9 0,003 0,003 1,77E-04 1,49E-05 9,34E-05 1,49E-05 4,10E-05 5,77E-08 

10 0,0031 0,003 4,27E-05 1,49E-05 6,82E-05 1,49E-05 2,30E-05 5,77E-08 

11 

  
  
  
  
  

  

  
  
  
  
  
  

2,80E-05 1,49E-05 4,05E-05 1,49E-05 2,23E-05 5,77E-08 

12 2,78E-05 1,49E-05 4,19E-05 1,49E-05 1,27E-05 5,77E-08 

13 2,12E-05 1,49E-05 1,49E-05 1,49E-05 5,77E-08 5,77E-08 

14 2,13E-05 1,49E-05 1,49E-05 1,49E-05 5,77E-08 5,77E-08 

15 1,49E-05 1,49E-05   
  

  
  

  
  

  
  16 1,49E-05 1,49E-05 

 
TABLO IV  

MSE PERFORMANCES OF WAVELET TRANSFORM FAMILIES 

Wavelet Familiy 
MSE Values 

1st order 2nd order 3rd order 4th order 5th order 

D
a
u

b
ec

h
ie

s 

db1 4,22E-06 2,44E-06 1,02E-06 5,21E-07 2,46E-07 

db2 4,17E-06 2,02E-04 2,01E-04 2,01E-04 2,00E-04 

db3 4,15E-06 2,06E-06 3,83E-04 3,82E-04 3,82E-04 

db4 4,13E-06 1,83E-04 7,88E-04 7,87E-04 7,87E-04 

db5 4,11E-06 2,05E-06 9,93E-07 3,58E-04 3,58E-04 

S
y

m
le

t 

sym1 4,22E-06 2,44E-06 1,02E-06 5,21E-07 2,46E-07 

sym2 4,17E-06 2,02E-04 2,01E-04 2,01E-04 2,00E-04 

sym3 4,15E-06 2,06E-06 3,83E-04 3,82E-04 3,82E-04 

sym4 4,14E-06 1,82E-04 7,90E-04 7,89E-04 7,89E-04 

sym5 4,14E-06 2,04E-06 9,99E-07 3,65E-04 3,65E-04 

C
o

if
le

t 

coif1 4,14E-06 2,06E-06 3,90E-04 3,89E-04 3,89E-04 

coif2 4,13E-06 1,82E-04 1,81E-04 6,86E-04 6,86E-04 

coif3 4,12E-06 2,06E-06 1,01E-06 4,99E-07 1,46E-04 

coif4 4,11E-06 1,78E-04 7,87E-04 7,87E-04 9,93E-04 

coif5 4,11E-06 2,06E-06 3,64E-04 9,52E-04 1,17E-03 

B
io

rt
h

o
g

o
n

a
l 

bior1.1 4,22E-06 2,44E-06 1,02E-06 5,21E-07 2,46E-07 

bior1.3 4,19E-06 2,09E-06 5,44E-04 5,44E-04 5,43E-04 

bior1.5 4,16E-06 2,06E-06 1,01E-06 6,06E-04 6,06E-04 

bior3.1 3,49E-06 1,69E-04 1,68E-04 1,67E-04 1,73E-04 

bior3.3 3,48E-06 1,74E-04 7,49E-04 7,48E-04 7,48E-04 

bior3.5 3,44E-06 1,77E-04 1,76E-04 6,86E-04 6,86E-04 
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TABLE V   
THE MSE VALUES OBTAINED AFTER THE TRANSMISSION OF THE 1ST LEVEL WT COMPRESSED SIGNAL FROM THE RICIAN CHANNEL 

 

Wavelet Family 
LBC (7,4) LBC (15,8) LBC (17,8) LBC (23, 12) 

MSE (K=10) MSE (K=14) MSE (K=14) MSE( K=17) 

Db 

db1 0,0013 4,03E-06 4,03E-06 1,56E-08 

db2 0,0013 3,98E-06 3,98E-06 1,54E-08 

db3 0,0013 3,95E-06 3,95E-06 1,51E-08 

db4 0,0013 3,93E-06 3,93E-06 1,52E-08 

db5 0,0013 3,90E-06 3,90E-06 1,51E-08 

Sym 

sym1 0,0013 4,03E-06 4,03E-06 1,56E-08 

sym2 0,0013 3,98E-06 3,98E-06 1,54E-08 

sym3 0,0013 3,95E-06 3,95E-06 1,51E-08 

sym4 0,0013 3,92E-06 3,92E-06 1,52E-08 

sym5 0,0013 3,91E-06 3,91E-06 1,50E-08 

Coif 

coif1 0,0013 3,92E-06 3,92E-06 1,52E-08 

coif2 0,0013 3,92E-06 3,92E-06 1,51E-08 

coif3 0,0013 3,92E-06 3,92E-06 1,51E-08 

coif4 0,0013 3,92E-06 3,92E-06 1,48E-08 

coif5 0,0013 3,92E-06 3,92E-06 1,50E-08 

Biort 

bior1.1 0,0013 4,03E-06 4,03E-06 1,56E-08 

bior1.3 0,0013 3,99E-06 3,99E-06 1,52E-08 

bior1.5 0,0013 3,97E-06 3,97E-06 1,52E-08 

bior3.1 0,0011 3,26E-06 3,26E-06 1,27E-08 

bior3.3 0,0011 3,24E-06 3,24E-06 1,24E-08 

bior3.5 0,0011 3,21E-06 3,21E-06 1,23E-08 

 

 
TABLE VI   

THE MSE VALUES OBTAINED AFTER THE TRANSMISSION OF THE 2ND LEVEL WT COMPRESSED SIGNAL FROM THE RICIAN CHANNEL 

 

Wavelet Family 
LBC(7, 4) LBC(15, 8) LBC(17, 8) LBC(23, 12) 

MSE  (K=7) MSE (K=9) MSE (K=9) MSE (K=9) 

Db 

db1 7,28E-04 2,54E-06 2,54E-06 1,43E-08 

db2 8,12E-04 7,87E-05 7,87E-05 7,59E-05 

db3 7,37E-04 2,22E-06 2,22E-06 8,44E-09 

db4 7,97E-04 7,05E-05 7,05E-05 6,82E-05 

db5 7,32E-04 2,18E-06 2,18E-06 8,22E-09 

Sym 

sym1 7,28E-04 2,54E-06 2,54E-06 1,43E-08 

sym2 8,12E-04 7,87E-05 7,87E-05 7,59E-05 

sym3 7,37E-04 2,22E-06 2,22E-06 8,44E-09 

sym4 8,02E-04 7,26E-05 7,26E-05 6,98E-05 

sym5 7,26E-04 2,22E-06 2,22E-06 8,38E-09 

Coif 

coif1 7,30E-04 2,26E-06 2,26E-06 8,38E-09 

coif2 7,99E-04 7,16E-05 7,16E-05 6,89E-05 

coif3 7,32E-04 2,23E-06 2,23E-06 8,41E-09 

coif4 7,98E-04 7,13E-05 7,13E-05 6,90E-05 

coif5 7,32E-04 2,24E-06 2,24E-06 8,49E-09 

Biort 

bior1.1 7,28E-04 2,54E-06 2,54E-06 1,43E-08 

bior1.3 7,34E-04 2,22E-06 2,22E-06 9,29E-09 

bior1.5 7,32E-04 2,20E-06 2,20E-06 8,32E-09 

bior3.1 6,23E-04 6,33E-05 6,33E-05 6,17E-05 

bior3.3 6,33E-04 6,52E-05 6,52E-05 6,31E-05 

bior3.5 6,39E-04 6,67E-05 6,67E-05 6,48E-05 
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TABLE VII   

THE MSE VALUES OBTAINED AFTER THE TRANSMISSION OF THE 3RD LEVEL WT COMPRESSED SIGNAL FROM THE RICIAN CHANNEL 

 

Wavelet Family 
LBC (7,4) LBC (15,8) LBC (17,8) LBC (23,12) 

MSE  (K=6) MSE (K=8) MSE (K=8) MSE (K=8) 

Db 

db1 0,00047 1,55E-06 1,55E-06 5,95E-09 

db2 0,00053 5,62E-05 5,62E-05 5,49E-05 

db3 0,00055 7,54E-05 7,54E-05 7,35E-05 

db4 0,00064 1,69E-04 1,69E-04 1,67E-04 

db5 0,00048 1,52E-06 1,52E-06 5,00E-05 

Sym 

sym1 0,00047 1,55E-06 1,55E-06 5,95E-09 

sym2 0,00053 5,62E-05 5,62E-05 5,49E-05 

sym3 0,00055 7,54E-05 7,54E-05 7,35E-05 

sym4 0,00065 1,71E-04 1,71E-04 1,70E-04 

sym5 0,00047 1,50E-06 1,50E-06 3,18E-08 

Coif 

coif1 0,00056 7,65E-05 7,65E-05 7,52E-05 

coif2 0,00051 4,75E-05 4,75E-05 9,61E-05 

coif3 0,00047 1,52E-06 1,52E-06 5,89E-09 

coif4 0,00064 1,73E-04 1,73E-04 1,72E-04 

coif5 0,00055 7,38E-05 7,38E-05 2,71E-04 

Biort 

bior1.1 0,00047 1,55E-06 1,55E-06 5,95E-09 

bior1.3 0,00058 1,07E-04 1,07E-04 1,06E-04 

bior1.5 0,00047 1,51E-06 1,51E-06 5,84E-09 

bior3.1 0,00046 3,99E-05 3,99E-05 3,85E-05 

bior3.3 0,00058 1,51E-04 1,51E-04 1,49E-04 

bior3.5 0,00047 4,33E-05 4,33E-05 4,17E-05 

 

 

 

 
 

Fig. 12. Comparison of compression level and MSE for LCB(7,4) in Rician fading channel 
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Abstract— In a communication system, noise has always been 

considered as a serious cause of error. Although most common 

noises can be modeled by well-known Gaussian distributions, 

some communication systems experience other types of noise. 

Power Line Communication (PLC) is one of these systems which 

run on a difficult medium since it uses the preexisting power line 

network for transmission. PLC experiences several different 

types of human-made and natural noise which are mostly 

impulsive and cannot be modeled simply by Gaussian. Different 

statistical models are used for characterizing the impulsive noise 

of PLC systems in the literature. The purpose of this study is to 

go over the impulsive noise models previously presented in order 

to have a contribution to this hot topic. We point out the 

similarities and differences of the models, namely Middleton 

Class A, Bernoulli Gaussian and Alpha Stable statistical models. 

It is presented that all have heavy tails which make them 

appropriate for impulsive noise. Although Middleton Class A is 

more generic, Bernoulli Gaussian model is wide enough and can 

be preferable because of its compact simple form especially when 

analytical results are needed.  

 
 

Index Terms— Alpha Stable distribution, Bernoulli Gaussian 

distribution, Impulsive Noise, Middleton Class A distribution.  

 

I. INTRODUCTION 

HE noise is the main reason of errors occurred in data 

transmission and should be dealt with carefully for 

reliable communication. The common noise experienced in a 

communication system is the thermal noise and it can easily 

be modeled by a Gaussian distribution. Unfortunately, the 

effects of various human-made and/or natural noises are also 

observed in some communication systems, which are mostly 

impulsive and cannot be modeled by Gaussian density. A 

Power Line Communication (PLC) system is one of these 

systems. 

PLC shares the installed power lines with various electrical 

sources for data transfer. Unfortunately, the power line 

medium is unsafe for communication and various noise types 

may be experienced. These noises are named as colored 
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background noise, narrowband noise, periodic 

asynchronous/synchronous impulsive noise and asynchronous 

impulsive noise [1]. Colored noise and narrowband noise are 

background noise and are modeled as Gaussian; but the rests 

are all impulsive and should be modeled exhaustively. The 

human-made noises such as switching (connection and 

removal of the sources) from the network, sudden power 

variations (changing speed of an ac motor etc.) or natural 

noises such as electromagnetic interference are all causes of 

impulsive noise in PLC. Impulsive noise is the more feared 

one because its prediction is not easy and its level could even 

be higher than the background noise.  

For safe PLC, accurate models with true characteristics of 

impulsive noise are needed. Researches modeling the 

impulsive noise in different fields of communications, as well 

as in PLC, are present in literature. According to [1], the 

statistical properties of impulsive noise in a PLC system fit 

Alpha Stable distribution. The article [2] points out some 

features of impulse noise models, Middleton Class A, 

Bernoulli-Gaussian and Symmetric Alpha Stable. In [3] a new 

approach is applied to modeling of impulsive noise at the 

sources. In [4], the generalized Gaussian distribution is 

introduced as a suitable model after analyzing noise 

amplitude. [5] and [6] are interested in coping with impulsive 

noise which is modeled by Bernoulli Gaussian distribution. 

The authors in [7] used Middleton Class A noise model in 

their studies. Authors of [8] search the suitability of the 

Middleton Class A model for narrowband PLC noise. 

Frequency domain background and impulsive noises for 

broadband PLC systems are characterized in [9]. The authors 

of [10] compare Middleton Class A and Marcov-Middleton 

models. The authors of [11] modeled power line colored 

background noise, narrowband noise and burst noise. A simple 

mathematical representation of time variant and nonwhite 

noise for narrowband PLC is introduced in [12]. The authors 

in [13] give an easily implemented noise model for power line 

channel. Papers [14] and [15] are investigating statistical noise 

models. 

We see it necessary to bring a general view of impulse 

noise models used in PLCs in order to sum up. A comparative 

study of the common models seen in the literature, namely 

Middleton Class A, Bernoulli Gaussian and Alpha Stable 

statistical models is given in the following sections. 

 

Impulsive Noise Models Used in Power Line 

Communications 

S. M. ÇÜRÜK  

T 
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II. IMPULSIVE NOISE MODELS 

In a communication system, impulsive noise is categorized 

into two groups: Human-made impulsive noise is caused by 

different sources, such as switching, dropouts or degradation 

of data, while naturally occurring impulsive noise is due to 

atmospheric phenomena and solar static. The human-made 

impulsive noise is described as trains of non-overlapping 

pulses while the impulsive noise due to nature is the random 

superposition of the pulses formed with the effects of the 

natural phenomena. Although impulsive noise duration is 

more than one sample long, it is relatively short compared to 

transmission. 

The first detailed model of impulsive noise was given by 

Middleton [2], where impulsive noise was defined as 

randomly occurring sequences of pulses or impulses in time, 

with varying duration and intensity. Thus, in Middleton’s 

model impulsive noise is a non-stationary, binary-state 

sequence of impulses with random amplitudes and random 

occurrence positions. Following, various studies have been 

done to fit the first order statistics of the noise to the known 

distributions, where Symmetric Alpha Stable and Bernoulli 

Gaussian models are the more featured ones in the literature. 

In this section, we examine the most popular models which 

appear more frequently in the literature for impulsive noise 

modeling. 

 

A. Gaussian Mixture Model 

In a complex data, several different regions may be 

observed, some with high probabilities whereas the others 

with smaller probabilities. Such a multimodal data is modeled 

in terms of a mixture of several components, where each 

component has a simple parametric form, such as Gaussian. 

Thus, it is assumed that each data point belongs to one of the 

components and the distribution for each component is 

assigned separately.  

A Gaussian Mixture model assumes all data are generated 

from a mixture of a finite number of Gaussian distributions 

with unknown parameters. According to this probabilistic 

model, random variable kn  has a distribution where the 

probability density function (pdf) is a weighted summation of 

different Gaussian distributions [7], i.e., 
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 denotes Gaussian pdf with mean m , variance 
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m  and mP  is mixing probability of the m-th Gaussian 

component which sums to 1, i.e., 
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Gaussian Mixture is the base of various distributions; 

Middleton Class A and Bernoulli Gaussian models are among 

them. 

 

B. Middleton Class A Model 

Middleton has defined three statistical models depending on 

the bandwidth of impulsive noise and receiver and they have 

been widely used in electromagnetic and communication 

problems. (Class A noise has narrower bandwidth than that of 

the receiver; while Class B noise has larger bandwidth; and 

Class C noise is the sum of both noises.) In communication 

systems, as in PLC, Middleton Class A noise model is 

employed more widely compared to other two classes.  

In Middleton Class A model, L, number of impulses in an 

observation period 0T , is assumed to obey a Poisson 

distribution. i.e., this model is a form of the Poison model, 

with the impulse width is taken into account [2]:  
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where   is the average number of impulses per second ( 0.T  

is the average number of impulses in the period 0T ). Then, the 

pdf of a Middleton Class A noise sample kn  is given as 

follows: 
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The non-Gaussian nature of the noise is measured by the 

parameter A. Impulsive index (non-structure index) A is the 

density of impulses in the observation period and is in the 

range ),0( A . Lower A values mean fewer number of 

events, where the individual events dominate the 

instantaneous noise properties. As A gets larger, the noise 

becomes less structured and the statistics approach the 

Gaussian distribution as stated in Central Limit Theorem. 

The Gaussian pdf 
 2

,0; mkn 
 in (4) are zero mean with 

variance 2
m  which is given by 
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2
I  is the variance of the impulse noise and 2

g  is the variance 

of the background Gaussian noise. The m-th variance can be 

written equivalently as 
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The parameter 
22

Ig 
 is called the Gaussian factor and 

gives Gaussian to impulse noise power ratio. 222
Ig    is 

the total power of noise. By adjusting the parameters A and  , 

the Middleton Class A density can cover a great variety of 

non-Gaussian noise densities. It would be noted that for an 

impulsive noise in PLC, generally Γ is in the range of 
]1,10[ 6

 

and 
]1,10[ 2A
 [10]. 

 

C. Bernoulli Gaussian Model 

Another popular impulsive noise model is the Bernoulli 

Gaussian model. According to this model, the overall noise 

sample kn  may be expressed as [16]: 
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(8) 

 

where kw  is the white Gaussian background noise and ki  is 

the impulsive noise sample given by 
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(9) 

 

kg  is complex white Gaussian noise with mean zero and kb  is 

the Bernoulli process which means the arrival of impulsive 

noise has a probability 
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In (10), p represents the impulsive bursts probability of 

occurrence.  

The Bernoulli Gaussian noise model is described by the 

following pdf: 
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where 
 2

,0; mkn 
 represents the Gaussian pdf. Bernoulli 

Gaussian noise model is a Gaussian Mixture with two terms. 

 

D. Alpha Stable Model 

The noise models discussed above are the most widely used 

ones, but Symmetric Alpha Stable distribution is also used for 

impulsive noise modeling in the literature. Central Limit 

Theorem states that, the normalized sum of independent and 

identically distributed random variables with finite variance 

converges to the Gaussian distribution as the number goes to 

infinity. Generalized Central Limit Theorem underlines that 

the sum converges to Alpha Stable distribution when the finite 

variance limitation (it may be finite or infinite variance) drops. 

Alpha Stable distributions date back, but they have a limited 

usage because except for a few cases their pdfs cannot be 

expressed in closed-forms. Nowadays Alpha Stable 

distributions are being used more, as its usage in PLC noise 

models, since computation with powerful computers is 

possible. 

An Alpha Stable random variable is defined by its 

characteristic function [1]: 
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where the sign function is defined as 
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Stability index α, which is in the range of ]2,0( , is the 

characteristic exponent and controls the tail decays. Skewness 

parameter β takes on the values 11   ; 0 for a 

symmetrical distribution, 0  for right-skewed distributions 

and 0  for left-skewed ones. Finally, scale parameter 

0  is used to scale the random variable and shift parameter 

  is used to control the location of the variable. The 

mean of an Alpha Stable distribution is 
 2.tan..  

 

for 1 , but undefined for 1 . Similarly, the variance of 

the distribution is undefined for values of 2  but for 

2 , the variance is 
22 .2   . 

The Gaussian distribution is a special case of Alpha Stable 

distributions when 2 . Although the value of β has no 

effect in this situation, it is usually written as 0 . The other 

special cases are Cauchy distribution with 1 , 0  and 

Lévy distribution with 5.0 , 1 . Except for the Gaussian 

case, Alpha Stable distribution tail decay is slow and therefore 

they are considered for modeling of impulsive noise [1]. 

 

III. SIMULATION RESULTS 

Middleton Class A density can cover a great variety of 

densities by arranging its parameters. Fig. 1 gives the 

distribution pdfs for 01.0  and various A values. For the 

sake of simplicity, in the simulations we will consider signals 

with total power 1. i.e., 1
222  Ig  , and this term will 

be omitted in (7). The number of terms in summation is 

selected to be high enough. As seen from the figure, the tails 
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are more pronounced compared to Gauss distribution, 

especially for 5.0A  and 1A .  

 

 
Fig. 1. Middleton Class A pdf, 01.0 . 

 

Middleton Class A density is a Gaussian Mixture but 

theoretically with infinite summation terms. Indeed this 

distribution can be approximated by the first few terms for 

obtaining a more simplified workable form, and still it may be 

sufficiently accurate [10]. As seen from (5), the mixing 

probability mP  decreases to zero as the term number m 

increases, with a speed depending on the value of selected A. 

Table 1 gives mixing probability mP  for 01.0A , 1.0A  

and 1A . As it can be seen from the table, Middleton Class A 

pdfs can be approximated by 2 terms when 01.0A , 3 terms 

when 1.0A  and 6 terms when 1A . Thus, for small A 

values (highly impulsive case), the model may be equal to 

Bernoulli Gaussian model with appropriate parameter 

selections. 

 
TABLE I 

MIDDLETON CLASS A MODEL MIXING PROBABILITY ( mP ) 

VALUES FOR 01.0A , 1.0A  AND 1A  

 

 
mP

 
A=0.01 A=0.1 A=1 

m = 0 0.9900 0.9048 0.3678 

m = 1 0.0099 0.0904 0.3678 

m = 2 0.0000 0.0045 0.1839 

m = 3 0.0000 0.0001 0.0613 

m = 4 0.0000 0.0000 0.0153 

m = 5 0.0000 0.0000 0.0030 

m = 6 0.0000 0.0000 0.0005 

m = 7 0.0000 0.0000 0.0000 

 

For an approximated Middleton Class A pdf, the summation 

in (4) is limited by the first K terms where normalization 

follows, which results with a pdf given by 
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Fig. 2, Fig. 3, Fig. 4, Fig. 5 and Fig. 6 depict the pdfs of 

Middleton Class A distribution for several values of A and Γ 

in logarithmic scale. The logarithmic scale is preferred in plots 

to investigate the tails of the distributions thoroughly. It can be 

observed that when 10A  (Fig. 2) the resulting pdfs are 

almost like the Gaussian ones, as expected, and the weight of 

Γ is hardly visible. There is an indistinct peak for very small Γ 

values. As A gets smaller, the peak becomes sharper and the 

tails fatter. For a fixed A, the value of Γ determines the width 

of the shoulders. Thus as it gets larger, the pdf is wider. 

 
Fig. 2. Middleton Class A pdf, 10A . 

 

 
Fig. 3. Middleton Class A pdf, 1A . 

 

118

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 2, April 2019                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 
Fig. 4. Middleton Class A pdf, 5.0A . 

 

 
Fig. 5. Middleton Class A pdf, 1.0A . 

 

 
Fig. 6. Middleton Class A pdf, 01.0A . 

 

The Bernoulli Gaussian noise model has been frequently 

used for PLC impulsive noise in the literature. Fig. 7 gives the 

pdfs of Bernoulli Gausian distribution for various probability 

p and 1.0
2
g . Again, for comparison, we consider the 

signals with 1
22
 Ig   in the simulations. As seen from the 

figure, similar to Middleton Class A distribution, it has heavy 

tails compared to Gaussian distribution, and as the probability 

of impulsive noise increases, the tails of pdfs become more 

pronounced. 

 

 

Fig. 7. Bernoulli Gaussian pdf, 1.0
2
g . 

 

Fig. 8, Fig. 9, Fig. 10, Fig. 11 and Fig. 12 depict the pdfs of 

Bernoulli Gaussian distribution for several values of p and 
2

g  in logarithmic scale to investigate the tails of the 

distributions. It can be observed that when 99.0p  (Fig. 8) 

the resulting pdfs are almost like the Gaussian ones, and the 

influence of 2
g  is very small. As 0p , the peak becomes 

sharper and the tails fatter as expected. For a fixed p, the value 

of 2
g  determines the width of the shoulders.  

 

 
Fig. 8. Bernoulli Gaussian pdf, 99.0p . 
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Fig. 9. Bernoulli Gaussian pdf, 8.0p . 

 

 
Fig. 10. Bernoulli Gaussian pdf, 5.0p . 

 

 
Fig. 11. Bernoulli Gaussian pdf, 2.0p . 

 

 

Fig. 12. Bernoulli Gaussian pdf, 01.0p . 

 

Bernoulli Gaussian distributions give very close results to 

the Middleton Class A distributions. But the Middleton Class 

A model has the advantage of having its parameters directly 

related to the physical channel. Another point is that since it 

can be arranged to contain more than two Gaussian 

distributions, Middleton Class A model is more powerful and 

can model wider class of data more precisely. It can easily be 

adjusted to approximate even the Bernoulli Gaussian model, 

by adjusting the parameters. But some researchers may prefer 

to use the simpler one, Bernoulli Gaussian impulsive noise 

model rather than the Middleton Class A noise model because 

it is more tractable, especially when analytic results are 

needed. 

The Alpha Stable distribution pdfs are given in Fig. 13 for 

various skew values β, with 5.0 , 1  and 0 . As 

seen from the figure, right and left skewed distributions as 

well as symmetric ones can be obtained. Fig. 14, Fig. 15 and 

Fig. 16 give the pdfs of Symmetric Alpha Stable distributions 

for several values of α and γ in logarithmic scale again. The 

lower α values means the heavier tails especially for small γ 

values. As scale parameter gets higher, the tails are thicker 

after a while, for low α values. It should be noted that the 

Alpha Stable pdfs has not shoulders as in the other two 

distributions, Middleton Class A and Bernoulli Gaussian. 
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Fig. 13. Alpha stable pdf, 5.0 , 1  and 0 . 

 

 
Fig. 14. Alpha stable pdf, 0 , 01.0  and 0 . 

 

 
Fig. 15. Alpha stable pdf, 0 , 1.0  and 0 . 

 

 
Fig. 16. Alpha stable pdf, 0 , 1  and 0 . 

 

IV. CONCLUSIONS 

The three noise models, namely Middleton Class A, 

Bernoulli Gaussian and Alpha Stable models are used 

frequently in the literature for modeling the impulsive noise in 

PLC. In this study, we have investigated their probability 

density functions. Middleton Class A model has the advantage 

of selecting its parameters directly related to the physical 

channel. Further, the number of terms can be selected to be 

larger than two, which results with a more complicated but 

skilled model. It may model wider kind of date more 

precisely. Bernoulli Gaussian noise model is a multimodal 

distribution with two components. It can also model a wide 

range of data and its distribution is very close to Middleton 

Class A model, especially for heavy PLC impulsive noise 

case. Because of its simple form, Bernoulli Gaussian model 

can be preferable when calculation of analytic results is 

leading. Although it is not as powerful as the others, Alpha 

Stable model can also be used for impulse noise because of 

heavy tails. But it has a failure of having no closed form 

expression for its pdf. This is a handicap for analytic solutions.  
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Abstract— The buck, buck-boost and boost converter, are the 

most popular types of DC-DC converters. The input/output 

characteristics of these converters operating in Continuous 

Current Mode (CCM) is the object of considerations in this 

paper. The input impedance of converter helps the designer to 

select a suitable energy source for the converter. The internal 

impedance of selected input energy source must be quite lower 

than the input impedance of converter in order to avoid any 

voltage drop. The output impedance of DC-DC converters must 

be quite small in order to supply the load with high current 

demand. So, extraction of input/output characteristics of DC-DC 

converters is an important task and helps the designer to decide 

about the performance of system. Extraction of input/output 

characteristics is using pencil-and-paper analysis is quite tedious 

and error prone. This paper show how input/output impedance 

of DC-DC converters can extracted with the aid of MATLAB® 

programming. This paper can be used as a tutorial on the 

extraction of input/output impedance of DC-DC converters.  

 

Index Terms— DC-DC converter, input impedance of DC-DC 

converters, output characteristics, Pulse Width Modulation 

(PWM). 

I. INTRODUCTION 

he input impedance of a DC-DC converter is the 

impedance seen from the input DC source. The output 

impedance is defined as the output voltage response of 

converter for the excitation of current  at constant input 

voltage  and duty ratio . In some descriptions, the output 

impedance includes the load conductance , in other it does 

not.

 
Fig. 1. Two variants of the output impedance of converter. 
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The input impedance of converter helps the designer to select 

the suitable input DC source. The input impedance of the 

converter must be much larger than the output impedance of 

the input DC source.  

The output impedance of the converter is even more important 

than the input impedance. Output impedance must be as low 

as possible. Output impedance of the converter is especially 

important if the converter supplies a low-voltage, high-current 

load, with large values of output current slew rate. The most 

representative example of such a load is a processor in modern 

computer systems. The processor requires about  (or 

even less) and drawn current is typically over . Current 

slew rates may approach  [1, 2]. According to the given 

numbers, the processor can be modelled as a  resistor 

(or lower). The output resistance of converter should be 

substantially lower than , to ensure a good efficiency. 

Usually a buck converter is used to supply the processor. The 

output impedance of the buck converter supplying the 

processor (or other type of DC-DC converters) can be reduced 

with the aid of negative feedback. The relation between the 

open-loop output impedance ( ) and closed-loop output 

impedance ( ) is: 

 
where  is the loop gain [3, 4, 5]. 

 

The buck, buck-boost and boost converter, are the most 

popular types of converters. Their input/output characteristics 

are the object of considerations in this paper. A well-known 

reference such as [3] calculates the input/output impedance of 

converters for the ideal case only, i.e., a converter without 

parasitic element such as Equivalent Series Resistance (ESR) 

of capacitors/inductors. This paper extracts the input/output 

impedance in presence parasitic resistances.  

The paper is organized as follows: The open-loop input/output 

impedance of buck, buck-boost and boost converters are 

derived with the aid of averaging and linearization in the 

second, third and fourth sections, respectively. The 

dependencies for averaged currents and voltages in converter 

are valid for low frequency range (i.e., bellow one-half of 

switching frequency). Finally, suitable conclusions are drawn. 

 

II. BUCK CONVERTER 

Schematic of the PWM buck converter is shown in Fig. 2. The 

working principles of the buck converter can be found in 

standard text books such as [3] and [6].  and  show the 
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internal resistance of the input DC source, inductor ESR and 

capacitor ESR, respectively. 

 
Fig. 2. Schematic of PWM buck converter. 

When the MOSFET switch is closed, the diode is reverse-

biased and the equivalent circuit of Fig. 3 applies. shows 

the MOSFET drain-source resistance.  is a fictitious current 

source added to the circuit in order to measure the output 

impedance ( ). 

 
Fig. 3. Equivalent circuit of buck converter with closed 

MOSFET. 

 

According to Fig. 3, the circuit differential equations can be 

written as: 

 

 

 

 

When the MOSFET is open, the diode becomes forward-

biased to carry the inductor current and the equivalent circuit 

of Fig. 4 applies.  and  show the diode resistance and 

diode forward voltage drop, respectively. 

 

 
Fig. 4. Equivalent circuit of buck converter with open 

MOSFET. 

 

According to Fig. 4, the circuit differential equations can be 

written as: 

 

 

 

State Space Averaging (SSA) is one of the most important 

tools to study the dynamics of converters operating in CCM. 

Foundation of SSA was laid down in [7] and later extended in 

[8, 9, 10], as well as many other publications. Theory of SSA 

has been studied in many text books for instance see [10] and 

[11]. 

SSA has two important steps: averaging and linearization. The 

SSA procedure can be summarized as follows [11]: 

Step 1- Circuit differential equations are written for different 

working modes (i.e on/off state of semiconductor switches). 

Step 2- Equations are time averaged over one period. 

Step 3- Steady state operating points are calculated by 

equating the derivative terms to zero. 

Step 4- The averaged equations are linearized around the 

steady state operating point found in the third step. 

Applying the SSA to the Equations (2)-(9) leads to 6 different 

transfer functions:  and . Open-

loop input and output impedance of the converter is extracted 

with the aid of   and , respectively. 

Applying the aforementioned steps manually is tedious and 

error prone (especially if the converter order is high). 

MATLAB® can be very helpful to do the mathematical 

machinery of SSA. The program shown in appendix (program 

1) extracts the small signal transfer functions of a buck 

converter with component values as shown in Table 1.  

 

Table I . 

The buck converter parameters (see Fig. 2). 

 Nominal Value 

Output voltage, vo 20 V 

Duty ratio, D 0.4 

Input DC source voltage, Vg 50 V 

Input DC source internal resistance, rg 0.01 Ω 

MOSFET Drain-Source resistance, rds 40 mΩ 

Capacitor, C  100 μF 

Capacitor ESR, rC 0.05 Ω 

Inductor, L  400 μH 

Inductor ESR, rL 50 mΩ 

Diode voltage drop, vD 0.7 V 

Diode forward resistance, rD 10 mΩ 

Load resistor, R 20 Ω 

Switching Frequency, Fsw 20 kHz 
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The program gives the following results (OL sub script stands 

for Open Loop): 

 

 

 

Bode diagram of control-to-output transfer function, open loop 

input impedance and open loop output impedance are shown 

in Fig. 5, 6 and 7, respectively. 

 
Fig. 5. Control-to-output transfer function of studied buck 

converter. 

 
Fig. 6. Open loop input impedance of studied buck converter. 

Fig. 7. Open loop output impedance of studied buck converter. 

The block diagram shown in Fig. 8 can be drawn for the 

studied buck converter. We want to study the effect of 

feedback on output impedance. 

 

 
 

 
 

Fig. 8. Dynamical model of the studied buck converter. Input 

voltage variations are ignored. 

Consider a simple feedback loop as shown in Fig. 9. 

 

 
Fig. 9. Voltage Mode (VM) control of the studied buck 

converter. 

 
Assume that the controller is a simple I-type controller 

( ). Fig. 10, shows the step response of the closed 

loop. 

 
Fig. 10. Step response of closed-loop control system shown in 

Fig. 9 with . 
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According to Fig. 9, the closed loop output impedance 

( ) is: 

 

 
Fig. 11, is a comparison between the open-loop output 

impedance ( , Equation (12)) and closed-loop output 

impedance ( , Equation (14)). The closed loop output 

impedance is reduced at low frequency portion of the graph. 

Reduction of output impedance is one of the desired properties 

of feedback control. 

 

 
Fig. 11. Comparison of open-loop output impedance with 

closed-loop output impedance for the studied buck converter. 

 
There are many efforts presented in the literature to achieve 

satisfactory output impedance of PWM DC-DC converters, 

especially buck type. The methods can be categorized into two 

groups: 

 Sophisticated design of control loops in the converter 

[13, 14, 15, 16]  

 Modifications of the basic structure of the power stage 

[17-18]. 

The starting point of the first method is the precise 

description of the converter, in particular the use of accurate 

formulas for open-loop output impedance. The program given 

in appendix can be helpful for this purpose [19]. 

 

III. BUCK-BOOST CONVERTER 

Schematic of the buck-boost converter is shown in Fig. 12. 

 
Fig. 12. Schematic of PWM buck-boost converter. 

When the MOSFET is closed, the diode is reverse biased.  

 
Fig. 13. Equivalent circuit of buck-boost converter with closed 

MOSFET. 

According to Fig. 13, the circuit differential equations can be 

written as: 

 

 

 

When the MOSFET switch is opened, the diode becomes 

forward-biased.  

 
Fig. 14. Equivalent circuit of buck-boost converter with open 

MOSFET. 

 

According to Fig. 14, the circuit differential equations can be 

written as: 
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The program shown in appendix (program 2) extracts the 

small signal transfer functions of a buck-boost converter with 

component values as shown in Table 2.  

 
Table II.  

The buck-boost converter parameters (see Fig. 12). 

 Nominal Value 

Output voltage, vo -16 V 

Duty ratio, D 0.4 

Input DC source voltage, Vg 24 V 

Input DC source internal resistance, rg 0.1 Ω 

MOSFET Drain-Source resistance, rds 40 mΩ 

Capacitor, C  80 μF 

Capacitor ESR, rC 0.05 Ω 

Inductor, L  20 μH 

Inductor ESR, rL 10 mΩ 

Diode voltage drop, vD 0.7 V 

Diode forward resistance, rD 10 mΩ 

Load resistor, R 5 Ω 

Switching Frequency, Fsw 100 kHz 

 

The program gives the following results: 

 

 

 

Bode diagram of control-to-output transfer function, open loop 

input impedance and open loop output impedance are shown 

in Fig. 15, 16 and 17, respectively. 

 

 
Fig. 15. Control-to-output transfer function of studied buck-

boost converter. 

 
Fig. 16. Open loop input impedance of studied buck-boost 

converter. 

 
Fig. 17. Open loop output impedance of studied buck-boost 

converter. 

 

IV. BOOST CONVERTER 

Schematic of boost converter is shown in Fig. 18. 

 

 
Fig. 18. Schematic of PWM boost converter. 

 

When the MOSFET is closed, the diode is reverse biased.  
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Fig. 19. Equivalent circuit of boost converter with closed 

MOSFET. 

 

According to Fig. 19, the circuit differential equations can be 

written as: 

 

 

 
 

When the MOSFET switch is opened, the diode becomes 

forward-biased. Fig. 20, shows the equivalent circuit for this 

case. 

 

 
Fig. 20. Equivalent circuit of boost converter with open 

MOSFET. 

 

According to Fig. 20, the circuit differential equations can be 

written as: 

 

 

 

 
 

The program shown in appendix (program 3) extracts the 

small signal transfer functions of a boost converter with 

component values as shown in Table 3. Switching Frequencyis 

25 kHz. 

 

 

 

Table III. The boost converter parameters (see Fig. 18). 

 Nominal Value 

Output voltage, vo 30 V 

Duty ratio, D 0.6 

Input DC source voltage, Vg 12 V 

Input DC source internal resistance, rg 0.1 Ω 

MOSFET Drain-Source resistance, rds 40 mΩ 

Capacitor, C  100 μF 

Capacitor ESR, rC 0.05 Ω 

Inductor, L  120 μH 

Inductor ESR, rL 10 mΩ 

Diode voltage drop, vD 0.7 V 

Diode forward resistance, rD 10 mΩ 

Load resistor, R 50 Ω 

The program gives the following results: 

 

 

 

 
 

Bode diagram of control-to-output transfer function, open loop 

input impedance and open loop output impedance are shown 

in Fig. 21, 22 and 23, respectively. 

 

 
 

Fig. 21. Control-to-output transfer function of studied boost 

converter 
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Fig. 22. Open loop input impedance of studied boost 

converter. 

 

 
Fig. 23. Open loop output impedance of studied boost 

converter. 

 
The programs given in appendix calculates the steady state 

operating point of the converters as well. The steady state 

operating point for studied boost converter is  and 

.  and  show the average inductor current and 

average capacitor voltage, respectively. 

The average current drawn from the input DC source is the 

same as the average current of inductor. So, the input DC 

source sees the converter as a load. If we 

substitute   in the Equation (35), we obtain the  

which is quite close to the expected value. The DC gain of 

obtained input impedance (at ) can be checked in a 

similar way for other type of converters. 

 

V. CONCLUSION 

Input/output characteristics of DC-DC converters are 

important parameters. The input impedance helps the designer 

to select the suitable input source. The output impedance of 

the converter shows whether the converter can supply the 

output load successfully or not. 

This paper studied the input/output characteristics of buck, 

buck-boost and boost converters. MATLAB programming is 

used to do the mathematical machinery. Input/output 

characteristics of other types of converters can be extracted in 

a similar way shown in the paper. The control to output 

transfer function of power electronics converters is used to 

design the control loop of converter. The Buck converter has a 

minimum phase control to output transfer function while the 

Boost and Buck-Boost converters have non-minimum phase 

control to output transfer functions. The feedback control of 

power converters affect the output impedance of converter. 

The output impedance of converter decreases with the aid of 

feedback control as shown in the second sectiom of paper. 
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Abstract— Widespread use of the semiconductor switching 

elements of power electronics in energy systems has brought 

about various power quality problems. One of these significant 

power quality problems is the harmonics, which occur in power 

systems. Harmonics are generated predominantly by induction 

systems, arc furnaces, welding machines, static frequency 

converters and motor converter drivers. In this study, a power 

quality analysis is proposed with a Phase-Locked Loop (PLL) 

based Digital Adaptive Notch Filter (ANF) for the 900 KHz 

Ultra-High Frequency Induction Heating System (UHFIHS), 

which is widely used in the industry. In this proposed method, 

firstly the power signal is synchronized with the fundamental 

frequency using PLL, and then the harmonic frequency 

components of the signal is obtained by the ANF. Finally, 

challenging factors behind the harmonic analysis, such as 

fundamental frequency shifting, spectral leakage and leakage 

effect are eliminated and thus a precise and reliable power 

quality analysis is conducted. 

 
Index Terms— power quality, power system harmonics, phase 

locked loops, adaptive filter, electromagnetic induction. 

 

I. INTRODUCTION 

 

HE RESPONSIBILITY of institutions that produce, 

transfer and distribute electric power, which is one of the 

most significant energy sources, is to ensure uninterrupted, 

economical, quality and highly reliable delivery of energy to 

the consumers. Certain devices which are connected to energy 

systems, and especially those with semiconductor switching 

elements, such as induction heating systems, arc  furnaces, 

welding  machines,  static  frequency  converters and motor 

converter drivers, cause a variety of problems like shortening 

in the lifetime, voltage fluctuations, flickers, and more 

importantly, harmonics [1], [2].  

 Induction heating systems are normally used for fast heating 

applications of magnetic materials. These systems are also 

used for various other purposes, such as forging, melting, 
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hardening, sintering and welding. Induction is one of the 

fastest heating systems in today's technology [3].  It has 

already been identified that heat treatment processes which are 

carried out with the UHFIHS is more cost-efficient than the 

other practices [4]. Moreover, the treatments carried out with 

the UHFIHS is faster than those performed with conventional 

heating systems [5]. Fast Fourier Transformation (FFT) [6], 

[7], [8] is widely used in harmonic analysis due to its 

efficiency in measurement. However, certain factors such as 

the incorrect selected sampling window, frequency resolution 

that is restricted by the windowing function and fundamental 

frequency deviation may result in aliasing, spectral leakage, 

and picket-fence effect [9], [10], [11]. All these problems 

cause errors in measurements of the harmonic analysis.  In 

addition to the methods based on the Fourier Transformation, 

the Prony Method [12], [13], ESPRIT [14], PLL-based 

Methods [15], Kalman Filter [16], [17], ANN Analysis [18], 

Wavelet Transform Method [19], ANF [20] and similar others 

are also commonly used in harmonic analysis. Errors in 

calculation of fundamental frequency values in harmonic 

analyses, which are performed for non-linear loads such as 

induction and arc furnaces [21], result in imprecision in 

harmonic frequency components as well. Miscalculated 

fundamental frequency may cause the emergence of 

interharmonics, which do not exist in the signal under normal 

conditions. For this reason, there are a number of different 

methods in use to ensure proper calculation of fundamental 

frequency or synchronization with the fundamental frequency. 

PLL is among the most common methods used for this 

purpose. In addition, the software based PLL structure used in 

the proposed method is proven to be superior to the other PLL 

structures [22]. In this study, current and voltage data are 

collected for heat treatments performed with a 900 KHz 

induction heating system with 2.8 kW power. With the PLL 

based digital ANF proposed for this study, the frequency and 

amplitude value of each harmonic component is separately 

calculated and the power quality analysis of the UHFIHS is 

performed with a high level of reliability.  

The main contributions of this paper are as follows:  

 The study shows that induction heating systems cause a 

high amount of harmonic distortion. 

 The spectral leakage effect caused by the interharmonics is 

prevented and it makes   harmonic calculation with great 

accuracy. 

Adaptive Notch Filter Bank Based Power 

Quality Analysis of an Ultra-High Frequency 

Induction Heating System 

M. TAŞTAN 

T 
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II. PROPOSED METHOD 

 

Estimation of the fundamental frequency is critical for 

harmonic analysis. Even a minor deviation in fundamental 

frequency estimation may cause significant calculation errors 

in results of the analysis. PLL is a closed-loop servo system, 

which continuously tracks the output signal in order to 

minimize phase errors between the input and the output 

signals. PLL aims to lock the frequency and phase of the 

feedback signal, x(k), to the phase and frequency of the input 

signal, V(t). The used PLL structure is identical to the PLL 

structure developed in [22]. The structure of the proposed 

software-based PLL is given in Fig.1.  This PLL structure 

consists of four blocks, namely, Phase Detector (PD), 

Frequency Divider (FD), PI and Voltage-Controlled Oscillator 

(VCO). The proposed PLL’s superiority over the other 

structures widely used in the literature, such as EPLL [23] and 

pPLL [24], and its success against certain disturbances such as 

phase shifting, amplitude changing and multizero crossing, are 

proven as it is revealed by the real-time experiments given in 

[25]. 
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Fig.1. The Phase-Locked Loop (PLL) Block Diagram 

 

PLL locks up the fundamental component (0) of the 

power signal in input, and generates the signals specified as 

integer power of 0, which are sin0, sin20, sin30,…, 

sinn0, cos0, cos20, cos30,…, cosn0 in output. Changes 

in fundamental frequency of the power sign are tracked by the 

PLL’s digital tracker sensitively. Frequencies of 

sinn0/cosn0 generated by the PLL can track changes in 

fundamental frequency even under other disturbances than the 

harmonics. The discrete-time transfer function for the notch 

filter proposed in this study and the frequency response 

analysis are given in [22]. In parallel with the block diagram 

given in Fig.2, the transfer function of the notch filter which 

damps the angular frequency, 0, is shown in Equation 1 

below:  

 

1

1

z
K

z





V

1

1

z
K

z





Software 

PLL

0sin(  )w

0cos(  )w0w
V

Adaptive Notch Filter

f(t) g(kT)

PLL

T

0

r

wf

0

i

wf

 
 

Fig.2. Digital Adaptive Notch Filter Block Diagram 

 

𝐻(𝑒𝑗𝑤𝑇) =
𝑐𝑜𝑠𝜔∆𝑇+𝑗𝑠𝑖𝑛𝜔∆𝑇−1

{1+2𝐾𝑉2}{𝑐𝑜𝑠𝜔∆𝑇+𝑗𝑠𝑖𝑛𝜔∆𝑇}+2𝐾𝑉2−1 
                (1) 

 

where T is the sampling time, 0 is the angular frequency of 

the reference signal for =-0,  is the angular frequency 

of the signal f(t), V is the amplitude of sin0 and cos0 

reference signals, and K represents the integrator factor. 

According to Equation 1,  |H(ejwT)| = 0 is the equation for 

the angular frequency =0 in f(t) input signal. This means 

that the 0 component in f(t) signal is suppressed in the 

output. The filter bandwidth is not affected by peripheral 

factors. The equation for the bandwidth is BW=V2K, and the 

value of bandwidth can be altered by changing V and K 

values. Keeping the bandwidth in  a  short range  prevents 

leakage of interharmonics, particularly those close to 

harmonic frequency components. Experimental studies for 

disturbances such as phase shifting, frequency deviation, 

multizero crossing and voltage sag, which emerge either 

separately or simultaneously, have proven that the proposed 

ANF is highly efficient in each of these situations [25]. As it is 

seen in Fig.3, the structure of the proposed method for power 

quality analysis consists of a software-based PLL and a digital 
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ANF. X(t), which is applied as an input to the software-based PLL, may include different disturbances such as 

interharmonic distortions, frequency deviation, change in 

amplitude values, phase shifting and multizero crossing, in 

addition to the harmonics.  The ANF bank is composed of 

number “n” of adaptive notch filters with adjustable 

suppression frequency. In this study, 25 notch filters are used 

in total until the 25th harmonic.  In each ANF, relevant 

components of the input signal, (0, 1,..., n), are suppressed. 

The in n0/cosn0 signal frequencies, which are applied to the 

notch filter, are also used as the notch filter's suppression 

frequency. When the fundamental frequency of the signal 

applied to the notch filter input changes, the suppression 

frequency also changes. In each filter output, the components 

of the input signal, An.sinn0/Bn.cosn0 are suppressed. 

When the input signal of each filter output is subtracted from 

x(t), the frequency component (n),  which is suppressed by 

the notch filter, is obtained. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.3. Structure of the PLL Based Adaptive Notch Filter Bank 

 

In this way, each filter produces proper outputs without the 

impact of interharmonics or other disturbances. The sum total 

of all notch filter outputs gives the total value of harmonic 

signals that exist in the input signal. This signal, which is the 

sum total of the harmonics obtained in the ANF output, is 

subjected to a DFT calculation in accordance with the IEC 

standards. In this way, the amplitude values, phase angles and 

frequencies of the harmonics in the signal can separately be 

calculated in a more precise and accurate way. 

 

III. EXPERIMENTAL RESULTS 

The current and voltage date of the experimental studies 

are recorded by the LabVIEWTM 8.5 graphical interface 

creator over the National Instruments PCI 6221 data 

acquisition card, with a sampling frequency equal to fs=5000 

samples/s. The process is performed in accordance with the 

IEC 61000-4-30 and IEC 62053-21 standards.  Fig.4 shows 

the visual front panel of the LabVIEW TM based measurement 

system. 

 
 

Fig.4. Front panel of the LabVIEW TM based measurement system. 
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Fig.5 shows the block structure of the data acquisition system. 

The data obtained through this data acquisition system is 

filtered by passing through the PLL based ANF bank, which is 

prepared in MATLAB/Simulink. The fundamental frequency 

component, (0), and the signal that represents the total sum 

of harmonics, (0+1  +...+n), are subjected to the DFT 

analysis in accordance with the IEC 61000-4-7 standards. The 

amplitude values of the fundamental component and the 

harmonic components are obtained as a result of this analysis.  
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Data 

Recording

Power Supply

(Utility)
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Ultra High 

Frequency 

Induction System

Current 

Sensor

Voltage 

Sensor
Data 
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NI PCI 6221

Signal 

Analysis

 
Fig.5. LabVIEWTM Based Data Acquisition System 

 

Following the calculation of amplitude values of 

aforementioned components, values of other harmonic 

components are calculated taking the fundamental component 

as 1 Pu. The Total Harmonic Distortion (THD) is measured 

with the formula given in Equation 2. The Total Harmonic 

Distortion of the current is calculated with the equation below; 

Where; 

 

[THD]I(%) = 100𝑥
√∑ 𝐼ℎ

2∞
ℎ=2

𝐼1
                 (2) 

 

[THD]I   : Total Harmonic Distortion of the current, 

Ih : Effective value of n. order of harmonic in the load current, 

I1  : Effective value of the load current in the fundamental 

frequency, 

h : Harmonic order.  

  

 Total harmonic distortion for the current can also be 

explained as the ratio of the active value of harmonic 

components to the active value of the fundamental component. 

Coefficients of the software-based PLL and ANF used in the 

proposed method are given in Table 1. 

 
TABLE I  

PLL AND ADAPTIVE NOTCH FILTER COEFFICIENTS 

PLL Adaptive Filter 

Coefficient Value Coefficient Value 

Ki 1800 ki 0.0085 

Kp 60 kv 0.125 

Kt 1.0 Ts 50µs 

Ts 50µs  

 

The analysis of this power signal, which involves the 

fundamental component and harmonic components obtained 

in the filter output, is conducted with the DFT method 

suggested by IEC. The DFT analysis took N=1000 samples as 

the reference for t=0.2s, and used T=10/f windows with 5 Hz 

resolution for f=50 Hz, as suggested in IEC 61000-4-7. 

  

 
 

Fig.6. t=0.2s Induction System Current Signal 
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Fig.6 shows the sampling frequency current signal (fs=5000) 

of a heat treatment taken from the induction system. This 

current signal has 10 periods and T=0.2s sampling time, as 

required for DFT analysis. It is seen in its structure that the 

signal includes a large number of harmonic components in a 

position far from the sinusoidal structure.  

 

 
 

Fig.7. DFT Frequency Spectrum for Current Signal 

 

Fig.7 shows DFT frequency spectrum of the current signal. 

When the DFT frequency spectrum is analyzed, it is seen that 

the 3rd, 5th, and 7th harmonic components are fairly higher 

than 10 %, while the others are below 10 %. 
 

TABLE II 
EFFECTIVE HARMONIC CURRENT AND HARMONIC RATIOS (%) 

 

 

 

 

 

 

 

 

 

 

 

Table 2 includes harmonic current values and harmonic ratios. 

Only the 3rd harmonic component’s amplitude is equal to 

78,68% of the fundamental component’s amplitude value.  

The THD percentage of the UHFIHS after all calculations is 

found as 99,22%. 

IV. CONCLUSIONS  

This study performs a power quality analysis with the 

proposed PLL-based digital ANF for a 900 KHz UHFIHS 

with 2.8 kW power. A notch filter bank is created using 

sufficient number of notch filters in the PLL-based 

measurement system. Due to the superiority of the software-

based PLL, the synchronization with the fundamental 

frequency is performed properly. The filter bank is adaptive to 

deviation in fundamental frequency of the signal and the 

filter's bandwidth is adjustable. Keeping the bandwidth in a 

short range prevents leakage of interharmonics, particularly 

those close to harmonic frequency components. With this 

proposed method, all components until the 25th harmonic (0, 

3, ......, 25), which exist in the current signal, are separately 

suppressed by the ANF. The signals obtained in each ANF 

output are subtracted from the input signal, x(t), to calculate 

the frequency component, (n), of each harmonic. In this way, 

the leakage effect caused by the interharmonics is prevented 

and the signal is subjected to a DFT analysis. As a result, 

frequency and amplitude values of all harmonic components 

are calculated in a proper, precise and accurate way, in 

accordance with the IEC standards. The proposed method is 

found highly successful as it doesn't cause problems like 

spectral leakage and picket-fence effect, which may lead to 

calculation errors in FFT and DFT. As a result of the 

calculations, the total harmonic distortion in the UHFIHS is 

obtained as 99,22%. This percentage shows a significantly 

high level of harmonic distortion in the given UHFIHS. Such 

systems must necessarily be supported with appropriate filter 

designs that can suppress the target harmonic components. 

Otherwise, the systems that produce such high-value 

harmonics can negatively affect other devices connected to the 

same power supply and result in breakdowns and even 

permanent damages in these devices. 
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Abstract— When people open their doors, they usually use the 

keys they carry in their pockets. As an alternative to these used 

keys, it is possible to open the doors which are authorized with 

RFID-enabled key holders or ID cards. But it seems that 

different alternatives have not been developed much. Moreover, 

none of them carries the sensory understanding dimension of the 

person and it is not possible to determine whether or not the 

entrance request has been made by that person. In this study, 

both the identification of the person and the opening of the door 

are ensured by considering both the stroking rhythm and the 

stroke force of a buttoner placed in the door. Thus, it is possible 

to open the door according to the person's identity and authority 

without carrying any object beside it, and it will have a unique 

original value. The milliseconds between each stroke for the 

stroke of the quill are recorded in the generated database. 

Comparison is made with the data obtained in the next stroke 

and the person is used for verification. In addition, the pressure 

data of the person is also kept in the database for each stroke and 

compared. In the study, the data of two different people were 

recorded in the system and the information of the people using 

the subjective button was recorded. Then, in addition to these 

two different people, a total of 15 people, including 13 different 

people, were allowed to use the system. In total, 50 door opening 

requests data were recorded and 87.5% success rate was 

obtained.  

 

Index Terms— Rhythm, Pressure, Button, Password, Door 

Lock, Key Stroke.  

 

I. INTRODUCTION 

ANY DIFFERENT methods are used by people to 

unlock any locked device. Some of them are performed 

by carrying a device on people. For example, key, card, RFID 

keychain. Biometric solutions are also used to unlock locked 

devices. Fingerprint, face recognition, eye recognition, speech 

recognition and keystrokes are some of these. Carrying a 

device on people will be reduce in the future because of 

forgetting, loosing and being damaged reasons.  
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The applications such as fingerprint, face recognition and 

eye retina, which are among the biometric solutions, cannot 

become widespread because they do not want to share their 

most special knowledge in various places. Likewise, in 

systems with critical data, software is used to protect 

confidential data and to provide locking. This software is used 

in computers and mobile devices and other special devices. 

These software use drag, move, enter PIN code, enter 

password, drawing pattern, fingerprint, face and voice 

recognition methods.  

In this study, the key stroke dynamics within the biometric 

solutions developed among the unlocking systems was 

developed. An extra feature of the key stroke is considered 

and the stroke intensity is taken into consideration. In this 

way, it will not be necessary for people to carry any objects in 

the opening of the locked devices, and people who worry in 

the very special information held in fingerprint, eye and face 

recognition systems will be eliminated. n the literature there is 

also a patent that includes a comparison with a code generated 

from variations between hit force and stroke times in touch or 

touch systems [1]. Here, the person will be asked to stroke a 

button with a rhythm that he / she chooses. The time between 

each of these strokes and the force of each stroke will provide 

to unlock the locked system. Thus, the key stroke dynamics 

system in the literature will be improved and become safer and 

more effective. In addition, with just one button, the operation 

and reliability of this system will be tested and presented to 

the literature. 

II. KEYSTROKE DYNAMICS 

Computer users use their own unique rhythm while typing 

text with the keyboard. This method is called keystroke 

dynamics [2]. This method assumes that every person has the 

use of a keyboard in unique rhythm, just like the differences in 

characters in signatures. Keystroke dynamic is the data 

processing method that analyzes the typing in keyboard inputs. 

Stroke and pulling moments are considered. With the data of 

these moments, various algorithms are generated as a result of 

the calculation [4, 5]. Fig. 1 shows the graph of the key stroke 

and release times on the keyboard when writing the same text 

(“Computer”) of the same person at different times. The 

similarity of keystroke dynamics can be easily seen from the 

graph. Fig. 2 shows the status of the keystroke dynamics that 

occur at the time when different people write the same text. 

Although the text is the same, it can be seen that it contains 

many differences. 
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Fig 1. Same person writing the same text. Fig 2. Different people writing the same text 

 

Compared to other physical and biometric solutions, 

keystroke dynamics methods are not the most reliable 

identification method. Keystroke dynamics will be insufficient 

to become an independent biometric authentication factor. But 

using both the traditional applications and keystroke dynamics 

method will increase the security level of the unlocking 

systems [6]. The usability of the rhythm factor applied to 

mouse clicks has been investigated and it has been seen that it 

may be a secondary identification factor for general password 

applications [7, 8]. Providing a value indicating the reliability 

of the rhythm-based password to the user will also be useful in 

increasing the user's own reliability [9]. In addition to the 

existing password entries, the input rhythm of a given word is 

also used to increase the password security [10]. 

III. FORCE SENSITIVE KEYSTROKE DYNAMICS 

The force-sensitive keystroke dynamics is a data processing 

method that analyzes the user's keystroke dynamics via a 

keyboard or a button, as well as the pressure values generated 

by the keystroke. Fig. 3 and Fig. 4 shows the pressure values 

for the force-sensitive keystroke dynamics and the time-to-

break data. Even though two different people try the same 

rhythms, the data is different. Therefore, considering the 

pressure values in the keystroke dynamics, it is thought that 

the security level will increase even more and the person will 

be better acquainted. 

 

    

Fig 3. Pressure and time values of person A Fig 4. Pressure and duration values of Person B. 
 

IV. DOOR LOCK DESIGN WITH FORCE SENSITIVE 

BUTTON 

In this study, a button is designed to apply the force-

sensitive keystroke dynamics method. Under this button there 

is a sensor that measures the pushing force and returns the 

pressure value. A resistor is connected to this sensor and 

connected to the LattePanda device with other connections. 

The LattePanda device comes with Windows 10 64 bit 

installed and also with Ardunio software installed. Fig. 5 

below shows the connections visually. 

 
Fig 5. Door Lock Design with Force Sensitive Button. 

 

The pressure values from Arduino were obtained with a 

program written in C #. One timer was added to receive data 

from Serialport, and the data on one port per millisecond was 

read and processed. The button pressure values come from the 

port. Data were processed with the following formulas 

considering the incoming values and the time of arrival. 
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(1) 

 
  (2) 

=number of attempts 

=duration of stroke 

= average stroking time 

=number of rhythms 

=value of pressure 

=average pressure 

= average pressure for rhythm j. 

= j.  average duration for rhythm j. 

In each stroke, the pressure and time values are obtained from 

the designed embedded system. Each stroke here is called 

rhythm. Values are kept in tables in a created database. The 

person definitions table records the highest-pressure value of 

each person and the duration of that stroke. Finger stroke 

begins to be read by the force applied to the first stroke of the 

finger, and as the pressure exerted by the finger on the unit 

area increases, the amount of force is increased. The highest 

force value was taken into consideration. Before registering 

these datas, the person is asked to try at least three times for 

the special stroke. The average of these trials is kept in the 

person definitions table. Here the number of attempts made by 

the person must be directly proportional to the consistency of 

his / her own special stroke. In other words, the higher the 

number of trials, the closer the values should be printed. All 

input requests are recorded in a table regardless of whether the 

entry is successful or not. Fig. 6 below shows the structure of 

the tables. 

 

Fig 6. Database Table Designs 

 

Here, the pressure values rise from the first touch of the 

finger to the completion of the touch. Therefore, the highest 

value between the values is the actual value of the stroke. 

Similarly, the time information is obtained from the first touch 

of the finger when stroking time is obtained but the time 

information is taken into consideration when the maximum 

pressure value is reached. 

First of all, the records with the same number of rhythms are 

filtered from the input information registered in the input 

requests. Then comparisons are made with the pressure and 

duration information in each of these rhythms. A maximum of 

25% difference between each is acceptable. If the difference is 

higher, a failure occurs and other conditions continue to be 

compared. A maximum of 10% failure is expected in the total 

number of events. If a higher failed situation is obtained, no 

entry is allowed. 

V. RESULTS 

In the study, identification data of two people were recorded 

and transactions were made. In addition to the real people, 13 

people tried to do the same by attempting the identification 

stroke of these two people. This total of 13 people has made 

29 attempts. The real people made 21 attempts. Table I below 

shows the data for this situation. 

 

 
 
 
 

 
 

TABLE 1  
OVERVIEW OF DATA 

Informations Number 

Number of total people 15 

Number of real people 2 

Real People Trial Count 21 

Other people Trial Count 29 

 

Two people recorded their strokes dynamics primarily in the 

system. While there are five rhythms in the strokes dynamics 

of an EA-coded person, there are four rhythms in the strokes 

dynamics of an FT-coded person. The data and data generated 

from these strokes are as follows on Table II and Fig. 7. 

 
TABLE II 

The Force-sensitive Stroke Dynamics Data of the People Registered to the 
System 

Rhythm Intensity Duration Name of Person 

1. rhythm 89 0 EA 

2. rhythm 56 73 EA 

3. rhythm 87 31 EA 

4. rhythm 87 50 EA 

5. rhythm 134 81 EA 

1. rhythm 74 0 FT 

2. rhythm 105 53 FT 

3. rhythm 99 52 FT 

4. rhythm 45 123 FT 
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Fig 7. Force Sensitive Stroke Dynamics Data Chart of Registered People in the System. 

 

The key strokes dynamics of two people with EA and FT 

codes differ from each other in terms of intensity and duration, 

while the number of rhythms is five in one and four in the 

other. Therefore, it is checked whether the number of rhythm 

matches. The number of rhythms is not negative and the 

demand is negative. The Table III shows the data of people 

attempting to login. These data include both natural people 

and strokes, and try to match the results. In addition, several 

people tried to teach how they stroked and experimented. 

 

 

TABLE III 
Trial Data of People 

ID Person Who Try Real Person Process Date Number of 
Correct 

Attributes 

Number of 
Incorrect 
Attributes 

Number of 
Rhythm 

Number of People 
who Match 

Rhythm 

Input Success 
Status. 

1002 EA EA 03.04.2018 10:29 8 1 5 1 1 

1003 FT FT 03.04.2018 11:17 7 0 4 1 1 

1004 FT  03.04.2018 11:17 0 0 5 1 0 

1005 FT  03.04.2018 11:18 0 0 5 1 0 

1007 FT  03.04.2018 11:19 0 0 6 0 0 

1008 FT  03.04.2018 11:20 0 0 5 1 0 

1009 FT  03.04.2018 11:21 0 0 8 0 0 

1010 FT FT 03.04.2018 11:21 6 1 4 1 1 

1011 FT  03.04.2018 11:22 0 0 5 1 0 

1013 EA EA 03.04.2018 11:23 9 0 5 1 1 

1014 FT  03.04.2018 11:25 0 0 6 0 0 

1017 FT  03.04.2018 12:37 0 0 5 1 0 

1018 FT FT 03.04.2018 12:38 6 1 4 1 1 

1019 EA  04.04.2018 11:09 0 0 5 1 0 

1020 EA EA 04.04.2018 11:09 8 1 5 1 1 

1021 EA EA 04.04.2018 11:11 9 0 5 1 1 

1022 KAK  04.04.2018 11:12 0 0 5 1 0 

1023 KAK  04.04.2018 11:13 0 0 5 1 0 

1024 KAK EA 04.04.2018 11:13 8 1 5 1 1 

1025 MÖ  04.04.2018 11:14 0 0 5 1 0 

1026 HÇ  04.04.2018 11:16 0 0 5 1 0 

1027 İY EA 04.04.2018 11:16 8 1 5 1 1 

1028 EA EA 04.04.2018 11:17 9 0 5 1 1 

1029 FA  04.04.2018 11:17 0 0 5 1 0 

1030 FA  04.04.2018 11:18 0 0 4 1 0 

1031 FA EA 04.04.2018 11:18 8 1 5 1 1 

1032 EA EA 04.04.2018 11:19 8 1 5 1 1 

1033 FT  04.04.2018 11:20 0 0 8 0 0 

1034 ŞÖ  04.04.2018 14:44 0 0 2 0 0 

1035 ŞÖ  04.04.2018 14:45 0 0 3 0 0 

1036 BT  04.04.2018 14:45 0 0 5 1 0 

1037 BT  04.04.2018 14:45 0 0 5 1 0 

1038 EA EA 04.04.2018 14:46 8 1 5 1 1 

1039 HCP  04.04.2018 15:09 0 0 8 0 0 

1041 EA EA 04.04.2018 15:10 8 1 5 1 1 

1042 HCP  04.04.2018 15:10 0 0 5 1 0 
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When the above table is examined, it has been seen that the 

total of 50 attempts from 32 attempts failed due to various 

reasons such as rhythm incompatibility. EA-coded person’s 

own attempt to perform an experiment with eight deviations in 

a part of the success of the rhythm despite the high level of 

deviation despite the failure seems to be failing. This means 

that 87.5% success has been achieved. Again, FT coded 

person’s three of the three attempts were successful. However, 

as a result of the EA-coded person’s strokes dynamics, all of 

the 22 entry attempts of the people were able to capture the 

number of rhythms and failed because they could not approach 

the sensitivity and intensity of the stroke. 10 experiments did 

not catch the number of rhythms. Six people were shown the 

accuracy and severity of strokes and their experiments were 

successful. 

VI. CONCLUSION 

Various methods such as voice, face recognition and 

fingerprint reading used in the data entry offer distinctive 

access to people. However, the use of such systems may not 

be sufficient because of cost and being insufficient alone the 

result of some disadvantages. In this study, the password entry 

in the access systems which are actively used today is taken 

into consideration. These password entries are made through a 

touch screen or physical key systems of numerical or 

alphabetical values. In this study, it is discussed to unlock a 

locked system with a single button, considering both the 

stroking force and the rhythms generated by the times between 

the strokes. As a result of the study, it was seen that the people 

who registered in the system had repeated their stroking style 

very well and others could not achieve success either because 

of the stroke time or the stroke force. It is seen some people 

achieve success by looking carefully or being thought and 

some people did not achieve success although they were 

thought several times. In the literature, there is a patent 

intended rhythmed strokes which considered the keystroke 

duration differences. [11]. In this patent study, similar to the 

study here, the vector graphics consisting of time between 

keys are compared and processed. However, the impact force 

is not considered. In addition, another application of the study 

with a single button with the stroke rhythm validation study 

was performed and 83.2% accuracy was achieved. 19.4% of 

those who hear the stroking, copied successfully the shape of 

the stroke [12]. In this study, the accuracy rate is 87.5%. In 

another study, a similar situation was adapted to mobile 

applications and proved to be very reliable [13, 14]. Again, in 

mobile applications, the error rate was reduced from 13% to 

4% by applying rhythm-based keystroke dynamics to the 

password entries [15]. The system presented in this study may 

not be as cheap as relying only on the rhythm of keystroke 

dynamics because of the need for extra hardware [16-17], but 

it appears to directly affect the reliability coefficient. 

It would be useful to apply this study to more diverse user 

groups and to test for more recorded force-sensitive keystroke 

dynamics when there are contact data. It is thought that the 

comparison of different studies to be made by changing the 

threshold value and the reliability of such studies will be 

compared.  
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Abstract—The BLDC motors are widely used in industrial 

applications. The load characteristic and controller are 

important to obtain optimum performance in the speed control of 

the BLDC motor because some problems are occurred in speed 

control of nonlinear loads which is used the conventional control 

methods. The single link manipulator used in robotic applications 

is a nonlinear system for control algorithms. The load of motor is 

determined on considering the conversion ratio of the reducer 

box. In this study, a single link manipulator system consist of 

BLDC motor, reducer gearbox and robot arm is controlled by 

using NARMA-L2 controller as known modern control method 

in used the control of the nonlinear systems. The NARMA-L2 

controller is based on neural network. The single link 

manipulator system is analyzed by using MATLAB/Simulink 

environment. The speed control of the BLDC motor is performed 

in conditions the constant and nonlinear load. The results show 

that the speed control of BLDC motor is performed the high 

performance in nonlinear loads. 

 
 

Index Terms—BLDC motor, Neural networks, NARMA-L2 

controller, Single link manipulator. 

 

I. INTRODUCTION 

HE BRUSHLESS direct current (BLDC) motors are 

widely used in industrial applications such as automotive 

technology, appliances, medical, industrial automation 

equipment, and aerospace application. The BLDC motors are 

used owing to their low weight, high power density, high 

efficiency, and high reliability [1].  

The some problems such as steady state error, high 

overshoot and control response error are occurs in the speed 

control of the nonlinear loads. Nowadays, there are many 

industrial systems with non-linear parameters such as single 

link manipulator which is most basic part in robotic systems. It 

is difficult to achieve a nonlinear manipulator load using 

conventional control methods with high-speed tracking. The 

conventional control methods have been applied to various 

types of manipulators in the literature [2]. The nonlinear 

parameters of the single link manipulator load can be 

explicitly defined. These parameters are the gravitational 
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force, the mass of the load, the position of the manipulator and 

the viscous friction. The modern control method is used to the 

control of nonlinear systems. The real-time applications using 

Nonlinear Autoregressive Moving Average (NARMA-L2) 

control method has been performed for a single link 

manipulator [3-4].  

An adaptive control method has been developed for the 

small signal inputs that NARMA is unsuccessful and 

situations where NARMA model is unknown [5]. The 

NARMA-L2 controller has been used to control of the 

induction motors.  The three-phase induction motor has been 

controlled by using PID, fuzz logic and NARMA-L2 control 

methods and the obtained results have been compared [5-8]. 

The simulation of the induction motors’ control has been 

performed by using PI, NARMA-L2 and fuzzy logic and more 

high performance has been obtained by using NARMA-L2 

controller method than others control methods [9].  

At the same time, NARMA-L2 controller has been used to 

control the speed of the different motor types. The speed 

control of DC motor has been performed using PID and the 

NARMA-L2 controllers and the results obtained have been 

compared among themselves [10]. The NARMA-L2 controller 

has been used to many applications apart from motor control 

applications. NARMA-L2 controller and PID controller have 

been used for control of the scaled-model helicopters. The 

superiority performance of the NARMA-L2 controller is 

demonstrated by the simulation [11].  

In another study, a pendulum has been connected to the 

flywheel and a gyroscope inverter pendulum (GIP) has been 

performed. The real-time application of the GIP control has 

been achieved using NARMA-L2 controller [12]. A novel 

adaptive NARMA-L2 controller has been implemented to 

control of the nonlinear systems and the novel controller has 

been based on support vector regression (SVR). Against the 

measurement noises and uncertainty of the system parameters 

have been analyzed the controller durability. As a result of, the 

proposed control method is quite successful in suppressing 

measurement noise and uncertainty of the system parameters 

[13]. The synergy control has been proposed for a robot arm to 

follow a certain orbit. This control consists of a combination 

of the NARMA-L2 and the PD controller and has been 

obtained a very high performance [14]. 

 The control of unmanned aerial vehicles is quite difficult 

due to the dynamic of the vehicle has a non-linear structure. 

The NARMA-L2 controller has been used to control the 

unmanned aircraft and the controller successful has been 

shown in simulation results [15]. A simulation has been 

performed to analyze instant changes of the two-area power 

system, which has been controlled by using PID, fuzzy logic 

Speed Control of BLDC Using NARMA-L2 

Controller in Single Link Manipulator 
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and NARMA-L2 controller. The controller performance has 

been compared in different situation [16].  

A new MIMO ANFIS-based NARMA-L2 controller has 

been proposed and compared with other PI, PID, Fuzzy, GA 

and PSO controlled Fuzzy logic controls. The superiority of 

the proposed method in low tracking error and time response 

behaviors has been demonstrated by the simulation [17].  

The NARMA-L2 controller has been implemented to obtain 

the optimum performance from maximum power point 

tracking algorithm which is used in photovoltaic water pump 

system. The performance of the PID and NARMA-L2 

controller has been compared and superiority performance of 

the NARMA-L2 controller has been shown in simulation 

environment [18]. GA-adjusted Fuzzy system controller and 

NARMA-L2 controller have been implemented by using a 

simulation study for 5-degree of freedom robotic system. The 

simulation of the system has been performed in 

MATLAB/Simulink environment and obtained results have 

been compared [19]. 

In this study, the speed control of the BLDC motor is 

performed by using NARMA-L2 controller in 

MATLAB/Simulink environment at conditions constant load 

and nonlinear load. A single link manipulator is used as the 

nonlinear load. This manipulator is driven by a dc gear-motor. 

The nonlinear load and inertia of the manipulator is degraded 

to the motor side. Thus, the angular position control of the 

motor is obtained similar to the real system. The results are 

analyzed by using MATLAB / Simulink environment. 

II. MODELLING OF SINGLE LINK MANIPULATOR 

The control of electric motors is quite difficult in nonlinear 

loads. The conventional control methods are caused some 

problems in nonlinear loads such as steady state error and 

failure to adapt at unexpected situations. Nowadays, the 

nonlinear control methods are preferred to obtain high 

performance in control of the nonlinear loads. A single-link 

manipulator is widely used as the basis for studies in the 

robotic system control. The single link manipulator is 

nonlinear loads for the BLDC motor. In this study, a single 

link manipulator is used to control the speed of the BLDC 

motor.  

Today BLDC motors are preferred as actuators, especially 

for the movement of industrial robot arms. The most important 

reason of this motor are preferred; high efficiency, high 

power/volume density, stable operation, lack of brushes and 

physical commutator and good dynamic response. The speed 

of the BLDC motors used in robotic applications can 

sometimes up to 20.000 rpm. The output speed of the gearbox 

is reduced and its torque is increased by using a step-down 

gearbox between the robot arm and the motor, assuming that 

the output power of the gearbox is equal to the output power 

of the motor. The single link manipulator is shown in Fig. 1. 

The drive of BLDC motors are preferred six-step switching 

due to simple structure. In this technique, two phase windings 

are in connection at any time. It can be expressed by the 

equations of the conventional DC motor when a BLDC motor 

is controlled by a six-step switching technique. The voltage 

and torque of motor are obtained as shown Eq. (1) and Eq. (2), 

respectively. 

 

Fig.1. Single-link manipulator 
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where V is the motor voltage, is is the motor current, Rs is 

motor winding resistance, Ls is winding inductance of the 

motor, Ke is speed constant, 
m

  is motor angular velocity, Tm 

is the developed torque by the motor, TL is load torque, Jm is 

inertia of the motor, Bm is friction coefficient of the motor, Kt 

is torque constant of the motor.  
The load torque applied to motor is given in Eq. (3). The 

ratio of the gearbox connected to single link manipulator is 

taken into account when the load torque is calculated. The 

conversion ratio of the gearbox is given as shown in Eq. (4). 

The motor speed can be derived from the positon of the motor 

as shown in Eq. 5. The load torque of the single-link 

manipulator and the developed torque from the motor shaft are 

given in Eq. (6) and Eq. (7), respectively. 
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 (7) 

where 
L

 is angular velocity of the load, BL is the friction 

coefficient of the load, u is the ratio of the gearbox, m is the 

mass of the load, L is the arm length, g is the force of gravity. 

III. DESIGN OF NARMA-L2 CONTROLLER 

Artificial Neural Network (ANN) based control methods are 

popular due to their skills, learning, and approach in control of 

nonlinear systems. These control methods are frequently used 

in the control and identification of dynamic systems in recent 

years. One of the most suitable methods is NARMA-L2 

controller for controlling time-dependent and nonlinear 

systems. NARMA-L2 controller consists of two steps such as 

determination of the system to be controlled and design of 

system control. 

The behavior of the nonlinear discrete time system is 

examined in the system determination step is shown in Eq. 8. 

 

 
       

     

( ,  1 , , 1 ,

, 1 , , 1 )

y k d N y k y k y k n

u k u k u k m

     

   
 (8) 

 

where u(k) and y(k) are system input and system output, 

respectively. m and n are the measured delay values of the 

inputs and outputs, respectively. d is relative degrees. 

Multilayer neural networks can be used to define N nonlinear 

function.  

If the system follows a reference, the nonlinear controller 

can be shown as Eq. 9. Neural network training can be used to 

determine the G function that minimizes the mean square error 

using the back-propagation algorithm. In this case, the 

NARMA-L2 controller can be obtained as in Eq. 10. 
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The advantage of this form of reference system outputs can 

be solved for the control input that causes the tracking. The 

obtained controller is shown in Eq. 11. 
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However, it is not practical to define the input that depends on 

the output. For this reason, Eq. 12 is used for system definition 

for d≥2. 
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The NARMA-L2 controller is obtained as shown in Eq. 13. 
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(13) 

 

The general form of the NARMA-L2 controller is illustrated 

in Fig. 2 as the simplest structure. The hidden layer also has 

only one neuron. However, more neurons are needed in 

practice. At the same time, the number of delayed inputs is 

also important because the degree of the system model is 

unknown. The NARMA-L2 controller must be connected to 

the system as shown in Fig. 3 after the training process is 

completed. The DC motor and the system parameters used in 

this study are given in Table I. 
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Fig.2. The simplest form of NARMA-L2 controller 
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Fig.3.  The block diagram of NARMA-L2 controller connected the 

system 
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TABLE I 
THE PARAMETERS OF THE DC MOTOR AND THE SYSTEM 

 

Symbol Unit Parameter Value 

V V Nominal voltage 48 

R Ω Terminal resistance  1.03 

L mH Terminal inductance  0.204 

is A Nominal current 4.06 

Kt mNm/A Torque constant 44.8 

Ke rpm/V Speed constant 213 

ωm rpm Nominal speed 9250 

Tm mNm Nominal torque 170 

Jm kgm2 Torque of the total inertia  0.0000101 

Bm Nms/rad Friction constant of the 

motor 

~0 

BL Nms/rad Friction constant of the 

payload 

0.0001 

m kg Mass of the payload 1 

g m/s2 Gravitational force 10 

L m Length of manipulator 

arm 

1 

u  Conversion ratio of 

reduction gear 

100 

IV. SIMULATION RESULTS 

The simulation is performed by using MATLAB/Simulink 

environment. In this study, the size of hidden layers is 

determined as 20, the number of delay inputs is taken as 3 and 

the number of delay outputs is taken as 2. These data are 

usually obtained by performing simulation study. The sample 

time of the network is 0.001s and the number of data input and 

output trained by neural network is 10000 in this time. The 

results of the system identification and neural network training 

in MATLAB/Simulink environment are shown in Fig.4. The 

system input and output, NN output and the error between 

system output and NN output are given in Fig. 5. 

 

Fig.4.  The plant identification of the NARMA-L2 and NN training in 

MATLAB/Simulink environment 
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Fig.5. The system input, the plant output, the NN output and error between 

plant output and NN output after the NN training 

A speed control simulation of a DC motor, gear and single-

link manipulator reduced by dc motor in MATLAB/Simulink 

environment is performed as illustrated in Fig.6. At the same 

time, the simulation is performed to control the speed of dc 

motor under constant load by using NARMA-L2 controller. 

 

Fig.6. The control of   motor by using NARMA-L2 in condition single-link 

manipulator load and constant load. 

The desired speed of the motor is applied in the reference 

input in radians as shown in Fig. 7. The speed of the 

manipulator connected to the output of the gear is as low as 

the conversion ratio. The torque of the single-link manipulator 

is applied to the motor as a load. The gearbox conversion ratio 

is included in the system when the motor load torque is 

calculated.  

Fig. 7 shows the results of the simulation. The simulation 

results showed that the motor speed is tracked to the various 

reference inputs as desired. 

In Fig.7, the load applied the motor is given as 0.15 Nm. The 

motor speed is track the reference speed with a low error. The 

overshoot is almost zero in transient response. In addition to, 

the speed of motor is catch the reference speed without 

oscillation. The motor speed of the single link manipulator is 

shown in Fig. 8. 
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Fig.7. The motor speed under constant load. 

 

 
Fig.8. The motor speed under single link manipulator load. 

 

The gearbox conversion ratio and other system parameters is 

consider   while the torque applied to the motor is calculate. 

The simulation of motor load is performed by using Table 1. 

The speed of the motor tracks the reference speed 

approximately zero overshoot and very quickly, as seen in 

Figure 8. This demonstrates the success of the NARMA-L2 

controller in controlling the nonlinear systems. Fig. 9 shows 

the motor speed reaching up to reference speed between 14.5 th 

and 15.5th seconds. 

 

 

Fig.10. The result of simulation between 14.5th and 15.5th seconds. 

V. CONCLUSION 

The single link manipulator is nonlinear system due to 

nonlinear loads. The control of the nonlinear loads is 

performed by using nonlinear control methods because the 

conventional control methods is insufficient in the control of 

this loads.  NARMA-L2 controller is the nonlinear control 

method which is used neural network. In this study, the speed 

of ta single link manipulator has been controlled by using 

NARMA-L2 controller. The controlled system consists of a dc 

motor, a reducer gearbox connected between the motor and a 

single-link manipulator. Different speed values are applied to 

the NARMA_L2 controller input as reference for 40 seconds. 

The simulation has been performed under condition both 

constant load and single link manipulator load. As a result of 

the simulation study, the speed of the motor is tracked by high 

accuracy with reference speed in both load condition. This 

study showed that the NARMA controller could be used in 

both constant loads and nonlinear loads such as single link 

manipulator. 
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Abstract—This paper presents an improved hysteresis current 

control method for five level T-type inverter. The proposed 

method is based on four hysteresis levels and performed to 

generate switching signals of fundamental transistors in T-type 

inverter. By using generated signals through hysteresis 

controller, bidirectional switch in T-type inverter is triggered 

through the logical way. The system is detailed in analytical 

expression and exhibited to generate five voltage levels at the 

output of inverter. The improved technique is based on an error 

signal between the output current and the reference value. 

Therefore, the proposed modulation technique achieves the 

following output current at the desired value and ensures high-

efficiency conversion ratio at the output. In order to show the 

validity of the proposed method, the controller is compared with 

conventional sinusoidal pulse width modulated T-type inverter. 

In performance results, it is obvious that the proposed method 

provides a lower total harmonic distortion in comparison with 

conventional method. 

 
 

Index Terms—Hysteresis current controller, T-type inverter, 

Comparison, Total harmonic distortion, Sinusoidal pulse width 

modulation. 

 

I. INTRODUCTION 

N INDUSTRIAL APPLICATIONS, inverters are known as 

power electronic converters which convert dc electrical 

power into ac electrical power. These converters exist in 

different implementations such as renewable energy 

integration, custom power devices, industrial and home 

appliances in different power ranges [1, 2]. In order to convert 

dc power into ac power, traditional inverters cause high 

switching losses, electromagnetic interferences and high total 

harmonic distortion (THD) [3-5]. An alternative solution is the 

utilization of multilevel inverter to minimize the disadvantages 

of conventional inverters [6]. Multilevel inverters have high-

efficiency conversion ratio, low electromagnetic interferences 

and low power losses in energy conversion implementations 

compared to conventional inverters [7-9]. Because they have 

more smooth voltage waveforms with an increased number of 
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voltage levels compared to classical inverters[10]. Besides, 

they require low-rated filters thereby diminishing the entire 

system dimension. These inverters also reduce the THD level 

at output voltage thus increasing the power quality of the 

entire system [11, 12].  

Conventional inverters are generally preferred for low power 

applications. But, the usage of these inverters becomes 

difficult to apply owing to the high voltages that the switching 

devices must block [13-15]. In this case, the solution is to use 

multilevel inverters. In these conditions, multilevel inverters 

replace conventional inverters. The most common multilevel 

inverter topologies are cascaded H-bridge, diode clamped and 

flying capacitors [16, 17]. Also, there are several switches 

reduced multilevel inverter topologies in addition to H-bridge, 

diode clamped and flying capacitors. Among switch reduced 

multilevel inverters, T-type inverter is an alternative solution 

which generates five levels with fewer components [18, 19]. 

There are different modulation techniques to generate a more 

smooth output voltage with less THD. Sinusoidal pulse width 

modulation, space vector modulation, selective harmonic 

elimination and hysteresis pulse width modulation are 

common techniques in the literature [20, 21]. However, 

conventional T-type inverters use conventional sinusoidal 

based PWM methods in order to convert dc voltage to ac 

voltage. For this purpose, in this paper, hysteresis-band 

controller with current feedback is firstly integrated with five 

level T-type inverter. The study also evaluates the 

performance of T-type based on hysteresis controller 

according to THD, efficiency and voltage output. Also, the 

performance results of hysteresis band controller is compared 

to spwm.  

 

II. T-TYPE INVERTER 

Fig. 1 introduces the circuit scheme of a five-level T-type 

inverter. This structure consists of four mono-directional 

switches (S1, S2, S3 and S4), one bidirectional switch and two 

dc sources per phase [22]. The presented bidirectional switch 

includes two back-back mono-directional switches and 

triggered simultaneously. For higher voltage levels, topology 

requires more bidirectional switches and dc voltage sources 

[23].  

To generate five voltage levels by using T-type inverter, two 

dc-link capacitors (of each Vdc/2) are used per phase. In the 

operation of the inverter, S1-S4 and S2-S3 are turned on to 

generate Vdc and –Vdc levels, respectively [24].  The 

switching states to generate all voltage levels are given in 

Table 1. The equivalent circuits of T-type inverter during 

Performance Analysis of T-type Inverter Based 

on Improved Hysteresis Current Controller 
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switching states are introduced in Fig. 2. In the first state, S1 

and S4 are turned on and the output voltage is equal to +Vdc. 

In this state, the operation of T-type inverter is similar to the 

positive cycle of conventional H-bridge inverter and the 

current follows the path from S1 and returns from S4 [18, 23]. 

In State 2, bidirectional switch S5 and S4 are closed and the 

voltage value is half the dc voltage in positive. The current 

flows through C2 and S4 in order to complete full path. In the 

third stage, bidirectional switch S5 and S3 are turned on to 

generate negative half dc voltage at load [25]. In this 

condition, the current flows through C1-S3-S5 and the 

direction of current is opposite to state 2. In the fourth stage, 

S2 and S3 are turned on and the output voltage is obtained as 

the inverse voltage of dc source [26]. This is the negative 

cycle operation of conventional H-bridge inverter. In state 5 

and state 6, S2-S3 and S1-S3 are respectively turned on to 

obtain zero voltage at the load.  

S1

S2

S3

S4
S5

Vout

C1

C2
Vdc

2

Vdc
2

Vdc

Vdc =100 V

H-part

Bidirectional

Input Voltage Output Voltage

Five Level T-Type Inverter

 

Fig.1. The circuit scheme of five level T-type inverter 

 

TABLE I 
 THE SWITCHING STATES OF FIVE–LEVEL T-TYPE INVERTER 

OUTPUT VOLTAGE 

 
S1 S2 S3 S4 S5 Vout 

1 0 0 1 0 +Vdc 

0 0 0 1 1 +Vdc/2 

0 0 1 0 1 -Vdc/2 

0 1 1 0 0 -Vdc 

0 1 0 1 0 0 

1 0 1 0 0 0 

 

For a resistive-inductive load connected T-type inverter, the 

relationship of voltage and current at load-side is given as 

[27]: 

dt

di
LRiV load

loadout                     (1) 
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S4
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Vout

C1
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Vdc 2

Vdc
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Vdc 2

Vdc

Vdc 2
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Vdc
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Vdc 2
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S1
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S3

S4
S5
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a Vout=Vdc (State 1 in Table)

d Vout=-Vdc (State 4 in Table)

b Vout=Vdc/2 (State 2 in Table)

e Vout=0 (State 5 in Table)

c Vout=-Vdc/2 (State 3 in Table)

f Vout=0 (State 6 in Table)

 
 

Fig. 2 The switching states and equivalent circuits of T-type inverter 
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Rearranging the (1), the equations can be written in the new 

form: 

loadloadload iii  *                        (2) 

dt

i
LRiV load

loadout


                    (3) 

Assuming the value of resistance is very small, we can write 

the reference voltage in (4): 

dt

i
LV load

ref


                             (4) 

In the final arrangement, it is clear that the output voltage is 

controlled by the small change of load current, as introduced 

in (5) and (6) [27]. 

Vout
dt

di
L

dt

i
L loadload 
 *

                   (5) 

VoutV
dt

i
L ref

load 


                      (6) 

 

III. THE PROPOSED CONTROLLER 

In switching of T-type inverters, spwm based controller 

methods are used to generate switching signals [28]. However, 

these methods cannot achieve the following output current at 

the desired value. For this purpose, in this paper, hysteresis-

band controller with feedback current is improved and 

designed for five-level T-type inverter. The hysteresis 

controller defines the states of the switching devices in an 

inverter to make current follow its reference value. In the 

implementation of the hysteresis controller, the switching is 

accomplished through a maximum error band of current (Δi) 

[29, 30]. This method is based on instantaneous feedback 

current control in which the load current permanently tracks 

the reference current within hysteresis band values [31]. 

Figure 3 clarifies the working fundamentals of the 

hysteresis-band controller based on current error. In classical 

hysteresis band controller, it consists of two hysteresis bands: 

upper and lower. When the current exceeds upper band, the 

switching signals are produced and the switch is turned on. If 

the value of current passes to the lower-band, the switching 

signal turns off. 

In the proposed controller scheme, four hysteresis values are 

determined, and it is compared with the actual current error 

signal. When the current exceeds a pre-defined hysteresis 

band, the switching signals are produced and the switches are 

turned on or turned off according to a rational rule. The 

scheme of proposed hysteresis current controlled T-type 

inverter is introduced in Fig. 4. The expression of the scheme 

is expressed below. 

In T-type inverter, when S1 and S4 are in conduction mode, 

the slope of current is positive and describe as follows: 

 
L

tVV

dt

di mdc  


sin
                        (7) 

When S5 and S4 are in conduction mode, the slope of 

current is positive and the output voltage is equal to +Vdc/2. It 

is described as: 

 
L

tVV

dt

di mdc  


sin2/
                    (8) 

Sine reference 

wave

Upper band

Lower band

Actual Current

Hysteresis band HB HB

1

0
OFF

ON

 

Figure 3. A classical presentation of conventional hysteresis current 
controller 

 

 

 

Fig. 4 The proposed hysteresis controller for five-level T-type inverter 

 

In conduction states of S5 and S2, the slope of current is 

negative and the output voltage is equal to -Vdc/2. It is 

described as: 

  
L

tVV

dt

di mdc  


sin2/
                 (9) 

In which, dcV
is dc input voltage, 

  tVm sin
is 

instantaneous load voltage and L  is inductance value. The 

similar relation when the S2-S3 is turned on and it is written 

as follows: 

  
L

tVV

dt

di mdc  


sin
                (10) 

 

 In hysteresis-controller, current ripples and switching 

frequency are dependent on the depth of the band. For 

instance, switching at high frequency and low ripple is 

obtained by very small band value. Also, an optimal band that 

provides stabilization between harmonics ripples and 

switching losses is fascinating. Figure 5 presents the 

illustration of hysteresis band modulation technique for five-
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level T-type inverter. In the controller, the error signal is 

applied at the input of comparator with hysteresis bands.  

 

0
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Fig. 5 Illustration of improved hysteresis-band current control based T-type 

inverter 

 

According to the hysteresis rule of T-type inverter, the 

conditions for S1, S2, S3 and S4 are: 

The switching states of S1 are given as: 




















OFFHii

ONHii
S

loadload

loadload

4

1
*

*

1             (11) 

 

The switching states of S2 are expressed as: 




















OFFHii

ONHii
S

loadload

loadload

4

1
*

*

2            (12) 

 

The switching states of S3 are defined as: 




















OFFHii

ONHii
S

loadload

loadload

3

2
*

*

3            (13) 

The switching states of S4 are defined as: 




















OFFHii

ONHii
S

loadload

loadload

3

2
*

*

4            (14)  

where H1, H2, H3 and H4 define the levels of hysteresis 

controller. 

The switching of bidirectional S5 is achieved by logical 

gates according to the logic table. The switch is turned-on or 

turned-off according to the below rule: 

 4343.2.15 SSSSSSS              (15) 

Bidirectional (S5) signal is derived according to the 

karnaugh-map rule by using Table 1. 

IV. PERFORMANCE RESULTS 

 The proposed modulation strategy is modeled and tested in 

the Simulink environment.  In the tested system, one 

bidirectional and four mono-directional switches are triggered 

to generate the output voltage. For this purpose, 100 V dc 

voltage is used at the input of inverter and 3 ohm resistor is 

used as a load. Performance results are obtained with and 

without output filter. The system parameters of the designed 

model is given in Table 2. 

. 

 
TABLE II 

THE SYSTEM PARAMETERS OF THE DESIGNED CIRCUIT 

 
System parameters                                                                                               Value 

Input voltage 100 Vdc 

Output voltage frequency 50 Hz 

Transistor  MOSFET 

Number of transistors Six (6) 

DC-link capacitors 100 uF 

Load resistor  2 ohm 

Load inductor 2.2 mH 

Filter Lf=1 mH Lc=1 uF 

 

 

In the performance stage, hysteresis current controller is 

performed for two conditions of hysteresis bands. Also, a 

performance comparison is given in order to show the 

effectiveness of the proposed method. In the first case study, 

the hysteresis bands are selected in a wide range. The values 

of hysteresis are 0.8, 0.3, 0 and -0.5 for H1, H2, H3 and H4, 

respectively. By this way, the waveforms of switching states 

and output voltage are introduced in Fig. 6. It is clear that T-

type inverter generate five voltage levels through a proposed 

hysteresis current controller method. 
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Proposed method based on wide bands 

5-voltage 
levels

 
Fig. 6 Switching signals and output voltage at wide-range hysteresis band 

 

In the second case study, T-type inverter with control based 

on Hysteresis control is performed in narrowband values. The 

values of hysteresis bands are respectively 0.8, 0.3, 0 and -0.5 

for H1, H2, H3 and H4. In this state, the frequency of the 

narrowest switching pulse is measured as 10 kHz. The 

switching states and square-wave output voltage waveforms 

are presented in Figure 7. It is obvious that the switching 

frequency of the inverter is higher in comparison of first case. 

When the LC filter is used at the output of the inverter, the 

voltage and current filtered become in sinusoidal form.  The 

waveforms of voltage and current after the filtering are 

presented in Figure 8. In this case, the performance results are 

taken for narrowband based hysteresis current controller 

method. 

In performance assessment, THD values of spwm and 

proposed hysteresis current controller are compared. The 

harmonic spectrums of both spwm and the proposed method 

are given in Figure 9. It presents individual harmonic 

components up to 1 kHz. The switching frequency of each 

method is selected as 10 kHz for comparison. The comparison 

results show that THD value by using conventional spwm is 

2.97 percent. However, the proposed method can achieve to 

reduce lower THD values. THD value by using the proposed 

method is shown as 1.21 percent. 

 

Proposed method based on narrow bands 

More 
frequent

 
Fig. 7 Switching signals and output voltage at narrow-range hysteresis 

band 

 

 

Proposed method with LC filter 

dc input= 
100 V

Load 
voltage

Load 
Current

 
Fig. 8 The waveforms of filtered input/output voltages and output current 

under narrow hysteresis band control 
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Fig. 9 THD comparison of conventional spwm and improved hysteresis 
controller at 10 kHz 

 

Table III presents the THD value according to spwm and 

hysteresis methods. Also, the magnitudes of fundamental and 

individual harmonic components are given.  
 

TABLE III THD VALUE, HARMONIC INDIVIDUAL PERCENTAGES 
AND PHASE DEGREES FOR SPWM AND HYSTERESIS METHODS 

 
 Spwm Hysteresis 

THD 2.97% 1.21 % 

No Percentage Degree Percentage Degree 

1 100 -0.8 100 -0.1 

2 0.07 86.5 0.22 117.4 

3 0.85 -37.4 0.79 207.6 
4 0.07 82.9 0.35 -27.1 

5 1.83 -17.2 0.06 70.7 

6 0.07 79.4 0.17 248.9 

7 1.72 -10.8 0.32 226.5 
8 0.07 75.9 0.15 60 

9 0.54 9.4 0.37 75.8 

10 0.07 72.4 0.21 -83.2 

11 0.40 16.3 0.16 81.1 
12 0.07 68.9 0.06 205.6 

13 0.04 -69.6 0.25 -77.3 

14 0.06 65.5 0.21 18 

15 0.70 198.6 0.04 -59.1 

16 0.06 62.1 0.15 -68.3 

17 0.51 268.7 0.27 -49.1 
18 0.06 58.7 0.06 159.6 

19 0.62 -45.1 0.26 121.7 

 

 

CONCLUSION 

In this paper, hysteresis current controller is improved and 

adapted for five-level T-type inverter. In the proposed 

controller scheme, the main switches (S1, S2, S3 and S4) are 

triggered through hysteresis current controller modulation 

strategy. In order to generate these switching signals, the error 

signal between the actual load current and the reference signal 

is used as hysteresis input. The error signal and its inverted 

signals are compared with four hysteresis levels in order to 

generate switching signals of S1, S2, S3 and S4. In triggering 

of the bidirectional switch, the logical procedure is realized 

according to the truth table of T-type inverter. The proposed 

hysteresis controller with feedback current is tested and 

switching signals are generated for different hysteresis band 

values. According to the different hysteresis band values, it is 

obvious that the switching frequency changes in kHz levels. 

Also, the performance results of the proposed method are 

compared to conventional spwm technique implemented in T-

type inverter. The comparison results show that THD of 

hysteresis current controlled T-type inverter is lower than 

spwm controlled inverter. In this way, it presents that 

proposed modulation strategy shows excellent results for ac-dc 

voltage conversion in T-type inverter. 

 

REFERENCES 

 
[1] K. Zeb, W. Uddin, Muhammad A. Khan, Z. Ali, M. U. Ali, N. 

Christofides, et al., "A comprehensive review on inverter topologies 
and control strategies for grid connected photovoltaic system," 
Renewable and Sustainable Energy Reviews, vol. 94, pp. 1120-1141, 
2018/10/01/ 2018. 

[2] K. Matsui, Y. Kawata, and F. Ueda, "Application of parallel connected 
NPC-PWM inverters with multilevel modulation for AC motor drive," 
IEEE Transactions on Power Electronics, vol. 15, no. 5, pp. 901-907, 
2000. 

[3] A. Sinha, K. Chandra Jana, and M. Kumar Das, "An inclusive review 
on different multi-level inverter topologies, their modulation and 
control strategies for a grid connected photo-voltaic system," Solar 
Energy, vol. 170, pp. 633-657, 2018/08/01/ 2018. 

[4] X. Guo and W. Chen, "Control of multiple power inverters for more 
electronics power systems: A review," CES Transactions on Electrical 
Machines and Systems, vol. 2, no. 3, pp. 255-263, 2018. 

[5] M. S. Irfan, A. Ahmed, and J. Park, "Power-Decoupling of a Multiport 
Isolated Converter for an Electrolytic-Capacitorless Multilevel 
Inverter," IEEE Transactions on Power Electronics, vol. 33, no. 8, pp. 
6656-6671, 2018. 

[6] J. G. Subarnan, "4 - Multilevel inverters: an enabling technology," in 
Hybrid-Renewable Energy Systems in Microgrids, A. H. Fathima, N. 
Prabaharan, K. Palanisamy, A. Kalam, S. Mekhilef, and J. J. Justo, Eds. 
ed., Woodhead Publishing, 2018, pp. 61-80. 

[7] K. Thakre, K. B. Mohanty, and A. Chatterjee, "Reduction of circuit 
devices in symmetrical voltage source multilevel inverter based on 
series connection of basic unit cells," Alexandria Engineering Journal, 
2018/11/15/ 2018. 

[8] M. Ahmed, A. Sheir, and M. Orabi, "Asymmetric cascaded half-bridge 
multilevel inverter without polarity changer," Alexandria Engineering 
Journal, 2017/09/12/ 2017. 

[9] E. Babaei, M. F. Kangarlu, M. Sabahi, and M. R. A. Pahlavani, 
"Cascaded multilevel inverter using sub-multilevel cells," Electric 
Power Systems Research, vol. 96, pp. 101-110, 2013/03/01/ 2013. 

[10] Y. Suresh and A. K. Panda, "Investigation on stacked cascade 
multilevel inverter by employing single-phase transformers," 
Engineering Science and Technology, an International Journal, vol. 19, 
no. 2, pp. 894-903, 2016/06/01/ 2016. 

[11] J. Jamaludin, S. Syamsuddin, N. A. Rahim, and H. W. Ping, "Control 
of switch-sharing-based multilevel inverter suitable for photovoltaic 
applications," Journal of the Franklin Institute, vol. 355, no. 3, pp. 
1018-1039, 2018/02/01/ 2018. 

[12] N. Prabaharan and K. Palanisamy, "Analysis and integration of 
multilevel inverter configuration with boost converters in a 
photovoltaic system," Energy Conversion and Management, vol. 128, 
pp. 327-342, 2016/11/15/ 2016. 

[13] S. Mariethoz, "Systematic Design of High-Performance Hybrid 
Cascaded Multilevel Inverters With Active Voltage Balance and 

154

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 2, April 2019                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

Minimum Switching Losses," IEEE Transactions on Power 
Electronics, vol. 28, no. 7, pp. 3100-3113, 2013. 

[14] A. Ruderman, "About Voltage Total Harmonic Distortion for Single- 
and Three-Phase Multilevel Inverters," IEEE Transactions on 
Industrial Electronics, vol. 62, no. 3, pp. 1548-1551, 2015. 

[15] A. Shukla, A. Ghosh, and A. Joshi, "State Feedback Control of 
Multilevel Inverters for DSTATCOM Applications," IEEE 
Transactions on Power Delivery, vol. 22, no. 4, pp. 2409-2418, 2007. 

[16] J. Venkataramanaiah, Y. Suresh, and A. K. Panda, "A review on 
symmetric, asymmetric, hybrid and single DC sources based multilevel 
inverter topologies," Renewable and Sustainable Energy Reviews, vol. 
76, pp. 788-812, 2017/09/01/ 2017. 

[17] A. Chen and X. He, "Research on Hybrid-Clamped Multilevel-Inverter 
Topologies," IEEE Transactions on Industrial Electronics, vol. 53, no. 
6, pp. 1898-1907, 2006. 

[18] A. Narendrababu, N. Yalla, and P. Agarwal, "A modified T-type single 
phase five-level inverter with reduced switch voltage stress," 2018 
International Conference on Power, Instrumentation, Control and 
Computing (PICC), 2018, pp. 1-5. 

[19] K. Lee, H. Shin, and J. Choi, "Comparative analysis of power losses for 
3-Level NPC and T-type inverter modules," 2015 IEEE International 
Telecommunications Energy Conference (INTELEC), 2015, pp. 1-6. 

[20] M. M. Harin, V. Vanitha, and M. Jayakumar, "Comparison of PWM 
Techniques for a three level Modular Multilevel Inverter," Energy 
Procedia, vol. 117, pp. 666-673, 2017/06/01/ 2017. 

[21] H. Athari, M. Niroomand, and M. Ataei, "Review and Classification of 
Control Systems in Grid-tied Inverters," Renewable and Sustainable 
Energy Reviews, vol. 72, pp. 1167-1176, 2017/05/01/ 2017. 

[22] H. P. Vemuganti, D. Sreenivasarao, and G. S. Kumar, "Improved pulse-
width modulation scheme for T-type multilevel inverter," IET Power 
Electronics, vol. 10, no. 8, pp. 968-976, 2017. 

[23] P. Singh, S. Tiwari, and K. K. Gupta, "A new topology of transistor 
clamped 5-level H-Bridge multilevel inverter with voltage boosting 
capacity," 2012 IEEE International Conference on Power Electronics, 
Drives and Energy Systems (PEDES), 2012, pp. 1-5. 

[24] N. Abd Rahim, M. F. M. Elias, and W. P. Hew, "Transistor-Clamped 
H-Bridge Based Cascaded Multilevel Inverter With New Method of 
Capacitor Voltage Balancing," IEEE Transactions on Industrial 
Electronics, vol. 60, no. 8, pp. 2943-2956, Aug 2013. 

[25] G. E. Valderrama, G. V. Guzman, E. I. Pool-Mazun, P. R. Martinez-
Rodriguez, M. J. Lopez-Sanchez, and J. M. S. Zuniga, "A Single-Phase 
Asymmetrical T-Type Five-Level Transformerless PV Inverter," Ieee 
Journal of Emerging and Selected Topics in Power Electronics, vol. 6, 
no. 1, pp. 140-150, Mar 2018. 

[26] M. Anzari, J. Meenakshi, and V. T. Sreedevi, "Simulation of a 
transistor clamped H-bridge multilevel inverter and its comparison with 

a conventional H-bridge multilevel inverter," 2014 International 
Conference on Circuits, Power and Computing Technologies 
[ICCPCT-2014], 2014, pp. 958-963. 

[27] W. Huaisheng and X. Huifeng, "A Novel Double Hysteresis Current 
Control Method For Active Power Filter," Physics Procedia, vol. 24, 
pp. 572-579, 2012/01/01/ 2012. 

[28] F. Wang, Y. Wang, L. J. Hang, and C. M. Wang, "Five-level inverter 
for solar system and its self-adaptive pulse-width modulation strategy," 
IET Power Electronics, vol. 9, no. 1, pp. 102-110, Jan 20 2016. 

[29] L. Malesani, P. Mattavelli, and P. Tomasin, "Improved constant-
frequency hysteresis current control of VSI inverters with simple 
feedforward bandwidth prediction," IEEE Transactions on Industry 
Applications, vol. 33, no. 5, pp. 1194-1202, 1997. 

[30] D. S. Oh and M. J. Youn, "Automated adaptive hysteresis current 
control technique for a voltage-fed PWM inverter," Electronics Letters, 
vol. 26, no. 24, pp. 2044-2046, 1990. 

[31] A. Fereidouni, M. A. S. Masoum, and K. M. Smedley, "Supervisory 
Nearly Constant Frequency Hysteresis Current Control for Active 
Power Filter Applications in Stationary Reference Frame," IEEE Power 
and Energy Technology Systems Journal, vol. 3, no. 1, pp. 1-12, 2016. 

 

 

BIOGRAPHIES 

 

MUSTAFA İNCİ received the B.S. and M.S. 

degrees in Electrical-Electronics 

engineering from the Çukurova 

University, Adana, in 2011 and 2013 the 

Ph.D. degree in mechanical engineering 

from Çukurova University, Adana, 

Turkey, in 2017. 

    From 2011 to 2018, he was a Research Assistant with the 

Çukurova University. Since 2018, he has been an Assistant 

Professor with the Mechatronics Engineering Department, 

İskenderun Technical University. He is the author of more 

than 10 articles, and more than 20 conference papers. His 

research interests include grid integration of renewable energy 

systems and advanced power electronic converters.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

155

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 2, April 2019                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 

Abstract—Recently, orthogonal frequency division 

multiplexing (OFDM) with index modulation (IM) has been 

appeared as a novel method for future wireless communication 

systems. However, such a mechanism has low spectral efficiency 

since some sub-carriers are not activated in order to implicitly 

convey information. In this paper, a subblock dependent 

approach, called sub-block aided OFDMIM (SA-OFDM-IM) 

technique, is proposed for spectral efficiency enhancement of the 

OFDM-IM method with lower complexity. The simulation results 

illustrate that the proposed SA-OFDM-IM and well known 

OFDM-IM have same bit error rate (BER) performance while 

SA-OFDMIM has 40% more spectral efficiency with low 

complexity.  

 

Index Terms— Orthogonal frequency division multiplexing 

(OFDM), index modulation (IM), spatial modulation (SM). 

 

I. INTRODUCTION 

ULTIPLE-ANTENNA techniques constitute a key 

technology for next-generation fixed and mobile 

wireless communication systems [1]. Their performance is 

related to some restriction such as the spacing between 

transmitter and receiver antennas [2], [3], inter-antenna 

synchronization (IAS) at the transmitter and also inter-channel 

interference (ICI) [4], [5]. To circumvent these problems, 

Mesleh et al. proposed spatial modulation (SM) as a low 

computational complexity alternative to well known MIMO 

systems [6]. The SM technique is using the indices of transmit 

antennas to carry extra data, in addition to the 2 dimensional 

M-ary signal constellations. To show the potential benefits of 

SM, several experimental studies have done and it has shown 

that SM scheme is an alternative to the plain MIMO systems 

[7]. Consequently, the SM is promising transmission 

technique that has a very flexible structure and provides low 

complexity with high spectral efficiency [8]. 

Orthogonal frequency division multiplexing (OFDM) is 

being used by wireless communications systems such as the 

world wide interoperability for microwave access (WiMAX), 

long term evolution (LTE), IEEE 802.11 (Wi-Fi), etc. [9], 

[10], [11], [12]. As, OFDM has become the very popular 

multi-carrier modulation method, it continues to be widely 

studied. Following this trend, the index modulation (IM) 
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concept which is inspired by SM has draw attention as a 

promising technique for the new-generation wireless 

communication systems in the last decade [13]. It has many 

significant advantages such as reduced peak-to-average power 

ratio (PAPR), better bit-error-rate (BER), energy efficiency, 

higher robustness against the inter-carrier interference (ICI) 

etc. [13], [14], [15].   

In [16] and [17] MIMO-OFDM-IM technique is proposed 

by combining MIMO and OFDM-IM transmission methods. 

In [18] sub-carrier block interleaving is proposed for OFDM-

IM to enhance its error performance. The bit error probability 

of OFDM-IM is analytically derived in [19]. Recently, 

generalization of OFDM-IM has been proposed by extending 

the index domain to include quadrature and inphase 

dimensions [20]. For more details on these studies, the 

concerned readers are referred to [21]. 

In spite of its advantages mentioned above, there is still 

limitation to the operation of OFDM-IM in wireless 

communications. The OFDM-IM scheme cause a decrease in 

data rate due to its unused subcarriers. To solve this difficulty, 

this paper proposes a new OFDM-IM with improved spectral 

efficiency and low complexity through integrating a new 

constellation design using sub-block. It is also shown that 

proposed SA-OFDM-IM performs same performance with 

traditional OFDM while SA-OFDM-IM has more spectral 

efficiency with low complexity.  

The remain of this study is given as; Section II 

demonstrates the principle of proposed SA-OFDMIM scheme. 

Section III introduces the receiver part of the SA-OFDM-IM. 

The computational complexity and simulation results are 

given in Section IV and Section V, respectively. Finally, 

conclusion is presents in Section VI.  

 

II. PROPOSED SA-OFDM-IM METHOD 

In [13], sub-carriers were partitioned into g subblocks 

which have n sub-carriers. In each sub-blocks only k out of 

these n sub-carriers are active, and the remains are inactive. 

The total number of transmitted data bits for OFDM-IM 

system is calculated as 

 

2 2
log ( ( , )) log ( ) .

IM
m C n k g k M g     (1) 

 

 

 

 

 

 

Sub-block Aided OFDM with Index Modulation  

Y. ACAR  

M 
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where M represents the modulation size,  .  is the floor 

operation and ( , )C n k  shows the binomial number. It is clear 

that, unused sub-carriers cause the low spectral efficiency. In 

this work, sub-block aided OFDM-IM (SA-OFDM-IM) is 

proposed, to gain a high spectral efficiency rate without 

degrading BER performance and maintaining same power 

consumption. 

 

Block diagram of the proposed scheme is given in Fig. 1. 

To take advantage of sub-blocks (not subcarriers), we design 

the new constellation scheme as shown in Fig. 2. We split all 

symbols in a pairs. For example, in Fig. 2 (b), there are two 

shifted binary phase shift keying (BPSK) symbol pairs 

    1 2 1 2

1 1 2 2
, , ,

a
x x x x S  hence there are two BPSK symbol pairs 

i.e. M =2. Similarly, symbol pairs in Fig. 2 (c) are given 

as         1 2 1 2 1 2 1 2

1 1 2 2 3 3 4 4
, , , , , ,, bx x x x x x x x S , thus M  is 4. 

 
TABLE I 

A LOOK-UP TABLE FOR SYSMBOL PAIRS GIVE IN FIG.1 (a) 

 

 

 

 

 

We simply assign the information bits in each symbol pairs 

as given in Tables I-II for proposed constellation diagram. 

Then, for each sub-block, we used these symbol pairs 

according to incoming information bits. For instance, if 
 

TABLE II 

A LOOK-UP TABLE FOR SYSMBOL PAIRS GIVE IN FIG.1 (b) 

 

 

 

 

 

 

 

incoming bit for symbol pairs is [0], we use symbol pair 

 1 2

1 1
,x x in the related sub-block as given in Table I. Similarly,  

if incoming bits for symbol pairs are [1 1], we use symbol pair 

 1 2

4 4
,x x in the related sub-block as given in Table II. 

Moreover, each symbol has one information bit such as 
1

2
x  [1] and 

2

2
x  [0] as shown in Fig. 2. These designs 

also can be extend for M-ary signal constellation. 
 

 

 

 

 

 

 

 

 

TABLE III 
A LOOK-UP TABLE FOR SUB-CARRIER INDICES FOR n=4 AND k=2 

Bits Symbol Pairs 

[0] 

[1] 

 1 2

1 1
,x x  

 1 2

2 2
,x x  

TABLE II 

A LOOK-UP TABLE FOR SYSMBOL PAIRS GIVE IN FIG.1 (b) 

Bits Symbol Pairs 

[0,0] 

[0,1] 

[1,0] 

[1,1] 

 1 2

1 1
,x x  

 1 2

2 2
,x x  

 1 2

3 3
,x x  

 1 2

4 4
,x x  

 

Bits     Sub-block Indices   Sub-block Symbols 

[0,0] 

[0,1] 

[1,0]    

[1,1] 

{2,3} 

{3,2} 

{4,3} 

{4,1} 

[ , , 0,0
j j

i i
x x ] 

[ 0, , , 0
j j

i i
x x ] 

[ 0,0, ,
j j

i i
x x ] 

[ , 0,0,
j j

i i
x x ] 

Fig.1. Block diagram of the proposed scheme 
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(a) BPSK Constellation 

   
                                          (b) M = 2 

  

 
                                         (c) M = 4 

Fig.2. Proposed constellation diagram for total number of symbol pairs for                                      

(b) M = 2 and (c) M = 4 

 
 

 

 

 

 

The total transmitted bits of proposed scheme can be 

determined as 
 

2 2 2

2

log ( ( , )) log ( ) log ( )

      log ( ) .

SA

IM

m C n k g k M g g

m g

  



  



M

M
 (2) 

 

Therefore, in the proposed system, in contrast to OFDM-

IM, all sub-block within the whole OFDM symbol are used to 

carry additional bits. If the SAOFDM-IM and existing OFDM-

IM techniques are compared, the total number of data bits, i.e. 

spectral efficiency of the SA-OFDM-IM technique is greater 

than that of the existing OFDM-IM schemes. For example, 

OFDM-IM has 
IM

m =256 bits for BPSK modulation while 

SA-OFDM-IM has 
SA

m =320 bits for M = 2. Using sub-block 

also increases the frequency diversity gain in addition to the 

diversity gain brought by IM. 

 

In the proposed system, incoming bits are divided into 

SAb m g  bits. Hence, each sub-block contains b bits. In the 

each sub-block, the b bits are split into three parts as 

1 2 3
b b b b    for different goals. The first part, 

1
b  bits, is 

used to determine the sub-carrier index as given in Table III. 

The second part, 
2

b  bits, is used by symbol pairs as given 

Tables I-II. Finally, 
3

b  bits is used by modulated 

symbol ,  1,2,   1,  ... ,j

ix j i  M . 

 

Fig. 3 shows an illustrative frame structure of the proposed 

scheme where total number of sub-carrier  N = 16,  n = 4  and   

k = 2. We give two example below for better understating. 

 

Example 1:  

Assume that incoming bits are [0 1 0 0 1 0] for first sub-

block as shown in Fig. 3. The first two bits [0 1] show the sub-

carriers index, (i.e., in transmission second and third sub-

carriers will be activated) then other two bits [0 0] are denote 

the symbol pair index  1 2
, ,   1,  ... ,

i i
x x i  M  where M = 4 

and i = 1 as given in Table II. The last two bits [1 0] are for 

the symbol bits of 
1

1
x   [1] and 

2

1
x   [0].  

 

Example 2: 
 In this example, incoming bits are [1 0 1 0 0 1] for fourth 

sub-block. The first two bits [1 0] illustrate that in 

transmission fourth and third sub-carriers will be activated. 

Other two bits [1 0] are assigned the symbol pair index 

 1 2
, ,   1,  ... ,

i i
x x i  M  where M = 4 and i = 3. Finally, last 

two bits [0 1] are for the symbol bits of 
1

3
x   [1] and      

2

3
x   [0]. 
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By concatenating these g sub-blocks, Fx  can be transmitted 

symbols of the SA-OFDM-IM method : 

 

(1),  (2),  ,  ( ) ,   

  1,2,   1,  ... ,

j j j

F i i ix x x N

j i

   

 

x

M
 (3) 

 

Then, after applying IFFT, the OFDM symbol given as: 

 

H

T N F

N

Z
x xW  (4) 

 

where NW  is the FFT matrix with 
H

N N NNW W I , Z kg  

is the number of active sub-carriers, and N Z  term is used 

for the normalization   .H

T TE x x N  

 

At the receiver, the received signal is given as  

 

( ) ( ) ( ) ( )F F Fy f h f x f w f   (5) 

 

where ( )Fw f  and ( )Fh f  are the noise samples and the 

channel fading coefficients in the frequency domain, 

respectively. 

III. MAXIMUM LIKELIHOOD (ML) DETECTOR 

 

We investigate ML detector to estimate the information 

from the received symbols for proposed scheme. Owing to 

channel impulse response knowledge, in order to estimate the 

modulated symbols  ,
ˆ j

ix   and the active indices  Î   in 

each sub-block. Then, estimation of the data symbols and 

active indices are calculated as follows: 

 

 
,

2

, , , ,
,

1

ˆ ˆ, arg min ( ) ( ) ( )

             1,2,   1,  ... ,

j
i

k
j j

i F F i
I x

I x y i h i x

j i

 

 

      





 

 



M

 (6) 

where ,( )Fy i

  , 
,i  , and ,( )Fh i

   show the received 

symbols, the indices corresponding to active indices set of 

 ,1 ,,   , kI i i   , and the channel coefficients for the sub-

lock β, respectively. 
, ,    1,2,   1,  ... ,j

ix j i   M  denotes the 

vector of modulated signals from designed two dimensional 

constellation alphabets in Fig. 2. To obtain the transmitted 

information bits on each sub-block, receiver uses these two 

estimates, 
,

ˆ j

ix   and Î  , in the Tables I - II by an inverse 

mapping process. 

 

IV. COMPUTATIONAL COMPLEXITY (CC) COMPARISON 

 

The CC of the ML detector for exiting OFDMIM is 

∼ ( )
k

rM  where r denotes the number of possible realizations 

of the selected active indices and M is modulation order. It is 

obvious that, the CC of exiting OFDM-IM with BPSK is 

∼ ( 2 )
k

r . As seen in Fig. 2, the proposed method uses BPSK 

and 2  rotated form of BPSK. Hence, the CC of proposed 

method for the ML detector with M  = 2 is ∼ (2 2 )
k

r . 

Consequently, the CC of the SAOFDM-IM is ∼ ( 2 )
k

r M  

while OFDM-IM is ∼ ( )
k

rM . It is clear that the CC of our 

proposed scheme is much lower than OFDM-IM scheme with 

the higher modulation size. 

V. SIMULATION RESULTS 

 

The BER performance of the proposed technique is evaluated 

for new constellation design with M  = 2 and M  = 4 by 

assuming frequency selective Rayleigh channels with 

length LN . The total number of sub-carriers in one block is set 

to n = 4. The SNR is described as 0bE N  where 0N  is the 

noise power and bE  is energy per bit. 

The BERs of OFDM-IM and proposed system are given in 

Figs. 4-5 as functions of the SNR for N = 256 and N = 1024, 

respectively. As shown in from Fig. 4, the proposed method 

with M  = 2 achieves almost same performance of the well 

known OFDM-IM with BPSK and N = 256. In that case, the 

total number of data bits transmitted by the proposed method 

is 
SA

m = 320 while OFDM-IM is 
IM

m = 256 bits. Moreover, 

proposed method with M = 2 and OFDM-IM with QPSK 

modulation scheme have same number of bits as 

SA
m =

IM
m =384 while proposed method has better 

Fig.3. An illustrative frame structure of the proposed scheme with N = 16, n = 4 and k = 2 
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performance. We also use log likelihood receiver (LLR) for 

OFDM-IM systems for QPSK modulation to compare with the 

proposed scheme.  

 

 
Fig.4. BER performances of proposed SA-OFDMIM scheme and exiting 

OFDM-IM with N = 256, k = 2 and n = 4 
 

 
Fig.5. BER performances of proposed SA-OFDMIM scheme and exiting 

OFDM-IM with N = 1024, k = 2 and n = 4  

 

 
Fig.6. Total number of bits with N = 256, n = 4 and k = 2 

 

 
Fig.7. Total number of bits with N = 1024, n = 4 and k = 2 

 

 

Figs. 6-7 depicts the impact of increasing the number of the 

BPSK symbol pairs M  on the spectral efficiency of the 

proposed technique for N = 256 and N = 1024, respectively. 

The spectral efficiency of the proposed method has a high 

positive correlation with the number of symbol pairs M . 

 

As illustrated in Fig. 7, the total number of bits carry by the 

proposed scheme with M = 2 is 
SA

m =  1280 while OFDM-IM 

with BPSK is 
IM

m = 1024 bits. As a result, the spectral 

efficiency of the proposed method is 40% higher than OFDM-

IM system, while both of them has the same 

performance and complexity. 

VI. CONCLUSIONS 

 

High spectral efficiency is one of the challenge issue in the 

next generation wireless communication systems such as 5G, 

6G etc. In this work, to obtain the high spectral efficiency of 

the OFDM-IM method, new constellation diagrams are 

designed for each sub-blocks. The bit error rate and total 

number of bits for proposed method are investigated and the 

computational complexity is given. Results show that using 

the proposed constellations in each subblock a high spectral 

efficiency is achieved with same BER performance and 

tolerable complexity compared to currently known OFDM IM. 

In future, this work might be extended to multiple-input 

multiple-output (MIMO) scheme to increase spectral 

efficiency more. 
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Abstract—Multispectral palmprint recognition is one of the 

most useful biometric techniques due to features obtained from 

different spectral resolutions/wavelengths. In this paper, we 

propose a multidirectional transform-based feature encoding 

plan for reliable and robust representation and matching of 

multispectral palm images. The method extracts the region of 

interest (ROI) for palmprint images captured with non-contact 

sensors. The registered ROI of each band is newly downsampled 

using DWT. This approach allows us to take more lines into 

consideration for interpolation. A undecimated dual-tree 

complex wavelet transform based multidirectional feature 

encoding plan is then newly applied since it provides better shift 

invariance and directional selectivity.  Finally, a binary code 

matching strategy with score level fusion is used to compute 

matching for efficient identification. The experimental results 

obtained on CASIA and PolyU datasets show that the presented 

method gives better results in the blurring binary code matching 

case than state-of-the-art methods and provides comparable 

performance in the non-blurring binary code matching.  

 
 

Index Terms—Feature Extraction, Image Recognition, Matching, 

Multispectral Encoding, Pattern Analysis, Wavelet Transforms.  

 

 

I. INTRODUCTION 

IOMETRICS IS THE method used to recognize 

individuals based on one or more authentic physical 

and/or behavioral traits [1]. Palmprint recognition has 

attracted much attention from researchers [2]–[6] due to its 

ease of use, high speed, robustness, reliability and 

affordability. 3D imaging can be used to improve the accuracy 

of the palmprint system and ability to detect spoof attacks [7]. 

However, improper tools and the cost of the systems make it 

difficult to use. Multispectral imaging can be one solution [8]-

[10]. It captures an image in a range of spectral bands. 

 
B. OZMEN, is with Department of Electrical & Electronics Engineering, 
European University of Lefke, Lefke, Northern Cyprus, TR-10 Mersin, 
Turkey, (e-mail: bozmen@eul.edu.tr). 

https://orcid.org/0000-0002-3608-394X 
 

O. J. OLALEYE, is with Department of Electrical & Electronic Engineering, 
Cyprus International University, Haspolat - Lefkoşa, Northern Cyprus, TR-10 

Mersin, Turkey, (e-mail: olaleyeolayinka30@gmail.com). 

https://orcid.org/0000-0003-0692-0847 
 

 
Manuscript received January 28, 2019; accepted April 22, 2019.  
DOI: 10.17694/bajece.518050 

 

Specific features of each palm can be obtained from different 

spectral bands so that we have enough information to enhance 

its accuracy. The antispoofing capability of palmprint systems 

can be improved. 

The unique patterns that can be seen with the naked eye are 

the principal lines, the fine edges and the wrinkles [11]. 

Standard imaging devices can capture these superficial 

features. High-wavelength scanners can capture the fine ridges 

that can be used for inert palmprint identification in forensics 

[12]. The wrinkles and principal lines captured with low-

wavelength sensors are well-suited for security applications 

such as client identification or authentication [13]. The 

subsurface vein pattern is extra information presented in the 

human palm. The subsurface vein pattern is unrelated to the 

palm lines. Standard imaging sensors cannot identify such 

features. Infrared imaging can capture subsurface features due 

to its capability to penetrate the skin. Multispectral palmprint 

recognition can be used to investigate the subsurface and 

superficial features of a palm. Multispectral imaging captures 

images at multiple wavelengths. These complementary 

features (veins and palm lines) allow for increased 

discrimination between persons. These features of palm 

images are important to improve performance where user 

cooperation is moderate, such as secure access gates, 

personality records and workplace entry.  

Multispectral palm pictures can be captured by using 

monochromatic camera under spectrally changing illumination 

[14], [15]. Hand movement is restricted by contact device but 

increases user admissibility issues due to hygiene. 

Nevertheless, biometrics which are captured with non-contact 

sensors are more useful and socially more sufficient [16], but 

create the problem of Rotation-Scale-Translation (RST) 

variations. The movement of the palm is the reason for these 

misalignments.  Landmark detection and ROI extraction must 

be applied to solve this problem. A robust feature extraction 

strategy is required for precise recognition of line-like edges, 

because of the multi-modal nature of the palm. In addition, 

multi-modal feature extraction results with many features 

cause slow matching time and require large storage resources. 

These challenges can be solved with a feature encoding plan 

and matching technique.  

This paper presents a new multidirectional transform-based 

feature encoding strategy for reliable and robust representation 

and matching. A reliable method is applied to extract ROI 

from non-contact palmprint images; a robust directional and 

multiscale feature encoding method is proposed for 

multispectral palmprint images; and an effective binary code 

matching strategy is used for matching process and compact 

storage of multidirectional components. Presented approach is 

Multispectral Palmprint Recognition Based on 

Multidirectional Transform 

B. OZMEN and O. J. OLALEYE  

B 
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compared with state-of-the-art methods by using different 

experimental setups. 

II. RELATED WORKS 

Using multispectral images, biometrics like the iris [17], face 

[18], [19] and fingerprint [20] have been researched for 

improved precision in the past decade. Researchers have now 

turned their attention to multispectral palmprint recognition 

[14], [15], [21]-[32]. Palmprint recognition techniques can be 

categorized as texture-based coding methodologies, line-like 

feature finders and subspace learning strategies [33]. The 

combination of these three classes is possible. Edge detectors 

can be used to extract palm lines in line detection-based 

methodologies. A palmprint verification method by utilizing 

principal lines is presented in [34]. The principal palm lines 

were separated by using a modified finite Radon transform. 

However, recognition based on only palm lines was 

inadequate [27]. Palm lines can be extracted by line detection. 

However, line detection is not suitable for extraction of palm 

veins due to their broad structure and low contrast.  

The global characteristics of the palm can be captured by 

using subspace projection. Subspace projection strategies 

incorporate Eigen-palm [35], which reflects palm images to a 

PCA space, or Fisher-palm [36] which reflects to a LDA 

space. However, such subspace projection is not well suited to 

preserve and model finer local details. In [37], Laplacian palm 

representation is proposed by fusing palmvein and palmprint 

images. In that work, Laplacian palm representation is used to 

preserve local characteristics while reflecting onto subspace 

unlike Eigen-palm [35] and Fisher-palm [36]. Multispectral 

palmprint images are represented as quaternion PCA and 

employed quaternion PCA to get features. For recognition, a 

nearest neighbor classifier is used. The quaternion model was 

not as effective as state-of-the-art techniques in representing 

multispectral palm images and were found to have low 

recognition accuracy. The subspace learned from incorrect 

align palms cannot create an exact representation of every 

identity.  

The methods based on orientation encode and extract the 

directional lines. Those methods have shown state-of-the-art 

performance in palmprint recognition [11]. The Competitive 

Code (CompCode) [38], the Ordinal Code (OrdRepr) [39] and 

the Derivative of Gaussian Code (DoGRepr) [40] can be 

examples of the orientation-based methods. In the generic 

form of the methods based on orientation coding, each 

directional subband is identical to a certain orientation of 

lines. The orientation-based code is formed from the dominant 

orientation index, extracted from each of the directional 

subbands.  A directional bank of Gabor filters is used to 

extract the orientation of palm lines in CompCode [38]. 

Coefficients of the directional subbands are encoded into a 

binary code. Then, the results are matched directly by 

applying the Hamming distance. The OrdRepr [39] studies the 

ordinal relationship of lines. This method compares 

reciprocally orthogonal filter pairs to get feature orientation at 

a point. The DoGRepr [40] uses vertical and horizontal 

derivative filters to extract feature orientation. The coefficients 

of the orientation-based methods can be binarized for effective 

storage and fast matching compared to other representations 

that need floating point data storage and calculations. Another 

critical part of multispectral palmprints is the way to combine 

the spectral bands. The multispectral palmprints have been 

examined with feature, data, rank-level combination and 

score.  

Multiresolution transform techniques such as wavelets and 

curvelets are used to fuse multispectral palmprint images. A 

three-scale wavelet transform methodology is used for fusion 

multispectral palmprint images in [14] and then they applied 

CompCode for feature extracting and matching. The results 

showed that the wavelet combination of multispectral palm 

images is valuable for blurred palm images. In [32], different 

image fusion methods are used. The OLOF was one of those 

representations for multispectral palmprint recognition. The 

best recognition accuracy was accomplished when the curvelet 

was used for band combination. A wavelet-based band 

combination and a Gabor wavelet-based feature representation 

for multispectral palm pictures are presented in [28]. Feature 

selection was done using Ant Colony Optimization (ACO) 

[41] to reduce the dimensionality and classified by SVM and 

normalized correlation. However, Gabor wavelet-based fusion 

did not give better results than the curvelet combination with 

OLOF [32] for palmprint recognition. A joint palmline 

strategy is proposed in [27] to have multispectral palmprint 

recognition. Different feature encoding techniques were 

designed for palmline and palmvein. Later, score-level fusion 

was used to compute the final match. This approach showed 

more promising results than a feature- and/or rank-level 

fusion. In addition, single palmprint image representation may 

be extended to multispectral cases. However, features in 

different bands such as lines and veins might not be preserved 

[27]. A comparative study presented in [12] showing that local 

orientation-based features are the recommended option for 

palmprint image feature extraction.  

This paper proposes a new multidirectional transform-based 

feature extraction considering multispectral palmprint 

recognition. UDTCWT is used to represent coefficients since 

it gives superior performance with directionality and shift 

invariance properties than UDWT and DTCWT. A two-level 

filtering strategy is presented to obtain more robust and useful 

multidirectional features than those of orientation-based 

methods that use a directional filterbank. The idea presented in 

[42] is used for the binary matching strategy. Three 

orientation-based techniques [38] [39] [40] are implemented 

and compared with the presented method considering different 

experimental setups. The scheme of the presented method is 

depicted in Fig. 1.   

The rest of this paper is organized as follows. In Section III, 

we explain a solid procedure for ROI extraction from 

multispectral pictures produced by means of non-contact 

sensors. The proposed feature extraction method and applied 

binary code matching and coordinating procedures are 

discussed in Section IV. In Section V, we introduce a point-

by- point trial examination to assess the precision of the 

multispectral palmprint image analysis. We investigate the 

impact of different parameters. We perform verification and 

identification tests in different trial settings using two standard 

multispectral palmprint databases and compare the proposed  
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Input Image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Schematic diagram for the presented method. 

 

 

method with the state-of-the-art methods. Conclusions are 

given in Section VI. 

 

III. REGION OF INTEREST EXTRACTION 

For feature extraction and matching, it is necessary to extract a 

specific portion from the palmprint image which is known to 

be ROI extraction. There are many advantages to applying 

ROI extraction processes to the images captured from non-

contact sensors. One of these advantages is to be used to 

eliminate translation, scale and rotation of palm vein images. 

ROI extraction process also extracts the most useful area in 

the images. It reduces the amount of data without missing 

much useful information. This process affects the speed and 

the quality of the feature extraction and matching processes. 

The ROI extraction method introduced in [42] is used.  

Since each band of the multispectral images is sequentially 

captured, minor hand movements cannot be eliminated. 

Therefore, the maximization of mutual information explained 

in [32] is used for inter-band registration of the ROIs.  The 

strategy was effective for registering multispectral palm 

images. Once the registration of ROIs for each band is 

completed, it is resized to 128 × 128 pixels with bicubic 

interpolation and then downsampled to 32 × 32 pixels using 

the discrete wavelet transform rather than the method used in 

[42]. This re-sampling step shows better performance than 

bicubic interpolation because it reduces the noisy regions and 

inconsistent lines while taking more lines or points into 

consideration for interpolation. This approach reduces the 

amount of required storage in the final feature. The required 

time and final stage storage are also reduced in case of 

extraction and matching processes. Process for extraction of 

ROI is shown in Fig. 2.  

 

 

(a) (b) 

 

 

 

 

 

 

 

 
(c) 

(d) (e) (f) 

Fig. 2. Extraction of ROI from sample image. (a) Input image         

(b) Pre-processed binary image (c) Starting search for mid-points    

(d) Overlay extracted landmarks and reference points on input image 

(e) Location of ROI (f) Extracted ROI. 
 

IV. MULTISPECTRAL PALMPRINT IMAGE ANALYSIS 

A. Directional Feature Encoding 

The undecimated dual tree complex wavelet transform 

(UDTCWT) [43] is an improved expansion of DTCWT. Two 

different form UDTCWT is presented in [43]. One of them is 

termed as U1DT-CWT, which provides exact shift invariance 

properties with the advantage of having one-to-one map in 

each subband with the same directional selectivity as 

DTCWT, since downsampling and upsampling of the filters 

are removed like a simple UDWT. Having a consistent size in 

all scales is an important relationship in the applications such 

as image denoising and image fusion. The second form of 

UDTCWT is termed as U2DT-CWT, which is retaining sub-

sampling after the first level to reduce overcompleteness. 

However, sub-bands are not same size as input image in this 

form. In this paper, we use the shift invariance, one-to-one 

map in each subband and directional selectivity properties of 

the U1DT-CWT [43] for directional feature encoding in 

palmprint images.   

A biorthogonal set of filters (Bf) is used at the first scale to 

be convolved with an ROI 
x .m nI   This step helps us to 

capture the details in the palm and allows robust information 

to be passed on to the subsequent stage. 
 

 * fI B                                          (1) 

 

The filtered component (  ) of the input image is processed 

by the q-step filters (Df) which comprise six complex 

directional subbands.  
 

*i i

fD                      (2) 

Where: 
i  – indicates six set of directional complex 

subbands, i = 1, 2, ...,6. The combination of biorthogonal and 

q-step filter decomposition stages lets us determine the 

Extraction of ROI 

from multispectral 

image 

Feature extraction using 

undecimated dual tree 

complex wavelet transform 

(UDTCWT) 

Binary code matching 

with score level 

fusion 
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capability of the system to capture line-like features. Usually, 

both the vein and line characteristics appear as black 

intensities in a palm. This corresponds to a negative filter 

response. The minimum peak response among all directional 

subbands is selected at a specific point. Assume 
,

i

x y  

represents the coefficient at point (x, y) in the ith directional 

subband where i = 1, 2, ...,6. We use a similar rule to the 

competitive rule [38]. The dominant orientation in each (x, y) 

is encoded. 
 

                  min i

iC arg                              (3) 

 

where C – denotes the U1DT-CWT coefficients that 

represents I. Note that C is calculated for all subbands of the 

multispectral picture of a palm. 

  

B. Binary Encoding 

The binary encoding process presented in [42] is used to 

calculate one-to-many matching in palm image identification. 

The binary hash table method is applied to equation (3). The 

coefficients of the U1DT-CWT in equation (3) is then 

binarized. It should be noted that palmprint features are non-

rigid, so it is not possible to have an exact 1:1 correspondence 

between all the directions of two palmprint pictures captured 

at different instances of time. Consequently, it is intuitive to 

set multiple orientations to a hash location (x, y) based on its 

neighborhood. The blurring depends on a specific 

neighborhood rather than a single pixel and robustly catches 

crossover line orientations. Less blurring occurs in a few 

number of points matched with high confidence. Conversely, 

high-level blurring will result in large numbers being matched 

with low confidence. 

The maximum score within all translations is defined as the 

final match. The class of inquiry palm is identified by the nth 

image in the gallery which corresponds to the highest match as 

defined in [42]: 
 

 ,arg max n

x y

Q

n t tClass S                      (4) 

 

Here: 
,
n

x y

Q

t tS – is a match score. The bands are differently 

translated to determine the best possible combination [42]. In 

the matching process, each band is matched individually. The 

resulting scores are combined. Floating point comparisons are 

not needed for final decision, because a matching score is 

always an integer.   

V. EXPERIMENTAL RESULTS 

A. Databases 

Two publicly available datasets are used for experiments: the 

CASIA [44] and PolyU [45]. Both datasets have low 

resolution (less than 150 dpi) multispectral palmprint images 

and that is stored as 8-bit images per band. ROIs of the PolyU 

database are already extracted by the method presented in [13].  

2D Undecimated Dual Tree Complex Wavelets 

(a) 

(b) 

 

Fig. 3 Impulse response of 2D complex-valued wavelet filters.        

(a) Real part (b) Imaginary part. 

 

 

The ROIs of the CASIA databases are not extracted and we 

apply landmark localization with ROI extraction strategy 

discussed in Section 3 in order to extract them. CASIA 

databases are captured by using a non-contact sensor and 

contains too many RST variations. 

B. Parameter Selection 

The effect of various parameters is studied such as ROI size, 

number of scales in the presented method, influence of binary 

encoding with blurring and non-blurring neighborhood. All 

parameters except the analysis of a specific parameter are kept 

fixed. This experimental analysis is carried out by using a 

sample set of the PolyU multispectral palmprint database 

compromising exact number of images from the first and 

second sessions. Optimal parameters found for PolyU 

databases are applied for the CASIA database. 

 

1) Dimension of ROI 

The length and thickness of the palmprint features vary. The 

most discriminative data can be lost with a small ROI. 

Moreover, unnecessary details and features can be included 

with a larger ROI. Different size of ROI regions with square 

sets such as (16,16), (32,32), …, (128,128) are empirically 

tested. Minimum EER is found at (32,32). ROI size of (32,32) 

is used in all our experiments. 

 

2) Scale Setting 

U1DT-CWT results in six complex directional subbands in the 

orientation of 
0 0 015 , 45 , 75   . The six directional subbands 

for the impulse response of the filters are illustrated in Fig. 3. 

We consider only the real parts of the directional complex 

subbands, since the most promising feature for low-resolution 

image is in the real part. Different scale sizes are tested. 

Empirical tests show that scale 2 gives minimum EER. 

Therefore, two-scale decomposition is used in all experiments. 

 

3) Matching with Blurring Neighborhood 

The given palm is not a fixed object. Therefore, hash table 

blurring is applied to prevent minor misalignments. Moreover, 

too much blurring can result in false matches. The lowest ERR 

is obtained with four-adjoint blur neighborhood. 
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4) Filter Selection 

Biorthogonal sets of filters must be chosen for the first scale 

[43] and NDAntonB2 filter is used. In the remaining scales, q-

step filters can be applied [43], [44]. NDdualfilt1 filter is used 

in the remaining scales.  

 

C. Validity of Experiments 

The PolyU and CASIA databases are used to perform the 

experiments. In both cases, half of the sample for each identity 

was obtained in one session and the other half was obtained in 

another. We used session-based Sets as discussed in [11] to 

observe recognition performance. We ran five experiments to 

evaluate the method in real life scenarios. The analyses of the 

experiments continued by matching: 

Set 1: session regardless of the individual bands.   

Set 2: palmprints (multispectral) from the first session.  

Set 3: palmprints (multispectral) from the second session.  

Set 4: palmprints (multispectral) of the first session to the 

second session. 

Set 5: palmprints (multispectral) regardless of the session. 

 

For the recognition experiments, the ROC curves are used to 

show variations between False Acceptance Rate (FAR) to the 

False Rejection Rate (FRR). The Genuine Acceptance Rate 

(GAR) at 0.1% FAR and the Equal Error Rate (EER) are 

selected to evaluate the recognition performance of the 

presented method. The presented method is compared with 

three state-of-the-art techniques: CompCode, DoGRepr and 

OrdRepr. We use our implementation for these three 

techniques since their code is not public. Table 1 gives the 

number of genuine and imposter matches for each sets. We 

apply four-adjoint blur neighborhood for gallery binary hash 

table encoding. Furthermore, the matching process is carried 

out by score-level band fusion. 

 

TABLE I 

GENUINE AND IMPOSTER MATCHES CONSIDERED IN 

EACH SET. 

 Experiments 

 Set 2&3 Set 4 Set 1&5 

CASIA 
Gen. 

Imp. 

600 

179,100 

1,800 

358,200 

3,000 

716,400 

PolyU 
Gen. 

Imp. 

7,500 

4,491,000 

18,000 

8,982,000 

33,000 

17,964,000 

 

 

1) Set 1 

This set analyzes the discriminant capability of individual 

bands as depicted in Fig. 4. Table 2 compares individual bands 

of palm performance of the PolyU and CASIA database for 

the presented code with blurring and non-blurring case. For 

the PolyU database, the 660nm band gives the best 

performance for blurring and non-blurring. A major reason for 

this could be that the 660nm wavelength mostly catches both 

the line and vein features which make this band more  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4. Individual bands considered with blurring effect for PolyU 

and CASIA databases by proposed method in Set 1. 

 
TABLE II 

PERFORMANCE OF THE INDIVIDUAL BANDS FOR THE 
PROPOSED METHOD. 

  PolyU CASIA 

B
a

n
d

 

 Blur 
Non-  

blur B
a

n
d

 

Blur 
Non- 

blur 

470 
nm 

GAR(%) 
EER (%) 

99.47 
0.2766 

99.07 
0.3820 

460 

nm 

94.45 
1.6484 

93.64 
1.7821 

525 
nm 

GAR(%) 
EER (%) 

99.67 
0.2028 

99.35 
0.2880 

630 

nm 

95.84 
1.3907 

96.09 
1.3628 

660 
nm 

GAR(%) 
EER (%) 

99.98 
0.0381 

99.93 
0.0842 

700 

nm 

87.48 
3.8757 

90.83 
2.8488 

880 
nm 

GAR(%) 
EER (%) 

99.93 
0.0754 

99.88 
0.1118 

850 

nm 

97.80 
0.8000 

98.30 
0.6427 

 
GAR %) 
EER (%) 

  
940 
nm 

97.52 
0.7642 

97.90 
0.6538 

 

discriminative. For the CASIA database, the most discriminant 

data is available in the 850nm and 940nm bands which give 

the best results with and without consideration of the blurring 

effect. 

 

2) Set 2 

Set 2 examines the variability in the palmprint information 

obtained in the first session. Fig. 5 analyzes the ROC curves of 

the proposed method with three techniques on the CASIA and 

PolyU databases.  
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Fig. 5. Multispectral palmprints obtained in first session with blurring 

effect for PolyU and CASIA databases in Set 2. 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6. Multispectral palmprints gained in second session with 

blurring effect for PolyU and CASIA. 

 

3) Set 3 

Set 3 investigates the variability in the palmprint information 

gained in the second session as depicted in Fig. 6. In this 

setwe investigate the intra-band variations compare the results 

obtained in Set 2. Furthermore, only the palmprints obtained 

in the second session are matched. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Multispectral palmprints of the first session to the second 

session with blurring effect for PolyU and CASIA databases in Set 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Multispectral palmprints regardless of the session with 

blurring effect for PolyU and CASIA databases in Set 5. 

 

4) Set 4 

Set 4 is used to test a real-life scenario where there is a 

variation in image quality and/or human behavior over time. 

According to this, all images from the first session are 

matched to all images of the second. Fig. 7 compares the ROC 

curves of the proposed code with three methods. It should be 

mentioned that there is a performance degeneration of other 

methods compared to Set 2 and Set 3 because of the difficulty  
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TABLE III 

VERIFICATION EXPERIMENTS FOR SET 2 TO SET 5 WITH 

BLURRING. 

 CASIA Database 

Methods  Set 2 Set 3 Set 4 Set 5 

DoGRepr 
EER (%) 

GAR (%) 

0.8333 

98.33 

0.5000 

99.33 

3.8889 

89.18 

2.8667 

92.97 

OrdRepr 
EER (%) 

GAR (%) 

0.0067 

100.00 

0.1667 

98.83 

1.2222 

97.72 

0.7667 

98.60 

CompCode 
EER (%) 

GAR (%) 

0.0011 

100.00 

0.1667 

98.83 

1.6111 

96.94 

1.1000 

98.13 

Proposed 
EER (%) 

GAR (%) 

0.0512 

100.00 

0.0455 

100.00 

1.0154 

97.42 

0.6874 

98.30 

 PolyU Database 

Methods  Set 2 Set 3 Set 4 Set 5 

DoGRepr 
EER (%) 

GAR (%) 

0.0353 

99.97 

0.0134 

99.99 

0.0462 

99.97 

0.0402 

99.98 

OrdRepr 
EER (%) 

GAR (%) 

0.0134 

100.00 

0.000 

100.00 

0.0208 

99.99 

0.0182 

100.00 

CompCode 
EER (%) 

GAR (%) 

0.0134 

99.99 

0.0022 

100.00 

0.0278 

99.99 

0.0212 

99.99 

Proposed 
EER (%) 

GAR (%) 

0.0134 

100.00 

0.0000 

100.00 

0.0167 

100.00 

0.0148 

100.00 

 

 

TABLE IV 

VERIFICATION EXPERIMENTS FOR SET 2 TO SET 5 WITH 

NON-BLURRING. 

 CASIA Database 

Methods  Set 2 Set 3 Set 4 Set 5 

DoGRepr 
EER (%) 

GAR (%) 

0.3225 

99.00 

0.3333 

99.67 

2.4444 

93.22 

1.6813 

95.67 

OrdRepr 
EER (%) 

GAR (%) 

0.0234 

100.00 

0.1667 

99.83 

0.7015 

98.22 

0.5333 

98.90 

CompCode 
EER (%) 

GAR (%) 

0.0295 

100.00 

0.1667 

99.83 

1.3000 

97.17 

0.8667 

98.27 

Proposed 
EER (%) 

GAR (%) 

0.0926 

100.00 

0.1667 

99.83 

0.8889 

97.44 

0.7262 

98.43 

 PolyU Database 

Methods  Set 2 Set 3 Set 4 Set 5 

DoGRepr 
EER (%) 

GAR (%) 

0.0267 

100.00 

0.0025 

100.00 

0.0278 

100.00 

0.0242 

100.00 

OrdRepr 
EER (%) 

GAR (%) 

0.0400 

99.97 

0.0000 

100.00 

0.0225 

99.98 

0.0221 

99.98 

CompCode 
EER (%) 

GAR (%) 

0.0267 

99.99 

0.0006 

100.00 

0.0207 

100.00 

0.0182 

100.00 

Proposed 
EER (%) 

GAR (%) 

0.0359 

99.99 

0.0013 

100.00 

0.0500 

99.97 

0.0364 

99.98 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 9. Identification performance with CMC curves. 

 

of the scenario. However, degeneration of the proposed 

method is much less than of other methods on PolyU database, 

which indicates the robustness of the proposed method to the 

image variability. 

 

5) Set 5 

Set 5 analyzes the overall recognition performance which 

allows comparison of existing methods with the proposed 

method on the same database. This set is termed to be “all 

versus all” in the literature since all images in that database are 

compared to all other images. The proposed method is 

compared with three other methods in Fig. 8 considering this 

scenario. The proposed method outperforms all other methods 

on the PolyU database and gives comparable results on the 

CASIA database. 

 

D. Comparison with State-of-the-Art Methods 

The results obtained in Set 2 to Set 5 are given in Table 3. The 

proposed method gives the best results in the PolyU database 

compared to the three state-of-the-art methods for blurring 

case. Furthermore, the proposed method outperforms in some 

sets considering the CASIA database. It should be noted that 

OrdRepr has more comparable results than the other methods 

for blurring case on the CASIA database. In Table 4, the 

propose method still gives a very good comparable result 

although it might not give the best results in some cases 

compared to the other state-of-the-art methods in the CASIA 

database. Since the palm images were acquired with the use of 

contact-based sensors in the PolyU database, all methods 

produce better EER performance. The EER performance of 

CompCode and DoGRepr deteriorated and produce the worst 

results of all other methods in the CASIA database with 

blurring. At the same time, the presented method gives much 
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better EER performance with blurring. 

 

E. Validity of Experiments 

Identification experiments are performed by using fivefold 

cross validation and identification rates at rank-1 and reported 

with the Cumulative Match Characteristics (CMC) curves. We 

randomly choose one multispectral palm image per subject to 

set the gallery and all other images as test samples in each 

fold. In this way, a single multispectral palm image in the 

gallery is used for identification for any test sample subject. 

Then, the average identification rates are computed over 

fivefold. We use this protocol for both databases. Fig. 9 gives 

the CMC curves to compare the performance of the proposed 

method with other three state-of-the-art methods with blurring 

effect. The identification performances are given in Table 5 

and Table 6 for the blurring and non-blurring case, 

respectively.  Both tables indicate that the proposed method 

gives the best and results compared to the three state-of-the-art 

methods. 

 

VI. CONCLUSION 

This paper presents a new multidirectional and multiscale 

analysis based on UDTCWT for feature encoding by applying 

a binary hash table matching procedure for palm image 

recognition. Newly, a simple DWT is also used to extract the 

ROIs rather than the usual method that uses bicubic 

interpolation to reduce noisy regions and inconsistent lines. 

With this approach, the performance of the three state-of-the-

art methods are compared. The proposed multidirectional and 

multiscaling feature extraction method provides robust and 

effective palmprint representation and matching compared to 

three of the state-of-the-art methods. Furthermore, the 

matching speed is increased by using the score-level-fusion 

method for effective palmprint recognition. Results obtained 

in the experimental part show that the proposed method gives 

the best results for blurring case and comparable results for 

non-blurring case when compared with the state-of-the-art 

methods. UDT-CWT based feature encoding can be easily 

applied to line-like features and can be extended to other types 

of biometrics. 
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Abstract—The application of precision agriculture in farming 

practices results in higher yield and productivity with lower costs. 

Several works have applied this concept to poultry farming in an 

attempt to reduce human involvement, stress, fatigue, wastage of 

poultry feed as well as provided a high return on investment. A 

number of these systems lack control techniques to improve the 

system performance. A few works exist that implemented control 

techniques to improve system response, but different systems were 

implemented and therefore, a comparison cannot be made. In this 

paper the performance comparison of the Fuzzy Logic Controller 

(FLC) and the PID Controller on the Poultry Feed Dispensing 

System was evaluated in a quest to determine the more efficient 

and effective controller. The system was modelled and simulated 

using MATLAB SIMULINK and the performance was evaluated 

based on the rise time, settling time, overshoot and Integrated 

Absolute Error (IAE). The results showed that the system 

implemented with the PID and FLC performed better than the 

system without a control technique. The PID gave a faster system 

response than the FLC in the solid feed subsystem with a 

difference in rise time, settling time and IAE of 9.72 seconds, 11.68 

seconds and 4.74 respectively. The FLC performed better in the 

liquid feed subsystem with a difference in rise time, settling time, 

overshoot and IAE of 9.22 seconds, 33.07 seconds, 13.92% and 7.18 

respectively. This shows that the PID controller is more suitable in 

the solid feed subsystem and the FLC is more effective in the liquid 

feed subsystem. 

 
Index Terms—Precision Agriculture, PID Controller, Fuzzy Logic 

Controller, Poultry, Feed Dispensing.  
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I. INTRODUCTION 

RECISION AGRICULTURE is an information and 

technology based farm management practice. It is mainly 

used in farm analysis, variability identification and 

management for optimum sustainability and profitability. It 

serves as a feasible alternative for land resource protection and 

productivity [1]. Site specific management (SSM) requires 

doing the right thing, at the right place and at the right time. 

Precision Agriculture makes it possible for SSM to be applied 

to farms using information technology. Precision agriculture 

uses agricultural practices to alter inputs to produce the desired 

outputs as well as monitor those outputs [2]. Precision 

agriculture results in a higher or equal yield with lower costs in 

production thereby having a positive impact on farm economics 

and productivity [3]. 

Due to the increase in the demand for poultry products, there is 

a need for poultry farmers to meet the demand of their 

customers. These poultry farmers need to produce poultry birds 

that meet the high standards of the market within the shortest 

time possible [4]. The major problem associated with poultry 

farming especially in developing countries is that the feeding of 

the poultry birds is done manually which leads to contamination 

of the feed, wastage, stress and fatigue on the side of the 

farmers.  These pitfalls result in poultry farming being carried 

out in the tropics at a high cost with a little return on investment 

[5]. Due to these shortcomings, there is a need to employ the 

principles of precision agriculture to develop systems that 

automate the process of poultry feeding. 

The Proportional-Integral-Derivative (PID) controller is a 

feedback control mechanism which is widely used in the control 

industry. Its high demand is as a result of its control capabilities 

for a wide range of industrial applications such as DC motors, 

automotive and flight control. About 95% of control loops in 

process control are implemented with a PID controller due to 

their simplicity in structure and robust performance in a wide 

range of applications. [6]. Fuzzy logic control is often seen as 

an alternative to PID control. This is because the use of rules 

and membership functions in parameterization makes it easier 

to add logic, non-linearities and additional input signals in 

control applications. As a result of this, fuzzy logic controllers 

have recently been widely used in industrial processes due to 

their simplicity and effectiveness in dealing with both linear and 

non-linear systems [7]. 

In order to achieve a system with high performance and 

robustness, a suitable controller needs to be used. However, the 

tuning of control parameters to achieve optimum performance 

is a tedious task. Fuzzy logic blurs the line between control 
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engineering and artificial intelligence which makes it a suitable 

option. However, PID controllers are widely used in control 

applications due to their efficiency, ease of implementation and 

robustness [8]. 

Several works have been carried out in the area of poultry 

feeding systems. [9] designed a self-propelled poultry feed 

dispensing system. The system had feed level sensing 

capabilities and employed a parallel port connection with a 

computer. However, this system had no control technique 

implemented, had a limited range due to the parallel port and 

incurred a high cost of parallel port maintenance. [10] 

developed a mobile intelligent poultry feeding system with 

obstacle detection and avoidance. The system dispensed solid 

feed but had no liquid feed dispensing capabilities. Also, no 

control technique was employed in the development. [4] 

developed a mechanical poultry feeder which limited the feed 

dispensed based on the weight of feed on the trough. The system 

was not intelligent, had no liquid feed dispensing capabilities 

and employed no control technique. 

The absence of control techniques in [10], [9] and [4] was 

addressed in [11]. Here, an intelligent poultry liquid feed 

dispensing system was developed using fuzzy logic. The system 

also had feed sensing capabilities to limit the time in which the 

feed was dispensed. However, the system could not dispense 

solid feed and the fuzzy logic control was designed and limited 

to feed dispensing and was not designed to improve system 

response. [12] developed a mobile intelligent poultry feed 

dispensing system using a PID controller tuned with Genetic 

Algorithm (GA). The results showed that the system response 

with the GA based PID controller performed better than the 

system implemented without a controller. The system however 

could not dispense solid feed. [5] developed a mobile intelligent 

poultry feed dispensing system using a PID controller tuned 

with Particle Swarm Optimization (PSO). This system 

dispensed both solid and liquid feed. The results showed that 

the PSO based PID system performed better than the system 

implemented without a control technique. 

Due to the shortcomings of the works presented above such as 

absence of control techniques, undesirable system response, 

susceptibility to instability and disturbances (such as noise and 

vibrations), this paper presents a performance evaluation of a 

poultry feeding system implemented with a Fuzzy Logic 

Controller (FLC) and a PID controller in a quest to determine 

the more suitable, effective and efficient control technique in 

the poultry feed dispensing system. The paper adopts the 

system model in [5] and was simulated using 

MATLAB/SIMULINK. The Fuzzy Logic Controller was 

designed using the Fuzzy Logic Designer toolbox provided by 

MATLAB while the PID controller was designed and tuned 

using the PID tuner, also provided by MATLAB. The system 

performance was evaluated in terms of its system response 

parameters such as rise time, settling time, overshoot and 

Integrated Absolute Error (IAE). 

The remaining parts of the paper are organized into four 

sections. Section 2 gives a background on fuzzy logic and PID 

control. Section 3 gives a description of the system modelling, 

design and simulation. The results and discussion are presented 

in section 4 while the conclusion and recommendations for 

future works are presented in section 5.  

II. BACKGROUND OF THE STUDY 

A. Proportional-Integral-Derivative Control 

Proportional Integral and Derivative controllers have been 

around for a very long time, and despite being used in industrial 

control applications for a while, they are still widely used today. 

This is due to their simplicity, low cost, robustness and ease of 

re-tuning [8], [13]. PID controllers calculate the error value 

based on a measured process variable and the desired set point. 

The controller attempts to minimize or eliminate the error by 

adjusting the controller parameters [6].  

The PID controller consists of three terms: the proportional 

term, integral term and the derivative term. These terms depend 

on the error value between the input and output. The equation 

of a PID controller can be represented as shown in equation 1. 

𝑢(𝑡) =  𝐾𝑝𝑒(𝑡) +  𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡
𝑡

0
+ 𝐾𝑑

𝑑

𝑑𝑡
𝑒(𝑡) (1) 

Where u(t) represents the control signal given as the output of 

the controller, Kp represents the proportional gain parameter, Ki 

represents the integral gain parameter, Kd represents the 

derivative gain parameter and e(t) represents the error signal. 

From equation 1, it can be seen that the output of the controller 

depends on the values of Kp, Ki and Kd. Therefore, changes in 

the values of these terms produce a change in the value of the 

final output. 

The proportional gain increases the speed of the system as the 

output is proportional to the error value. The integral gain 

reduces the steady state error of the system while the derivative 

gain improves the transient response of the system by reducing 

the overshoot [13]. The proportional term depends on the 

present error, the integral term depends on past error values 

while the derivative term predicts future error values.  These 

parameters are adjusted to obtain a control signal that will 

improve the system performance by reducing the rise and 

settling times as well as reducing the steady state error and 

overshoot [6]. The transfer function of a PID controller is 

represented by equation 2. 

𝐾(𝑆) =  𝐾𝑝 + 
𝐾𝑖

𝑠
+  𝐾𝑑𝑠    (2) 

The selection of Kp, Ki and Kd are is called tuning of the PID 

controller. There are two major categories of tuning which are 

the classical method and the computational or optimization 

method. The classical method is a traditional method of PID 

control which makes assumptions regarding the plant and 

attempts to tune the parameters analytically. This method is 

computationally fast but not always accurate as assumptions are 

made. Examples are the Ziegler-Nichols method and Cohen-

Coon Method. The computational or optimization methods aim 

to tune the control parameters by optimizing a cost function by 

the use of artificial intelligent techniques, optimization 

algorithms or software packages. Examples include genetic 

algorithm, artificial neural networks and particle swarm 

optimization[13]. In this study, the PID tuner provided by 

MATLAB was used in tuning the PID controller. It is a custom 

PID tuning algorithm developed by Mathworks© which 

attempts to tune the controller gains to improve the system 

performance. 
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B. Fuzzy Logic 

Fuzzy Logic was introduced by Lofti Zadeh at the University 

of California, Berkley, in the 1960s to model the uncertainty of 

natural language [14]. Fuzzy Logic is a method that provides a 

definite solution from imprecise and vague information. It 

achieves that by using a set of mathematical principles used to 

represent knowledge based on degrees of membership [15]. 

Fuzzy Logic has widespread applications in control 

engineering, signal processing, artificial intelligence.  

Fuzzy Logic control was first used in the controller design for 

the steam engine in 1974. Fuzzy Logic can model human 

experience accurately and provides an efficient way to 

implement intelligent control in industrial applications [16]. 

Fuzzy logic implementation in control engineering is based on 

designing a self-adapting control system which maintains a 

particular closed loop performance by learning about changes 

that might affect the process behavior[14].  

The fuzzy logic approach is made up of five steps: 

1. Define all input and output variables. 

2. Define the subset interval. 

3. Choose the membership function. 

4. Define the IF-THEN rules. 

5. Perform calculations and adjust the rules [12]. 

Fuzzy logic is widely used due to its flexibility, ease of 

understanding, tolerance of imprecise data and its ability to be 

blended with other conventional control techniques [14]. Figure 

1 shows a basic fuzzy logic system.  

 
Figure 1: Fuzzy Logic System 

 

III. METHODLOGY AND CONTROLLER DESIGN 

A. System Description 

The mobile intelligent poultry feed dispensing system 

developed in [5] serves as the baseline for this work. This paper 

implements the models of the two subsystems of the poultry 

feeding system using a PID controller and also a fuzzy logic 

controller. The system consists of a power supply unit, an 

embedded unit, a solid and liquid feed dispensing unit as well 

as a mechanical unit. The power supply unit comprises of a 12V 

DC battery which powers the entire system. The embedded unit 

consists of an Arduino mega microcontroller which is 

connected to the feed dispensing units and the mechanical unit. 

The feed dispensing units consist of a DC motor and a DC pump 

to dispense solid and liquid feed from the trough to the 

feeder/drinker. The mechanical unit consists of the wheels 

which enables the system to move within a deep litter poultry 

farm.  

Figure 2 shows a diagram of the developed mobile intelligent 

poultry feed dispensing system. The system is modelled in 

terms of a DC motor and the flow rate of the liquid feed system. 

The system is modelled from first principle and presented in 

equations (3) and (4) [5].The system iss simulated using the 

Fuzzy Logic Controller and PID Controller in 

MATLABSIMULINK (R2018b version) and the performance 

is evaluated based on the system response parameters (rise time, 

settling time and overshoot). 

 

 

𝐺𝑙𝑖𝑞𝑢𝑖𝑑(𝑠) =  
8.5

𝑆+0.07142
   (3) 

 

 

𝐺𝑠𝑜𝑙𝑖𝑑(𝑠) =  
3.475

0.003742+ 0.51599𝑆+12.33831
 (4) [5] 

 

 

 
Figure 2: Mobile Intelligent Poultry Feed Dispensing System 

[5] 

 

B. Fuzzy Logic Control Development 

I.Fuzzy Inference System (FIS) 
The Fuzzy Inference System (FIS) is designed using the fuzzy 

logic toolbox provided by MATLAB. The Mamdani FIS is used 

in this study due to its widespread acceptance, intuitiveness and 

suitability for human inputs. The FIS comprised of two inputs 

(error and change in error) and one output (change in control 

signal). Defuzzification is achieved using the centroid 

technique which evaluates the area under a curve. This converts 

the fuzzy outputs to a crisp output. The output (change in error) 

is then integrated to provide the final control signal. 

 

II.Membership Functions 
The triangular membership function (MF) is implemented for 

all the inputs and the output due to its simplicity, wide use and 

ease of implementation. The input variables are error and 

change in error (or error variation). The output variable is the 

change in control signal. All the variables (error, change in error 

and change in control signal) have a range of -2 to 2 consisting 

of three MFs. The MFs were Negative (neg), Zero (zer) and 
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Positive (pos) with values of [-2, -1, 0], [-1, 0, 1] and [0, 1, 2] 

respectively. Figures 3, 4 and 5 show the input and output 

variables with the corresponding membership functions. 

 
Figure 3: Membership Function for Error Input 

 

 

 
Figure 4: Membership Function for Change in Error Input 

 

 

 
Figure 5: Membership Function for Change in Control Output 

 

 

III.Fuzzy Rules 
The fuzzy rules are designed based on the following 

considerations: 

i. If the error and change in error is zero, maintain 

the current output. 

ii. If the error is not zero but approaching zero, 

maintain current control output. 

iii. If the error is not zero and growing, change the 

control output based on the magnitude of the 

error. 

The fuzzy rules are implemented based on the considerations 

above and the designed fuzzy rules are listed below. Figures 6 

and 7 show the rule viewer and the surface viewer which 

provide a graphical representation of the implemented fuzzy 

rules. 

1. If (error is neg) and (change_in_error is neg) then 

(change_in_control is neg) 

2. If (error is neg) and (change_in_error is zer) then 

(change_in_control is neg)  

3. If (error is neg) and (change_in_error is pos) then 

(change_in_control is zer)  

4. If (error is zer) and (change_in_error is neg) then 

(change_in_control is neg)  

5. If (error is zer) and (change_in_error is zer) then 

(change_in_control is zer)  

6. If (error is zer) and (change_in_error is pos) then 

(change_in_control is pos)  

7. If (error is pos) and (change_in_error is neg) then 

(change_in_control is zer)  

8. If (error is pos) and (change_in_error is zer) then 

(change_in_control is pos)  

9. If (error is pos) and (change_in_error is pos) then 

(change_in_control is pos)  

 

 
Figure 6: Fuzzy Logic Rules (Rule Viewer) 

 

 

 
Figure 7: Fuzzy Logic Rules (Surface Viewer) 

 

C. PID Controller Development 

A closed loop control technique is used in the design. The PID 

controller is tuned using the PID tuner provided by the 

MATLAB software. The system is connected in series with a 

PID controller and a step input is fed into the system. From 

equations (3) and (4), it can be seen that the different 

subsystems of the poultry feeding system (solid and liquid) 
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have different transfer functions and therefore the PID 

controller design will vary in both cases. In the case of the solid 

feed subsystem, the proportional, integral and derivative gains 

are obtained as 7.0678, 271.2664 and 0.03372 respectively. 

On the other hand, the liquid feed subsystem is a first order 

system and therefore, a PI controller is used by setting the 

derivative gain to 0. This is because the derivative term has no 

significant effect on first order systems and increases the system 

complexity without significantly improving the performance. 

The proportional gain is obtained as 0.0088 and the integral 

gain is obtained as 0.0019.  

The SIMULINK block diagram of the solid and liquid 

subsystems implemented with both the Fuzzy Logic Controller 

and PID controller are shown in figures 8 and 9. The outputs of 

both systems are connected to a single scope to visualize the 

varying effects of the different controllers on the system. 

 

 
Figure 8: SIMULINK model of the solid feed subsystem with 

FLC and PID controller 

 

 
Figure 9: SIMULINK model of the liquid feed subsystem with 

FLC and PID controller 

 

IV. RESULTS AND DISCUSSION 

The system models are simulated using MATLAB/SIMULINK 

(R2018b version). The performance of each system is evaluated 

based on the rise time, settling time, overshoot and the 

Integrated Absolute Error (IAE). The subsystems are modelled 

separately due to the difference in order and controller design. 

A. Solid Feed Subsystem 

The solid feed subsystem is connected in series with the fuzzy 

logic controller as well as the PID controller. Figure 10 shows 

the response of the solid feed subsystem. 

 

 

 
Figure 10: System Response of Solid Feed Subsystem 

 

As shown in figure 10, the open loop system (without a 

controller) has a rise time of 0.076 seconds, a settling time of 

0.100 seconds and an overshoot of 0.505%. However, the 

system has an IAE of 71.13 which is too high and unfavourable. 

In addition, the system’s output never reaches the reference 

input as it is less than 30% of the input. This indicates that 

without a control mechanism, the system response is quite poor 

due to the large error value. The PID controlled system has a 

rise time of 0.0281 seconds, a settling time of 0.0879 seconds 

and an overshoot of 6.989%. The system has an IAE of 0.0195. 

On the other hand, the fuzzy logic controlled system has a 

higher rise time, settling time and IAE of 9.748 seconds, 11.769 

seconds and 4.759 respectively. However, the overshoot is 

much lower than that of the PID controlled system with a value 

of 0.505%.  

B. Liquid Feed Subsystem 

The liquid feed subsystem is connected in series with the fuzzy 

logic controller as well as the PID controller, as in the case of 

the solid feed subsystem. Figure 11 shows the response of the 

liquid feed subsystem. 

 

 
Figure 11: System Response of Liquid Subsystem 

 

From figure 11, it can be seen that the open loop system 

(without a controller) has a rise time of 30.086 seconds, a 

settling time of 42.156 seconds and an overshoot of 0.501%. 
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However, the system has an IAE of 10020 which is extremely 

high. In addition, the system’s output is about 120 times the 

reference input. This indicates that without a control 

mechanism, the system response is very unfavourable. The PID 

controlled system has a rise time of 11.209 seconds, a settling 

time of 35.906 seconds and an overshoot of 14.368 %. The 

system has an IAE of 8.213. On the other hand, the fuzzy logic 

controlled system has a lower rise time, settling time and IAE 

of 1.990 seconds, 2.838 seconds and 1.033 respectively. The 

overshoot is also much lower than that of the PID controlled 

system with a value of 0.446%. Table 1 shows a summary of 

the results obtained from all the subsystems. 

 

Table 1: Summary of System Response Results 

System/ 

System 

Response 

Parameter 

Rise 

Time 

(seconds) 

Settling 

Time 

(seconds) 

Overshoot 

(%) 

IAE 

No 

Controller 

(Solid) 

0.076 0.101 0.505 71.13 

No 

Controller 

(Liquid) 

30.086 42.156 0.501 1.002 

x 104 

Solid Feed 

Subsystem 

(PID) 

0.028 0.088 6.989 0.019 

Solid Feed 

Subsystem 

(Fuzzy) 

9.748 11.769 0.505 4.759 

Liquid 

Feed 

Subsystem 

(PID) 

11.209 35.906 14.368 8.213 

Liquid 

Feed 

Subsystem 

(Fuzzy) 

1.99 2.838 0.446 1.033 

 

From Table1, it can be seen that without any control 

mechanism, both subsystems gave a poor  performance. In the 

case of the solid subsystem, the output never reaches the 

reference input while in the case of the liquid subsystem, the 

output is much larger than the reference input. In addition, the 

IAE is large in both subsystems. 

In the case of the solid feed subsystem, the PID controller gives 

a faster response than the Fuzzy Logic Controller (FLC) as the 

rise time and settling time are lower than the FLC. The IAE is 

also lower than the FLC. However, the overshoot of the PID is 

higher than the FLC. This implies that in the case of the solid 

feed subsystem, the PID provides a faster response and more 

accurate response than the FLC but with a drawback of 

overshooting. In the liquid subsystem, the PID controller has 

higher rise time, settling time, overshoot and IAE than the FLC. 

The FLC gives a faster and more accurate response than the 

PID. This implies that the FLC performs better than the PID in 

the case of the liquid feed subsystem.  

V. CONCLUSION AND RECOMMENDATIONS 

The poultry feed dispensing system was simulated with a fuzzy 

logic controller and a PID controller. The system response was 

evaluated based on its rise time, settling time, overshoot and 

IAE. From the results obtained and the comparisons made, it 

can be seen that both the PID controller and the fuzzy logic 

controller give a better performance than the system 

implemented without a controller. However, the PID controller 

gives a faster and more accurate response than the FLC in the 

solid feed subsystem, although the overshoot is higher in the 

PID controller. The FLC gives a better performance in the 

liquid feed subsystem in all the system response parameters 

evaluated. 

Future works can attempt integrating multiple control 

techniques such as Fuzzy-PID and Neuro-Fuzzy control 

techniques. 
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Abstract—This study is related to the fate of entanglement for 

initial separable states in a quantum neural network (QNN) model, 

which is in contact with the data environments locally. The 

duration of entanglement in quantum systems becomes extremely 

important when we consider it as a valuable resource. Thus, the 

effects of various initial states on the occurrence or decay of 

entanglement are investigated in the presence of information 

reservoirs. Especially in this study, central spin model has been 

examined as a quantum version of neural networks by taking 

inspiration from the biological models. Our model consists of a 

central spin system with two nodes to which the nodes are coupled 

to independent spin baths. Numerical results clearly show that 

different initial states have a profound effect on the fate of the 

entanglement. It also shows that the entanglement lifetime can be 

adjusted by regulating the reservoir states. The results can be used 

in realistic communication network situations to improve the 

performance of entanglement formation or distribution. 

 

 

Index Terms— Entanglement, Information reservoir, Central 

spin model, Quantum neural network. 

 

I. INTRODUCTION 

N RECENT studies in the field of artificial intelligence, 

especially machine learning and artificial neural networks 

(ANN) have become popular. Machine learning, a field of 

computer science at the beginning of ANN, provides the ability 

to learn without explicit programming to computers [1-3]. 

Neural networks, which are interconnected computing 

structures based on binary McCulloch-Pitts neurons, are 

inspired by biological foundations [2]. The Hebb's learning 

rule, based on biological and neurophysiological basis, aims to 

obtain the best learning by changing the weight of the relevant 

units [4]. When classical learning rules address the dynamics in 

a statistical information environment, they manage them in the 

form of probability density functions [5]. Thus, the 

formulations and constraints of learning laws are based on the 

relationships between the global and local information 

environments of each transaction item. 

 Networks that contain quantum material are known as 

quantum networks, which are important for the distribution of 

quantum resources and quantum communication [6]. The use of 

these quantum networks as neural networks has triggered 

several studies, including attempts to implement QNN 

suggestions in the context of quantum computations [7-18]. In 

this respect, quantum systems make the applications more 

attractive than classical communication tasks. In particular, one 

of the most interesting features of quantum mechanics is the 

entanglement. [19-21]. For this reason, it is important to 

understand their properties and dynamics for a number of 

applications in quantum mechanics. There are also many areas 

where entanglement plays a central role. For example, the 

transmission of unknown quantum data, quantum 

cryptography, secure communication, quantum measurement 

and quantum information processing [20-24]. In spite of these 

effective applications, because of the fragile nature of the 

entanglement, it is an important challenge to maintain and 

distribute entanglement for a sufficient amount of time. 

 When entangled system units come into contact with 

environmental degrees of freedom, entanglement decays to zero 

within a finite period. This is referred to as entanglement 

sudden death (ESD) [20, 25-27]. It was also observed 

experimentally by Almeida et al [28]. The entanglement 

dynamics in the common and independent reservoirs vary 

dramatically depending on the initial conditions of the system 

in the Markovian information environment [21]. In some cases, 

entanglement can be lost for a limited period of time, and then 

can revive again. The reason for this is that the common 

reservoirs tend to create entanglement instead of destroying 

completely it as a result of combining the qubits indirectly. Due 

to the correlation created by the environment, even if qubits are 

initially prepared in a factorized condition, may lead to a 

phenomenon known as entanglement sudden birth (ESB) [20, 

29]. 

 In this study, entanglement dynamics are investigated after 

creating a simple QNN architecture [30]. Although the dynamic 

behavior of quantum entanglement under certain assumptions 

in QNN architecture has been well studied for a few qubits 

scales, it should be reassessed for the sake of using quantum 

resources. Moreover, due to the rapid advances in technology, 

the entanglement production has been achieved more rapidly 

than the entanglement decay [31]. In particular, we investigate 

the dynamics of a small QNN unit in contact with the quantum 

information reservoir. In the Ref. [21], the information store 

concept was initially introduced in a classical style and was 

studied for quantum systems. We simulate the proposed 

quantum system up to three input nodes with different states 
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and examine the open system dynamics. This study relates to 

the numerical simulation of the dynamic evolution of an open 

QNN that is initially separated. The basic assumption of this 

paper is that QNNs in information environments are considered 

as open quantum systems. Therefore, the purpose of the study 

is to examine the dynamics of entanglement based on the 

quantum data of QNNs. Open system dynamics are modeled by 

repeated interactions [32,33] between the local nodes of the 

network and the units representing the reservoir. These repeated 

types of interactions have been shown to be dynamic maps 

equivalent to the Markovian principal equation approach, using 

the divisibility of quantum channels [34]. We have found that 

the initial states of the quantum network are strongly related to 

the entanglement dynamics. Both asymptotic decay and the 

decay of entanglement in finite time have been observed due to 

diversity in environmental states.  

 This paper is organized as follows: In Sec. II, we present the 

physical model and system dynamics. In Sec. III, we analyze 

the QNN as a system that interacts weakly with the information 

reservoir in the Markov approach. Finally, we conclude this 

work in Sec. IV. 

II.  PHYSICAL MODEL AND SYSTEM DYNAMICS 

One of the most important factors in the emergence of neural 

networks is the studies to perform advanced cognitive tasks [5]. 

Perceptron is the most simple neural network unit.  And 

inspired by perceptron, we created the QNN model as 

equivalent to the central spin model (also known as the spin-

star network) which has with various applications such as the 

decay of quantum coherence [35] and quantum communication 

[36]. In Ref. [37], the dynamic evolution of central spin 

quantum consistency based on different spin binding types with 

Markov Dynamics was investigated. It has also been shown that 

this model may have advantages on the quantum scale for 

thermodynamic studies [38]. In this study, the central spin 

model inspired by biological models (Fig. 1 (a)) was examined 

as a quantum version of neural networks.  

 The system of interest is treated as an open quantum system 

and consists of three interactive qubits with a flip-flop type 

Hamiltonian. The time-independent Hamiltonian representing 

system dynamics can also be used for quantum effects in 

biological systems [39]. This is expressed as follows 
 

𝐻 =
𝜔

2
(∑ 𝜎𝑖

𝑧

𝑁

𝑖

+ ∑ 𝜎𝑢𝑖

𝑧

𝑁−1

𝑖=1

) + (∑ 𝐽𝑖𝜎𝑖
+𝜎𝑜𝑢𝑡

−

𝑁−1

𝑖=1

+ 

 

∑ 𝐽𝑖𝜎𝑢𝑖

+ 𝜎𝑖
−

𝑁−1

𝑖=1

+ 𝐻. 𝑐. )                                           (1) 

 

where 𝜔, 𝜎𝑧,   𝜎+,  𝜎− and ,  𝜎𝑜𝑢𝑡
−   are  Bohr frequency each 

spin and single qubit information unit has been taken equal for 

simplicity, Pauli-z, raising and lowering operators for the qubits 

and Pauli operator for output qubit, respectively. Also,  𝐽𝑖 is the 

coupling coefficient between input units and the output node, 

𝜎𝑖  is the Pauli operator representing an individual node in 

contact with the information reservoir and  𝜎𝑢𝑖
 is the Pauli 

operator of the individual unit representing the information 

reservoir. 

 
Fig.1. In (a) a biological neuron. In (b) unitary dynamics of a QNN unit with 

two input nodes 

In this study, we use density matrix formalism to represent the 

quantum states of the relevant system. The quantum neurons are 

initially assumed to be in a product state as 𝜌(0) = 𝜌Res ⊗
𝜌Sys(0), where 𝜌Res = 𝜌Res1 ⊗ 𝜌Res2 and 𝜌s(0) = 𝜌1(0) ⊗

𝜌2(0) ⊗ 𝜌out(0) are Reservoir units and System units, 

respectively. Individual qubit states were chosen as 𝜌(0) =
|↑⟩⟨↑| in order to initially provide a blank memory. Here, 𝜌𝑢𝑝 =

 |↑⟩⟨↑|, 𝜌𝑑𝑛 = |↓⟩⟨↓|,  |∓⟩ =
1

√2
((|↑⟩ ∓ |↓⟩)) are the cat states 

where |↑⟩, ⟨↓| are orthogonal spin states known as 

computational basis in quantum computing language.  

 Open system dynamics has been discussed by adopting a 

repetitive interaction process, also known as a collision model 

[40]. Fig. 1 (b) represents the open dynamics of the network to 

illustrate the specific use of the collision model. The initially 

and identically arranged qubit states that interact with the nodes 

of the neural network are obtained by tracing out the reservoir 

(environment) degrees of freedom as 
 

𝜌𝑠(𝑡 + 𝜏) = Tr𝑢𝑖
[𝑈(𝜏)𝜌𝑠(𝑡) ⊗ 𝜌𝑢𝑖

𝑈(𝑡)ϯ]           (2) 
 

where, Tr𝑢𝑖
 stands for partial trace over environmental degrees 

of freedom, 𝑈(𝜏) = 𝑒−𝑖𝐻𝜏 is the unitary operator representing 

the system plus environment dynamics for time independent 

Hamiltonians and 𝜏 is the duration of each unit-node 

interaction. Calculations were made using exact 

diagonalization. In our model, 𝜌𝑠 the state of the system of 

interest (QNN) and 𝜌Res = 𝜌𝑢𝑖
 represents the quantum state of 

each single qubit environment unit. 

 The aim of our study is to examine the change in the 

entanglement according to various initial states. That's why we 

are investigating that there is no initial entangled between the 

readout node and one of the input nodes in contact with the 

environment. After the system interacts with the information 

reservoir, the environment needs to send information to the 

system so that the system can be balanced with the environment 

carrying the quantum information content. Concurrence is a 

scalar function. It is used to measure the entanglement of 

density matrices that initially define the mixed states of a 

system [41]. In this paper concurrence is accepted as a measure 

of entanglement and calculated as 𝐶 = max[0, 𝜆1 − 𝜆2 − 𝜆3 −
𝜆4] where 𝜆𝑖 are the square roots of non-Hermitian matrix 𝜌𝜌, 

𝜌 is the density matrix to be calculated and 𝜌  is its spin flipped 

from such as 𝜌 = (𝜎𝑦 ⊗ 𝜎𝑦)𝜌∗(𝜎𝑦 ⊗ 𝜎𝑦) where 𝜌∗ is the 

complex conjugated from of 𝜌, the descending order [42]. 

III. RESULTS 

We analyze QNN, which we consider as a system that 

interacts weakly with the information store in the Markov 

approach. Due to this approach, the temporal evolution of the 

system only depends on the current state of the system. That is, 
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the quantum state of the system is lost irreversibly with 

reservoir degrees of freedom. In our scenario, each of the 

quantum information reservoirs interacts weakly with one of 

the input nodes (local subsystems) of the QNN unit. Pure single 

qubit states (|↑⟩⟨↑| and |↓⟩⟨↓|) can represent information 

environments. The initial quantum state of the environment plus 

system is represented by 𝜌(0) = 𝜌env ⊗ 𝜌sys(0) where 

𝜌sys(0) = 𝜌1(0) ⊗ 𝜌2(0) ⊗ 𝜌0(0).  Here, 𝜌1, 𝜌2 are the 

quantum states of the input nodes (𝑁𝑜𝑑𝑒1, 𝑁𝑜𝑑𝑒2) and 

𝜌0 stands for the output node (𝑁𝑜𝑑𝑒0). Also, quantum state of 

the environmental qubit states are 𝜌env = 𝜌Res1 ⊗ 𝜌Res2 and 

fixed. Then, the concurrence time evolution between the two 

specific qubits of the three-qubit QNN system will be examined 

according to various initial states. 

Fig. 2 represents the evolution of concurrence for initial 

separable states of the quantum neuron depending on the 

number of collisions (nc). In Fig. 2, the initial system plus 

environment states are a): 𝜌(0) = 𝜌𝑑𝑛 ⊗ 𝜌up(0) ⊗ 𝜌|+⟩(0) ⊗

𝜌𝑢𝑝(0) ⊗ 𝜌dn,b): 𝜌(0) = 𝜌𝑑𝑛 ⊗ 𝜌up(0) ⊗ 𝜌dn(0) ⊗

𝜌𝑢𝑝(0) ⊗ 𝜌dn, 𝒄):𝜌 (0) = 𝜌𝑑𝑛 ⊗ 𝜌dn(0) ⊗ 𝜌up(0) ⊗

𝜌𝑑𝑛(0) ⊗ 𝜌dn and d): 𝜌(0) = 𝜌𝑢𝑝 ⊗ 𝜌up(0) ⊗ 𝜌|+⟩(0) ⊗

𝜌𝑢𝑝(0) ⊗ 𝜌dn. In Fig. 2 a), despite there is no initial entangled 

between the nodes of the QNN, during the early evolution of 

concurrence a rapid formation of entanglement between the 

nodes is evident. The observed entanglement rapidly decays as 

the system evolution continues (Fig. 2 a), b) (between 𝑁𝑜𝑑𝑒1 

and  𝑁𝑜𝑑𝑒2 (𝐶21)) and d)). More interestingly in the later 

evolution, a sudden birth of entanglement between 𝑁𝑜𝑑𝑒1 and  

𝑁𝑜𝑑𝑒2 (𝐶21) was observed where the nodes do not directly 

interact (Fig. 2 a) and b)). However, the revival scheme of Fig. 

2 b) is slightly weaker than that observed in Fig. 2 a). In Fig 2 

c), a rapid formation of entanglement in the very beginning of 

the evolution is appear for both 𝐶20 and 𝐶21despite there is no 

initial entangled between the nodes of the QNN. As obvious 

they initial entangled decays exponentially and oscillotary. This 

applies to 𝐶21 in Fig. 2 b). Especially in Fig. 2 d) initial 

entangled decays fast and end up in finite time [43]. 

 

 
Fig.2. represents the evolution of concurrence for initial separable states of the 
quantum neuron depending on the number of collisions (nc).. a) The quantum 

state of the quantum neuron as 𝑁𝑜𝑑𝑒1  =𝜌up, 𝑁𝑜𝑑𝑒2 =𝜌𝑢𝑝 and 𝑁𝑜𝑑𝑒0= 𝜌|+⟩ 

states. The state of the units representing the environment were set as 𝜌dn for 

both of them. b) The quantum state of the quantum neuron  𝑁𝑜𝑑𝑒1  =𝜌up, 

𝑁𝑜𝑑𝑒2 =𝜌𝑢𝑝 and 𝑁𝑜𝑑𝑒0= 𝜌|dn states. The state of the units representing the 

environment were set as 𝜌dn for both of them. c) The quantum state of the 

quantum  𝑁𝑜𝑑𝑒1  =𝜌dn, 𝑁𝑜𝑑𝑒2 =𝜌𝑑𝑛 and 𝑁𝑜𝑑𝑒0= 𝜌𝑢𝑝 states. The state of the 

units representing the environment were set as 𝜌dn for both of them. d) The 

quantum state of the quantum neuron as 𝑁𝑜𝑑𝑒1  =𝜌up, 𝑁𝑜𝑑𝑒2 =𝜌𝑢𝑝 and 

𝑁𝑜𝑑𝑒0= 𝜌|+⟩ states. The state of the units representing the environment were 

set as 𝑅𝑒𝑠1 = 𝜌up and 𝑅𝑒𝑠2 = 𝜌𝑑𝑛. The coupling between the environment 

unit and the input node is equal to the coupling between the input and the 

readout node 𝐽1 =  𝐽2 =  𝐽 = 0.1. The duration of the each unit interaction 𝜏 

between the units and the input node is 𝜏 = 5 × 10−2 𝐽⁄  

IV. CONCLUSION 

We have connected the QNN unit, which we consider as open 

system dynamics, to two reservoirs by the conventional flip-

flop Hamiltonian. We analyze QNN, which we consider as a 

system that interacts weakly with the information store in the 

Markov regimes. Each of the quantum information reservoirs 

interacts weakly with one of the input nodes (local subsystems) 

of the QNN unit. We adopt a collisional model to simulate open 

system quantum dynamics. The study also examines the 

generation of entanglement due to initially separable states. 

Numerical results clearly show that different initial states have 

a profound effect on the fate of the entanglement. We show that 

both entanglement revival (ESB) and entanglement sudden 

death (ESD) occur in the separable initial states. The results can 

be used to evolve the QNNs to distribute or connect the 

entanglement resource. 
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Abstract—Ensemble learning is a popular and intensively 

studied field in machine learning and pattern recognition to 

increase the performance of the classification. Random forest is 

very important for giving fast and effective results. On the other 

hand, Rotation Forest can get better performance than Random 

Forest. In this study, we present a meta-ensemble classifier, 

called Random Rotation Forest to utilize and combine the 

advantages of two classifiers (e.g. Rotation Forest and Random 

Forest). In the experimental studies, we use three base learners 

(namely, J48, REPTree, and Random Forest) and two meta-

learners (namely, Bagging and Rotation Forest) for ensemble 

classification on five datasets in UCI Machine Learning 

Repository. The experimental results indicate that Random 

Rotation Forest gives promising results according to base 

learners and bagging ensemble approaches in terms of accuracy 

rates, AUC, precision, recall, and F-measure values. Our method 

can be used for image/pattern recognition and machine learning 

problems. 

 
 

Index Terms— Ensemble learning, Machine learning, Pattern 

recognition, Data mining, Classification, Rotation forest. 

 

I. INTRODUCTION 

NSEMBLE SYSTEMS, MULTIPLE CLASSIFIER 

systems aim to combine individual decisions of a set of 

classifiers in some way typically by weighted or unweighted 

voting to classify new examples as an active research area of 

machine learning [1]. These systems specifically focus on 

obtaining a better classification performance than using a 

single model. 

 In recent years, ensemble learning has been extensively 

employed in a variety of subjects such as image classification, 

pattern recognition, remote sensing, text mining for its 

outstanding results [2-5]. Ensemble methods are composed of 

many base (weak) learners to provide data and model 

diversity. Types of decision tree such as CART [6], J48, 

REPTree [7] are commonly utilized as a base learner. 

 Random Forest, introduced by Breiman [8], is an extension 

of a bagging method and is a competitor to boosting such as 

AdaBoost. Thanks to its relatively fast and highly accurate 
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prediction, measures of variable importance, it is very 

attractive for classification problems. Random Forest can also 

deal with missing values.  

 On the other hand, Rotation Forest, proposed by Rodriguez 

et al. [9], generates classifier ensembles based on feature 

extraction. This ensemble learning method produces more 

accurate results than AdaBoost and Random Forest. It 

constructs individual classifiers more diverse than Bagging 

[9]. 

 When both ensemble methods are compared, rotation forest 

applies Principal Component Analysis (PCA) on randomly 

selected feature subsets to reconstruct full feature space, 

promote the diversity and increase the accuracy of classifiers. 

In random forest, random selection of features to split each 

node provides error rates that compare favorably to AdaBoost 

[10]. 

 The main contribution of this paper is summarized as 

follows: i) A meta-ensemble method which uses Random 

Forest as a base learner in the Rotation Forest ii) A 

comparative analysis of three base learners and two meta 

ensemble learners on five datasets in UCI Machine Learning 

Repository in terms of five evaluation criteria: accuracy, 

weighted area under curve (AUC), precision, recall and F-

measure. 

The remainder of this paper is organized as follows: In 

Section II, related works specific to rotation forest are 

presented. In Section III, the proposed method is described in 

detail. Definition of the datasets, experimental process and 

results are given in Section IV. Finally, Section V mentions 

the conclusion and direction of future works. 

II. RELATED WORK 

Classifications based on rotation forest method are 

commonly used in various fields such as machine learning, 

image recognition. Researchers developed improved versions 

of this ensemble method in their studies.   

In [2], a new weight-based rotation forest (WRoF) ensemble 

algorithm is proposed for the classification of the 

hyperspectral image. Experimental results on two real 

hyperspectral datasets demonstrate that the WRoF algorithm 

results in significant improvement compared with random 

forests and rotation forest.  

In [3], GA feature selection and Rotation Forest are used 

for Breast cancer diagnosis. Feature selection stage aims to 

reduce the computational complexity and speed up the data 

mining process. Their proposed approach yields the 

enhancement in performances. 

A Meta-Ensemble Classifier Approach: Random 

Rotation Forest 

E. TAŞCI  

E 
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In [11], PCA, non-parametric discriminant analysis (NDA), 

random projections (RP) and independent component analysis 

(ICA) are applied to feature transformation in the original 

Rotation Forest for microarray dataset based cancer 

classification. According to the results, ICA improves the 

performance of Rotation Forest compared with the other 

transformation methods. 

In [12], an ensemble classifier, called RotBoost, is proposed 

by combining Rotation Forest and AdaBoost. They used 36 

real-world data sets from the UCI repository, among which a 

classification tree is adopted as the base learning algorithm. 

Their results show that RotBoost can generate ensemble 

classifiers with significantly lower prediction error than either 

Rotation Forest or AdaBoost. 

In [13], firstly correlation-based feature selection (CFS) 

algorithm is performed for feature reduction. Then, ensemble 

methods are applied to medical datasets to increase 

classification accuracy. 

In [14], Random Forest and Rotation Forest are applied to 

fully polarized SAR image classification using polarimetric 

and spatial features. Then, they conclude that Rotation Forest 

can get better accuracy than SVM and Random Forest, 

whereas Random Forest is much faster than Rotation Forest. 

In [15], a classification method, called improved Rotation 

Forest (ROF) is proposed. In this method, Non-negative 

matrix factorization (NMF) is used to do feature segmentation 

to get more effective data. Then, kernel extreme learning 

machine (KELM) is chosen as a base classifier. Q-statistic is 

used to select base classifiers. 

In [16], rotation forest is investigated for problems with 

continuous features whether this method is the best classifier 

or not. 

III. METHODOLOGY 

This section presents the overview of the proposed system 

and describes data preprocessing stage, classification 

algorithms, ensemble learning methods and the algorithmic 

complexity of the method used in this study in detail. 

A.  Overview of the Proposed System 

Overview of the proposed system is shown in Fig. 1. This 

system consists of several stages: datasets, base, and meta-

learners, comparative analysis of results, conclusion and future 

work. In addition, 10-fold cross validation used for all learners 

and datasets to obtain generalization performance of the 

system is shown. 

B. Data Preprocessing 

In this stage, the ranges of the values of the data from 

diverse machine learning datasets may be high. In this case, 

some features can affect classification algorithms significantly 

or negatively. Therefore, data values are normalized to [0,1] 

range using min-max normalization technique [17]. For 

mapping a value, of a feature x i from the range [min(xi), 

max(xi)] to a new range [minxnew, maxxnew], the normalized 

feature x̑i is computed as Eq. 1. 

  newnewnew

xx

xi

i xxx
x

x

ii

i minminmax.
minmax

min
ˆ 




                     (1) 

C. Classification Algorithms 

In this study, three base learners including J48, REPTree, 

and Random Forest are employed. 

The J48 classifier is the extension of decision tree ID3 and 

straightforward C4.5 algorithms with additional features like 

accounting for missing values, continuous attribute value, and 

derivation of rules [18,19]. This classifier utilizes top-down 

and greedy search through all possible branches to construct a 

decision tree [19]. 

REPTree is a fast decision tree classifier algorithm. It 

constructs the decision tree using entropy and information 

gain of the attribute with reduced error pruning technique [18]. 

It builds multiple trees and selects the best tree from the 

generated list of trees [18]. This algorithm prunes the tree with 

the back fitting method. 

The Random Forest classifier includes a set of tree 

classifiers. Each classifier is generated independently using 

randomly selected subspaces of data. Then, each tree assigns a 

unit vote for the most popular class to classify an input pattern 

with majority voting. Tree randomly samples the attributes, 

chooses and calculates the best split among those variables 

instead of the best split among all attributes in the training set 

[14]. The tree is grown using CART methodology to 

maximum size, without pruning [20]. 

Random Forest is considered to be one of the most accurate 

general-purpose learning techniques [20]. This algorithm is 

simple, easily parallelized, robust to outliers and noise, faster 

than bagging and boosting [8]. 

 
Fig.1. Overview of the proposed system 

D. Ensemble Learning Methods 

To evaluate the predictive performance, two ensemble 

algorithms consisting of Bagging and Rotation Forest are 

utilized. In addition, we introduce a forest-in-forest or meta 

183

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 2, April 2019                                                  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

ensemble learning method (e.g. Random Rotation Forest) for 

effective classification results. 

Bagging (short for bootstrap aggregating) algorithm is one 

of the earliest, simple, effective and popular ensemble learning 

approach. This algorithm generates an ensemble of 

independent models in which each base learner is trained 

using a sample of instances taken from the original dataset 

with replacement [21]. Bagging can be easily parallelized due 

to the fact that base learners are independently trained. It is 

best suited for problems with relatively small available 

training datasets [22]. 

Rotation Forest is an ensemble learning method that trains 

base learners on the whole dataset in a rotated feature space 

[21]. In this method, the features are randomly split into K 

subsets and PCA is applied to each subset for each base 

classifier in the ensemble [9]. The average confidence for each 

class and all classifiers are calculated. Then, the final class 

label is determined to the one with the highest confidence 

value [14]. 

E. The Algorithmic Complexity of the Proposed Method 

The time complexity of Random Forest depends on the 

number of randomized trees (M), samples (N), and variables 

(p) randomly drawn at each node. Accordingly, the time 

complexity for building Random Forest is O(MKÑ2logÑ) 

[23]. Ñ = 0.632N, owing to the fact that bootstrap samples 

draw, on average, 63.2% of unique samples [23].  

Similar to Random Forest, the time complexity of Rotation 

Forest depends on the number of PCA (P) for randomly 

splitting feature subsets, the number of iterations (I) and base 

learners (B) [9]. For the proposed method, the time complexity 

of Random Rotation Forest can be calculated as 

O(PIMKÑ2logÑ) due to the fact that we use Random Forest as 

a base learner. 

The memory requirement of the proposed algorithm is 

directly proportional to the number of iterations (I), the 

number of trees (T), selected feature counts (F) and the size of 

the dataset (S). So, the proposed algorithm can use the space 

of (I*T*F*S).  

IV. EXPERIMENTAL DESIGN 

We describe and present the experimental process, 

evaluation measures and experimental results for this study in 

the subsections. 

A. Experimental Process 

In this study, five datasets from UCI Machine Learning 

Repository [24] were utilized for classification schemes. 

These datasets are commonly used for machine learning 

problems. They also have numerical attributes and no missing 

values. The characteristics of these datasets are illustrated in 

Table I.  
TABLE I 

CHARACTERISTICS OF THE DATASETS USED IN THIS STUDY 

Dataset Size Features Classes 

diabetes 768 8 2 

heart-statlog 270 13 2 

ionosphere 351 34 2 

messidor_features 1151 19 2 

wifi 2000 7 4 

In all experiments, J48, REPTree and Random Forest are 

chosen as base classifiers. In addition, bagging and rotation 

forest are used as meta-learners.  All experiments are 

performed on total 9 schemes including base and ensemble 

learners by using WEKA (Waikato Environment for 

Knowledge Analysis) machine learning toolkit and JAVA 

programming language. We utilized default parameter values 

for all classifiers in WEKA. 

We carry out a 10-fold cross validation to all datasets to 

yield reliable results for unseen data. For 10-fold cross-

validation, the original dataset is randomly partitioned into 10 

equally sized sets, one of which is used as a validation for 

testing, while the remaining sets are used for training 

operations. The process is repeated 10 times and calculated the 

averages of the results. 

B. Evaluation Measures 

To evaluate the performance of the proposed method, we 

employed 5 different evaluation measures including accuracy 

rate, weighted AUC, weighted precision, weighted recall, and 

weighted F-measure. 

Classification accuracy (ACC) is represented as the 

proportion of the total number of true positives and true 

negatives over the total number of instances. The equation of 

accuracy rate is shown in Eq. 2. 

FNFPTNTP

TNTP
ACC




                  (2) 

where TP, TN, FP, and FN denote the number of True 

Positives, True Negatives, False Positives, and False 

Negatives, respectively. 

 AUC is the area under the ROC curve for classifier 

performance. Its value will always be between 0.0 and 1.0. 

ROC graphs are two-dimensional graphs. In this curve, TP 

rate is plotted on the Y-axis and FP rate is plotted on the X-

axis [25]. If AUC value is close to 1, the classifier is stronger 

and better than random classifier. 

Precision is the positive predictive value [25]. It is the ratio 

of the number of true positives to the total number of true 

positives and false positives. The equation is illustrated in Eq. 

3. 

FPTP

TP
Precision


               (3) 

 Recall is the true positive rate or hit rate [25]. It is the 

ratio of the number of true positives to the total number of true 

positives and false negatives (e.g. total number of positives). 

The equation is illustrated in Eq. 4. 

       
FNTP

TP
Recall


             (4) 

F-measure is defined in Eq. 5 [25]. This measure depends 

on precision and recall values. 

        
1/recalln1/precisio

2
measureF


        (5) 

 In the weighting operation, these criteria are adjusted by 

the reference class's prevalence proportionally in the data [26]. 
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C. Experimental Results 

Table II presents classification accuracies for all datasets, 

base and ensemble learners. As it can be observed from Table 

II, Random Rotation Forest gives highly accurate results than 

other approaches except for heart-statlog dataset. In addition 

to the fact that Random forest produces more accurate results 

than J48 and REPTree, Rotation Forest is suitable for meta-

learner. 

In Table III, weighted AUC values are introduced for all 

datasets, base and ensemble classifiers. According to Table III, 

Random Rotation Forest gives the best results very close or 

equal to 1.0. So, it can be concluded that Random Rotation 

Forest is very strong and effective classifier for machine 

learning tasks used in this study.  

 

 

 

 

 

In Table IV, weighted precision values obtained by all base 

and ensemble classifiers for all datasets are presented. As it 

can be observed from Table IV, Random Rotation Forest 

produces similar results to Table II. When this meta ensemble 

learning method is used, the performance of the system 

increases significantly. 

In Table V and VI, weighted recall and weighted F-measure 

values are illustrated for all datasets, base and ensemble 

classifiers, respectively. These values give similar results 

compared to Table II and IV. 

As well as these given tables, to show the effects of the 

classifiers and datasets, the charts are given in Fig. 2-6.  

 
TABLE II 

CLASSIFICATION ACCURACIES (%) FOR UCI DATASETS  

 
Base Learner 

Meta Learner 

Bagging 

Meta Learner 

Rotation Forest 

Datasets J48 REPTree Random Forest J48 REPTree Random Forest J48 REPTree Random Forest 

diabetes 72.01 73.70 75.78 74.22 75.78 76.43 75.78 76.95 77.47 

heart-statlog 79.26 76.30 83.33 79.63 81.48 82.59 80.37 81.11 81.85 

ionosphere 90.31 89.74 93.73 92.31 90.88 93.73 93.45 93.16 94.87 

messidor_features 65.33 63.42 69.42 66.38 66.81 68.20 68.72 72.81 73.76 

wifi 97.40 97.20 98.30 97.65 97.10 98.45 98.40 98.00 98.55 

 

TABLE III 
WEIGHTED AUC VALUES FOR UCI DATASETS 

 
Base Learner 

Meta Learner 

Bagging 

Meta Learner 

Rotation Forest 

Datasets J48 REPTree Random Forest J48 REPTree Random Forest J48 REPTree Random Forest 

diabetes 0.74 0.78 0.83 0.82 0.83 0.83 0.82 0.83 0.83 

heart-statlog 0.77 0.80 0.90 0.88 0.87 0.90 0.88 0.88 0.90 

ionosphere 0.90 0.90 0.98 0.95 0.94 0.98 0.97 0.97 0.99 

messidor_features 0.68 0.66 0.76 0.74 0.73 0.76 0.74 0.81 0.82 

wifi 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

 

TABLE IV 
WEIGHTED PRECISION VALUES FOR UCI DATASETS 

 
Base Learner 

Meta Learner 

Bagging 

Meta Learner 

Rotation Forest 

Datasets J48 REPTree Random Forest J48 REPTree Random Forest J48 REPTree Random Forest 

diabetes 0.72 0.73 0.75 0.74 0.75 0.76 0.75 0.76 0.77 

heart-statlog 0.79 0.76 0.83 0.80 0.82 0.83 0.80 0.81 0.82 

ionosphere 0.90 0.90 0.94 0.92 0.91 0.94 0.94 0.93 0.95 

messidor_features 0.65 0.64 0.70 0.67 0.67 0.69 0.70 0.73 0.74 

wifi 0.97 0.97 0.98 0.98 0.97 0.98 0.98 0.98 0.99 
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TABLE V 

WEIGHTED RECALL VALUES FOR UCI DATASETS 

    

 

 

 

 

 

 

 

 

 
 

 

TABLE VI 

WEIGHTED F-MEASURE VALUES FOR UCI DATASETS 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2. The chart showing the effects between datasets and accuracies 

 

 

 
Fig.3. The chart showing the effects between datasets and weighted AUC 
values 

 
Fig.4. The chart showing the effects between datasets and weighted precision 
values 

 

 
Fig.5. The chart showing the effects between datasets and weighted recall 
values 

 
Base Learner 

Meta Learner 

Bagging 

Meta Learner 

Rotation Forest 

Datasets J48 REPTree Random Forest J48 REPTree Random Forest J48 REPTree Random Forest 

diabetes 0.72 0.74 0.76 0.74 0.76 0.76 0.76 0.77 0.77 

heart-statlog 0.79 0.76 0.83 0.80 0.81 0.83 0.80 0.81 0.82 

ionosphere 0.90 0.90 0.94 0.92 0.91 0.94 0.93 0.93 0.95 

messidor_features 0.65 0.63 0.69 0.66 0.67 0.68 0.69 0.73 0.74 

wifi 0.97 0.97 0.98 0.98 0.97 0.98 0.98 0.98 0.99 

 
Base Learner 

Meta Learner 

Bagging 

Meta Learner 

Rotation Forest 

Datasets J48 REPTree Random Forest J48 REPTree Random Forest J48 REPTree Random Forest 

diabetes 0.72 0.73 0.75 0.74 0.75 0.76 0.75 0.76 0.77 

heart-statlog 0.79 0.76 0.83 0.80 0.81 0.83 0.80 0.81 0.82 

ionosphere 0.90 0.90 0.94 0.92 0.91 0.94 0.93 0.93 0.95 

messidor_features 0.65 0.63 0.69 0.66 0.67 0.68 0.69 0.73 0.74 

wifi 0.97 0.97 0.98 0.98 0.97 0.98 0.98 0.98 0.99 
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Fig.6. The chart showing the effects between datasets and weighted F-measure 
values 

V. CONCLUSION AND FUTURE WORK 

Nowadays, the use of the ensemble classifier is becoming 

more common due to its effectiveness and high performance 

for various fields such as machine learning and pattern 

recognition. In this study, a meta-ensemble learning method 

(Random Rotation Forest) based on Random Forest and 

Rotation Forest is proposed. Despite the fact that Random 

Rotation Forest can take more space and time for 

computations, this method yields more efficient results by 

using hybrid advantages of both algorithms.  

As a future work, other hybridization of ensemble learning 

methods can be obtained. In addition, classifier weighting for 

base and meta-learners can be provided for improving 

classification. Feature weighting approaches can also be tried 

with diverse optimization algorithms [27].  
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Abstract—In parallel with the increased production of electric 

vehicles, the research on electric motors has become very 

popular. Switched Reluctance Machines (SRMs) have been 

widely preferred in these investigations. Mutually Coupled 

Switched Reluctance Machine (MCSRM) has higher torque 

performances than conventional SRMs have. In this study, it is 

aimed to reduce the weight of MCSRM by geometric 

arrangement. For this purpose, the MCSRM’s stator yoke is 

minimized without deteriorating the flux distribution. Various 

geometrical changes are performed on the stator yoke of the 

MCSRM. Each of the obtained motor models is magnetostatic 

analyzed in different currents by finite-element analysis. From 

comparison of the results of the analysis, it is seen that the 

proposed MCSRM models show reduction in the stator volumes 

between 11.31% and 14.17%. This reduction leads to a reduction 

in the overall weight of the MCSRM. 

 
 

Index Terms—Mutually Coupled Switched Reluctance Machine 

(MCSRM), stator yoke, volume, weight. 

 

I. INTRODUCTION 

HE STUDIES OF advanced traction motors generally 

focus on efficiency, high power density, higher torque, 

lower noise, and cost [1]. Permanent magnet (PM) motors 

have high efficiency, high torque density, and compactness. 

Because of these features, they are widely used in hybrid and 

electric vehicles. But, the magnet is a rare element in nature. 

For this reason, the magnet is still one of the main concerns 

for hybrid and electric vehicle manufacturers. In this case, 
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SRMs can be considered as one of the alternative solutions [2-

3]. 

SRMs consist of a stator with windings and a rotor with 

saliency. They have no winding or permanent magnet on rotor 

[4-5]. Since SRMs do not need PM, they have low cost and 

work even in high temperature conditions created by internal-

combustion engines [6]. SRMs are ideal for adjustable speed 

applications because of these properties [7]. They have 

stronger structure compared to PM motors, although they are 

produced simpler and at cheaper cost [8]. Although PM 

motors are preferred for specific applications, they might not 

be cost effective for mass production in certain applications 

[9]. SRMs also offer high efficiency and extended-speed 

constant power operation [10]. Because of all these 

advantages, SRMs are useful and attractive for electric 

vehicles as well as they have high competitive power in 

transportation applications [11-14]. 

High torque ripple is one of the major disadvantages of 

SRMs due to their high nonlinearity of torque production [15- 

16]. For the purpose of the torque ripple reduction, the 

researchers have improved the motor magnetic design and 

have used complex control algorithms for the motor [17-18]. 

In recent years, many studies have been devoted to different 

rotor or stator configurations with specific properties to 

improve the performance of SRMs [19-20]. 

In conventional SRMs, the windings are located on opposite 

poles of the stator. They are connected as series to form a 

phase of the machine. The asymmetric-half-bridge type 

converter is commonly used in SRM drives [21]. When a 

suitable phase in the machine is excited with DC voltage, the 

moving rotor begins to rotate in the direction that reduces the 

reluctance of the magnetic circuit. The continuity in turning of 

the rotor is obtained by energizing the phases respectively. 

Fig. 1 shows the 3-phase, 6/4-pole stator-rotor structure of 

conventional SRMs. 

Torque characteristics of SRM are highly nonlinear and 

dependent on the rotor position and phase current [22]. SRMs 

operate based on reluctance torque and have a "minimum 

reluctance" rule. In addition, they cannot be easily applied to 

traditional power equations [23].  In SRMs, as the air gap 

between the stator and rotor pole heads increases, the 

reluctance of the magnetic circuit also grows. The machine 

structure tends to reduce this high reluctance and produces a 

torque for this. With the production of torque, the stator and 

rotor pole heads close up. As a result, the reluctance of the 

magnetic circuit is reduced. Thus, as a result of the request to 
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reduce the reluctance, the continuity of the machine torque is 

generated. 

 

 
Fig.1. Conventional SRM 

 

The winding structure of conventional SRMs is short 

pitched. Mecrow has changed the winding structure of 

classical SRM and placed windings as full pitched instead of 

short pitched [24]. It is called the ‘fully-pitched SRM’. The 

electromagnetic (EM) torque in fully-pitched SRM is formed 

entirely by the mutual inductance formed between the phases 

[25-26]. The fully-pitched SRMs are also known as MSCRM 

and are named accordingly [26]. MCSRMs could have 25% 

more output torque than conventional SRM could have [25]. 

These machines can be used in a variety of applications, using 

conventional 6 switch inverter or the asymmetric half-bridge 

converter [26].  

In this study, the performance of MCSRM based on stator 

volume is proposed. For this aim, a MCSRM prototype and 

five different MCSRM models with modified stator yoke are 

developed. The only difference between the proposed models 

is the geometric arrangements on the stator yoke. The other 

parameters of the machine are kept constant. Therefore, they 

have not been observed in this study. 

II. STRUCTURE OF MCSRM 

The phase coupling in the conventional SRMs is very small 

and can be neglected, but it cannot be neglected for MCSRM. 

Therefore, the phases are coupled by the nature of MSCRM 

operation [27]. The torque in MCSRMs is produced by the 

changing of the mutual coupling that occurs between phases 

according to the rotor position [25]. As a result; torque is 

produced by energizing more than one phase at the same time. 

Fig. 2 shows the structure of MCSRM.  

In SRMs, torque is produced by controlling each phase 

independently. Thus, torque generation is transferred from the 

active phase to the other phase. Consequently, torque 

vibrations become important in these switching moments [28]. 

Eq. (1) shows the general torque expression in a SRM. 
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Fig.2. Mutual Coupled SRM 

 

Where T is the total torque; ia, ib, ic are the phase currents; 

La, Lb, Lc are the phase inductances; and Mab, Mbc, Mac are the 

mutual inductances between the phases. Since the torque in 

MCSRM is produced with the mutual inductance between the 

phases and self ınductances are neglected in MCSRMs, the 

torque can be denoted as in equation (2) [26]. 
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Since two phases are active in MCSRM (assume phase ‘a’ 

and phase ‘b’ are active, and phase ‘c’ is passive), Eq. (2) 

turns into Eq. (3). 
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III. DESIGN OF MCSRM  

The only feature which distinguishes the five proposed 

MCSRM models from the basic MCSRM model is the stator 

yoke structures. For the comparison of the machines, the basic 

model MCSRM is called MCSRM-0 in this study. Fig. 3 

denotes the geometric structure of the 6/4 MCSRM-0. 

 

 
Fig.3. Geometric structure of the MCSRM-0 

 

Where βr is the rotor pole arc (degree), βs is the stator pole 

arc (degree), ts is the stator pole width, tr is the rotor pole 
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width, ds is the stator pole height, dr is the rotor pole height, ys 

is the stator yoke thickness, yr is the rotor yoke thickness, and 

g is the air-gap length . Table 1 presents the dimensions of the 

6/4 MCSRM-0. 

 
TABLE I 

GEOMETRIC DIMENSIONS OF THE MCSRM-0 

Symbol Value Symbol Value 

r0 12.00 (mm) ys 10.60 (mm) 

r1 20.00 (mm)     yr 05.00 (mm) 

r2 39.40 (mm) ds 18.90 (mm) 

r3 50.00 (mm) dr 08.00 (mm) 

ts 10.50 (mm) βr 300 

tr 10.50 (mm) βs 300 

g 0.50 (mm) depth 40.00 (mm) 

 

IV. PROPOSED MCSRM STATOR YOKE MODELS 

In the study, first, the MCSRM-0 is magnetostatic analyzed 

with 2D finite element method (FEM) at different currents. In 

addition, flux density is examined. 2D (FEM) analysis is 

sufficient to obtain the required results [29]. Geometric 

regulation is realized in regions where flux density is 

decreased. For the comparison of the machines, proposed 

models are called MCSRM-1, MCSRM-2, MCSRM-3, 

MCSRM-4, and MCSRM-5 respectively. The proposed five 

stator yoke models are shown in Fig.4.   

 

 
Fig.4. Proposed stator yoke models a) MCSRM-1, b) MCSRM-2, c) 

MCSRM-3, d) MCSRM-4, and e) MCSRM-5 

 

V. SUBMISSION RESULTS AND DISCUSSIONS  

Each of the obtained motor models is analyzed at different 

currents through the 2D finite-element analysis. Firstly, the 

MCSRM-0 is analyzed for the comparison of the proposed 

models. The curves of mutual inductance and torque obtained 

from the analysis results are plotted for MCSRM-0 as shown 

in Fig.5. The distribution of the flux for MCSRM-0 at 

10Amps is denoted in Fig.6. 

 

 
Fig.5. Curves of MCSRM-0 a) Torque curves of MCSRM-0 and b) Mutual 

inductance curve of MCSRM-0 
 
 

 
Fig.6. Flux distribution and b) flux density of MCSRM-0 at 10 Amps 

 

The proposed MCSRM-1…MCSRM-5 are obtained 

through an optimization study on MCSRM-0. The same rotor 

is used in all MCSRMs and just a simple modification is 

performed on its stator yoke. It is presented in Fig.4. The 

geometric arrangements of the proposed MSCRM models are 

based on the flux distribution of the basic model (MCSRM-0). 

The flux distribution of the MCSRM-0 in Fig.6 is dealt with 

and intensive regions are determined. In regions where the 

flux density shows decrease, the thickness of the stator yoke is 

thinned and MCSRM-1 model is formed. In the MCSRM-1 

model, the ends of this region, which is extracted from the 

stator yoke region, are cut flat. The end points of this region 

are near the stator pole. Therefore, the 'flux linkages' can occur 
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at the end points of the region. For this reason, the end points 

of these regions are studied in five different basic geometric 

shapes such as straight, convex, concave, outer triangle, and 

inner triangle. According to the results of the analysis, despite 

the five different geometric structures, flux distributions and 

flux densities are very close to each other.  

The MCSRM-0 and the five proposed models are analyzed 

in the range of 1-10 amps with 1 amp step. In order to 

compare the proposed models to the performance of MCSRM-

0, the curves obtained from the analyses performing at 5 Amps 

and 10 Amps are used. The purpose of comparing the 5 Amps 

and 10 Amps can be seen clearly on the graph that similar 

results are obtained in different currents. The comparison of 

the torque curves of the five proposed models with the torque 

curves of MCSRM-0 is shown in Fig.7. 

When the torque curves of the MCRSM-0 and the proposed 

models obtained from the analyses are compared, they show a 

very similar characteristic to each other. Fig.7-a shows the 

comparison of the torque curves of MCSRM-0 and MCSRM-1 

at 5 Amps and 10 Amps. When the Tmax value of the MCSRM-

0 is 1.66 Nm at 10 Amps, the Tmax value of MCSRM-1 is 1.56 

Nm. Similarly, when the Tmax value of MCSRM-0 is 0,55 Nm 

at 5 Amps, the Tmax value of MCSRM-1 is 0,52 Nm. When the 

Tmax values are compared with the analysis results obtained at 

5 Amps and 10 Amps, it can denote that the difference is very 

small. The torque characteristics of both models are also quite 

similar. 

Fig.7-b shows the comparison of the torque curves of 

MCSRM-0 and MCSRM-2 at 5 Amps and 10 Amps. The Tmax 

values of MCSRM-2 are 1.57 Nm at 10 Amps and 0.52 Nm at 

5 Amps. When Tmax values are evaluated, Tmax values of 

MCSRM-2 and MCSRM-0 are very close to each other. The 

torque characteristics of both models are also quite similar. 

When the torque curves of MCSRM-3, MCSRM-4, and 

MCSRM-5 in Fig.7-c-d-e are evaluated, there are very small 

decreases in Tmax values compared to MCSRM-0 as in the 

previous three models. The torque characteristic of all three 

models is also very close to the MCSRM-0. When all torque 

curves are evaluated together, it is seen that the peak values 

and the characteristic curves of all the models are very close to 

each other. 

When the flux distributions of the basic model and the 

proposed MSCRM models are evaluated, it appears that the 

values are very small. The flux in regulated regions completes 

the flow from the stator yoke region near the coil which has a 

lower resistance compared to the high resistance of the air. 

Thus, the density of the flux increases in those regions. The 

flux distributions of the proposed models are given in Fig.8. 

The density of the flux in the near-winding region seems to be 

more intense when compared to the MCSRM-0`s given in 

Fig.6. Since the total flux density does not change too much, 

the engine performance is not adversely affected. The 

distribution of the flux for proposed MCSRM models at 10 

Amps is shown in Fig.8. 

 

 
 

 
 

 
 

 
 

 
Fig.7. Comparisons of the curves of torque a) MCSRM-0 and MCSRM-1, 

b) MCSRM-0 and MCSRM-2, c) MCSRM-0 and MCSRM-3, d) MCSRM-0 
and MCSRM-4, and e) MCSRM-0 and MCSRM-5 

 

In the proposed models, the flux which flows on the stator 

yoke is forced to flow through a narrow path by being 

compressed. Thus, there is no significant change in the total 

flux value. The small changes in the torque values of the 

proposed models are due to the resistance difference of the 

geometric regions. Therefore, there are very small differences 
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in the areas of the proposed geometric regulations. 

 

 
 

 
 

 
 

 
 

 
Fig.8. Flux distribution and Flux density of recommended MCSRMs a) 

MCSRM-1, b) MCSRM-2, c) MCSRM-3, d) MCSRM-4, and e) MCSRM-5 

 

The torque in MCSRM is produced depending on mutual 

inductance. Hence, the mutual inductance curves of the 

proposed models are evaluated and given in Fig.9. The mutual 

inductance curves of the five proposed models are quite close 

when compared to the mutual inductance curves of MCSRM-0 

given in Fig.9. The close proximity of mutual inductance 

curves are proofs of the proximity of the motor torque curves. 

 

 
Fig.9. Proposal structure of Salesbary Screen Mutual inductance curves of 

proposed MCSRMs and MCSRM-0 

 

The average torque value and torque ripple ratio are also 

very important for the performance comparison of an electric 

machine. For this reason, the geometric regulations in electric 

machines should not adversely affect the machine 

performance. In this study, the average torque values and 

torque ripple ratios of the proposed models are calculated and 

compared with the basic model.  

The difference between the maximum and minimum 

instantaneous torque expressed as a percentage of average 

torque at steady-state operation is called torque ripple [30]. 
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The average torque can be derived mathematically through 

integration: 
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(5) 

 

Torque ripple ratios of all models are calculated using 

Equations (4) - (5) at 5 Amps and 10 Amps. The basic model 

MCSRM-0 has a value of Tavg = 1,13 Nm at 10 Amps. On the 

other hand, in the proposed models, Tavg decreases to 1.08 Nm 

at 10 Amps. The average torque difference at 10 Amps of the 

MCSRM-0 and of the proposed models is about 0.05 Nm. 

This difference decreases to 0.03 Nm at 5 Amps. Since 

MCSRMs have high torque density, these values are quite 

small and negligible. The average torques and torque ripples 

rates of all MCSRM models are given in Table 2. 

For the calculation of torque ripple, the instantaneous torque 

and average torque are determined. The obtained values at 10 

Amps are replaced in (5). As a result, the torque ripple of the 

basic model MCSRM-0 is 46.2%. For the proposed model 

MCSRM-1, the attained values at 10 Amps are replaced in (5). 

Thus, the torque ripple is 44.9%. The results for the torque 

ripple rates of proposed MCSRM models are rather lower, yet 

acceptable. Moreover, in the arranged regions of the proposed 

models, the air circulation contributes to the cooling of the 

machine. 
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TABLE II 

THE AVERAGE TORQUES AND TORQUE RIPPLES RATES OF ALL 
MCSRM MODELS 

 
MC 

SRM-0 

MC 

SRM-1 

MC 
SRM-2 

MC 
SRM-3 

MC 
SRM-4 

MC 
SRM-5 

10 A 

 Tavg 

(Nm) 

1,13 1,08 1,09 1,08 1,08 1,09 

10 A  

Trp 

(%) 

46,2 44,9 45,8 46,5 46,5 45,8 

5 A 

 Tavg 

(Nm) 

0,4 0,37 0,37 0,37 0,38 0,38 

5 A  

Trp 

(%) 

37,5 38,6 38,6 40,5 39,4 39,4 

 

Without minimizing the stator volume while maintaining 

the motor performance, the improvements at torque ripple are 

not very important. The improvements obtained from the 

stator volumes for the proposed MCSRM models are given in 

Table 3. Small changes in torque performance are negligible 

when compared to the weight obtained from the stator volume. 

 
TABLE III 

COMPARISON OF MCSRM`S STATOR VOLUMES 

 
MC 

SRM-0 

MC 

SRM-1 

MC 
SRM-2 

MC 
SRM-3 

MC 
SRM-4 

MC 
SRM-5 

Volume 

(cm3) 
314,16 269,62 270,91 274,4 272,62 278,62 

Reduce 

(%) 
 14,17 13,76 12,65 13,22 11,31 

 

Owing to the proposed geometric arrangements, the volume 

of the basic model MCSRM-0 is decreased from 314.16 cm3 

to 269.69 cm3. When the values are generalized as a 

percentage, the stator volume decreases between 11.31% and 

14.17% by stator yoke optimization. Depending on the density 

of the material used in the manufacture of the stator, the stator 

weight also decreases significantly. A lighter MCSRM, which 

provides near-optimal performance in applications such as 

electric vehicles, is more preferable than the basic model. One 

of the important points to be considered here is the negative 

strenght on the stator yoke. In order to avoid this situation, 

stator housing should be considered. 

VI. CONCLUSION 

In this study, an approach is proposed for reducing the weight 

of MCSRM without loss of performance. For this purpose, 

some modifications have been made to the geometry of the 

basic model of designed MCSRM. The basic model and all 

proposed models are the same except for the changes made to 

the stator yoke. The geometric arrangements on the stator 

yoke are carried out in regions where the flux density shows a 

decrease. Thus, the loss of flux is prevented. All models are 

analyzed and the results of the proposed models are compared 

with the basic model at 5 Amps and 10 Amps. Due to the 

proposed geometric stator yoke models, the motor stator 

volume decreases between 11.31% and 14.17%. Further, an 

additional torque ripple does not occur and the torque 

characteristic is not degraded. In the proposed models, the flux 

flows over the narrowed region through the stator. These 

regulations also support air circulation. As a result, the user 

can use a more lightweight MSCRM. By this advantage, it 

will bring great benefits especially to electric vehicle works. 

In future research, the copper losses of the models can be 

studied, and the advantages and disadvantages of the models 

can be evaluated. As a result, a lightweight MCSRM with high 

performance has been proposed for electric vehicles. 
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Abstract—Lip reading has become a popular topic recently. 

There are widespread literature studies on lip reading in human 

action recognition. Deep learning methods are frequently used in 

this area. In this paper, lip reading from video data is performed 

using self designed convolutional neural networks (CNNs). For 

this purpose, standard and also augmented AvLetters dataset is 

used in train and test stages. To optimize network performance, 

minibatchsize parameter is also tuned and its effect is 

investigated. Additionally, experimental studies are performed 

using AlexNet and GoogleNet pre-trained CNNs. Detailed 

experimental results are presented. 

 
 

Index Terms—Convolutional neural networks, data 

augmentation, deep learning, human action recognition, human 

computer interaction, lip reading, transfer learning 

 

I. INTRODUCTION 

UMAN ACTION RECOGNITION is an important phase 

for human computer interaction [1]. Lip reading, a 

subcategory of human action recognition, has begun to be 

used in various applications [2-6].  

Sound and image assisted features can be used for lip 

reading. In particular, data containing image-assisted features 

seem to have higher success rate in applications where they 

are used. Success rate of lip reading is also directly related to 

the classification techniques which are used extensively with 

feature selection. Hidden Markov models [7,8], support vector 

machines [7,9], k-nearest neighbor algorithm [7] are most 

basic conventional classification algorithms. After deep 

learning methods have been used frequently in classification 

problems [10-13], researchers have started to use them on lip 

reading which is another classification problem. 

Lip reading process is applied at alphabet, word and 

sentence levels [14]. In alphabet level lip reading process, still 

image and time series classification methods can be used. On 

the other hand, classification methods such as long short-term 
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memory (LSTM), recurrent neural network (RNN), and so on 

are preferred in word and sentence level operations. 

In this paper, we aim to classify an alphabet level lip 

reading dataset, AvLetters [15], by using a designed 

convolutional neural network (CNN) model and pre-trained 

model supported CNNs. A CNN model with 3 convolution 

layers, 3 max pooling layers, and 3 regularization layers is 

designed. On the other side, AlexNet [16] and GoogleNet [17] 

supported CNN structures are employed to compare 

performance with designed CNN model. Dataset size also 

affects performance as much as the classification model. In 

this study, data augmentation is also addressed by using data 

augmentation techniques. Experimental studies, which are 

based on CNN models with and without augmented dataset 

depends on different “minibatchsize” values, are performed. 

The contributions of this study are as follows: 

 To the best of our knowledge, transfer learning 

supported CNN using ALexNet was used for the first 

time on the AvLetters dataset. 

 By using some techniques, the problem is converted to 

a still image based lip reading from time series data. 

 A CNN architecture is proposed and compared with 

transfer learning supported CNNs. 

 The proposed methods in this study, not only have 

better performance than some methods used in [18] 

in the literature but also are easy to develop. 

The presentation of this paper will be as follows: Section 2 

provides a literature review on the subject. Section 3 describes 

the information of CNN and pre-trained models used through 

the study. In section 4, experimental studies are presented and 

in conclusion section, which is the last section of this paper, 

success rate results obtained from experiments and future 

studies are reviewed. 

II. RELATED WORK 

Garg et al. [2], combined CNN and LSTM deep learning 

methods and applied it on lip reading problem.  In this 

combination, CNN was used for feature extraction and LSTM 

was used for classification. MIRACL-VC1 [7] dataset which 

consists words and phrases was used for testing the model. Li 

et al. [3], who performed classification with CNN using the 

dynamic feature image instead of original image, tested the 

model with ATR Japanese speech dataset. Petridis et al. 

developed an LSTM supported work on visual speech 

recognition [4]. The model consisted of two streams. The first 

was feature extraction from mouth and the second was the 

change between images. The temporal dynamics of each 

stream were performed with LSTM. Proposed method was 

Lip Reading Using Convolutional Neural 

Networks with and without Pre-Trained Models 

T. OZCAN and A. BASTURK  
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tested with OuluVS2 [19] and CUAVE [20] datasets. A model 

using LSTM with 5 convolution layers and 256 hidden units 

was developed by Dong and his team [21]. The method's 

performance was tested by combining 2 datasets. Word-level 

visual speech recognition models using deep learning was 

proposed by Stafylakis and Tzimiropoulos [22]. The proposed 

method was combined with CNN, ResNet and bi-directional 

LSTM. The model tested on LRW [23] dataset and 

experimental results were presented. Takashima et al. [5] 

developed a deep learning-supported speech recognition 

system for people with severe hearing loss. Both voice and 

visual data were used in the method and extracted features 

were included in system for classification. In another work, 

Takashima et al. [24] proposed a new approach for lip reading 

using the combination of lip image and sound features by 

using deep learning. The proposed method was tested on ATR 

Japanese speech dataset. A method which classifies the dataset 

consisting of Turkish color names by taking image and angle 

values with Kinect device was proposed by Yargic and Dogan 

[6]. Authors, who took the knowledge of lip co-ordinates from 

Kinect camera, used the angles between the points and classify 

them with k-nearest neighbor search algorithm. 

III. METHODS 

A. Convolutional Neural Networks 

CNN is a type of artificial neural network (ANN) 

specialized to handle multi-dimensional, large data. 

Convolutional networks are neural networks that use at least 

one layer of convolution processing instead of general matrix 

multiplication [25-27]. 

Basic components of CNNs are; convolution layer, pooling 

layer, activation functions, fully connected layers, loss layer, 

regularization, and optimization. 

The convolution layer includes a learnable filter set. This 

layer is the structure of convolutional network that has the 

ability to learn along like as fully connected layer. The 

parameters that are important for this layer are spatial extent, 

number of filters and stride [25]. 

Another important structure that reduces the network 

model's cost is the pooling layer. In this layer, which makes 

the system resistant to small position changes, pooling process 

usually uses operations such as sum, maximum, average, etc. 

Choice of activation functions such as ReLU, ELU, sigmoid 

etc., significantly affects the performance of CNN. ReLU, 

which is a piecewise linear function, is an activation function 

that returns negative inputs to zero, and positive inputs to 

output without changing them. The ReLU function graph is 

shown in Figure 1a. ELU is an activation function that allows 

neural networks to learn faster and achieve higher 

classification accuracy [28]. The ELU function graph is shown 

in Figure 1b. The sigmoid function is a continuous and 

derivable function and is frequently used. The Sigmoid 

function graph is shown in Figure 1c. 

Fully connected layer comes after convolution and pooling 

layers in CNN. In this layer, neurons have full contact with the 

previous layer. 

 

Loss layer, which is the last layer of CNN, determines how 

the difference is to be evaluated between predicted and actual 

labels during training. Softmax is the most commonly used 

loss function. 

Regularization techniques prevent the overfitting problem, 

which is an important problem for deep neural networks. 

Dropout and Dropconnect are two most important 

regularization techniques [25]. 
 

 
(a) RELU activation function. 

 
(b) ELU activation function 

 
(c) Sigmoid activation function 

 
Fig.1. Activation functions 
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Fig.2. Convolutional Neural Network architecture [25] 

 

 
 

Fig.3. AlexNet architecture 

 

B. Pre-Trained Models 

The easier and faster option than developing a new model is 

using pre-trained networks. Pre-trained networks are used for 

purposes such as classification, transfer learning, and feature 

extraction. 

Figure 2 presents the architecture of a typical neural 

network with basic components. The most commonly used 

pre-trained CNN architects are AlexNet [16], VGG16 [29], 

VGG19 [29], GoogleNet [17] and ResNet 50 [30]. In this 

paper, AlexNet and GoogleNet will be used for experiments. 

 

1) AlexNet 

Transfer learning or feature extraction can be applied to 

different problems with AlexNet, which is trained with a large 

library of images and performs powerful feature extraction. A 

subset of ImageNet dataset was used to train this network 

model. AlexNet, which has 8 learnable layers, 5 convolution 

layers, and 3 fully connected layers, won first place in 2012 

ImageNet Large Scale Visual Recognition Competition 

(ILSVRC). The architecture of AlexNet model is shown in 

Figure 3. 

 

2) GoogleNet 

GoogleNet model, which won the 2014 ILSVRC 

competition, has a smaller and faster network structure than 

the VGG models. GoogleNet has a higher performance than 

AlexNet on ILSVRC dataset. It has a more complex structure 

than AlexNet and VGG models. The architecture of the 

GoogleNet model is shown in Figure 4. 

IV. EXPERIMENTAL STUDIES 

Two different methods have been applied to study on with and 

without augmented AvLetters dataset. The first of these 

methods is developing a user-designed CNN model. Another 

method is using AlexNet and GoogleNet pre-trained models 

instead of a user-designed one. 

A. AvLetters Dataset 

Lip reading is studied under the heading of human action 

recognition. AvLetters dataset, which consists of both video 

and audio recordings, was created by repeating the 10 alphabet 

letters in 3 different trials [15]. Visual data will be used in the 

study. Therefore, the Matlab mat data file containing image 

information of the dataset is handled. Numerical information 

of image frames formed during each alphabetical 

pronunciation is kept in mat files. For example, 'R3_Kate-

lips.mat' file holds the frame information of 3rd pronounce of 

the letter R of Kate. 

In AvLetters dataset, 10 subjects repeated 26 letters 3 times. 

“TrainData” and “TestData” folders have been created by the 

way first two pronunciations are recorded for training and the 

last pronunciation is recorded for testing. 

 

1) Data Pre-processing 

Duration of each letter for each trial may vary. This 

situation causes the number of different frames to be formed 

between samples. As the first step in dataset preparation, 

average number of frames is set to 20, and adding image 

process for below 20 and deleting image process is performed 

for above 20. After each letter is formed in 20 frames, lip 

images are rendered as still images in 5x4 format. By this way, 

the dataset consisting of the time series is transformed into a 

structure composed of still images. A sample image of the pre-

processed dataset is shown in Figure 5. 

 

197

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 7, No. 2, April 2019                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

 
 
Fig.4. GoogleNet architecture [31] 

 

 

 
Fig.5. Avletters, pre-processed data - letter A 

 

2) Data Augmentation 

520 samples can be regarded as a small number for training in 

deep learning. Data augmentation (DA) can be used to 

increase the size of samples. The training dataset is increased 

using various DA methods. Adding noise with “gaussian”, 

“salt and pepper” and “speckle”, sharpening with “unsharp” 

and softening with “median” filtering are the operations of DA 

used in this paper. Also, RGB and grayscale format of noised 

images are used additionally. Therefore, eight different types 

of original images are replicated. An example for DA is 

presented in Figure 6a and augmented data matrix is depicted 

in Figure 6b. 

 

 
(a) Avletters, augmented data - letter A 

 
(b) Avletters, augmented data matrix 

 
Fig.6. Data augmentation structure 
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Fig.7. Designed CNN architecture 

 

B. Proposed CNN Model 

Deep learning methods have recently been used frequently 

in classification problems. CNN, which is a deep learning 

method, is accepted as a popular method in classification 

problems. A CNN model that separates from ANN models 

because of the number of layers is designed for lip reading 

problem. Designed CNN model is presented in Figure 7. This 

model, consisting of 3 convolution layers, 3 max pooling 

layers, 3 regularization layers, achieved 54.23% success rate 

on augmented AvLetters dataset with '8' value of 

minibatchsize parameter. A confusion matrix graph is 

presented in Figure 8. 
 

C. Pre-Trained Model Supported CNN 

Developing a new CNN model is a challenging task. 

Transfer learning from pre-trained models is an easier and 

faster way. 

Designed CNN architecture is compared with AlexNet and 

GoogleNet supported CNN on with and without augmented 

AvLetters dataset. The presentation of results obtained with 

different “minibatchsize” values is done and presented in 

Table I. According to this table, when the “minibatchsize” 

value is 8, AlexNet supported CNN + DA is more successful 

than other models with 54.62\% success rate. Designed CNN 

model has the highest accuracy rate when “minibatchsize” 

value is equal to 16. Designed CNN + DA model achieves 

better success rate when “minibatchsize” value is equal to 32. 

One of the main reasons for the low achievement success rates 

is needing more data for training in deep learning. Another 

important factor that may increase success rate is the choice of 

the correct initial parameters. The success of deep learning 

based models used in this study and available in the literature 

is presented in Table II. The studies in this table use 

standardized split training and test data. The autoencoder 

based method gave the best result. On the other hand, the 

success of studies in literature has been achieved with our 

methods. Although the proposed methods are less successful 

than the most successful method, architectural installation is 

simpler and more flexible by using transfer learning supported 

CNN. Confusion matrix figures for AlexNet and GoogleNet 

supported CNN are shown as in Figure 9 and Figure 10. 

According to results, AlexNet supported CNN model gave 

the best success rate. Minibatch size based accuracy and loss 

value of training are shown in Figure 11. 

 

 

 

 
 

 

 
 

Fig.8. Confusion matrix for best result of designed CNN 

 

 
 

Fig.9. Confusion matrix for best result of AlexNet supported CNN 

 

 
 

Fig.10. Confusion matrix for best result of GoogleNet supported CNN 

 

 

 

TABLE I 
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ACCURACY COMPARISON OF DESIGNED, ALEXNET AND GOOGLENET SUPPORTED CNN MODELS 

  Initial Parameters   

CNN Models MiniBatchSize InitialLearnRate MaxEpochs Accuracy 

Designed CNN 8 0.0001 100 0.0346 

Designed CNN + DA 8 0.0001 100 0.5423 

AlexNet Supported CNN 8 0.0001 100 0.4769 

AlexNet Supported CNN+ DA 8 0.0001 100 0.5462 

GoogleNet Supported CNN 8 0.0001 100 0.3692 

GoogleNet Supported CNN+ DA 8 0.0001 100 0.5231 

Designed CNN 16 0.0001 100 0.5231 

Designed CNN + DA 16 0.0001 100 0.4808 

AlexNet Supported CNN 16 0.0001 100 0.4423 

AlexNet Supported CNN+ DA 16 0.0001 100 0.4808 

GoogleNet Supported CNN 16 0.0001 100 0.5192 

GoogleNet Supported CNN+ DA 16 0.0001 100 0.5192 

Designed CNN 32 0.0001 100 0.4885 

Designed CNN + DA 32 0.0001 100 0.5385 

AlexNet Supported CNN 32 0.0001 100 0.4577 

AlexNet Supported CNN+ DA 32 0.0001 100 0.4500 

GoogleNet Supported CNN 32 0.0001 100 0.3962 

GoogleNet Supported CNN+ DA 32 0.0001 100 0.5000 

 

 

 
 

Fig.11. Training progress of AlexNet supported CNN 
 

TABLE II 

ACCURACY COMPARISON BETWEEN USED IN THIS PAPER AND 
APPLIED DEEP LEARNING MODELS 

Methods Accuracy 

Deep auto-encoder [32] 64.40% 

CNN [18] 49.90% 

CNN & LSTM [18] 57.70% 

CNN & bidirectional LSTM [18] 49.40% 

Designed CNN & DA 54.23% 

AlexNet supported CNN & DA 54.62% 

GoogleNet supported CNN & DA 52.31% 

V. CONCLUSION 

Lip reading, which is a human action recognition 

subcategory, may be used on various applications such as 

interaction with deaf people, intelligence services, detection of 

swearing people in football stadiums and so on. Alphabet level 

can be acceptable for the first step of lip reading. In this paper, 

the success of the CNN models supported by the user-

designed and pre-trained model on AvLetters dataset has been 

investigated. Selecting different initial parameters gives 

different results and there is not an absolute winning model. 

Using data augmentation increases the success rate generally. 

In experiments, 8 simple methods are also used for data 

augmentation on Avletters dataset. Experimental results show 

that data augmentation is a good way of getting more 

successful results. 

For future studies, other pre-trained models supported CNN 

can be run on both AvLetters and different datasets. Also, 

other data augmentation methods can be used for getting a 

larger dataset. 
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Abstract—In the transition from 4G to 5G, various solutions 

are being developed to improve performance for features such as 

data rates, latency, connectivity density and reliability. One of 

these features is Random Access Procedure because of the 

increasing number of users in 5G networks. In the random access 

method, user equipment performs a random access to the base 

station with a preamble and thus registers itself to the base 

station. However, if more than one user equipment use the same 

preamble at the same time, collision occurs and the registration 

process in the base station could be halted. In this paper, a new 

method is proposed which can be used to calculate Direction of 

Arrival between adjacent antenna signals in the antenna array 

with the help of the phase differences. Thus, the collision can be 

avoided by using the beamforming technique of the MIMO 

system using the calculated arrival angle of the user equipment. 

The proposed method is verified for two and three user 

equipment placed at different angles, at different distances to an 

antenna array consisting of 10 antennas.  

 
 

Index Terms—Direction of Arrival (DOA), Power Delay 

Profile, Preamble, Zadoff-Chu.  

 

I. INTRODUCTION 

T IS EXPECTED that in the Fifth Generation (5G) wireless 

communication systems, the connection density will 

increase more than tenfold compared to the Fourth Generation 

(4G) systems [1]. As a result of this increase, it is clear that 

user elements (UE) will cause significant congestion in 

accessing LTE services. To meet this demand, one of the 

solutions is the using location division multiplexing systems 

which is supported with multi input multi output (MIMO) 

antenna systems in addition to time and frequency division 
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multiplexing structures with the intelligent deployment of 

Resource Elements (RE) [1]. Furthermore, Random Access 

(RA) that UEs use for the first access to base station is one of 

the bottlenecks that make LTE services difficult to access and 

the number of preambles, already used in 4G networks to 

solve the Random Access collision problem seems to be 

insufficient. It is clear that solutions that solve this congestion 

will enable more UEs to be registered to the base station more 

quickly. 

Registration of the UE to the base station is done over the 

Random Access Channel (RACH) in Long Term Evolution 

(LTE) networks. However, concurrent access of UEs to the 

same channel causes signal collision. To overcome this 

problem, a preamble structure was introduced in 4G. With the 

help of the preamble, the randomly selected Zadoff Chu 

sequences are being used to eliminate the effects of collisions 

at the base station [2], [3].  

Since the number of users in 5G networks is expected to be 

much more than the 4G network, the number of Zadoff Chu 

series may be insufficient for the first registration of the UEs. 

Reusing the same Zadoff Chu series on the random access 

channels which are multiplexed in the 3D space with the help 

of MIMO antenna system might be a solution to the this 

problem. To do this efficiently, it is very important to 

correctly calculate the Direction of Arrival (DoA) of the 

different UEs in the coverage area of the base station. Using 

angular position information, the initial registration and 

channel allocation procedures for UEs can be performed using 

the same Zadoff Chu series with the help of the RACH 

Procedure. 

DoA resolution algorithms have been extensively 

investigated and in a variety of solutions were proposed in the 

literature. Delay and Collection techniques such as Bartlett 

method tries to magnify the signals from certain direction by 

compensating the phase shift [4], [5].The Capon method is a 

minimum variance method that estimates direction of arrival 

by changing weight to minimize the array power subject to 

unity gain [6]. MUSIC (MUltiple SIgnal Classification) and 

ESPRIT (Estimation of Signal Parameters via Rotational 

Invariance Technique) algorithm, which are based on the 

subspace method, are developed based on eigenvectors, 

eigenvalues and spectral matrix theories [7]. The above 

algorithms use the correlation of the signals received by the 

Direction of Arrival Estimation in Multiple 

Antenna Arrays by Using Power Delay Profile 
for Random Access Performance in 5G 

Networks 
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different antennas in the multi-antenna structure. Apart from 

these studies, subcarrier-based beamforming methods and 

multi-level beamforming approaches for more efficient 

operation are available [8]. Some studies also use two 

dimensional antenna arrays [9]. Other recent studies on DOA 

estimation are using MUSIC algorithm after rejecting 

interferences [10], wideband DOA estimation by using 

adaptive array technique [11], DOA estimation in cyclic prefix 

OFDM systems by using mono pulse ratio [12]. The 

estimation of the reception angle is proposed in [13] based on 

the distribution characteristics using power delay profile. 

The above-mentioned methods evaluate the correlation of 

all incoming signals; therefore, they also take into account the 

signals of the UEs having different input preamble. These 

algorithms have an upper limit on the number of source UEs 

to be calculated depending on the number of antennas used in 

the array antenna structure of the base station [9]. Therefore, 

the use of these algorithms at the receiver input gives the main 

difficulty in accurately determining the desired arrival angle of 

a large number of UEs. 

In this paper, a new method is proposed to overcome the 

above-mentioned problem, which is based on using the phase 

differences of the peak values in the Power Delay Profile 

array, which is already calculated in the receiver stage of 

OFDM layer, used LTE systems [1], [2]. 

II. PROPOSED METHOD 

A. Preamble and Zadoff Chu Sequence 

The RACH is the channel (Random Access Channel) for 

mobile users to access the base station. Physical structure of 

the RACH, Physical Random Access Channel (PRACH) is 

shown in the Fig. 1. 
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Fig.1. Structure of the Physical Random Access Channel (PRACH) 

 

Access through this channel continues with the mutual 

acknowledgment mechanisms and the mobile device receives 

the configuration of the resource blocks (RB) that it needs 

from the base station. The Random Access of the UEs to the 

base station is achieved by preamble signatures produced 

using Zadoff Chu arrays which are perpendicular to each 

other, that provides the detection of UEs by the base station. 

The Zadoff Chu sequence 𝑧𝑢 is obtained from the following 

formula. 

𝑧𝑢(𝑛) = 𝑒
−𝑗𝜋𝑢𝑛(𝑛+1)

𝑁𝑍𝐶     𝑛 = 0,1,2 … . 𝑁𝑍𝐶 − 1 (1) 

 

where 𝑢 𝜖 {1,3,5 … , U − 1}, U is the root index and 𝑁𝑍𝐶 length 

of the Zadoff Chu sequence [2]. 

Zadoff Chu

P/SIFTTDFT CP

Nzc

TSEQ

Nzc
CP Preamble Guard

TSEQ
NIFFT  

Fig.2. Transmitter side of the OFDM random access channel (DFT: Discrete 
Fourier Transform, IFFT: Inverse Fourier transform, P/S: parallel/serial, CP: 

Cyclic Prefix) 

 

As shown in Fig. 2, the user terminal initially selects a 

Zadoff Chu sequence. Afterwards, Discrete Fourier Transform 

(DFT) is performed to the Zadoff Chu series which has a 

sequence length of 𝑁𝑧𝑐. The array of frequency signals of DFT 

output is then located at the 1.08 MHz range in the middle 

region of the Orthogonal Frequency Division Multiplexing 

(OFDM) band according to carrier frequencies of 1.25 kHz as 

shown in Fig. 1 [2]. Then, Inverse Fast Fourier Transform 

(24576 point IFFT) is applied to the carrier frequencies of 

1.25 kHz (Fig. 2). The preamble signal of 0.8 ms long is then 

converted from the parallel to the serial by adding the cyclic 

prefix (CP) and guard time, and then sent to the antennas [2]. 

In the receiver part, as shown in Fig. 3, the inverse of the 

sending procedure is applied, and the preamble is obtained. 

CP 

Extractor
S/P FFT DFT

Preamble 

detection

 
Fig.3. OFDM random access receiver channel 

 

B. Power Delay Profile and DoA 

The signal sent from the UEs received from the PRACH 

channel is pre-processed and preamble detection is performed 

according the defined standards as shown in Fig. 4. 

Assumed that 𝑥(𝑛) is to be the sequence of the signal 

received, the Power-Delay Profile, 𝑃𝐷𝑃(𝑙) is calculated by the 

following formula: 

𝑃𝐷𝑃(𝑙) = |𝑝(𝑙)|2 =  |∑ 𝑥(𝑛)
𝑁𝑧𝑐−1
𝑛 𝑧𝑢

∗[(𝑛 + 𝑙) 𝑚𝑜𝑑 𝑁𝑧𝑐]|
2
   (2) 

where 𝑧𝑢(𝑛) is the reference Zadoff Chu for the root index  𝑢 

and 𝑧𝑢(𝑛)∗ indicates the complex conjugate of 𝑧𝑢(𝑛). 

As a result of this process which is shown in the block 

diagram in Fig. 4b, peak values occur only when the Zadoff 
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Chu series generated from the root index selected by the 

corresponding UE to generate the preamble for the same root 

index. The distance between the peaks of this array to the 

reference point gives the time of arrival (ToA) of signals sent 

by the UEs. For example, if there are two UEs, two peaks are 

formed in the array for each UE as can be seen from Fig. 5. 

The signal from an UE sometimes reaches to the receiver after 

being reflected from an obstacle; in this case, a relatively weak 

peak may be seen with a delay as shown from the figure. 
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Fig.4. Block diagram of the receiver part with the antenna array and pre-
processor blocks which calculate PDP (a) and sub-blocks of the OFDM 

RACH receiver (b) 
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Fig.5. Depending on the distance of the UEs from antenna, the signals reach 

the receiver at different time, and peaks are formed at these points; the 
reflected signals form relatively low peaks 

In the case of multiple antenna structures, this process is 

applied on every antenna. The resulting Power Delay Profile 

sequences can be used for the direction of the arrival detection 

method. Obtaining the UE's signal input angles, gives the 

possibility to the base station to continue to perform the 

RACH procedure differently for each of the mobile terminals 

by using beam forming with the help of the antenna array. 

III. PHASE DIFFERENCE IN POWER DELAY PROFILE  

The signal from one UE to each antenna will come with a 

certain phase difference, both depending on the angle of 

arrival of the signal to the antenna array and the distance 

between the antennas. As can be seen in Fig. 6, time delays 

occur in the signals sent by the UEs at a certain angle relative 

to the range 𝑑 between the antennas. The constant 𝑐 defines 

propagation waves at light speed. ∆𝑡𝑘 is 𝑘th antenna signal 

arriving delay time. Assuming that 𝑠𝑏(𝑡) is a narrow base 

band signal and 𝑓𝑐  is the carrier frequency, the real part of this 

signal becomes 𝑠(𝑡) = Re{𝑠𝑏(𝑡)𝑒−𝑗2𝜋𝑓𝑐𝑡}.  

x(t) s(t)

xk(t)=s (t - Δtk)

 Δtk=(kd sinθ) / c) 

θ

Δt3

θ

x0(t)

x1(t)

x2(t)

x3(t)

xK-1(t)

Antenna Array

 
Fig.6. UE signal to the antenna array with the angle of 𝜃 
 

We can write 𝑥𝑘(𝑡) at the receiver such that: 

 

𝑥𝑘(𝑡) = 𝑅𝑒{𝑠𝑏(𝑡 − Δ𝑡𝑘)𝑒−𝑗2𝜋𝑓𝑐(𝑡−Δ𝑡𝑘)} (3) 

𝑥𝑘(𝑡) = 𝑅𝑒{𝑠𝑏(𝑡 − Δ𝑡𝑘)𝑒−𝑗2𝜋𝑓𝑐Δ𝑡𝑘𝑒−𝑗2𝜋𝑓𝑐𝑡} (4) 

 

and for the base band, we can write 

𝑥𝑘(𝑡) = 𝑠𝑏(𝑡 − Δ𝑡𝑘)𝑒−𝑗2𝜋𝑓𝑐Δ𝑡𝑘 (5) 

and then, when we put 𝑛𝑇 instead of 𝑡 , we get 

𝑥𝑘(𝑛𝑇) = 𝑠𝑏(𝑛𝑇 −  Δ𝑡𝑘)𝑒−𝑗2𝜋𝑓𝑐Δ𝑡𝑘 (6) 

where 𝑇 is the sampling period. Assuming that 𝑇 ≫  Δ𝑡𝑘, we 

get  

𝑥𝑘(𝑛𝑇) ≅ 𝑠𝑏(𝑛𝑇)𝑒−𝑗2𝜋𝑓𝑐Δ𝑡𝑘 (7) 

We have Δ𝑡𝑘 = 𝑘𝑑 sin 𝜃 𝑐⁄  and 𝑓𝑐 𝜆 = 𝑐, so when we select 

𝑑 = 𝜆 2⁄  we get; 

𝑥𝑘(𝑛𝑇) = 𝑠𝑏(𝑛𝑇)𝑒−𝑗2𝜋𝑓𝑐
𝑘𝑑 sin 𝜃

𝑐  (8) 

𝑥𝑘(𝑛𝑇) = 𝑠𝑏(𝑛𝑇)𝑒−𝑗𝜋𝑘 sin 𝜃  (9) 

In discrete domain for 𝑘th antenna we can write: 

𝑥𝑘[𝑛] = 𝑠[𝑛]𝑒−𝑗𝜋𝑘 sin 𝜃 (10) 

 

We get 𝑝𝑘(𝑙) as below after the cross correlation by 

substituting Equation (10) into Equation (2): 
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𝑝𝑘(𝑙) = 𝑒−𝑗𝜋𝑘 sin 𝜃 ∑ 𝑠[𝑛]

𝑁𝑧𝑐−1

𝑛

𝑧𝑢
∗[(𝑛 + 𝑙) 𝑚𝑜𝑑 𝑁𝑧𝑐] (11) 

 

In each 𝑝𝑘(𝑙) series for each 𝑘th antenna there is a phase 

difference angle of 𝜋𝑘 sin 𝜃. If we consider the peaks in the 

𝑝𝑘(𝑙) series that indicate the signal from a UE, there is a phase 

difference between the 𝑝𝑘(𝑙𝑝𝑒𝑎𝑘)  of the 𝑘th antenna and the 

𝑝𝑘+1(𝑙𝑝𝑒𝑎𝑘)  of the (𝑘 + 1)th antenna. The phase difference 𝜙 

can be calculated as:  

𝜙 = ∠ (𝑝𝑘(𝑙𝑝𝑒𝑎𝑘)𝑝𝑘+1(𝑙𝑝𝑒𝑎𝑘))  (12) 

and direction of arrival 𝜃 is 

𝜃 = sin−1
𝜙

𝜋
  (13) 

assuming that phase difference between adjacent antennas less 

than 180°. 

IV. SIMULATION RESULTS 

The simulation was performed in MATLAB using two UEs 

positioned against to the base station at a distance of 357 m 

and 2145 m with the angle of 30° and -10° degrees to the 

linear antenna array respectively. 

The antenna array consists of 𝐾 = 10 antennas spaced at 

distance 𝑑 = 𝜆 2⁄ . As shown in Fig. 7, when the broadcast 

frequency is selected as 3GHz, this spacing distance 𝑑 should 

be about 5 cm. 

 
Fig.7. Configuration of the UEs and antenna array to simulate proposed DoA 

calculation method 

 

The preamble index of the two UEs in RACH channel was 

chosen as one. As a result, when the same Zadoff Chu 

sequence is used in the two UEs for random access, in the 

Power Delay Profile series, two peaks are formed as shown in 

Fig. 8. 
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Fig.8. Peak values of the Power Delay Profile, UE 1 and UE 2 obtained as a 

result of the preamble detection. The horizontal axis  
shows the sampled data index 

 

To find the direction of arrival, the phase shifts at the peak 

complex values are used. These phase shifts are shown in 

Fig. 9 for the fifth and sixth antennas of the antenna array in 

the base station. As mentioned above, 𝜃 is the direction of 

arrival to be found, and the phase shift is 𝜙 = 𝜋 sin 𝜃 as from 

the Equation (13). Since the phase in each consecutive 

adjacent antenna is approximately 𝜃, the average of this values 

increase the accuracy.  The average is calculated as follows: 

𝜙 =
1

𝐾 − 1
∑ ϕ̃

𝐾−1

𝑘=1

 (14) 

1000

800

600

400

200

120

150

180

210

240

270

300

330

0

30

60

UE 1
30° 

UE 2
-10° 

UE 2
-10° 

UE 1
30° 

 
Fig.9. Peak values of Power Delay Profile for the fifth (red rectangular) and 

sixth (blue circles) antenna view in the polar coordinate 
 

The second simulation is made by adding a third UE with 

same Zadoff Chu sequence, in addition to the previous two 

UEs and positioned at an angle of -20° at a distance of 

3576 m. With this simulation, the effect of the third UE which 

uses the same Zadoff Chu sequence, on the results obtained in 

the previous simulation is examined. Peak values of the Power 

Delay Profile for three UEs are shown in Fig. 10. 
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Fig.10. Peak values of the Power Delay Profile for three UEs using same 

Zadoff Chu sequence. 
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Fig.11. Peak values of Power Delay Profile for the fifth (red rectangular) and 
sixth (blue circles) antenna for three UEs 

 

As can be seen from Fig. 11, the positions calculated in the 

first simulation for the first and second UE  are not affected by 

the third UE. The location of the UE 3 is also calculated 

correctly. 

V. CONCLUSION 

It is expected that the number of users in 5G networks will 

be much higher than the number of preambles that can ensure 

that the UEs are successfully registered to the base station. In 

this paper, a solution is proposed that allows the simultaneous 

use of same preambles to increase the registration 

performance. For this purpose, using the power delay profile, 

the angle of receiving signal sent by the UE can be calculated 

to enable beam-forming functionality, which can be performed 

with the help of the antenna array. The phase difference of the 

incoming signals from the neighbouring antennas is calculated 

by using peak values which are already calculated OFDMA 

layers with the help of Zadoff Chu series in 4G networks. 

The success of the proposed method verified by using 

MATLAB with an antenna array consisting 10 antennas. 

Simulations are made for two different configurations, first 

consists two UEs and the second with third UE additional to 

the first configuration. All UEs which use same Zadoff Chu 

sequences in the preamble are located at different distance and 

angles. Simulation result proves that, the proposed method can 

be a candidate method for solving the simultaneous 

registration problem of multiple UEs in 5G systems. 
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Abstract— In this paper, average symbol error rate (ASER) 

performance of rectangular quadrature amplitude modulation 

(RQAM) scheme is analyzed over α-η-µ fading channels. First, an 

ASER expression is derived based on Chernoff approximation of 

Gaussian Q-function. Then, an asymptotic ASER formula is 

obtained for analyzing system behavior at high signal-to-noise 

ratio (SNR) regime. The ASER performance is presented for 

different modulation levels and fading parameter values. In 

addition, relative truncation error (RTE) is illustrated in order to 

determine how many terms are needed for the computation of 

proposed expression. It is shown that analytical results are in 

close agreement with exact results. 

 
 

Index Terms— Error analysis, α-η-µ distribution, RQAM, 

Gaussian Q-function. 

I. INTRODUCTION 

UADRATURE amplitude modulation (QAM) which is 

known as efficient modulation method for bandwidth has 

an important role in digital multimedia transmission since it 

achieves high data rates. Rectangular QAM (RQAM), cross 

QAM (XQAM) and square QAM (SQAM) are popular QAM 

methods that are used in high speed communications. RQAM 

is considered as a generic modulation type and it has practical 

applications in the field of high speed mobile communications 

and microwave communications [1]. 

A number of studies which focus on the performance for 

RQAM schemes under different fading conditions, have been 

presented in the literature [2-7]. In [2], a lower bound ASER 

expression was derived for cooperative diversity systems with 

RQAM technique over Rayleigh fading channels. In addition, 

symbol error probability (SEP) and average symbol error rate 

(ASER) expressions were proposed for RQAM modulated 

systems under Nakagami-m fading conditions [3-6]. In [3], the 

SEP of RQAM modulation was presented over Nakagami-m 

fading channels in terms of the product of two Gaussian Q-

functions. The authors in [4] studied the performance of L-

branch communication system with RQAM scheme in the 

presence of Nakagami-m fading and they proposed an 
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expression for the SEP of the considered system. In [5] and 

[6], RQAM technique was applied to multiple relay networks 

and two-way relaying systems operating under Nakagami-m 

fading conditions. Asghari et al. analyzed the SEP of RQAM 

scheme with maximum ratio combining over η-µ fading 

channels [7]. In [8], the ASER of RQAM and XQAM 

modulations were investigated based on moment generating 

function over two-wave with diffuse power fading channels. 

Lower bound ASER expressions of RQAM and XQAM for 

AF relaying systems were presented in Rayleigh fading with 

maximum ratio combining in [9]. In another work [10], the 

authors derived ASER formulas for hexagonal and rectangular 

QAM based on cumulative distribution function over 

Nakagami-m fading channels. 

In wireless communications, it is important to take the 

composite fading channels into consideration such as in [11-

15] for performance analysis since these fading models are 

generalized distributions which provide flexibility for 

reducing other well-known fading channels. However, as far 

as we know, error performance of RQAM modulated wireless 

communication systems over α-η-µ fading channels does not 

exist in literature. α-η-µ fading can be employed in order to 

reflect small variations in the signal strength and it has special 

cases including popular fading distributions such as Rayleigh, 

Nakagami-m, Weibull, η-µ, α-µ. Motivated by this, for the 

first time in the literature, we analyze ASER performance of 

RQAM scheme over α-η-µ fading channels. Here, we derive a 

novel ASER expression based on Chernoff approximation of 

Gaussian Q-function. Then, we also obtain an asymptotic 

ASER expression in order to evaluate the system behavior at 

high signal-to-noise ratio (SNR) region. 

II. SYSTEM AND CHANNEL MODELS 

We consider a single-input single-output wireless 

communication system that sends a signal x which is 

modulated according to RQAM scheme. The received signal, 

y is defined as 

0 y xG N  (1) 

where G is the fading coefficient of the channel and 0N  is 

spectral density of noise power. The probability density 

function (PDF) of intantaneous SNR,  , for      

distribution is expressed by 

An Approximate Error Expression for RQAM 

Scheme under α-η-µ Fading Conditions 

N. KAPUCU  
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 (2) 

    0.5 0.5/A h H         (3) 

where  ,  ,   are fading parameters,  0.5 / 2    , 

    is Gamma function,  vI   is the modified Bessel 

function of the first kind,   is the average SNR defined by 

 E   and  E   denotes expectation. h and H parameters 

are defined in two different formats, respectively, as 

 
2 2

2 2

1 1
, , 0 , 1

4 4

1
, , 1 1, 2

1 1

h H Format

h H Format

 
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

 

 
    

    
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 (4) 

III. AVERAGE SYMBOL ERROR RATE ANALYSIS 

Mathematicaly, the ASER for any kind of modulation method 

is evaluated by integrating the conditional symbol error rate 

(SER) of additive White Gaussian noise (AWGN) channels 

over the PDF of instantaneous SNR as follows 

   
0

( )s sP e P e f d  


   (5) 

where  sP e   is the conditional SER expression of AWGN 

channels and  f   is the PDF of the instantaneous SNR. 

General order RQAM constellations can be obtained by 

combining two pulse amplitude modulation (PAM) signals as 

IM PAM (in-phase) and 
QM PAM  (quadrature). For M-

ary RQAM, the conditional SER in AWGN channels is 

expressed as 

          2 2sP e pQ a qQ b pqQ a Q b        (6) 

where I QM M M  ,  1 1/ Ip M  , 

    2 2 26 1 1I Qa M M     ,  1 1/ Qq M  , b a , 

Q Id d   is the decision distance ratio of quadrature-to-in-

phase components ( Id  is the in-phase decision distance and 

Qd  is the quadrature decision distance) and  Q   is Gaussian 

Q-function. Inserting (6) into (5), the ASER can be rewritten 

as 

       

     
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( ) 2 2
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 
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 (7) 

The integral in (7) is in an intractable format because of 

including Gaussian Q-function. Therefore, we utilize an upper 

bound approximation of the Gaussian Q-function which is 

defined by 

 
21

exp
2 2

x
Q x

 
  

 
 

(8) 

The approximate form given in (8) is known as Chernoff 

approximation [16]. This approximation facilitates the 

integration and ASER analysis over fading channels. First, we 

start by solving 1I  for ASER analysis. By inserting the 

Chernoff approximation and (2) into the first integral in (7), 1I  

can be reexpressed as follows 

 
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
 (9) 

Now using the infinite series representations of exponential 

function [17, (1.211.1)] and  vI   [17, (8.445)] in (9), we 

have 
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 (10) 

where    2 2v k u      and 2 0.5u m   . After 

some algebra and by using [17, (3.381.4)], 1I  is derived as 

 
 

    
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 
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  

    
   (11) 

Then, 2I  and 3I  are obtained by using the same analytical 

steps as used for 1I , respectively, as 
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Finally, the ASER expression is found as 

 
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 (14) 

Concerning about the truncation error which arises from the 

infinite series involved in (14), we evaluated the ASER 

expression in (14) for several values of the upper limits of 

infinite summations. Table I tabulates the ASER values and 

relative truncation error (RTE) for 4X2 QAM at 20   dB 

when K and M terms are used.  

 
TABLE I 

ASER AND RTE VALUES FOR 4X2 QAM WITH 1.5, 0.5, 1.5      

AND 1   

M K ASER RTE 

24 2 0.016957241605913 42.8012 10  

24 3 0.016957295835405 63.1980 10  

24 4 0.016957296375839                          83.1870 10  

24 5 0.016957296380701                          102.8671 10  

24 6 0.016957296380741                              122.3755 10  

24 7 0.016957296380742 141.8369 10  

24 8 0.016957296380742 161.3382 10  

 

RTE can be evaluated by following the same procedure in 

[18]. In Table I, one can see that the decimal places remained 

same even if the upper limits were increased. Hereby, Table I 

shows that the number of enough terms in order to compute 

the derived ASER expression in (14) with a negligible 

truncation error are 24M   and 8K  . In Table II, we 

illustrate the ASER and RTE values for 8X4 QAM scheme at 

40   dB. Again, it can be easily seen that fewer terms are 

enough to evaluate the derived ASER expression at high SNR. 

From Table II, only K=4 terms are needed for the evaluation 

of infinite series when M=8 where the RTE value decreases to 
167.5473 10 . For all practical cases, (14) can be computed 

with a negligible truncation error without compromising 

numerical precision. Table I and Table II state that the derived 

expression is in rapidly convergent form.  

 

 
TABLE II 

ASER AND RTE VALUES FOR 8X4 QAM WITH 1.5, 0.5, 1.5      

AND 1   

M K ASER RTE 

8 2 567582 103.6887776706  84.5747 10  

8 3 55 103.68877767069095  
126.3366 10  

8 4 5103.688777670690958  
167.5473 10  

8 5 5103.688777670690958  
208.0208 10  

IV. ASYMPTOTIC ANALYSIS 

To analyze system behavior at the high SNR regime 

   , we derive an asymptotic ASER expression for the 

considered system. Firstly, we expand the infinite series of 

exponential function and  vI   at zero point as 
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exp 2 1h
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Thus, the asymptotic PDF expression becomes 
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Then, substituting (17) and Chernoff approximation of 

Gaussian Q-function into (7), we have 
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(18) 

By using [17, (3.381.4)], the asymptotic ASER expression 

results in 
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(19) 

V. RESULTS 

Here, ASER performance results are illustrated based on the 

proposed analytical expressions in comparison with exact 

results to validate the ASER expressions derived in this paper. 

The derived ASER expression includes convergent infinite 

series, which is truncated by K and M number of finite terms. 

Analytical results of (14) were obtained by setting the upper 

limits of the infinite summations to 10K   and 30M  . Fig. 

1 shows the ASER performance of 4X2 QAM scheme for 

several values of fading parameters. As can be seen from Fig. 

1, the analytical results of (14) match closely with the exact 

results while the asymptotic results are very tight at high SNR 

regime. A transition from 1  , 0.5   and 1.5   to 

1.5  , 0.3   and 1.5   provides a considerable 

performance improvement which is more than 5 dB even if the 

value of η decreases from 0.5 to 0.3 with fixed value of µ. 

 

 
Fig.1. ASER performance of 4X2 QAM scheme with β=1 

 

In Fig. 2, the ASER performance of 8X4 QAM modulated 

wireless systems is presented. Again, it can be seen that the 

exact results and approximated results are in close agreement.  

Moreover, the asymptotic results become tight with the 

approximate results at high SNR regime. For the case of 

1.5  , 0.3   and 1.5  , 4X2 QAM scheme provides 

  610sP e   at 40 dB while the same ASER value is obtained 

at 46 dB with 8X4 QAM scheme. As expected, when the 

constellation size inceases, the performance decreases.  

 

 

 

 
Fig.2. ASER performance of 8X4 QAM scheme with β=1. 

 

VI. CONCLUSION 

We have derived approximated and asymptotic ASER 

expressions for wireless communication systems using RQAM 

scheme over      fading channels. The proposed 

approximate expression is in rapidly convergent form and its 

analytical results show close agreement to the exact ones. In 

addition, the asymptotic results are also tight with the 

approximate results at high SNR. In addition, it should be 

highlighted that using more terms for the infinite series does 

not have any influence in the 15th decimal place of the results 

and RTE values are decreasing rapidly to the negligible levels 

as given in Table I and Table II. As a result, one can easily 

obtain the ASER performance of the considered system over 

well-known fading channels such as Rayleigh, Nakagami-m, 

Weibull and so on by using the flexibility of      fading. 
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