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ABSTRACT 

Evaluating chain performance to develop an effective supply chain has become a necessity because it plays a critical role 

in the success of businesses. The most important decision to evaluate the chain performance is the correct selection of 

indicators. The closed-loop supply chain method consists of a whole of forward and reverse logistics activities. For this 

reason, advanced supply chain management and reverse supply chain management performances are handled separately in 

this study. The performance evaluation criteria which are discussed by the authors who work on the supply chain 

management performance evaluation issues are analyzed and it is stated that the authors make a study by taking into 

consideration the evaluation criteria. At the same time, the articles examined in reverse supply chain management 

performance evaluation studies are examined and all criteria are summarized as a table. In the light of these studies, the 

planned criteria for the use of closed loop supply chain management performance evaluation of the enterprises have 

emerged. With the main criteria being divided into Economic, Social and Environmental headings, which are supposed to 

bring innovation to the literature, the sub-criteria are detailed. These titles were brought together both for the first time in 

closed loop supply chain management performance evaluation and as a main topic in advanced supply chain management. 

The performance criteria reduced to subheadings will help the experts to continue their studies, and it is thought that they 

will guide the future studies. 

Keywords: Closed Loop, Supply Chain Management, Performance Evaluation 
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1. INTRODUCTION 
 

The closed loop supply chain concept was first 

described by Thierry et al.. made in 1995 by "strategic 

issues related to product recovery" is at study "integrated 

systems" has been defined as. Closed loop supply chain 

management is a concept that emerges when product 

recovery is both economically and environmentally 

valuable and growing in importance. Research on the 

subject has a history of about 20 years and the origin of 

this concept stems from the reverse logistics literature. 

Closed loop supply chain is expressed as the 

implementation and re-introduction of the end-of-life 

products (End-Of-Life) from the end-use point and to 

recycle them to make them re-valued. (Thierry et al. 

1995, Guide et al. 2003). 

Another general recognition by the forward and 

reverse supply chain system operates as an integrated 

structure (Fig. 1) is expressed as (Fleischmann et al.., 

1997; Paksoy, 2012; Talbot, 2006); 

 

 
 

Fig. 1. Closed loop supply chain 

 

The closed loop supply chains collect products 

from the raw material suppliers through the collection 

channels of the products used by the customers and 

produced in the production facilities of the products and 

delivered to the customers with various distribution 

channels. Then, by providing recycling, it considers the 

entirety of a forward and reverse logistics operations. 

The closed loop supply chain is an important 

structure that integrates reproduction and reverse 

logistics. The closed loop enables the establishment of a 

triple network between the community, the enterprise and 

the environment. 

According to Van Nunen and Zuidwijk (2004), 

Prahinski and Kocabaşoğlu (2006), the main reasons for 

supply chain and closed loop supply chain to be more 

important (Mondragon et al.. 2011): 

➢ the amount of product returns which can be 

very high; 

➢ sales opportunities in secondary of products 

considered previously discarded; 

➢ the adoption of recycling and environmentally 

friendly recycling and disposal policies; 

➢ the adoption of laws making manufacturers 

responsible for handling their products once 

their life ends; 

➢ the emergence of alternatives including 

repackaging, remanufacturing and recycling; 

and 

➢ consumers have more rights to return products 

that do not meet their expectations. 

The most important of these basic reasons are the high 

return on product quantities. Because the technological 

rapid changes in the electronic sector cause the users to 

change their products frequently. 

As a result, businesses that integrate product 

recycling systems into existing supply chain structures 

can lead to the following opportunities (Pochampally et 

al. 2009): 

➢ Saving natural resources 

➢ Energy saving 

➢ Clean air and water saving 

➢ Save waste 

➢ Economic savings 

With this information, it can be said that the reverse 

supply chain and closed loop supply chain network 

structures increase the competitiveness and customer 

satisfaction levels of the enterprises and lower the 

production costs (Demirel and Gökçen, 2008a). It is a fact 

that these benefits have been provided by various 

companies such as Dell, HP, Kodak, GM and Xerox for 

years (Akçalı and Çetinkaya, 2011). Kodak and Xerox 

reproduce the used products and take them to secondary 

markets for resale. For example, Xerox has saved 

approximately $ 200 million over the last five years from 

the reproduction of single-use cameras (Vishwa et al. 

2010). According to another example, Kodak uses an 

average of 76% of a used camera in the production of a 

new camera (Savaşkan et al. 2004). In the US, 20% of 

glass, 30% of paper products and 61% of aluminum cans 

are recycled; 10 million cars and 95% of the trucks are 

recycled every year and 75% of these vehicles can be 

recycled for reuse (Demirel and Gökçen, 2008a). Dell has 

implemented the 'Recycling your Dell' program to 

recover useful components from used computers. 

According to a study, 58% re-use and re-fabrication can 

be made in products such as washing machines, 

computers, telephones and refrigerators. Recycling 

activities performed at these rates have been found to 

reduce the production costs significantly (Akçalı and 

Çetinkaya, 2011). 

 

2. LITERATURE REVIEW 

 
Extensive preliminary studies on reverse supply chain 

and closed loop supply chain networks were conducted 

by Fleischmann et al. 1997. In these studies, quantitative 

models of recycling in logistics activities were examined 

and a general framework was provided to the researchers. 

Within the framework of the presented framework, it was 

emphasized that 3 main topics should be included in 

distribution design (forward and reverse direction), stock 

control (zero and used product) and production planning 

(assembly and disassembly) in the network designs 

containing recycling. 

In this study, closed loop supply chain management 

in many subjects such as network design, solution-

oriented modeling studies, production planning, capacity 

planning, vehicle routing and facility selection has been 

discussed in the literature. 

Bloemhof-Ruwaard et al.. (2005), Amaro and 

Barbosa-Povoa (2009), in the closed-loop supply chain, 

have studied in mixed integer programming model. Amin 

and Zhang (2013), studied stochastic mixed integer linear 
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programming model, Paydar et al.. (2017), studied a 

mixed integer linear programming model. 

In addition to these modeling studies, other studies 

that have been published in the literature that Hu et al.. 

(2002), a model of discrete / continuous analytical 

structure, Krikke et al.. (2003), a model development in 

which both product design and logistics network design 

are discussed, Sheu et al.. (2005) have developed a multi-

purpose inventory model with a multi-purpose 

optimization model, Özceylan et al.. (2014) developed an 

integrated model that optimizes both strategic and tactical 

decisions of a closed loop supply chain, Shakourloo et al.. 

(2016) developed with a general network model for 

closed loop procurement management. 

Another area of work in closed loop supply chain 

management is network design. Qiang et al.. (2013), 

Aldemir (2016), have studied the issue of network design. 

At the same time Paksoy et al.. (2011) examined the 

network design for multiple product closed loop supply 

chain. Özceylan et al.. (2017) ELV realized a network 

design for the recycling system. 

The literature gains increased with different studies. 

Schultmann et al.. (2006) worked on vehicle routing 

problem in closed loop supply chain management. Kenne 

et al.. (2012), Otay (2015) studied production planning. 

Chen et al.. (2017), also performed inventory control 

studies. 

Lu and Bostel (2007) addressed the problem of plant 

layout in closed loop supply chain management. Tsao et 

al.. (2016) covered the literature by examining the effects 

of RFID in closed loop supply chain management. 

Finally, Olugu and Wang (2011) conducted a 

performance evaluation study on closed-loop supply 

chain management for the automotive sector. 

After a detailed literature review of the closed loop 

supply chain management, it was observed that many 

subjects were studied. However, due to the low number 

of studies conducted with performance evaluation, it is 

thought that our study will have an important place in the 

literature. 

 

3. PERFORMANCE EVALUATION 

CRITERIA AT CLOSED LOOP SUPPLY 

CHAIN MANAGEMENT 
 

Performance is a qualitative or quantitative 

expression of what an individual, a group, or an 

organization doing a job can achieve and what they can 

achieve in order to achieve that goal (Karakaş et al., 

2003). 

Evaluation of operational performance; is a sequence 

of operations that determines the extent to which 

businesses have reached their predetermined objectives, 

olup, determining performance objectives, performance 

measurement, feedback and motivation stages of the 

performance management process (Zerenler, 2005). It is 

difficult to analyze the target and the current situation for 

a process that cannot be evaluated, and identify the points 

that are open to improvement and direct the resources to 

these points. An effective management depends on an 

effective evaluation of performance results. 

In this respect, it is a necessity to evaluate the chain 

performance in order to develop an effective and effective 

supply chain, as enterprises play a critical role in their 

success.  

Closed-loop supply chain method, because it is a 

totality of forward and reverse of the logistics activities, 

it is necessary to combine performance criteria with 

forward supply chain management and reverse supply 

chain management performances, taking into account the 

studies conducted in the literature. 

Supply chain performance has many elements in it. 

These elements are composed of many variables that can 

be measured by quantitative and qualitative methods. 

There are a number of studies on supply chain 

performance in the literature, and a significant part of 

them has been focused on the evaluation of supply chain 

performance and the criteria used in performance 

evaluation. However, there are few studies conducted for 

closed loop supply chain management performance 

evaluation. 

Developing a system to measure the performance of 

the supply chain requires the right selection of criterias. 

In the Table 1, by evaluating the performance evaluation 

criteria of 53 authors, it is stated that the authors make a 

study by considering the evaluation criteria. 

The authors of the criteria they use in their work are 

given in Table 1 as the main title, these main criteria were 

reduced to independent sub-headings. Criteria were used; 

Cost-18, Flexibility-18, Financial/Economic-13, 

Customer Satisfaction/Return-13, Innovation-12, 

Quality-10, Time-9, Internal Process-8, Responsiveness-

8, Assets-7, Reliability-7 times in these studies. 19 

criteria are used (Competitiveness, Lead Time, Lead-

Time Variability, Dependent Variables, Independent 

Variables, Non-Financial, Society, Diagnostic Measures, 

Integration, Marketing, System Dynamics, Operations 

Research, Profitability, Order Book Analysis, Pricing, 

Facility, Human, Capacity, Including Trading Partners 

Measures) in performance evaluation by taking part in 1 

study.
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Table 1. Forward Supply Chain Performance evaluation metrics according to the authors 

 

 
(1-Quality 2-Time 3-Cost 4-Assets 5-Flexibility 6-Resource 7-Output 8-Innovation 9-Financial/Economic 10-Customer Satisfaction/Return 11-Internal 

Process 12-Responsiveness 13-Reliability 14-Plan 15-Make 16-Deliver 17-Strategic Measures 18-Tactical/Structural Measures 19-Operational Measures 

20-Qualitative Measures 21-Quantitative Measures 22-Efficiency 23-Resource Utilisation 24-Information/Information Sharing Degree/Information 

Technology 25-Logistics Level/Transportation 26-Inventory 27-Service 28-Customer Services 29-Managerial Analysis/Corporate Management 30-

Competitiveness 31-Lead Time 32-Lead Time Variability 33-Dependent Variables 34-Independent Variables 35-Non-Financial 36-Society 37-Diagnostic 

Measures 38-Integration 39-Marketing 40-System Dynamics 41-Operations Research 42-Profitability 43-Order Book Analysis 44-Pricing 45-Facility 46-

Human 47-Capacity 48-Including Trading Partners Measures) 

 

Following the forward supply chain management 

performance evaluation criteria, reverse supply chain 

management performance evaluation criteria have also 

been the subject of studies. 

Evaluating the performance of reverse supply chain 

performance over the last decade has become a real 

necessity. In this study, 20 articles examined in reverse 

Author                             Metrics 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

Fitzgerald et. al. (1991) o o o o o o

Neely et. al. (1995) o o o o

Bagchi (1996) o o o o

Kaplan and Norton (1997) o o o o

Beamon (1998) o o

Narasihman and Jayaram (1998) o o

Van Hoek (1998) o o o

Beamon (1999) o o o

Brewer and Speh (2000) o o o o

Bierlein and Miller (2000) o o o o

Pires and Aravechia (2001) o o o

Gunasekaran  et. al. (2001) o o o o

De Toni and Tonchia (2001) o o

Persson and Olhager (2002) o o o o o

Bullinger et. al. (2002) o o o o

Chan et. al.(2003) o o

Otto and Kotzab (2003) o o o o o o

Gunasekaran et. al. (2004) o o o

Author                             Metrics 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

Fleisch and Tellkamp (2005) o o

Angerhofer and Angelides (2006) o o o

Sen (2006) o o

Shepherd and Günter (2006) o o o o o o

Li et. al. (2007) o o

Aramyan (2007) o o o o

Yeong –Dong Hwang et. al. (2008) o o o o o

Tao (2009) o o o o

Stock and Mulki (2009) o o o o

Chimhamhiwa et. al. (2009) o o o o o o

Cai et. al. (2009) o o o o o

Chae (2009) o o o o

Kocaoğlu (2009) o o o o o

Xu et. al.(2009) o o o o o

Rodriguez-Rodriguez et. al. (2010) o o o o

Ağar (2010) o o o o o

Özbakır (2010) o o o o

Zhu (2010) o o o o

Author                             Metrics 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

Ganga and Carpinetti (2011) o o o o o

Aydoğdu (2011) o o o o o

Shafiee and Shams-e-alam (2011) o o o o o o o

Carvalho and Azevedo (2012) o o

Cho et. al. (2012) o o o

Yavuz and Ersoy (2013) o o o

Elrod et. al.. (2013) o o o o

Golrizgashti (2014) o o o o

Arif-Uz-Zaman and Ahsan (2014) o o o o

Alomar and Pasek (2014) o o o o

Anand and Grover (2015) o o o o

Sillanpaa (2015) o o o o

Gamme and Johnson (2015) o o o o o o

Sellitto  et. al. (2015) o o o o

Ayçın and Özveri (2015) o o o o o

Shi and Gao (2016) o o o o

Özalp (2016) o o o o o
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supply chain management performance evaluation 

studies are discussed. 

As in the supply chain performance evaluation 

analysis, in the case of reverse supply chain management 

performance evaluation studies, the evaluation criteria of 

the authors were studied. (Table 2). 

The criterias used Customer/Customer 

Service/Stakeholder-13, Innovation and Growth-10, 

Financial-9, Process/ Internal and External-9, 

Environmental-7, Recovery 

(Asset/Value/Product/Facility)-5, Suppliers/Supplier 

Commitment-4 times in these studies. The 22 criterions 

used in the evaluation (Legal Programs, Manufacturers, 

Distributors, Intermediate Measures, Management 

Commitment, Material Features, Recycling Efficiency, 

Recycling Cost, Dependability, Cost Efficiency, Returns 

Flow and Time Related, Collection, Degree of 

Disassembly, Manufacturing Plant, Distribution 

Center/Warehouse, Lead Time, Products Reused, 

Products Remanufactured, Products Recycled, Products 

Parts Harvested, Input Quantity Level, Output Quantity 

Level) were included in the literature by the authors once.

 

Table 2. Reverse Supply Chain Performance evaluation metrics according to the authors 

 

 
(1-Customer/Customer Service/Stakeholder 2-Financial 3-Process/ Internal and External 4-Innovation and Growth 5-Environmental 6- Recovery 

(Asset/Value/Product/Facility) 7- Sorting and Storing/Inspection and Sorting 8-Gate Keeping 9-Transportation 10-Suppliers/Supplier Commitment 11-

Social 12-Economic Programs 13-Image Programs 14-Citizenship Programs 15-Flexibility 16-Quality 17-Legal Programs 18-Manufacturers 19-Distributors 

20-Intermediate Measures 21-Management Commitment  22-Material Features 23-Recycling Efficiency 24-Recycling Cost 25-Dependability 26-Cost 

Efficiency 27-Returns Flow and Time Related 28-Collection 29-Degree of Disassembly 30-Manufacturing Plant 31-Distribution Center/Warehouse 32-Lead 

Time 33-Products Reused 34-Products Remanufactured 35-Products Recycled 36-Products Parts Harvested 37-Input Quantity Level 38-Output Quantity 

Level)

Author                                   Metrics 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

Yellepeddi et. al. (2005) o o o o

Wang (2006) o o o o

Yellepeddi (2006) o o o o

Yang et. al. (2009) o o o o o

Hernandez et. al. (2009) o o o

Tonanont (2009) o o o o o

Yang (2010) o o o o o

Nizaroyani (2010) o o o o o o

Arun et. al. (2011) o o o o

Olugu and Wong (2011) o o o o o o

Shaik and Abdul-Kader (2012) o o o o o o

Momeni et. al. (2014) o o o o o

Bansia et. al. (2014) o o o o

Pandian (2014) o o o o o o o

Shaik (2014) o o o o o o

Guimaraes and Salomon (2015) o o o o o

Moshtaghfard et. al. (2016) o o o o o

Butar et. al. (2016) o o o o

Fernandes et. al. (2016) o o o o o o o

Sangwan (2017) o o o
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As a result of these studies, the performance criteria 

in forward supply chain and reverse supply chain 

management were analyzed in detail and the criteria that 

are planned to be used in performance evaluation in 

closed loop supply chain management are determined in 

our study. As shown in Fig. 2, the criteria of the study are 

exemplary of many studies. 

The main headings and sub-headings that will bring 

innovation to the supply chain performance evaluation 

criteria are; It has been called Economic, Social and 

Environmental. These headings, which are used in 

different studies in reverse supply chain management, 

have been brought together both for the first time in 

closed loop supply chain management performance 

evaluation and as a main topic in forward supply chain 

management. 

 

 

 
Fig. 2. Closed loop supply chain management performance criteria 

 

Sub-headings of economic criteria in forward supply 

chain management performance criteria; the cost of 

environmentally friendly materials, the cost of 

environmental compliance, the level of product recycled 

in products. Sub-headings of social criterion; customer 

complaints, customer responsiveness, supplier 

environmental certification, supplier performance and 

Finally, the sub-headings of environmental criteria are the 

number of waste generated during production and the 

number of violations of environmental regulations.  

The sub-headings of the economic criterion in the 

reverse supply chain performance evaluation criteria, 

which is another area of evaluation; the cost of recycling, 

the cost of disposal of hazardous and unprocessed waste, 

the percentage of products entering any improvement 

option, and the number of returned products. The sub-

headings of the social criterion are selected as follows; 

solved customer complaints, the level of service provided 

to customers, the number of sales points selling renewed 

products. The sub-headings of the environmental 

criterion, which is another main topic; percentage of 

waste reduction, level of compliance with environmental 

regulations/targets and number of innovations for 

environmental protection. 

As can be seen, businesses that want to examine their 

chain performances with their environmentally 

compatible, economic and social indicators can perform 

performance evaluation and analyze their deficiencies by 

using these criteria. Starting with the improvement 

studies, it allows businesses to increase their competition 

rate by keeping pace with our age with less waste and 

more efficient working methods. 

 

4. CONCLUSION 
 

In the literature on closed loop supply chain 

management, closed loop supply chain management has 

been the subject of many topics such as network design, 

solution-oriented modeling studies, production planning, 

capacity planning, vehicle routing, facility location 
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selection. However, performance evaluation in closed 

loop supply chain management is quite low. As a result 

of this, forward and reverse supply chain management 

performance evaluation studies were investigated. In our 

study; supply chain management issues 53 articles 

evaluating employee performance, employee 

performance evaluation reverse supply chain 

management issues 20 articles were discussed. The 

performance evaluation criteria discussed by these 

studies were analyzed. It is stated that the authors are 

working by taking into account the evaluation criteria. In 

73 articles analyzed, performance criteria are summarized 

by converting them into tables. As a result of these 

studies, the criteria that are planned to be used in closed 

loop supply chain management performance evaluation 

of the enterprises are determined in our study.  

The study's criteria are sufficient to be an example to 

many studies. The main topics that will bring innovation 

to the supply chain performance evaluation criteria, 

which are composed of main headings and sub-headings, 

have economic, social and environmental headings. 

These main criteria are handled separately by different 

authors in the literature. In the studies Yellepeddi et al.. 

(2005), Wang (2006) Yang (2010), Shaik and Abdul-

Kader (2012), Bansia et al.. (2014), Shaik (2014), 

Moshtaghfard et al.. (2016), Fernandes et al.. (2016) 

studied this heading in reverse supply chain management. 

Likewise, in the forward supply chain management 

Fitzgerald et al.. (1991), Kaplan and Norton (1997), 

Brewer and Speh (2000), Bullinger et al.. (2002), Tao 

(2009), Xu et al.. (2009), Rodriguez-Rodriguez et al.. 

(2010), Özbakır (2010), Zhu (2010) Shafiee and Shams-

e-alam (2011), Carvalho and Azevedo (2012) 

Golrizgashti (2014), Shi and Gao (2016) studied as the 

main criteria of the economic title. The environmental 

main criteria has not been studied as a head of forward 

supply chain management, as it involves more recycling 

issues. As a result, Yang et al.. (2009), Yang (2010), 

Nizaroyani (2010) Shaik and Abdul-Kader (2012), Shaik 

(2014), Moshtaghfard et al.. (2016), Fernandes et al.. 

(2016) considered environmental criteria in their studies. 

Although the social criteria is less preferred, Shaik and 

Abdul-Kader (2012), Shaik (2014), Fernandes et al.. 

(2016), Chimhamhiwa et al.. (2009) were used by.   

In our study, economic, environmental and 

social criteria are compiled together. The main topics that 

will bring innovation to the supply chain performance 

evaluation criteria consisting of main headings and 

subheadings have been economic, social and 

environmental headings. These headings are put together 

for the first time in closed loop supply chain management 

performance evaluation. Innovations were made to the 

literature by using it as the main topic in forward supply 

chain management. The performance criteria, which are 

then reduced to subheadings, have been detailed to help 

the experts to continue their study. For this purpose, 

businesses that want to examine chain performances can 

perform performance evaluation using these criteria and 

they can analyze our deficiencies and implement 

improvement studies. 
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ABSTRACT 

Cyberbullying has become a major problem along with the increase of communication technologies and social media 

become part of daily life. Cyberbullying is the use of communication tools to harass or harm a person or group. Especially 

for the adolescent age group, cyberbullying causes damage that is thought to be suicidal and poses a great risk. In this study, 

a model is developed to identify the cyberbullying actions that took place in social networks. The model investigates the 

effects of some text mining methods such as pre-processing, feature extraction, feature selection and classification on 

automatic detection of cyberbullying using datasets obtained from Formspring.me, Myspace and YouTube social network 

platforms. Different classifiers (i.e. multilayer perceptron (MLP), stochastic gradient descent (SGD), logistic regression 

and radial basis function) have been developed and the effects of feature selection algorithms (i.e. Chi2, support vector 

machine-recursive feature elimination (SVM-RFE), minimum redundancy maximum relevance and ReliefF) for 

cyberbullying detection have also been investigated. The experimental results of the study proved that SGD and MLP 

classifiers with 500 selected features using SVM-RFE algorithm showed the best results (F_measure value is more than 

0.930) by means of classification time and accuracy. 
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1. INTRODUCTION 
 

Traditional bullying is defined as aggressive acts that 

repeatedly occur between individuals with power 

imbalances that cause harm or distress. Cyberbullying is 

defined as deliberate and continuous actions that are 

aggressive towards vulnerable people by using many 

electronic methods such as internet, e-mail, blog, text and 

social media message (Snakenborg et al., 2011). 

Traditional bullying and cyberbullying have similarities, 

such as power imbalance among individuals, 

aggressiveness, and the introduction of negative actions. 

In a study conducted in 2012, the researcher has identified 

two different types of cyberbullying, as indirect and direct 

(Langos, 2012). While direct cyberbullying is the only act 

between the victim and attacker who performs the action, 

in the indirect cyberbullying, the attacker uses many 

electronic media to carry action into platforms that can be 

accessed by more and more people. In addition to these 

types of actions, cyberbullying actions that may be of 

different types are still being investigated by researchers 

(Kowalski et al., 2019). Cyberbullying actions are 

different in content and contain many features. However, 

in general, the most common cyberbullying activities 

include sexuality, gender differences, disability, racism, 

terrorism, personal character, belief, behavior, external 

appearance, and weight. The realization of cyberbullying 

acts, to be able to hide the identity in cyberspace, can be 

expressed as the key to cyberbullying. Thus, the 

individuals who cannot make any bullying in real life can 

turn into cyberbullies (Poland, 2010).   

Cyberbullying is carried out in different species 

depending on the aggressors of attackers and the gender 

and age of the victim. It has been found that the social-

emotional consequences of cyber victimization are 

comparable to the victimization of traditional bullying 

(Diamanduros et al., 2008). Initial research has shown 

that exposure to cyberbullying can negatively affect 

physical and social development. It can also lead to 

psychological, emotional and academic problems 

(Hinduja et al., 2008; Li, 2005; Wolak et al., 2007; 

Ybarra et al., 2007). In addition, it has been observed that 

victims of cyberbullying were adversely affected by 

violence, loneliness, suicidal tendencies (Andreou, 2004). 

The work done so far, they show that cyberbullying is 

increasingly occurring and that it causes many negative 

effects. Therefore, it is necessary to take some 

precautions to detect and prevent cyberbullying. So the 

first and most important part of the fight against 

cyberbullying is the reporting of cyber action. Informing 

should be done after reporting and detection. In this 

process, the information of both the victim and the 

attacker should be shared by informing the official units 

and internet service providers first. However, reporting 

gives us information about only bullying acts, and we 

cannot prevent action. This means that the situation 

requires online software to automatically detect and 

prevent cyberbullying.  

In this study, automatic detection of cyberbullying 

was performed on datasets obtained from YouTube, 

Formspring.me and Myspace social network platforms. A 

method consisting of four main steps has been identified 

and implemented on the datasets. First, upper/lower-case 

conversion, stemming and stopwords removal were used 

for pre-processing. In the second step, feature extraction 

was performed and the performances of Multilayer 

Perceptron (MLP), Stochastic Gradient Descent (SGD), 

Logistic Regression (LR) and Radial Basis Function 

(RBF) classifiers were measured using the obtained 

features. Then, the performances of classifiers are tested 

using Chi2, Support Vector Machine-Recursive Feature 

Elimination (SVM-RFE), Minimum Redundancy 

Maximum Relevance (MRMR) and ReliefF feature 

selection algorithms to reduce classification time. The 

best results are achieved by an SVM-RFE algorithm using 

the selected 500 features. The performance criteria (i.e. 

F_measure) for test data classification is 0.953, 0.911 and 

0.988 for YouTube, Formspring.me and Myspace 

datasets respectively. In addition, classification durations 

after applying feature selection algorithms were reduced 

by 20 times for YouTube, 2.5 times for Formspring.me 

and 10 times for Myspace datasets. 

The remainder of this article follows as Section 2 

presents related work on cyberbullying detection. Section 

3 gives the details of materials and methods used to detect 

cyberbullying. Section 4 describes the comparison of the 

results obtained from experimental studies. Section 5 

concludes the study. 

 

2. RELATED WORK  
 

In recent years, a number of studies have been 

performed for the analysis of cyberbullying detection. 

When some of these studies are examined, it is seen that 

classifiers like SVM, k Nearest Neighbours (kNN), Naïve 

Bayes (NB), J48 decision tree were used frequently 

(Dadvar and Jong, 2012a; Dinakar et al., 2011; Eşsiz, 

2016; Kontostathis, 2009; Ozel et al., 2017).  

Noviantho and Ashianti (2017) compared the 

performances of SVM and NB classifiers as a 

classification method for cyberbullying detection. 

Average accuracy of 92.81% was measured for the NB 

classifier while the SVM had 97.11% accuracy on 

average in the study conducted. In other steps of the study, 

the performances of the kNN and J48 decision tree 

methods were also measured and the best values were 

obtained as a result of the classification with SVM 

classifier. 

Different labeling and weighting methods are used in 

addition to cyberbullying detection and text mining 

classification methods. N-gram method was used for 

labeling and term frequency * inverse document 

frequency (tf * idf) method was used for weighting by Yin 

et al. (2009). A supervised machine learning approach 

was applied, YouTube comments were collected, 

manually tagged, and binaries and multi-class 

classifications were applied on three different topics: 

sexuality, physical appearance, intelligence, and 

perception by Dinakar et al. (2011). In the test results, 

80.2% accuracy was achieved in binary classifications 

and 66.7% accuracy in multi-class tests. In a study 

conducted at the Massachusetts Institute of Technology, 

a system has been developed that performs cyberbullying 

detection in textual contexts from YouTube video 

comments. The system defines the interpretation as a 

sequence of classes in sensitive subjects such as sexuality, 

culture, intelligence, and physical characteristics, and 

identifies which interpretation belongs to which class 

(Dadvar et al., 2012b). In a study of the basic text mining 

system using the bad-of-word approach, an accuracy of 

61.9% was achieved in a model that was developed by 

developing emotional and contextual features (Yin et al., 
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2009). Bullying traces were defined using a variety of 

natural language processing techniques by Dadvar and 

Jong (2012a). Online and offline cyberbullying patterns 

were examined and emotion analysis system and secret 

Dirichlet discrimination methods were used to determine 

the type of bullying. In this method, bullying patterns 

were not correctly detected. 

Cyberbullying has recently been recognized as a 

serious health problem among online social network users 

and has an enormous influence in developing an effective 

perception model. In order to increase the accuracy of the 

cyberbullying detection studies and to obtain faster 

methods, feature selection methods are used in the 

detection of cyberbullying. By Algaradi et al. (2016), a 

set of attributes based on the content of the network, 

activity, user, and tweet produced from Twitter data is 

proposed for feature selection. A supervised machine 

learning method has been developed to detect cybercrime 

on Twitter and three different feature selection algorithms, 

Chi2 test, information gain, and Pearson correlation, have 

been used. As a result of the experiments, a F_measure 

value of 0.936 was reached in the model developed based 

on the proposed features. These results show that the 

proposed model provides a suitable solution for detecting 

cyberbullying in online communication environments. 

An effective approach to identify cyberbullying messages 

from social media by weighting the feature selection was 

proposed by Nahar et al. (2012). Datasets contain data 

collected from three different social networks: 

Kongregate, Slashdot, and MySpace. The weighted tf * 

idf scheme is used on bullying contained attributes. The 

number of bad words is scaled by two factors. LibSVM 

has been applied to the classification problem of two 

classes. For the MySpace dataset, 0.31 and 0.92 

F_measure values were obtained for the basic and 

weighted tf * idf approximations. In another study 

conducted in this area, the Ant Colony Optimization 

algorithm was used in selecting subsets of attributes. 

Formspring.me, YouTube, MySpace and Twitter datasets 

by combining a novel method is proposed by Eşsiz (2016). 

In the experimental results, it is observed that the 

proposed method gives better results than the classical 

feature selection methods such as information gain and 

Chi2.

 
Fig. 1. The architecture of the proposed model 

 

 

3. MATERIALS AND METHODS 
 

Three different datasets obtained from YouTube, 

Formspring.me and Myspace social networks were used 

in the study. Experimental results were obtained by 

applying four main steps; pre-processing, feature 

extraction, feature selection, and classification. The 

architecture of the proposed model consisting of these 

steps is shown in Fig. 1. Different methods have been 

tested and applied to determine the optimal method for 

each step. Classification performances were compared by 

using SVM, RBF, MLP, SGD and LR classifiers. In 

addition, MRMR, ReliefF, Chi2, and SVM-RFE feature 

selection algorithms have been used to demonstrate the 

effect of selection algorithms on classification time and 

performance. 

 

3.1. Datasets 

 
The Formspring.me dataset is an XML file consisting 

of 13158 messages from the Formspring.me website 

published by 50 different users. This dataset was prepared 

for a study conducted in 2009 (Yin et al., 2009). The 

dataset is divided into two classes as "Cyberbullying 

Positive" and "Cyberbullying Negative". While negative 

messages represent messages that do not contain 

cyberbullying, Positive messages represent messages that 

contain cyberbullying. The Cyberbullying Positive class 

has 892 messages and the Cyberbullying Negative class 

has 12266 messages. To separate the dataset into training 

and test sets, the "holdout" method used in datasets with 

similar dimensions was applied (Bing, 2011). Some well-

known data clusters, such as Reuters and 20NewGoups 

(20NG), have similar size and number of samples as 

specified in (Chakrabarti, 2003). So that have been used 

the same methods as in these examples.  

Myspace dataset consists of messages collected from 

Myspace group chats. Group chats contained in the 

dataset are labeled and grouped into 10 message groups. 

For example, if a group conversation contains 100 

messages, the first group includes 1-10 messages, the 

second group includes 2-11 messages, and the last 

message group includes 91-100 messages. Labeling is 

done once for every group of 10 and it is labeled whether 

there are messages containing bullying in those 10 

messages. There are a total of 1753 message groups in 

this dataset, divided into 10 groups with 357 positive and 

1396 negative labels.  

The last dataset is made up of comments collected 

from YouTube, the world's most popular video site. 

YouTube has a large audience, it is becoming a platform 

where some bad behaviors such as cyberbullying are 

frequently seen. YouTube dataset used in this study is 

labeled as positive (hosting cyberbullying) or negative 

(not hosting cyberbullying) in a study conducted in 2013 

(Dadvar et al., 2013). This corpus is a collection of 3464 

messages written by different users. Approximately 75% 

of the samples in all dataset were randomly selected as 

the training set and the rest were taken as the test set. For 

all datasets, the number of comments in the training and 

test clusters for both positive and negative classes is 

Preprocessing
Feature 

Extraction

Feature 

Selection
Classification Results

Datasets

Machine Learning 

Methods
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presented in Table 1. 

 

Table 1. The number of training and test messages of 

datasets 

 

Dataset Label Training Test 

Formspring.me Positive 669 223 

Negative 9199 3067 

Myspace Positive 267 90 

Negative 1047 349 

YouTube Positive 312 105 

Negative 2285 762 

 

3.2. Pre-processing 
 

In the pre-processing step, combinations of three 

different pre-processing steps: conversion to lower/upper 

case, stemming and with or without stop words were 

used. It is desirable to observe the effects on the 

classification performance of these pre-processing 

combinations in the processes carried out in this stage. 

The first pre-processing criterion is the 

lowercase/uppercase conversion. Normally, writing a 

word with a lowercase or uppercase does not cause any 

change in the meaning of that word, so all the words used 

are usually converted to lower case letters.  

Sometimes, in blogs, forums, and other electronic 

communication platforms, a word can be written in 

capital letters to emphasize its significance or to mean 

loud. In this case, two different cases were examined in 

the pre-processing step of the case conversion of this 

study: 

1. For the first case, all words are converted to lower 

case. 

2. In the second case, all the words except the words 

with all the letters written in upper case are converted to 

lower case, and all the words written in upper case are left 

with uppercase letters. For example, if a word is written 

in ABCD format, the word is preserved in upper case 

format, but if it is written as Abcd or aBCd, that word is 

converted to abcd format. 

The second pre-processing criterion is stemming. In 

this step, looking at the roots of words, words with the 

same root are removed from the feature subset. Porter's 

stemmer method was used to obtain the roots of the words 

in this study. 

As the third and final pre-processing criterion, the 

meaningless words, called stopwords, have been 

examined. Meaningless words (prepositions, 

conjunctions, etc.) are defined as word groups that do not 

make sense when used alone. Generally, stopwords are 

not used as the feature in studies like subject 

classification, because they do not affect classification 

performance. However, the cyberbullying detection is 

slightly different from the subject classification, it was 

used as a pre-processing criterion in this study to 

investigate the effect of the stopwords on the 

classification performance. 

All possible combinations of the three pre-processing 

methods mentioned above are considered. For a clearer 

understanding of these pre-processing steps, the eight 

different situations shown in Table 2 with code in the 

binary system. 

3.3. Feature Extraction  
 

In this study, only the comments in the dataset are used 

in the feature extraction step. Features such as username, 

age, gender are not included. The n-gram method is used 

for the feature extraction and n = 1 is taken. In addition, a 

document frequency (df) of 0.001 was used to discard 

misspelled words and very rarely used words from the 

subset of features. 

 

Table 2. Binary representation of pre-processing methods 

 

Pre-

processing 

Methods 

Lowercase(0) 

 / 

Uppercase(1) 

Stemming 

off(0) 

/ 

Stemming 

on(1) 

With 

Stopwords(0) 

/ 

Without 

Stopwords(1) 

000 0 0 0 

001 0 0 1 

…
 

…
 

…
 

…
 

111 1 1 1 

 

The main problem in classification is the unbalanced 

distribution of the classes in the datasets used. In such 

problems, the main class to be used for analysis is 

represented by very few examples, relative to the other 

classes in the dataset. As shown in Section 3.1, the 

datasets used in this study are unbalanced. The number of 

positive messages in terms of cyberbullying in the 

datasets is very small compared to negative messages. 

When working on such datasets, it is ensured that the 

class distributions are equalized using methods such as 

oversampling or undersampling to remove the 

unbalanced distribution between classes. In 

oversampling, positive samples are replicated until the 

class distributions in the dataset are equalized. Since the 

number of positive samples in the dataset used in this 

study is not high enough, the undersampling method is 

not suitable for our datasets. Thus, in order to remove the 

imbalance of the class distribution, positive samples were 

replicated for each dataset and oversampling method is 

applied until a balanced dataset was formed. Table 3 

shows the number of features obtained by oversampling 

and applying 0.001 df. 

 

3.4. Feature Selection 
 

After the feature extraction step, the feature selection 

methods were applied in order to select the best feature 

subsets. Chi2, ReliefF, MRMR, and SVM-RFE feature 

selection algorithms were used separately in this step. The 

results were compared with each other in order to 

determine the most suitable method of feature selection 

for cyberbullying detection by different methods used. 

The number of features is reduced to 10, 50, 100 and 500 

using the feature selection algorithms to shorten the 

classification duration. Reducing the number of features 

can sometimes lead to lose some features that have low 

weight but has a positive effect on classification. This 

leads to a decrease in classification performance. It is very 

important to maintain the classification performance 

while reducing the classification duration. 
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Table 3. Number of extracted features 

 

Pre-

processing 

Methods 

Datasets 

Formspring.me Myspace YouTube 

000 1865 9824 14496 

001 1653 9547 14215 

010 1802 8224 13128 

011 1640 8017 12920 

100 1980 10212 15961 

101 1769 9936 15680 

110 1931 8619 14481 

111 1767 8413 14273 

 

3.4.1. Chi2  
 

The Chi2 test is (McHugh, 2013) a method used to 

statistically determine the independence between two 

variables. Chi2 is a statistical test that is often used to 

make a comparison between the expected data and the 

observed data according to a given hypothesis. When the 

Chi2 test is used as part of the feature selection, it is used 

to determine whether a particular term is associated with 

a particular class. 

To illustrate the application of the Chi2 test in the 

selection of features with an example; we assume that our 

dataset has two classes (positive/negative) with N 

samples. When given a feature X, it can use the Chi2 test 

to assess the importance of distinguishing the class. By 

calculating Chi2 scores for all features, features can be 

sorted by Chi2 scores, then top-ranked features for model 

training are selected. 

 

Table 4. Chi2 feature selection  

 Positive 

Class 

Negative 

Class 

Total 

Containing 

feature X 

 

A B A+B=M 

Not containing 

feature X 

 

C D C+D=N-M 

Total A+C=P B+D=N-P N 

 

A, B, C, D represent the observed value and 𝐸𝐴, 𝐸𝐵, 

𝐸𝐶 , 𝐸𝐷  indicate the expected value. Based on the Null 

Hypothesis that the two events are independent, we can 

calculate the expected 𝐸𝐴 value using Eq. (1) 

 

𝐸𝐴 = (𝐴 + 𝐶)
𝐴 + 𝐵

𝑁
                                      (1) 

 

𝐸𝐵 , 𝐸𝐶 , 𝐸𝐷  values can be calculated with  a similar 

formula. The basic idea is that if the two events are 

independent, the probability of X occurring in Positive 

class instances must equal the likelihood that X occurs in 

all instances of the two classes. Using the formula of the 

Chi2 test in Eq. (2). After a few simple steps of the 

process, a formula is obtained that shows the Chi2 score 

of the X quality shown in Eq. (3). 

 

𝐶ℎ𝑖2 = ∑
(𝑂𝑘 − 𝐸𝑘)

𝐸𝑘

𝑛

𝑘=1

                                  (2) 

𝐶ℎ𝑖2 =
𝑁(𝐴𝑁 − 𝑀𝑃)2

𝑃𝑀(𝑁 − 𝑃)(𝑁 − 𝑀)
                       (3) 

 

3.4.2. Minimum Redundancy Maximum Relevance 

(MRMR) 
 

The MRMR algorithm is a filter-based feature 

selection method that operates on two conditions, that is, 

combines the minimum redundancy and the maximum 

relevance with class labels (Hanchuan et al., 2005). These 

conditions are combined by calculating mutual 

information to obtain the value of relevance and 

redundancy. MRMR is a discriminant analysis method 

that selects a subset of features that best represent the 

entire feature space. Calculation of mutual information 

between two features is shown in Eq. (4).  

 

𝐼(𝑋, 𝑌) =  ∑ ∑ 𝑝(𝑥, 𝑦) log
𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)
𝑥∈𝑋𝑦∈𝑌

                  (4) 

 

The MRMR algorithm uses the values in the feature 

vector generated in the dataset. 𝑓𝑖 represents the value of 𝑖 
in the feature vector, 𝐹𝑖  is an example of a discrete 

random variable of 𝑖 . Thus, the mutual information 

between the 𝑖  and  𝑗  attributes is expressed as I(𝐹𝑖 , 𝐹𝑗 ). 

Mutual information is used not only between two 

features, but also for calculating the similarity between a 

feature and a class. In this case, if the class label vector is 

expressed as ℎ, the discrete randomness corresponding to 

the class label is denoted as variant 𝐻  and the mutual 

information value between 𝑖  and class is 𝐼 (𝐹𝑖 , 𝐻) 

(Gülgezen, 2009). MRMR algorithm consists of 

combining two algorithms. These algorithms are 

maximum relevance and minimum redundancy. For a 

dataset consisting of S features, these algorithms are 

shown in Eq. (5) and Eq. (6). 

 

The maximum relevance: 

 

max 𝑊, 𝑊 =
1

|𝑆|
∑ 𝐼(𝐹𝑖 , 𝐻)

𝐹𝑖∈𝑆

                               (5) 

 

The minimum redundancy: 

 

min 𝑉, 𝑉 =
1

|𝑆|2 ∑ 𝐼(𝐹𝑖 , 𝐻)

𝐹𝑖∈𝑆

                               (6) 

 

The MRMR algorithm combines these two algorithms 

into two different methods: Mutual Information 

Difference ( 𝑚𝑎𝑥(𝑉 − 𝑊) ) and Mutual Information 

Quotient (𝑚𝑎𝑥(𝑉 / 𝑊)). The formulas for these methods 

are shown in Eq. (7) and Eq. (8). 

 

Mutual Information Difference: 

 

𝑚𝑎𝑥 [𝐼(𝐹𝑖 , 𝐻) −
1

|𝑆|
∑ 𝐼(𝐹𝑖 , 𝐹𝑗)

𝐹𝑖∈𝑆

]                    (7) 

 

Mutual Information Quotient: 
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𝑚𝑎𝑥 [𝐼(𝐹𝑖 , 𝐻)/ (
1

|𝑆|
∑ 𝐼(𝐹𝑖 , 𝐹𝑗)

𝐹𝑖∈𝑆

)]                (8) 

 

3.4.3. ReliefF 
  

The Relief feature selection algorithm is a method of 

a filter feature selection. Relief algorithm is firstly 

defined as a simple, fast and effective feature weighting 

approach. The output of the Relief algorithm is a weight 

between -1 (worst) and 1 (best) for each feature, features 

with a higher positive value indicate features indicating a 

better predictor result. (Rosario and Thangadurai, 2015). 

The original Relief algorithm is now rarely used in 

practice. The ReliefF algorithm is used as the most known 

and most used Relief-based algorithm (Urbanowicz et al., 

2017). "F" in ReliefF refers to the proposed sixth (A to F) 

algorithm variant. ReliefF algorithm has high efficiency 

and does not limit the properties of data types. Relief 

ensures discrete or continuous interest in data clusters. 

While dealing with multi-class problems, the ReliefF 

algorithm selects the nearest neighbors from each of the 

samples in different categories. First, after selecting a 

random sample X from the training set, it finds the nearest 

neighbors of sample X and subtracts random nearest 

neighbor samples from the neighbors in the different 

classes. The formula in Eq. (9) is used in the ReliefF 

algorithm to update the weight value of the property. 

 

𝑊𝑓
𝑖+1 = 𝑊𝑓

𝑖 + ∑

𝑝(𝑥)

1 − 𝑝(𝑠𝚤𝑛𝚤𝑓(𝑥))
∑ 𝑑𝑖𝑓𝑓𝑓 (𝑥, 𝑀𝑗(𝑥))𝑘

𝑗=1

𝑚 ∗ 𝑘
𝑐≠𝑠𝚤𝑛𝚤𝑓(𝑥)

−
 ∑ 𝑑𝑖𝑓𝑓𝑓 (𝑥, 𝐻𝑗(𝑥))𝑘

𝑗=1

𝑚 ∗ 𝑘
                   (9) 

 

 

3.4.4. Support Vector Machines-Recursive Feature 

Elimination (SVM–RFE) 
 

The RFE algorithm is an efficient algorithm for 

feature selection depending on the specific learning 

model. SVM is used in the learning method of the RFE 

attribute selection algorithm. So the method used is called 

the SVM-RFE. The SVM-RFE algorithm is a wrapper 

feature selection method. The SVM-RFE algorithm is 

actually a recursive elimination process. In this iteration, 

the irrelevant, no-comprehension or noisy qualities are 

removed in order and the important qualities are kept.  

The SVM-RFE algorithm is basically composed of the 

following three steps: 

1. The SVM classifier is trained with the current 

samples and information about SVM capability is 

obtained. For example, when the linear cadence is used in 

SVM, weight information of each characteristic is 

obtained. 

2. According to some evaluation criteria, the score 

of each qualification is calculated. 

3. The feature corresponding to the smallest score 

from the current feature set is removed. 

 The output of the SVM-RFE algorithm is a feature 

list that lists the features according to their importance. In 

the case of using Linear Kernel SVM as the learning 

method in the algorithm, the weight value (ω) is used to 

calculate the evaluation criterion (𝑐𝑖) (Wang et al., 2011). 

 

𝑐𝑖 = (𝜔𝑖)2                                                                   (10) 

 

In Eq. (10), 𝜔𝑖 is ith element of the weight vector (W). 

If the value of 𝑐𝑖  is the smallest value 𝑖 th feature is 

removed from the feature set. 

 

4. RESULTS AND DISCUSSIONS  
 

In this study, well-known machine learning based 

classification algorithms such as SGD, RBF, LR, SVM, 

and MLP are used separately for cyberbullying detection 

and the results were compared with each other to 

determine the most ideal classification algorithm. Phyton 

programming language is used for feature extraction and 

feature selection, MATLAB and Weka software packages 

are used to develop classification algorithms. 

Eight different pre-processing combinations have 

been applied and the results have been tested with the 

SGD classifier. Because it is known that the SGD 

classifier gives faster results than the other classifiers, the 

comparisons are made with the SGD classifier at this step. 

The effect of the pre-processing methods described in 

Section 3.2 on the classification performance for each 

dataset has been investigated. The F_measure (Eq. (11)) 

values of each pre-processing method were compared 

using the SGD classifier and the results are presented in 

Fig. 2. Eq. (12) and Eq. (13) are used for F_measure 

calculation. 

 

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
                             (11) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
              (12) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
         (13) 

 

The best pre-processing combination for Myspace, 

Formspring.me and YouTube datasets are 111, 011 and 

100 respectively. F_measure values for these 

combinations are calculated as 0.970, 0.934 and 0.842. As 

is seen from Fig. 2, the 001 combination of the pre-

processing methods achieved the best F_measure score 

for all datasets. The 001 combination is chosen as the 

default pre-processor for the rest of the paper. Since the 

datasets used in this study are unbalanced, the number of 

positive samples is increased by using the oversampling 

method. The micro (i.e. the harmonic mean of micro-

averaged recall and precision) and macro-averaged 

F_measure (i.e. the harmonic mean of macro-averaged 

recall and precision) values obtained using the SGD 

classifier with 001 pre-processing combination are shown 

in Table 5. It is seen that when the oversampling method 

is used, the micro and macro average F_measure values 

increase and reach the same values. This indicates that our 

dataset has become a balanced dataset. 
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Table 5. Effect of oversampling on F_measure classification performance 

 

 

 

 
 

Fig. 2. F_measure comparison of the pre-processing methods 

 

 

  
 

Fig. 3. Performance comparison of SVM, SGD, RBF, LR and MLP classifiers 
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4.1. Performance Analysis of Classifiers  
 

RBF, SVM, LR, MLP, and SGD classifiers have been 

tested to have a correct classification method for 

cyberbullying detection problem.  0.001 df and 001 pre-

processing combinations were used in the experiments. A 

single intermediate layer consisting of 10 neurons was 

used in the MLP algorithm and the scaled conjugate 

gradient (trainscg) back propagation method was used as 

the learning method. The classification results are shown 

in Fig. 3 for all datasets. 

MLP and RBF classifiers give the best results for the 

Myspace dataset. The F_measure values for these 

classifiers are 0.989 and 0.984 respectively. The best 

results were obtained in the MLP and SGD classifiers 

with F_measure values of 0.987 and 0.982 for YouTube 

dataset; 0.951 and 0.943 for Formspring.me dataset as is 

presented in Fig. 3. As a result of these experiments, it has 

been found out that the most suitable classifications for 

the detection of cyberbullying are SGD and MLP 

classifiers. 

It may be erroneous to evaluate only the classifier's 

accuracy when comparing classifier performances. The 

classification speed is also an important parameter as well 

as the accuracy of classification. Classification times 

(sec.) of classifiers are shown in Table 6. It can be seen 

that the LR and SVM algorithms are very slow and the 

RBF classifier is the fastest algorithm. The SGD and MLP 

classifiers generally appear to have both a high degree of 

accuracy and a classification duration at an acceptable 

level. Given the speed and accuracy of classification at 

the same time, SGD and MLP algorithms can be 

considered as the best classifiers. 

 

4.2. The Effects of Feature Selection Algorithms  
 

When you are working on problems where the feature 

set is too large such as cyberbullying detection problems, 

the classification time is quite high. In order to decrease 

the time of classification in such problems, the best sub-

features in the feature set are selected. When this method 

is applied, some important features are lost and the 

classification performance decreases. Therefore, we have 

identified the most appropriate feature selection 

algorithm that preserves the classification performance. 

The number of features was selected as 50, 100, 250 and 

500 using Chi2, ReliefF, SVM-RFE and MRMR 

algorithms in the experiments and their performances 

were compared. 

Since the comparison results are generally similar, the 

results obtained from only the YouTube dataset are 

presented in Fig. 4. The results of all datasets are also 

summarized in Table 7. In Fig. 4, it can be seen that the 

best classification accuracy is achieved from the MLP 

classifier for all feature selection algorithms. The highest 

F_measure value (i.e. 0.953) is obtained from the SVM-

RFE algorithm with 500 attributes. 

As is seen from Table 7, the ReliefF algorithm gives 

lower results than the other feature selection algorithms 

by means of F_measure. While the MRMR and Chi2 

algorithms show accuracy performance with close results, 

the highest results for all datasets are obtained from the 

SVM-RFE algorithm. It can be seen that the feature 

selection paradigm leads to a decrease in classification 

accuracy. This is because some unselected features have 

an important role in the training of classification 

algorithms. However, when the classification time 

analysis shown in Fig. 5 is examined, it is seen that the 

feature selection algorithms significantly reduce the 

classification time. Choosing of 500 as the number of 

features has the least effect on classification performance 

and the best results have achieved in terms of time and 

classification accuracy.  

 

5. CONCLUSION 
 

In this study, a feature-based model is developed on 

the datasets obtained from YouTube, Formspring.me and 

Myspace social network platforms. The developed model 

performs a classification according to whether the 

comments in the datasets contain cyberbullying. SVM, 

RBF, MLP, LR, and SGD algorithms are used as 

classifiers. SGD and MLP classifiers showed better 

results than other classifiers by giving a F_measure value 

above 0.930.  In order to overcome high classification 

time problem, MRMR, ReliefF, SVM-RFE and Chi2 

algorithms are used as feature selection methods. The 

SVM-RFE method with 500 selected features reduced the 

classification time by 20 times for Youtube, 2.5 times for 

Formspring.me, and 10 times for Myspace datasets while 

preserving the classification performance. 
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Fig. 4. Performance on SGD and MLP classifiers of the feature selection algorithms for YouTube dataset (a) Chi2; (b) 

MRMR; (c) SVM-RFE; (d) ReliefF 
 

 

Fig. 5. Comparison of runtime performance of the SVM-RFE algorithm with and without feature selection for all datasets 

(a) SGD; (b) MLP 
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Table 7. F_measure results of all experiments  

 

 
YouTube Formspring.me Myspace 

SGD MLP SGD MLP SGD MLP 

MRMR 

10 0.566 0.664 0.689 0.779 0.752 0.798 

50 0.630 0.639 0.771 0.802 0.871 0.945 

100 0.701 0.670 0.792 0.821 0.923 0.941 

250 0.742 0.847 0.829 0.837 0.967 0.986 

500 0.797 0.876 0.871 0.871 0.980 0.988 

ReliefF 

10 0.369 0.614 0.362 0.663 0.434 0.653 

50 0.561 0.723 0.419 0.647 0.559 0.755 

100 0.627 0.862 0.464 0.670 0.686 0.771 

250 0.719 0.867 0.561 0.662 0.805 0.832 

500 0.777 0.899 0.658 0.708 0.853 0.895 

Chi2 

10 0.602 0.667 0.699 0.786 0.640 0.793 

50 0.668 0.711 0.774 0.811 0.870 0.911 

100 0.683 0.763 0.803 0.842 0.908 0.967 

250 0.784 0.829 0.847 0.860 0.969 0.970 

500 0.878 0.921 0.878 0.909 0.986 0.982 

SVM-RFE 

10 0.632 0.664 0.489 0.760 0.653 0.782 

50 0.724 0.747 0.656 0.776 0.892 0.920 

100 0.749 0.781 0.768 0.824 0.932 0.976 

250 0.867 0.884 0.871 0.837 0.978 0.972 

500 0.943 0.953 0.911 0.908 0.988 0.986 

Without any selection 0.982 0.987 0.951 0.943 0.983 0.989 

 

*The best values are emphasized in bold font.
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ABSTRACT 

A practical, economic and effective as well as occupant friendly seismic strengthening technique had been developed for 

reinforced concrete (RC) framed buildings lacking sufficient lateral stiffness. In this technique, high strength concrete 

plates are bonded onto the existing plastered hollow brick infill walls using a thin layer of epoxy mortar in order that infill 

walls are converted into lateral load resisting shear walls resulting from the composite action of infill wall with the plates 

bonded onto it. By this way, the building gains sufficient lateral stiffness. To analyze the behavior of RC frames 

strengthened by the aforementioned technique, results of eight one-third scale, one-bay, one or two storey deficient RC 

frames tested under reverse-cyclic lateral loading until failure are given in detail. Three different types of plates were used 

to strengthen the frames. Test results showed that the proposed strengthening technique considerably increased the lateral 

load capacities as well as the initial stiffness and energy dissipation capacities of the strengthened specimens, for both types 

of frames. Additionally, present study focuses on the comparison results of one-storey specimens with those of equivalent 

two-storey specimens to well-understand the behavior of such strengthened frames under lateral load, and infill walls under 

compressive and shear forces as well as tensile forces. 

 

Keywords: Epoxy Mortar, High Strength Concrete Plate, Reverse-cyclic Lateral Loading, Seismic Strengthening, Shear 

Force 
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1. INTRODUCTION 
 

Although Turkey is a seismically active country, most 

of the existing RC residential buildings are non-

engineered, lacking sufficient lateral stiffness. They 

endanger public safety as well as country’s economical 

well-being in a possible future earthquake. So, they 

should immediately be strengthened after a vulnerability 

assessment process. Up to past few years, researches 

concentrated on studies in which new shear walls were 

added into the building’s RC frame. Although this 

method has been proved to be very effective structurally, 

it has a disadvantage which cannot be undervalued. This 

method requires evacuation of the building since huge 

volumes of construction material have to be carried into 

the building as well as a long construction period. The 

technique presented in this study promise a non-

evacuation strengthening, even without causing more 

disturbance to the occupants than a painting job where the 

idea is to convert the existing hollow brick infill wall into 

a load carrying system acting as a cast-in-place concrete 

shear wall by reinforcing it with relatively thinner high 

strength PC plates to be bonded to the plastered infill wall 

and connected to the frame members by epoxy mortar.  

In the experimental researches conducted by various 

researchers (Yuzugullu, 1979; Kahn and Hanson, 1979; 

Hanson, 1980; Kaldjian and Yuzugullu, 1983; Phan et al., 

1995; Nakashima, 1995; Roberts, 1995; Frosch, 1996, 

1999; Frosch et al., 1996; Li, 1997; Matsumoto, 1998; 

Han et al., 2003; Isao et al., 1999; Kanda et al., 1998; 

Kesner, 2003; Kesner et al.; 2001, 2003, 2005) plates had 

been used as strengthening elements. These studies 

showed that the use of plates is an effective and 

convenient method which increases strength and stiffness 

of RC frames considerably, whereas it saves cost and 

time. 

In the content of the present project, nearly fifty tests 

had been conducted on RC frames strengthened by PC 

plates. Current study presents the comparison of 

behaviors of eight RC frames strengthened by bonding 

RC plates on to infills. 

 

2. EXPERIMENTAL INVESTIGATION  
 

2.1. Test Frames 
 

One-third scale, one-bay, one-storey and two-storey 

RC frames with common structural deficiencies observed 

in real practice in Turkey were used as test frames. Such 

deficiencies are insufficient lateral stiffness, non-ductile 

members, bad detailing and low concrete quality. 

Dimensions and reinforcement of the test frames are 

illustrated in Fig. 1. 

 

2.2. Materials 

 
Low strength concrete was intentionally used in the 

test frames to represent the concrete commonly used in 

existing building structures whereas relatively strong 

concrete is preferred for the PC plates to provide the 

required load carrying capacity by using relatively thin 

layer of concrete, minimizing the plate weight. For the 

same reason, mild steel plain bars were used as 

longitudinal reinforcement in beams and columns. 

Typical properties of reinforcing bars used in this study 

are listed in Table 1. 

 
 
Fig. 1. Dimension and reinforcement of frames 

 

 

Table 1. Properties of Reinforcing Bars 

 

Bar Property Location 
fy 

(MPa) 
fult 

(MPa) 

3 Plain 
Mesh steel for plate 

reinforcement 
670 750 

4 Plain 
Stirrup for beam and 

column 
Plate reinforcement 

220 355 

6 Deformed 
Dowel for frame-to-plate 

connection 
580 670 

8 Plain 
Beam and column 
longitudinal bars 

330 445 

8 Deformed 
Anchorage bar between 

adjacent plates 
350 470 

16 Deformed 
Foundation beam 
longitudinal bar 

420 580 

 
Both the first storey and second storey bays were 

infilled with scaled (one-third scale) hollow brick infill 
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covered with scaled layer of plaster at both faces. 

Ordinary cement-lime mortar with ordinary workmanship 

was used during the plaster application and wall 

construction, reflecting the usual practice. The hollow 

bricks used in this study is illustrated in Fig. 2. 

Because of the superior compressive and tensile 

strength, Sikadur-31 was preferred to be used as epoxy 

mortar having a compressive strength of 65 MPa used in 

plate joints and between the plates and the plaster on the 

wall. According to the manufacturer’s manual, its tensile 

strength is nearly 20 MPa, its adhesion strength to steel 

and concrete is 30 MPa and 3.5 MPa, respectively. For 

the embedment of the dowels to the frame members, Spit 

Epcon was used as epoxy in the present study.  

 

2.3. Infill Wall Strengthening Plates 

 
Within the study reported, three different types of PC 

plates having two basic shapes were designed and tested 

to observe their performances as infill wall strengthening 

elements. One approach was to have rectangular shaped 

plates by arranging them in three rows and four columns, 

and another was to have full height strip shaped plates by 

using the full height of the infill in several lines. Plate 

thickness for all types was chosen as 20 mm. Therefore, 

the plates came out to be about 3 kg in weight. This 

weight is for one-third scale plates, so the corresponding 

weight for the actual sized plates would be about 80 kg, 

which is not too heavy to be carried manually by two 

workers. The plates “I” and “III” have nearly square 

geometry whereas the plate “II” has full height strip 

geometry. The method of bonding plates on to infill is 

illustrated in Fig. 3.  

 

 
Fig. 2. Hollow Brick Dimensions  

 

3. TEST SET-UP AND INSTRUMENTATION 

 

3.1. Loading and Supporting System 
 

As it can be seen in Fig. 4, the setup consists of a 

universal base, test specimen, loading system and a 

reaction wall. The main foundation was fixed to the 

strong floor and the specimens were fixed on top of the 

main foundation by steel bolts. 

Specimens were placed inside a steel frame which 

was fixed to the main frame. The steel frame was also 

supported by the laboratory wall by L-section steel bars 

forming a steel frame which was intended to prevent out-

of-plane deformations, i.e., torsion of the specimen by 

providing lateral support to the beam(s) with rollers.  

During the tests, a constant axial load was applied on 

to the columns of the specimens. The load was applied by 

two hydraulic jacks on both sides of the specimens and 

the load was transferred to the cross beam by cables. The 

axial load applied on both columns, equal to 60 kN (~20% 

of column’s axial load capacity), were continuously and 

carefully monitored and adjusted manually.  

 
  
Fig. 3. Plate Bonding Method 

 

The specimens were tested with hysteretic lateral 

loading for modelling ground motion effect. The system 

consisted mainly of an adjustable steel frame attached to 

the reaction wall, a load cell, a hydraulic pump and pin 

connections at either end of the loading column consisting 

of the jack and load cell. Loading was applied by the 

assemblage of a hydraulic jack and a load cell with pin 

connections at the ends. The pin connections at the ends 

provide the system to create axial stress only. The lateral 

load was planned to act in two directions; pushing and 

pulling. To achieve this aim by a loading system at one 

side, steel plates were attached to both ends of the beam 

with four steel bars. For one-storey specimens, lateral 

load was applied at first storey beam level. For two-storey 

specimens, lateral load was applied at one third span of 

the spreader beam to ensure that it was divided in 1:2 ratio 

between the first and second story beam levels. In the 

tests, the loading was applied in cycles. Each load level 

was repeated in reverse direction before proceeding to the 

next load level.  
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Fig. 4. Test Set-ups and Instrumentation 
 

3.2. Deformation Measurement System 
 

In order to record deformations, linear variable 

displacement transducers (LVDT) and dial gauge type 

measurement devices were used. The positions of the 

gauges are shown in Fig. 4. The lateral load was being 

recorded by a load cell throughout the tests.  

Lateral displacement of stories was measured with 

respect to the universal base. The readings from the 

LVDTs were used to construct load-displacement, load-

story drift and load-infill shear displacement curves. 

Shear deformations were measured on infill walls by 

means of two diagonally placed dial gauges. Transducers 

were located 130 mm away from the corner of the infill 

walls. The reason for choosing this location was to avoid 

localized effects like crushing of concrete during 

experiment. 

 

4. EXPERIMENTAL RESULTS 

 

4.1. Behavior of Test Frames 
  

In this section, test results of one-storey specimens 

are compared with the test results of equivalent two-

storey specimens. Behavior of equivalent pairs are 

compared with respect to ultimate strength and 

interstorey drift ratio characteristics to analyze the 

similarities and differences between the pairs.  

 

4.1.1. Reference Frames, CR  
  

CR denotes unstrengthened specimens which had 

continuous reinforcement and only plastered hollow brick 

infill. The two test frames had similar concrete strength. 

From Table 2, it can be seen that the one-storey frame had 

a lateral load capacity of 86.6 kN which was greater than 

that of equivalent two-storey frame with a value of 76.8 

kN. Corresponding first story drift ratio values at the 

maximum forward load were 0.0037 and 0.0042 for one-

storey and two-storey CR frames respectively. But when 

loading in the negative direction is considered, one-storey 

and two-storey frames had lateral load capacities of 79.1 

kN and 78.8 kN, respectively. Corresponding first story 

drift ratio values at the maximum backward load were 

0.0033 and 0.0030 for one-storey and two-storey CR 

frames respectively.  Both frames exhibited typical 

masonry infilled frame behavior. The plastered hollow 

brick infill considerably contributed to the lateral load 

capacity at the initial stage, however, this contribution 

decreased rapidly as crushing started in the infill leading 

to a behavior similar to that of the bare frame where 

significant deformations took place under rather small 

lateral loads. The closeness of the capacity and 

corresponding first storey drift ratio values can be 

observed in the comparison of load-displacement curves 

and comparison of response envelopes, as shown in Fig. 

5. 

In the tests, diagonal cracking started earlier on the 

first storey infill of the two-storey frame than that of the 

one-storey frame. First hairline cracks on columns were 

observed together with the cracks on the infill at a lateral 

load capacity of 50 kN. This situation was observed in the 

test of one-storey frame at a lateral load capacity of 80 

kN. For both frame types, infill started crushing from the 

corners and the lateral load started to be carried by the 

frame members. Transformation of behavior into bare 

frame action occurred about the eighth cycle for both 

frames, at a lateral load capacity of nearly 60 kN, where 

half cycle loadings were controlled by the top storey level 

displacement. The behavior was very similar considering 

the first stories and the failure of the frames occurred by 

crushing at column bases. Photographs of both first story 

infills of both reference frames are given in Fig. 6., where 

the upper one is of two-storey frame and the lower is one-

storey. 

 

Fig. 5. Comparison of Lateral Load vs. First Storey 

Displacements of both CR Specimens 
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Two-Storey Frame Two-Storey Frame 

Fig. 6. Photographs of first storey infills (CR Specimens) 

4.1.2. Frames Strengthened by Using Type I Plates, 

CI 

 
Both CI Specimens were strengthened by using Type 

I PC plates The plate arrangement for both CI specimens 

is shown in Fig. 7. The lateral load capacities cannot be 

considered as close values since they were 209.6 kN and 

186.2 kN for one-storey and two-storey frames, 

respectively. However, they were especially close for 

negative direction, which were 196.0 kN and 192.5 kN, 

respectively for one-storey and two-storey frames. For 

forward loading, first storey drift ratio values at the 

maximum load were 0.0120 and 0.0037, respectively for 

one-storey and two-storey frames. These ratios were 

0.0038 and 0.0069 for backward loading. During testing 

of two-storey CI specimen, the entire test unit behaved 

nearly as a monolithic cantilever where failure took place 

at the base level in terms of yielding of the steel in the 

tension side column and concrete crushing and buckling 

of longitudinal steel in the compression side column. 

However, at the end of one-storey frame test, it was 

observed that some damage occurred in the infill; 

however, eventual exhaustion came with the failure of 

columns.  

For both frames, the proposed technique led to a 

significant increase in the capacity and thus to a 

significantly better seismic performance meaning an 

effective behavior of plate strengthened hollow brick 

infill. In addition, one storey frame had more ductility as 

can be observed from the comparison of envelope curves 

given in Fig. 8. The difference in ductility is significant 

in the forward direction, but it does not seem to be much 

different in the backward direction. One-storey test frame 

have an envelope curve which is more wider, possibly 

caused by the pinching effect resulting from the large 

cracks developed on the infills.  The more wider loops of 

one-storey specimen can easily be seen in the lateral load-

top displacement graph given in Fig. 8. Photographs of 

both first story infills of both specimens are given in Fig. 

9, where the upper one is of two-storey frame and the 

lower is one-storey. 

 
Fig. 7. Plate Arrangement for both CI Specimens 

 

 

 
Fig. 8. Comparison of Lateral Load vs. First Storey 

Displacements of both CI Specimens 

 

4.1.3. Frames Strengthened by Using Type II Plates, 

CII 
 

One or two storey frames strengthened with Type II 

plates were denoted as CII. The plate arrangement for 

both CII specimens is shown in Fig. 10. When the values 

in Table 2 are observed, it can clearly be seen that both 

types of frames showed significantly similar behavior for 

both loading directions in the perspective of lateral load 

capacity and response envelopes. One-storey and two-

storey CII specimens reached lateral load capacities of 

197.0 kN and 201.3 kN, respectively for forward loading 

and 187.4 kN and 198.2 kN, respectively for backward 

loading. Corresponding first storey drift ratio values were 

0.0056 and 0.0089, respectively for one-storey and two-

storey test frames for forward loading and 0.0066 and 

0.0070, respectively for backward loading. The response 
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envelopes seem to be almost coinciding with each other. 

There is some difference between the curve shapes in the 

load-deformation plots of two frame types. As in the cases 

of both CI specimen tests, the entire two-storey specimen 

CII behaved nearly as a monolithic cantilever whereas it 

was observed that some damage occurred in the infill of 

the one-storey specimen CII. As compared to one-storey 

CI Specimen, this specimen has less narrow cracks and 

hence, less pinching effect most possibly stemming from 

this phenomenon. Lateral load-top displacement graphs 

for both specimens are given in Fig. 11. 

 

 

 
 
Fig.9. Photographs of first storey infills (CI Specimens) 

 

 

Fig. 10. Plate Arrangement for both CII Specimens 

 

For both frames, cracking started at column bases at 

the same load level. Then, infill separation cracks were 

formed, a little later at the two-storey frame. Beam-

column joint cracks appeared earlier and were more 

significant at the one-storey frame. At the two-storey 

frame, column flexural cracks were observed before joint 

cracking. At the one-storey frame, plate cracking started 

at later cycles, and the infill was separated from the frame. 

The two tests ended similarly by damages in the column 

bases, but the one-storey frame had much greater damage 

at the joint region whereas two-storey frame had greater 

damage at the base level. Test results for both frame types 

are given in Table 2. Photographs of both first story infills 

of both specimens are given in Fig. 12, where the upper 

one is of two-storey frame and the lower is one-storey. 

 

 

Fig. 11. Comparison of Lateral Load vs. First Storey 

Displacements of both CII Specimens 

 

 

Fig.12. Photographs of first storey infills (CII Specimens) 

 

4.1.4. Frames Strengthened by Using Type III 

Plates, CIII 
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frames with anchorage to all frame members in the first 

storey. The plate arrangement for both CIII specimens is 

shown in Fig. 13. Two frame types showed similar 

response as can be observed from the values given in 

Table 2 and response envelopes given in Fig. 14. For 

forward loading, one storey and two-storey test frames 

reached a lateral load capacity of 213.5 kN and 212.9 kN 

when the first storey drift ratio values were 0.0103 and 

0.0055, respectively. For backward loading, they reached 

maximum load values of 204.0 kN and 218.5 kN at drift 

ratios of 0.0071 and 0.0062, respectively. One-storey 

specimen has higher ductility than the two-storey 

specimen, especially in the positive direction. In the 

negative direction, maximum lateral displacement of two 

specimen types seems to be similar. It can be noted here 

that, one-storey specimen has a little wider response 

envelope than the equivalent two-storey specimen which 

can possibly be attributed to the pinching effect stemming 

from the cracks occurred on the infill of the one-storey 

specimen. 

 

 

Fig. 13 . Plate Arrangement for both CIII Specimens 

 

Separation of the infill from the columns and cracking 

at the column bases started in early cycles of both tests. 

Also, diagonal cracking on the plates started at the same 

load level for both cases. However, beam-column joints 

cracked at the one-storey frame before plate cracking, but 

at the two-storey frame, beam-column joint cracks 

occurred after plates started cracking. In the last cycles of 

both tests, column bases started to crush and the cover 

concrete dispersed. The two-storey frame failed from the 

column base crushing. On the other hand, the one-storey 

frame, also having significant damage at the column 

bases, failed by crushing at the beam-column joint 

suddenly. One-storey frame had much more wider cracks 

on the plates. Test results for both frame types are given 

in Table 2. Photographs of both first story infills of both 

specimens are given in Fig. 15, where the upper one is of 

two-storey frame and the lower is one-storey. 

 

Fig. 14. Comparison of Lateral Load vs. First Storey 

Displacements of both CIII Specimens 

 

 

 

Fig. 15. Photographs of first storey infills (CIII 

Specimens) 

 

4.2. Initial Stiffness Values of Test Frames 

 
The initial stiffness of a specimen was calculated by 

using the slope of the linear part of the first forward load 

excursion. It was used as a relative indicator in 

improvement of the rigidities of test frames. As it can be 

seen in Table 3, all one-storey specimens have higher 

initial stiffness values than the equivalent two-storey 

specimen. This situation can be owing to the fact that 

more compressive and shear stress occuring in the infill 

of the one-storey test frame leading to more stiffer infill. 

Instead, more tensile stress occurs at the tension side 

column of two-storey frames resulting from the more 
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overturning effect of the greater moment arm leading to 

less rigid specimen in early cycles. 

 
Table 2. Test Results of all Specimens (Ratio of the value 

of one-storey test frame to that of two-storey test frame) 

 

Sp.  One-St. Two-St. Ratio 

CR 

fck (MPa) 15.6 16.6 - 

Max. (+) Load 86.6 76.8 1.13 

(1/h1) 0.0037 0.0042 0.88 

Max. (-) Load 79.1 78.8 1.00 

(1/h1) 0.0033 0.0030 1.10 

 

CI 

fck (MPa) 18.7 18.2 - 

Max. (+) Load 209.6 186.2 1.13 

(1/h1) 0.0120 0.0038 3.16 

Max. (-) Load 196.0 192.5 1.02 

(1/h1) 0.0037 0.0069 0.54 

 

CII 

fck (MPa) 12.2 13.0 - 

Max. (+) Load 197.0 201.3 0.98 

(1/h1) 0.0056 0.0089 0.63 

Max. (-) Load 187.4 198.2 0.95 

(1/h1) 0.0066 0.0070 0.94 

 

CIII 

fck (MPa) 14.2 19.4 - 

Max. (+) Load 213.5 212.9 1.00 

(1/h1) 0.0103 0.0055 1.87 

Max. (-) Load 204.0 218.5 0.93 

(1/h1) 0.0071 0.0062 1.15 

 
 

Table 3. Initial Stiffness Values of all Specimens (Ratio 

of the value of one-storey test frame to that of two-storey 

test frame) 

 

Sp. 
Initial Stiffness (kN/mm) 

One-St. Two-St. Ratio 

CR 95.8 64.7 1.48 

CI 312.4 275.9 1.13 

CII 308.0 197.6 1.56 

CIII 294.0 196.1 1.50 

 

 

4.3. Shear Deformations in the First Storey Infill 

Walls of Test Specimens 

 
Lateral load-first storey shear displacement curves of 

all specimens are presented in Fig. 6, Fig. 9, Fig. 12 and 

Fig. 15. As seen in these figures, there was a visible shear 

deformation on the first storey of Reference Specimens 

CR. After introducing PC plates, the shear deformation 

due to base shear reduced in first storey plates. PC plates 

behaved rigidly so that they prevented excessive shear 

deformations. In the case of comparing the equivalent 

strengthened specimen pairs, shear displacement in the 

infills of two-storey specimens are less with the respect to 

that of one-storey specimens, as expected. This is more 

visible especially in the case of Specimens CI and 

Specimens CIII. In the case of Specimens CII, less crack 

formation on the first storey infill of one storey specimen 

may lead to the less shear deformation difference between 

this equivalent pair. 

 

4.4. Energy Dissipation Capacities of Test 

Specimens 

 

When a structure deforms, the work done is stored as 

strain energy. Part of this energy is released in the 

unloading process, whereas the remaining energy is 

dissipated through different mechanisms. 

Energy dissipation capacity is an important indicator 

of the structure’s ability to withstand severe earthquakes. 

It is also an important indicator of the improved seismic 

behavior. For both type of test frames, the amount of 

dissipated energy was determined by adding the areas 

under the lateral load vs. load application level 

displacement curves for each cycle. It is important to note 

here that the energy dissipation characteristics of the test 

frames depend on the loading history. 

Total amount of dissipated energy of each specimen 

is tabulated in Table 4. As it can be seen in this table, all 

one-storey test frames dissipated less energies with 

respect to their equivalent pairs except from Specimens 

CI, for which the dissipated energies by these specimens 

can be accepted as equal. More pinching effect observed 

in one-storey test frames seems to be one of the causes for 

this less energy dissipation. 

All strengthened two-storey test frames behaved as a 

monolithic cantilever, meaning that heavy damage due to 

reversed cyclic lateral loads concentrated through the 

column bases together with the infill base.  In addition, 

damage concentrated on the infill and beam-column 

joints for one-storey specimens, meaning that one-storey 

strengthened test frames exhibited frame behavior rather 

than monolithic cantilever. 

 
Table 4. Energy Dissipation Capacities of all Specimens 

(Ratio of the value of one-storey test frame to that of two-

storey test frame) 

  

Sp. 
Energy Dissipation (Joule) 

One-St. Two-St. Ratio 

CR 5.7 6.4 1.12 

CI 15.5 15.3 0.99 

CII 15.1 21.8 1.44 

CIII 9.2 13.4 1.46 

 

5. SUMMARY OF THE EXPERIMENTAL 

RESULTS 

 

5.1. Effectiveness of the Proposed Strengthening 

Technique 

 
Lateral load vs. displacement curves given in 
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previous section indicate a significant increase in the load 

carrying capacity and a delayed strength degradation, 

leading to a better ductile behavior when precast concrete 

plates are bonded on to the plastered infill wall. An 

overall interpretation of the test results are summarized in 

Table 5 in terms of load carrying capacity, lateral rigidity, 

ductility and energy dissipation capacity points of view. 

Table 5 shows the effectiveness of the proposed 

strengthening technique. 

 

Table 5. Performance improvement by the proposed 

technique (for both frame types) 

 

 
Relative to 

reference frame 
 

Lateral load capacity  2.5 times  

Lateral stiffness  3 times  

Ductility  2 times  

Energy dissipation  3 times  

 

5.2. Comparison of Infill Behavior 
 

During the tests, the behavior of the one-storey frame 

is very similar to the first storey of the two-storey frame, 

while the upper storey of the two-storey frame remains 

with minor damage. Cracking at the frame members and 

the infill starts and progresses similarly in all cases. After 

some cracks occur on frame members, diagonal cracks 

start on the infill. Then, heavy damage concentrates at the 

column bases and beam-column joints, and following the 

failure or damage of the infill, the frame members fail at 

these regions. The main difference of observed damage 

between the one-storey and the two-storey frames is that 

the first storey beam-column joint region of the one-

storey frame receives much more significant damage than 

the same place of the two-storey frame.  

One-storey and two-storey frames of same 

application showed very similar behavior. Lateral load 

capacities of two frame types are very close. One of the 

main differences is the application level of loading. In 

two-storey frames, the lateral load was applied at a greater 

height and therefore moment arm is greater. Greater 

moment arm of lateral load results in more overturning 

effect. So, more tensile stress occurs at the tension side 

column of two-storey frames. Compressive and shear 

stresses are more dominant in one-storey frames. This is 

the most possible reason for higher initial stiffness of one-

storey frames. Ductility of the two frame types are not 

largely different, but generally one-storey frames showed 

higher ductility which can be a result of more efficient 

behavior of the infill, which can be positively influenced 

by the confining effect of compressive forces. 

When the lateral lateral load-first storey displacement 

curve for one and two storey frames are compared, it is 

observed that there is a significant difference at the shape 

of the loops. Load-displacement curves for one-storey 

frames have a much more pinched shape than the curves 

for two-storey frames. This difference is small for the 

reference specimens. Pinching is the result of higher shear 

stresses causing larger crack widths, because when the 

loading is reversed, no stiffness can be observed while the 

cracks are closing. Therefore, the main reason for more 

pinching in one-storey frames is the higher level of shear 

action. 

 

6. CONCLUSIONS 
 

The conclusions presented below are based on the 

limited data obtained from eight tests conducted; 

 

• The seismic rehabilitation technique reported in the 

present study significantly increased the lateral load 

capacity and rigidity as well as improving the seismic 

behavior of the test frames. 

• The effectiveness of the rehabilitation technique can 

easily be observed from the tests of both one and two-

storey frames showing that plate bonded hollow brick 

infill walls behave efficient and effective under 

compressive and shear stresses as well as tensile 

stresses. 

• One-storey and two-storey frames of same 

application showed very similar behavior, especially 

lateral load capacities of two frame types are very 

close, indicating that they are equally acceptable as 

test units and one-storey frames may be preferred in 

the cases where there exits space, time and testing 

facility limitations. 

• In the tests of one-storey specimens, failure occurred 

with significant damage in the beam-column joints 

which indicates that the effectiveness of the proposed 

technique depends not only on the strengthening plate 

properties but also on the properties of the existing 

frame. To have a satisfactory strengthening 

performance, strengthening of the frame members 

prior to the introduction of plates will obviously be 

needed. 
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ABSTRACT 

Moore’s Law has been the fuel of expansive innovation in computing. The chip industry kept the Moore’s law extant for 

almost four decades. However, the halt of the rapid progress of the silicon technology is incipient by reason of the physical 

limitations. Emerging computing proposals suggest several alternatives to current computing paradigms and technology-

bases. The photonic circuitry is one of the most promising candidates with its high operation speed, energy efficient passive 

components, low crosstalk and appropriateness for parallel computation. Among various approaches to photonic logic, 

microring resonator-based Binary-Decision Diagram (BDD) architectures have a special place due to their small circuit 

footprint. However, the physical limitations imposed on their logic implementation has not been studied in depth to enable 

design of efficient circuits. In this paper, we study the physical structure and operational details of a microring resonator-

based Half-Adder (HA) circuit and outline the conditions under which the performance and accuracy of information 

processing is compromised due to its physical characteristics. Our analyses significantly contribute to determining key 

physical features and operations concerning logic implementation of microring resonator based BDD HA, which informs 

the future design and operational optimization of the microring resonator-based BDD logic circuits.  
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1. INTRODUCTION 
  

The performance of electronic technologies has 

improved exponentially with the shrinking of device 

sizes. Transistor-based circuits are limited by the 

bandwidth limitations caused by the silicon electronics 

and the printed metallic tracks. In addition, the increased 

heat generation caused by the denser designs leads to the 

inefficient operation of the transistors. Hence, the trend in 

the reduction of the size has come to an immediate halt in 

the recent years as the computer industry proposed 

multicore architectures with optical interconnects to 

create a parallelism of systems (Hardesty, 2009; Miller, 

2010a). 

The desire to continue the scaling of computing 

systems at thousand-fold pace in every 10 years without 

an increasing cost has driven a strong demand in the 

search of new technologies. Alternative proposals for the 

transistor technology have been made using carbon 

nanotubes (Bachtold et al., 2001; Tans et al., 1998; Aly 

et al., 2015), graphene like 2D materials (Chhowalla et 

al., 2016; Sordan et al., 2009), spintronic materials (Pesin 

and Mac Donald, 2012; Gardelis et al., 1999), novel 

technologies using quantum computing (Ladd et al., 

2010), neuromorphic computing (Shastri et al., 2018; 

Woods and Naughton, 2012) and photonics (Rios et al., 

2015; Rios et al., 2018; Stegmaier et al., 2017; Cheng et 

al., 2018; Lin et al., 2012; Chattopadhyay, 2013; Fushimi 

and Tanabe, 2014). In the last decades, optics proved 

itself to be the best way of delivering data due to its high 

energy efficiency, rapid information transmission, low 

crosstalk and parallelism. However, optics can offer 

beyond communication with its energy efficient, low heat 

generative components and the intrinsic nature of optics 

allows fast and low energy computation compared to 

electronics (Caulfield and Dolev, 2010). Thence, 

photonics is one of the strongest candidates to replace the 

transistor technology. All-optical switching allows 

bypassing the optics to electronics conversions and vice 

versa.  In addition, many pre- and post- processors have 

been proposed recently (Larger et al., 2012; Paquot et al., 

2012) such as vector matrix multiplier, which reduced the 

computation time from O(N2) to O(N) (Woods and 

Naughton, 2012).  

In order to make a universal logic gate, a device needs 

to offer fan-out and bistability therefore logic level 

restoration, infinite cascadibility and input-output 

isolation (Miller, 2010b). In the BDD architecture, the use 

of Y-splitters can allow the architecture to have a fan-out 

property. Similarly, mergers allow the electromagnetic 

field to be superposed, therefore they provide a fan-in 

property, which do not exist in electronics (Caulfield and 

Dolev, 2010). Without the using the fan-in property, 

microring resonator logic circuits can allow us to make 

reversible operations, in which one can reconstruct the 

inputs from the outputs. Although most of the photonic 

devices do not offer bistability, there are some promising 

examples of demonstration of bistability using 

chalcogenide phase-change materials in refs. (Rios et al., 

2015; Rios et al., 2018; Stegmaier et al., 2017; Cheng et 

al., 2018). The BDD half-adder structure in ref. (Lin et 

al., 2012) does not offer complete bistability, the resonant 

condition being not completely volatile allows the 

microring resonator to bypass this problem in video 

processing applications.  Another constraint in the design 

of the logic circuits is the device footprint. Most photonic 

devices having large footprint compared to electronics 

can be overcome by the design of 3D structures. 

In the design of optical logic circuits, there are other 

candidates that offer switching, i.e. Mach Zehnder 

interferometers and photonic crystals. Although the Mach 

Zehnder interferometer offers switching capability, it is 

not preferable in the design of logic circuits because of its 

large footprint, reduced switching and true volatility of 

the state. Moreover, however, the photonic crystals are 

able to offer bistable switching and small footprint 

(Notomi et al., 2005), their high scattering losses make 

them energy inefficient for logic applications. 

A variety of materials have been used in the design of 

microring resonators (Wu et al., 2016; Tazawa et al., 

2006; Guarino et al., 2007). Because of the high index 

difference between the silicon and silicon-oxide (or air) 

light is confined well in the resonators, therefore the 

silicon microring resonators can have small footprints. In 

addition, the production techniques for silicon electronics 

are well developed. Hence, we use silicon wafer in order 

to be compatible with the current CMOS technology and 

small footprint  (Bogaerts et al., 2005; Green et al., 2007; 

Fedeli, et al., 2010; Gunn, 2006a; Gunn, 2006b; Bogaerts 

et al., 2012). 

The silicon-based photonic technologies are high in 

demand as they are constructed using widely known 

structures in well-established facilities. However, 

alternative architectures are introduced to perform logic 

operations using silicon-based photonic devices. This 

emerging trend raises questions around the physical 

constraints and performance limitations of these optical 

systems. To this day, although the physics of a single 

microring resonator is studied in refs. (Hammer et al., 

2004; Bogaerts et al., 2006; Heebner et al., 2004), very 

few attempts have been made to study the physical and 

operational details of photonic logic circuits. In this 

paper, we address this issue by using circuit designed in 

ref. (Lin et al., 2012) as an illustrative example laying out 

the physical design relation between the resonators and 

the constraints it enforces to perform a logic operation.   

BDD architecture allows the systems to be designed 

in a more scalable way compared to the conventional 

CMOS architectures, which are growing exponentially. 

For example, CMOS half-adder has 5 NAND gates, BDD 

NAND gate has 2 switching nodes and half-adder has 3 

switching nodes.   

This paper is organized as follows; we first introduce 

the fundamental principle of the BDD architecture and 

explain its microring resonator-based realization. In the 

next section, we perform extensive physical analyses on 

the BDD HA, discussing the transmission properties of 

the system and explain the interference phenomenon and 

the asymmetries it introduces. Later, we comment on the 

logic threshold, revealing the conditions under which 

accurate computation can be performed. Finally, we 

conclude by closing remarks and comments on our future 

work.  

  

2. MICRORING RESONATOR 

IMPLEMENTATION OF BDD 

ARCHITECTURE 
  

In this section, we explain the physical characteristics 

and operation dynamics of Binary Decision Diagram 

(BDD) based logic circuits. The BDD logic is an 
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alternative approach for performing Boolean logic 

operations that provide a compact representation 

allowing higher capacity for scaling with the increasing 

complexity of operations. The BDD architecture first has 

been proposed by Akers (1978), and refined by Bryant 

(1986). It is an alternative computation technique to the 

traditional computation techniques using Karnaugh Maps 

and algebraic manipulations (Akers, 1978; Bryant, 1986; 

Lin et al., 2012). There are various physical realizations 

of this abstract computational model including Single 

Electron Tunneling (SET) Transistor Technology (Asahi 

et al., 1997), quantum computing (Yoshikawa et al., 

2002), mirrors (Chattopadhyay, 2013), and optical 

microring resonators (Lin et al., 2012). In this paper, we 

focus on physical realization of BDD architecture using 

microring resonator logic circuits.  

The microring resonators have been introduced in ref. 

(Marcatili, 1969) and its theory has been developed by 

(Hammer et al., 2004; Bogaerts et al., 2006; Heebner et 

al., 2004; Little et al., 1997). Here, in this paper, we 

analyze the physical responses of multi-microring 

resonator devices both analytically and numerically.   

Assume we have a Boolean function of n variables 

from 𝑥1, . . . , 𝑥𝑛 making the inputs of the function. In the 

binary decision mechanism, the signal is processed 

through serial switching nodes. In Fig. 1, a single BDD 

node is shown (left). At the node we test the variable 𝑥𝑖 

and depending on 𝑥𝑖 = 0 or 𝑥𝑖 = 1, the control signal 

coming from the incident (root) is sent to one of the two 

leaves.  And the signal is sent to the roots testing the 

variable 𝑥𝑖+1. This serial switching mechanism enforces 

one to control each and every layer of computation with 

a different parameter. In order to process the information, 

these parameters should be independent. Fig. 1 (right) 

depicts the microring resonator realization of a BDD 

node. The microring resonator is an optical traveling 

wave resonator made of one or two straight waveguides 

called bus waveguides and a circular or a racetrack 

shaped waveguide.  

There is a control signal is sent through the incident 

port and the light propagating in the ring interferes with 

itself, therefore creates discrete constructive resonance 

conditions and if the second bus waveguide exists, some 

portion of the light is transmitted to the drop port in the 

certain wavelengths. The selection of the wavelengths is 

done in the directional couplers. Directional couplers 

allow the resonator to have two fundamental modes, i.e., 

symmetric and asymmetric modes that can be seen in Fig. 

1 (right). All the modes are the superposition of these 

modes. Changing the optical pathlength of the ring by 

changing the index of the ring externally allows us to do 

the switching.  

 

 
 

Fig. 1. Symbol of the BDD switching node (left), 

schematic diagram of a switch using ring resonator on 

SOI wafer (right) (Yakar et al. 2019).  

3. PHYSICAL ANALYSIS OF MICRORING 

RESONATOR-BASED BDD HALF-ADDER 
  

The BDD based microring resonator circuits are 

proposed as energy efficient alternatives in photonic 

logic.  In this section we develop a thorough physical 

analysis of this emerging computing approach using the 

microring resonator based BDD Half Adder circuit 

proposed in ref. (Lin et al., 2012). To the best of our 

knowledge, Wada’s proposal is the first application of 

microring resonator based realization of BDD, and the 

analyses presented in this paper lead the way for 

developing efficient strategies to build new BDD circuits 

using microring resonators. 

The BDD half adder circuit is depicted in Fig. 2 (left). 

The control signal is sent through the port I and tested in 

the resonator controlled by the variable 𝑎0  and two 

resonators controlled by the variable 𝑏0. Variables 𝑎0 and 

𝑏0  can be temperature, voltage or light intensity. The 

variables are able to change the effective indices of the 

rings, therefore changing the transfer functions of the 

field amplitudes 𝑇1,  𝑇2, 𝐾1 and 𝐾2. In resonators the light 

splits into two waveguides with different proportions 

determined by the variables 𝑎0  and 𝑏0 . In the 𝑆0  port 

there are two possible paths, i.e., light going to the drop 

port of the resonator one, taking 1𝑏 waveguide and going 

to the through port of the upper resonator then taking 10 

waveguide and light going to the through port of the 

resonator controlled by parameter 𝑎0 , taking 0𝑏 

waveguide and going to the drop port of the upper 

resonator then taking 01  waveguide. The fields are 

superposed in the merger before 𝑆0  port. The optical 

pathlength difference in the two different optical paths 

changes the transmission spectrum hence the optical 

pathlength difference is an important parameter in the 

analysis of the system. The truth table of the half-adder is 

shown in Fig. 2 (right). The inputs {𝑎0𝑏0} = {01, 01} are 

mapping to the same output, hence the effect of the 01 

and 10 inputs should be symmetric to conduct a logic 

operations. 

 
 

Fig. 2. Schematic diagram of BDD half-adder is shown 

(left). The transfer functions of the amplitudes have been 

shown with 𝑇1,  𝑇2, 𝐾1 and 𝐾2. The waveguide names are 

denoted as 0𝑏, 1𝑏, 01 and 10. 𝑆0-port denotes the sum bit 

and 𝐶0-port denotes the carry bit. 𝐼 denotes the port where 

the signal in incident is sent. The truth table of half-adder 

is shown (right). 𝑎0, 𝑏0 are the inputs and 𝑆0 denotes the 

sum bit and 𝐶0 denotes the carry bit. 

 

In this section, we first calculate the transmission 

characteristics of the 𝑆0 port analytically, and discuss the 

critical conditions where these characteristics have 

implications for logic operations. We provide the effect 

of the temperature change and the optical pathlength 

differences and demonstrate the optimized cases for 

symmetric physical operations.   
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In the BDD half-adder in Fig. 2, the field that is 

resonant to the ring 𝑎0 goes to the upper guide and its 

phase evolves as it goes through the waveguide. Then, it 

goes through the second ring and its phase evolves again. 

The field that is not resonant to the ring 𝑎0 goes through 

a similar process. And these two fields are superposed 

before arriving to the port S0. These two fields can be 

represented as 𝐵10  and 𝐷01  respectively. 𝐵10  and 𝐷01 

can be represented as 

 

𝐷01 =  𝑒−𝑖𝛷01𝐾2 𝑒−𝑖𝛷0𝑏  𝑇1 = 𝑒−𝑖(𝛷01+𝛷0𝑏)𝑒𝑖𝑝01  |𝐷01| 
                                        (1) 

𝐵10 =  𝑒−𝑖𝛷10𝑇2 𝑒−𝑖𝛷1𝑏  𝐾1 = 𝑒−𝑖(𝛷10+𝛷1𝑏)𝑒𝑖𝑝10  |𝐵10| 
                                 (2)  

 

where 𝛷01, 𝛷0𝑏, 𝛷10 and 𝛷1𝑏  are the phase changes 

in the waveguides are depicted in Fig. 2. The total phase 

delays represented by 𝑝01 and 𝑝10, introduced at the rings 

and the couplers at the top of Fig. 2. 

The fields are superposed before arriving the S0 port. 

Assuming the recombiner is symmetric, the theoretical 

total field becomes 

 

𝑆0  =  
𝐷01 + 𝐵10

√2
              (3) 

 

The single recombiner is simulated using Lumerical 

varFDTD shown in Fig. 3. The transmission response of 

two beams confirms our assumption for 1.55𝜇𝑚, so we 

can claim the fields are superposed with equal weight up 

to this point. The simulations performed here are two-

dimensional FDTD with effective-index method which 

may yield higher energy losses. In order to increase the 

accuracy of energy calculations three-dimensional 

simulations can be performed.  

 

 
 

Fig. 3. Transmission spectrums of recombiner is 

simulated in Lumerical MODE solutions. The simulation 

is run for two different beams sent from two different 

arms separately. TUp (orange, dashed-dotted) line 

represents the case for the beam sent from the top arm and 

TDown (blue, dashed) line represents the beam sent from 

the bottom arm.  

 

Plugging the above Eq. (1) and (2) into Eq. (3) and 

factoring out the phases of 𝐷01 reduces the equation into 

 

𝑆0  =
𝑒−𝑖(𝛷01+𝛷0𝑏)𝑒𝑖𝑝01(|𝐷01|+|𝐵10|𝑒𝑖𝛥𝛷𝑒𝑖𝛥𝑝)

√2
  

         (4) 

 
So the transmission intensity becomes, 

 

𝑇𝑟 =  𝑆0
∗𝑆0  =

1

2
(|𝐷01|2 + |𝐵10|2 

+2|𝐷01||𝐵10|cos (𝛥𝛷 + 𝛥𝑝))      (5) 

 
If we swap the input signals, i.e. 𝑎0𝑏0 →  𝑏0𝑎0, it will 

lead 𝛥𝑝 → 𝛥𝑝 because the effect of the resonators in Eq. 

(1) and (2) are symmetric. In order the transmission 

spectrum to be symmetric, cos (𝛥𝛷 + 𝛥𝑝)  must be 

constant when input signals are swapped. So, 𝛥𝛷 =
 2𝜋𝑚 , where 𝑚 ∈  ℤ. That is why optical path length 

difference should be zero (or 2𝜋𝑚) in order to have a 

constant spectrum when we interchange the input signals. 

In order to tune the rings and the couplers there are 

various effects used such as electro-optic effect and 

thermo-optic effect. However, if these effects are not 

local, the optical path length difference will depend on the 

light intensity or temperature profiles. Light intensity or 

temperature profiles must be known in order to minimize 

the optical path difference. 

Although the circuit in Fig. 2 is asymmetric by means 

of inputs, the physical responses can be made symmetric 

as seen in Figs. 4 and 5. However, the switching energies 

from logic-0 to logic-1 and logic-1 to logic-0 are not 

going to be identical to each other. This phenomenon is 

also seen in electronics, i.e., in transistor based electronic 

circuits, energetic cost of transitioning from logic-0 to 

logic-1 and logic-1 to logic-0 is not identical due to   

physical effects such as charge sharing and parasitics. 

 

 
 

Fig. 4. Transmission spectrum of S0 port at 1 𝜇𝑚 (top) 

and 1.05 𝜇𝑚 (bottom) difference in the waveguides for 

01  and 10  signals with at 𝑟 = 2.7 𝜇𝑚 , 𝑔 = 0.8 𝜇𝑚  at 

one ring at 300 K and the other at 315 K. 
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Fig. 5. Transmission spectrum of S0 port at 𝑟 = 2.7 𝜇𝑚, 

𝑔 = 0.8 𝜇𝑚 at one ring at 300 𝐾 and the other at 340 𝐾. 

 

4. THRESHOLD FOR LOGIC OPERATION  
 

In the previous section, we have discussed the role of 

the physical effects in performing logic operations. The 

analyses we have developed provide a clear picture on 

physical conditions that are required to obtain accurate 

outcome of computation. The physical states that are used 

to represent logic-0 and -1 states have to be 

distinguishable for information processing to happen with 

precision. In this section, we define the threshold for logic 

operations to take place accurately.  

The crosstalk in the computation is not completely 

avoidable. Even if, a completely symmetric structure is 

designed, there may be some variations while the circuits 

are manufactured. Ring resonators are very sensitive to 

these variations. Thus, the response of the circuits may 

change significantly for a small change in the dimensions 

of the components. Although we cannot overcome these 

variations in production and tuning in without consuming 

too much energy, we may still continue to do the logic 

operation with a carefully chosen threshold. 

Logic mapping makes one to be able to envisage the 

possible outputs and their corresponding inputs. While 

the device is operated the physical response of the 

designated inputs must give well-defined outputs and the 

output sets must be disjoint. When these conditions are 

satisfied, it is appropriate to define regions, i.e. envelope 

curves, to quantize the outputs. Therefore, one can define 

a threshold for the decision-making.  
In the half-adder structure, we need to group the 

inputs (𝑎0𝑏0) as {00, 11} and {10, 01} while inspecting 

the S0 bit in the Fig. 2 (right). We need to design the 

physical system so that the two groups of outputs, i.e. 0 

and 1 state, are well defined and disjoint. When the two 

physical outputs have an intersection, the logic state will 

be indeterminate. If the envelope curves of two outputs 

are intersecting, there is a probability that the actual 

transmission curves of the manufactured system are 

intersecting because there can be some fluctuations 

because of the environment, production or tuning 

mechanism. In order to have a stable system, we need to 

separate the regions that are bounded by the envelope 

curves. 

In Fig. 6 (top), physical response of inputs 𝑎0𝑏0  =
 11 intersects the region bounded by S0 Low and S0 High. 

Hence, there is no threshold for logic for some optical 

pathlength. Due to some external effects or 

manufacturing, the device may not be able to conduct the 

logic operation. In the Fig. 6 (bottom), 1.793𝛿𝜆 shift of 

the resonances will create a threshold for logic operation 

at 1.55 𝜇𝑚. Here, the coefficient 1.793 is set based on 

the numerical calculation of the input-output mapping. It 

can be precisely formulated for based on the physics and 

operation of any given optical logic circuit.  

So, if the shift of two peaks is more than 1.793𝛿𝜆, the 

outputs are well defined and disjoint. As we increase the 

shift of two resonant peaks more and more, the 

transmission responses of two logic outputs will be more 

and more away from each other. This is illustrated in Figs. 

7 (top) and 7 (bottom). As can be seen in Figs. 6 (bottom), 

7 (top) and 7 (bottom) the 𝑆0 (Low) and 𝑆0 (High) come 

closer to each other with the increasing shift between the 

resonances of two layers of switching nodes since 

transmission responses have a less effect on each other 

with the increasing shift of the resonant wavelengths. 

Hence, if we increase the switching energy, the 

importance of the phase modulation will decrease 

inasmuch as the crosstalk is lower. That means the phase 

sensitivity decreases. 

 

 
 

Fig. 6. The theoretical transmission response of the Half-

Adder Structure with |𝐾1|  =  0.8 , |𝐾2|  =  0.75 , 

efficiency 0.85 and the distance between two resonances 

as 𝛿𝜆 (top) and 1.793𝛿𝜆 (bottom). Vertical axis denotes 

the transmission in the linear scale and the horizontal axis 

denotes the wavelength in nm.  
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Fig. 7. The theoretical transmission response of the Half-

Adder Structure with |𝐾1|  =  0.8 , |𝐾2|  =  0.75 , 

efficiency 0.85 and the distance between two resonances 

as 2𝛿𝜆 (top) and 4𝛿𝜆 (bottom). Vertical axis denotes the 

transmission in the linear scale and the horizontal axis 

denotes the wavelength in nm. 

 

5. CONCLUSIONS 
 

In this paper, we perform a physical analysis of the 

BDD half-adder with microring resonator switching 

nodes. The physical analyses we perform show that, the 

switching parameter (temperature, voltage etc.) and 

optical pathlength are crucial factors in the design of 

microring resonator logic circuits because of the 

interference phenomenon. The transmission response of 

the device is made symmetric by tuning the tuning 

parameter, waveguide lengths or a mixture of these. 

Because of the high sensitivity of the silicon microring 

resonators, a threshold for logic operation is set. When the 

waveguide lengths are not optimized the minimum 

distance of the two resonant at the 𝑆0 port peaks should 

be 1.793𝛿𝜆, where 𝛿𝜆 is the half-width half-maximum in 

the transmission vs. wavelength graph.  

Physical realizations of BDD architecture are 

presented using Single Electron Tunneling (SET) 

transistors (Asahi et al., 1997), quantum computing 

(Yoshikawa et al., 2002), mirrors (Chattopadhyay, 2013), 

and microring resonators (Lin et al., 2012). Although the 

physical analyses of single microring resonators are done 

in refs. (Hammer et al., 2004; Bogaerts et al., 2006; 

Heebner et al., 2004), analysis of BDD logic circuits are 

done and the physical limitations of the microring 

resonator based BDD half adder are found for the first 

time in this work. These analyses will shine light on the 

future designs and energy optimizations of other 

microring resonator based BDD circuits.  

The theoretical analyses we perform here present 

guidelines in designing the optimum physical circuit 

structure as well as information dynamics that leads to 

minimum energy dissipation in microring resonator-

based logic circuits. As a part of our future work, we aim 

to design and analyse other microring resonator-based 

BDD logic circuits with varying complexity to illustrate 

how the performance scale with size and how the energy 

dissipation varies based on structure and operation. 
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ABSTRACT 

In this study, waste banana tree powder was turned into powder and its use in automotive brake lining was investigated. 

For this purpose, 3 different samples were produced by using powder metallurgy production techniques. Waste banana tree 

powder (WBTP) was added in different rates (3%, 6% and 9% by weight), keeping the determined content constant. Firstly, 

homogenous mixtures of the ingredients are provided and then final shapes are given by hot pressing method. The friction, 

wear, hardness and density analysis of the brake lining samples and the effects of the use of WBTP on the brake lining 

were evaluated.   
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1. INTRODUCTION 
 

Brake linings are the most important part of the brake 

system for slowing or stopping of vehicles. Brake linings 

are made of powdery materials with different content 

without asbestos. A brake lining is a composite of many 

different ingredients. Components are classified as fibers, 

binders, solid lubricants, fillers, abrasives, metallic fillers 

and friction modifiers (Bijwe et al., 2012; Sugozu, Mutlu, 

and Sugozu 2018). In generally phenolic or their modified 

versions are used as binder materials for friction 

composites. After the prohibition of the use of asbestos in 

the brake linings, researchers began to create different 

balata contents (Li et al., 2018; Ikpambese et al., 2016; 

Kukutschová et al., 2009). The brake linings must be 

stable and have high coefficient of friction at high 

temperatures and must be resistant to wear. The brake 

linings must be noiseless and without vibration during 

braking. 

Today, most of the researchers have focused on the 

use of industrial and agricultural waste in vehicle brake 

linings (Sugözü and Kahya, 2018; Ibhadode and Dagwa, 

2008; Idris and Aigbodion, 2015). Alternative studies 

have been made such as hazelnut shell, coconut shell, 

palm kernel shell for asbestos-free brake linings (Yawas 

et al., 2016; Akıncıoğlu et al., 2018; Ghazali et al., 2011). 

The use of waste products on brake linings positively 

affects economic and environmental impacts. 

The aim of this study is to develop a new organic 

brake lining without asbestos using agricultural waste. 

The banana tree has a fibrous structure, it is a cheap and 

easily available waste product. WBTPs were added in 

different rates (3%, 6% and 9% by weight) and were 

produced by the powder metallurgy method. The density 

of specimens was determined and the hardness was 

determined using the Rockwell hardness tester device 

(HRL). For friction performance tests, a full-scale brake 

lining device with grey cast iron disk was used. The 

specific wear rate was calculated according to the TSE 

555 standard (TSE 555, 1992). 

 

2. MATERIALS AND METHODS 
 

In this study, a new automotive brake friction material 

was obtained by using WBTP. The waste banana tree 

parts were dried, then it was turned into small particles in 

the mill. It was powdered using mixer. WBTP was sieved 

and size analysis was conducted.  WBTP in different 

ratios such as 3%, 6% and 9% was added to the brake 

lining. Other additive materials were kept constant. Table 

1 shows the content of brake lining. 
 

Table 1. The amount of ingredients used for brake lining 

(weight %) 
 

Type of material M0 M3 M6 M9 

Phenolic resin 20 20 20 20 

Steel wool 5 5 5 5 

Alumina 8 8 8 8 

Brass shavings 5 5 5 5 

Graphite 5 5 5 5 

Cu particle 8 8 8 8 

Cashew 8 8 8 8 

WBTP 0 3 6 9 

Barite 41 38 35 32 

 

Powder materials forming the contents of the brake 

lining were mixed in the mixer for 10 minutes then 

pressed at 80 bar pressure for 2 minutes at ambient 

temperature. The obtained brake lining samples were left 

hot pressing at 100 bar pressure for 10 minutes. Detailed 

conditions for each manufacturing step can be found in 

the literature (Sugözü et al., 2016). Four different brake 

lining were produced in an inch diameter. Three 

experiments were made from a brake lining and the mean 

of the experiments were taken. Figure 1 shows the brake 

lining tester used in this study. Detailed information about 

the test device is described in other studies of the author 

(Sugözü et al., 2016). 

 

 
 
Fig. 1. Brake lining test device used in this study 

 

The wear values of the brake linings are calculated 

with the equation specified in the TS 555 Turkish 

standards. Detailed information about the specific wear 

equation (1) is described in the author's other works 

(Sugözü et al., 2016). 

 

𝐕

=
𝐦𝟏 − 𝐦𝟐

𝟐. 𝛑. 𝐑𝐝. 𝐧. 𝐟𝐦. 𝛒
                                                           (𝟏) 

 

The density of the brake linings was determined 

according to the principle of Archimedes. The hardness 

of the brake linings was determined by using Rockwell 

hardness tester. During the hardness measurement of the 

brake linings, 10 kgf preload and 60 kgf full load were 

applied with a 6.35 mm diameter steel ball. Hardness 

measurements were taken from the wear surfaces of the 

brake linings. Performance tests of the brake linings were 

carried out at 0,5 MPa pressure and 6 m/s speed for 10 

minutes. 

 

3. RESULTS 
 

Coefficient of friction and wear are very important 

when evaluating the performance of the brake linings. 

The coefficient of friction of the brake linings is high; the 

wear rate is expected to be low. Figure 2-5 shows the 

coefficient of friction and temperature performance of the 

brake lining with WBTP. The coefficient of friction of the 

brake linings is expected to remain stable depending on 

the temperature (Kim et al., 2008). 

 
Figure 2. The coefficient of friction-temperature graphs 
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of the brake lining containing 0% WBTP 

 
Figure 3. The coefficient of friction-temperature graphs 

of the brake lining containing 3% WBTP 

 

 
Figure 4. The coefficient of friction-temperature graphs 

of the brake lining containing 6% WBTP 

 

 
Figure 5. The coefficient of friction-temperature graphs 

of the brake lining containing 9% WBTP  

 

The mean coefficient of friction of the linings was 

found at very close values. The mean coefficient of 

friction of the WBTP unused brake lining sample was 

0.297. The coefficient of friction of the brake lining 

sample, which used 9% WBTP was 0.290. As the ratio of 

WBTP increased, the friction stability was low. When the 

shapes are examined, the friction performance were 

formed after 300 seconds. The highest stable coefficient 

of friction was 3% WBTP containing the lining sample. 

Temperature has decreased with increasing WBTP. The 

highest temperature was found in the brake sample with 

3% WBTP content. 

When the figures are examined, it is seen that the 

brake lining tests have become more stable after 300 

seconds. The friction stability is known to be an important 

feature for commercial brake lining. To ensure good 

friction stability, the components of the brake lining 

should be selected carefully. The coefficient of friction is 

in the range of 0.3 industrial standard for the brake lining 

system (Leonardi et al., 2018). In the literature, it is stated 

that the coefficient of friction (μ) generally varies 

between 0.1 and 0.7 depending on the friction force and 

the temperature of the disc coating interface (Ravikiran 

and Jahanmir, 2001). The reduction in coefficient of 

friction at high temperatures seen in the figures results 

from the thermal decomposition of the phenolic resin 

used as a binder in the liner, which weakens the adhesion 

effect between the matrix and the components (Shin et al., 

2010).  

Zero wear is not expected on brake linings. If very 

high-resistant materials are used to prevent wear in the 

lining, this will cause wear on the surface. Therefore, the 

choice of abrasives is one of the most important aspects 

of a liner formulation to improve wear resistance 

(Kahraman and Sugözü, 2019; Sugozu et al., 2018). Table 

2 and Table 3 show the specific wear, average coefficient 

of friction, density, hardness and friction stability of 

lining samples containing 3% (M3), 6% (M6) and 9% 

(M9) WBTP and WBTP-free 0% (M0). As the amount of 

WBTP increased, the amount of wear increased 

proportionally.  

 

Table 2. Tribological properties of brake lining specimens 
 

Specimen 

Code 

Specific wear 

rate (cm3/Nm) 

The average 

coefficient of friction 

M0 1.630 × 10-6 0.297 

M3 2.030 × 10-6 0.295 

M6 2.190 × 10-6 0.293 

M9 2.230 × 10-6 0.290 

 

Table 3. Physical properties of brake lining specimens 
 

Specimen 

Code 

Rockwell 

hardness (HRL) 

Density 

(g/cm3) 

M0 96 2.35 

M3 91 2.15 

M6 90 2.14 

M9 77 2.06 

 

Table 3 shows that the hardness and density of the 

specimens are decreased by increasing the amount of 

WBTP in the composite.  

 

 
 
Fig. 6. The coefficient of friction and friction stability 

graphs of brake lining specimens 

 

Figure 6 shows the friction stability and coefficient of 

friction of the brake lining samples. Improvements in 

friction stability were observed as the WBTP ratio 

decreased. High frictional stability is a sign of high 

friction performance of the brake lining. 

 

4. CONCLUSION 
 

Composite brake linings with different proportions of 

WBTP were developed and their mechanical and 

tribological performances were evaluated according to 

0

50

100

150

200

250

0

0,1

0,2

0,3

0,4

0,5

0 300 600 900 1200 1500 1800

Te
m

p
er

at
u

re
 (

o
C

)

C
o

ef
fi

ci
en

t 
o

f 
Fr

ic
ti

o
n

 (
µ

)

Time (s)

Temperature

Coefficient of Friction

0

50

100

150

200

250

0

0,1

0,2

0,3

0,4

0,5

0 300 600 900 1200 1500 1800

Te
m

p
er

at
u

re
 (

o
C

)

C
o

ef
fi

ci
en

t 
o

f 
Fr

ic
ti

o
n

 (
µ

)

Time (s)

Temperature

Coefficient of Friction

0

50

100

150

200

250

0

0,1

0,2

0,3

0,4

0,5

0 300 600 900 1200 1500 1800

Te
m

p
er

at
u

re
 (

o
C

)

C
o

ef
fi

ci
en

t 
o

f 
Fr

ic
ti

o
n

 (
µ

)

Time (s)

Temperature

Coefficient of Friction



Turkish Journal of Engineering (TUJE) 

Vol. 3, Issue 4, pp. 197-200, October 2019 

 

 

200 

 

industrial standards. Based on the experimental results, 

the following conclusions were drawn:  

• The coefficient of friction remained stable as the 

amount of WBTP increased. 

• The coefficient of friction is in the range of 0.3 

industrial standard for the brake lining system.  

• Depending on the amount of WBTP increased, the 

density and hardness of the linings decreased.  

• The wear resistance of the linings decreased with the 

increase in the amount of WBTP. 

• The lining with 3% WBTP showed a more stable 

coefficient of friction performance. 

• As a result of this experimental study, 3% WBTP 

could be used as an alternative material in automotive 

brake lining. 
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ABSTRACT 

In the current study, the colour vitality, wash, rubbing and diaphoresis fastness were evaluated for cotton substrates with 

and without anionic (tannin) mordanting.It was found that pre-mordanting with tannic acid affect both the colour 

characteristics and fastness properties of the cationic dye. Overall, mordanting with tannic acid gave the best results in 

terms of both colour vitality and fastness properties.  
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1. INTRODUCTION 
 

Cotton is the best plentiful of all instinctively 

resulting organic materials and is extensively consumed. 

It is used either alone or in conjunction with other 

synthetic fibers in differing ranges of clothing. This 

material specifically presents superior tangible and 

syntheticall properties in terms of water absorbency, 

dyeability and stability (Preston, 1986; Shore, 1995). 

During  several classes of dye can be favorably 

applied to the cotton fibers, containing direct, azoic, vat 

and reactive dyes. The use of cationic dyes has not 

acquired widespread success. In this study, for applying 

cationic dye to the cotton fibers the anionic agent (tannic 

acid) containing glucose esters of gallic acid was 

consumed and its effect was determined. 

Tannins are delimited as naturally resulting water-

soluble polyphenols of varying molecular weight (Bhat et 

al., 1998). Tannins are found to be resulting in vascular 

plant tissues of leaves, seeds, and flowers (Mingshu et al., 

2006). Tannins are considered nutritionally unacceptable 

because they restrict digestive enzymes and affect the 

exercise of vitamins and minerals. swallow of large 

quantities of tannins may result in unfavorable health 

effects. However, the consumption of a small amount of 

the right kind of tannins may be advantageous to human 

health (Gu et al., 2003). They are detached into two 

classes: soluble and shortened (not soluble) (Haslam, 

1966). Soluble tannins are toxic to animals and matter 

poisoning if devoured by them in large aggregate (Garg 

et al., 1992). Tannins restrict the growth of a number of 

microorganisms, oppose microbial attack, and are 

recalcitrant to biodegradation (Field and Lettinga, 1992). 

Despite the antimicrobial properties of tannins, many 

fungi, bacteria, and yeasts are quite resistant to tannins 

and can grow and develop on them (Bhat et al., 1998). 

The importance of tannin biodegradation in accordance to 

industrial and agricultural uses has been published earlier 

(Archambault et al., 1996). By considering these facts, an 

effort has been made to isolate and recognize cold-

adapted tannic acid debasing bacteria by optimizing 

various parameters of deterioration. 

Treatment cotton fabrics with tannins propose 

supplementary hydroxyl groups on the fiber matrix. A 

textile fibre pretreatment with a mordant, in order to 

achieve dyeings of improved fastness and depth of shade, 

has been practiced since time immemorial. The tannins 

play an important role in cotton dyeing to absorb 

colouring matter forever (Gulrajani, 1999). With these 

reasons, tannin was chosen to improve dye fixation and 

to remove dye pollutions in dye bath. 

 

2. EXPERIMENTAL METHOD 
 

2.1. Materials 
 

2.1.1. Fabric 

 

100% Cotton woven fabric was consumed through 

out this work. 

 

2.1.2. Cationic Dye 

 

Cationic dyes under commerce name of Maxilon 

produced by Setaþ Specialty Chemicals Co. were used 

through out this study: Setacryl Red P-4B(C.I. Basic Red 

46) 

 

2.1.3. Chemicals  

 

Tannic acid (C34H25O23), acetic acid, sodium 

sulphate, sodium carbonate were laboratory class 

chemicals. Non-   ionic detergent was consumed in this 

work. Tannic acid powder (No.0.0773.1000-

1kg),(Merck) pattern was consumed  as supplied. 

 

2.2. Methods 
 

2.2.1. Scouring of Cotton Fabrics 

 

Fabrics were was laundered at bath contain 1g/L of 

non-ionic detergent and 2 g/L Na2CO3 for 20 minutes at 

60 °C. After washing the fabrics were rinsed and dried. 

 

2.2.2. Treatment with Tannic Acid 

 

The cotton fabrics were treated with tannic acid as a 

surface modifier to deliberate an anionic character to 

cotton fabric to improve  its dyeability towards cationic 

dye. As shown in Fig. 1, the fabrics were treated with four 

diverse concentrations of tannic acid (zero, 5 %, 10 %, 15 

%) before the dyeing process.   
 

 
 

Fig. 1. Pre-mordanted fabrics with tannic acid 

 
The treatments were carried out 20 minutes, 60 °C at 

1:20 liquor to ratio; after which samples were stained with 

cationic dye. 

 

2.2.3. Dyeing Process 

 

The treated and untreated fabrics were dyed with % 4 

cationic dye and 6g/L sodium sulfate Na2SO4 to ensure 

good and uniform allocation of the dye within the 

dyebath. The pH of the dye bath was adjusted at 4-6 by 

adding acetic acid. 

The temperature of dye bath was evenly raised to (80-

100 °C). The dyeing process was accomplished 60 

minutes at 80 and 100 °C. The dyed fabrics rinsed well in 

cold water and then washed in bath containing 1g/L non-

ionic detergent at liquor to ratio 1:50 for 20 minutes at 70 

°C. The dyeing process is illustrated in Fig. 2. 

 

 
 

Fig. 2. Dyeing Process 
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2.2.4. Testing 

 

The results of the dyeing experiments were obtained 

according to the color measurements of the samples with 

a X-rite CFS 57 CA reflectance spectrophotometer under 

D65/10° illuminant between 320-750 nm. The colour 

intensity, expressed as the K/S value, calculated by the 

Kubelka-Munk equation (1): 

 

K/S = 

R

R

2

)1( 2−           (1) 

 

where K is a constant about the light absorption of the 

dyed fabric; S,a constant about the light scattering of the 

dyed fabric and R, the reflectance of the dyed sample. The 

higher the K/S value, the greater is the color intensity and, 

hence the better is the dye uptake. 

 

2.2.5. Colour Fastness 

 

Colour fastness to light was according to AATCC test 

method 16A-1971. Colour fastness to rubbing was 

accomplished in accordance with Colour fastness to 

rubbing dry & wet C8 consuming Crock-meter. Colour 

fastness to diaphoresis was carried out in accordance with 

AATCC test method 15-1973. 

                                  

3. RESULTS AND DISCUSSION 

 

3.1. Effect of Tannic Acid Treatment 

 
The synthetical formula for commercial tannic acid 

C34H250 23 is given in Fig. 3. 

 

 
         

Fig. 3. Tannic acid formula 

 

Its structure is based mainly on glucose esters of 

gallic acid. It is a yellow to light brown amorphous 

powder which is highly soluble in water. Treatment 

cotton fabrics with tannins introduce additionally 

hydroxyl and carboxyl groups on the fiber matrix. Tannic 

acid is a average  mordant consumed in the dyeing 

process. 

Increasing tannic acid concentration, dyeing pH value 

and dyeing temperature cause the cationic dye exhaustion 

to the cotton fibers to increase. With the time of dyeing, 

the colour vitality increases. For this reason, this process 

is accomplished 80-100 °C  60 minutes. 

Fig. 4 shows the effects of tannic acid pretreated and 

unpretreated samples under changing dyeing pH on K/S 

values. It can be noticed that the colour vitality for all 

treated cotton fabrics showed higher colour vitality than 

untreated ones. The colour strength of dyed cotton fabrics 

increases as the concentration of tannic acid enhance till 

reach 10% which is followed by some decrease in K/S. 

 

 
 

Fig. 4. K/S values of tannic acid-treated and untreated 

samples under different dyeing pH values. 

 

In different circumstances, hydrogen bonding may 

also be produced between  tannin and the hydroxyl groups 

of cotton cellulose as follows: 

 

 
 

Fig. 5. Tannin compound 

 

In these cases, the number of anionic sites on fibers 

i.e. cotton, will be enhanced as a result of pretreatment 

with tannic resulting in enhancing the responsiveness and 

approachability of cotton fibers to cationic dyes. At 

higher concentration of tannic acid, it would be expected 

that problems essential to aggregation would be much 

distinct, leading to decrease the substantivity of tannic 

acid to cotton fabrics and equilibrate its concentration in 

water and on fiber (Mahangad et al., 2009). The effect of 

pH on the dyeing process with cationic dye, dyeing was 

carried out at different concentrations of treatment with 

tannic acid and under constant dyeing pH  values. The 

colour vitality of the dyed samples were measured and the 

results are plotted in Fig. 6. 

 

 
 

Fig. 6. K/S values of dyeing pH values under different 

tannic acid  concentrations. 
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From Fig. 7, it can be seen that the colour vitality 

increases as the temperature increase till 100 0C. No 

substantial change in colour vitality is observed above 

100 0C. It may be achieved from the results that 100 0 C 

and pH 5 are found to be the most suitable dyeing 

conditions for giving maximum colour vitality with 

cotton fabrics. 

 

 
 

 Fig. 7. K/S values of dyeing temperature under different 

tannic acid concentrations at dyeing pH 5. 

 

3.2. Fastness Properties of Dyed Cotton  Fabrics 
 

The fastness properties (washing, rubbing, 

diaphoresis and light) of dyed cotton fabrics with cationic 

dye at the optimum condition after the treatment with 

tannic acid were cited in Table 1. It is clearly observed  

from Table 1 that the wash fastness, wet and dry rubbing 

fastness gave grades between 2 and 4-5 while fastness to 

acidic and alkaline diaphoresis showed good results as 

well as the fastness to light. 

 

Table 1.  Fastness properties of dyed cotton fabrics 

 

 

 Projected Mechanism For Composition of  Tannic Acid–

–Cellulose Composite 

 

 
 

Fig. 8. Schematic representation of tannic acid 

 

Fig. 9. Schematic representation of cellulose 

 

Fig 10. Composition of tannic acid-cellulosic composite. 

      

Fig. 10 describes the composition of tannic acid-

cellulose composite Cotton fabric tannic acid from its 

liquid solution. In this case, the interplay between tannic 

acid and cellulose is mainly hydrogen bonding and minor 

Van-der-Walls interplay. The good washing fastness 

properties of cotton fabric treated with tannic  acid is 

ascribed to two reasons: 

(i) The strong bond coordination formed between 

dyestuff ions, tannic acid and   hydroxyl group of 

cellulose particles. 

(ii) The  composition of large insoluble composite 

particles impeded in cellulose particles. These two factors 

contribute to more or less same amount of augmentation 

in the washing fastness of cotton fabric treated with tannic 

acid-dyestuff composition. 

 

4. CONCLUSIONS 
 

Cotton fabrics were dyed with 4% cationic dye and 

after the treatment with different tannic acid 

concentrations under different dyeing pH values. It was 

found that the treatment with 10% of tannic acid gave 

higher colour strength. The optimum condition of dyeing 

cotton fabric with cationic  dye was 4% cationic dye, 6g/L 

Na2SO4,  pH 5 at 100 0C for 60 minutes.  
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ABSTRACT 

The main aim of this study is to investigate the behaviour of hybrid FRP-concrete decks. The hybrid FRP-concrete bridge 

systems consisting of different FRP cell units available on the market such as trapezoidal, triangular, honeycomb, 

rectangular with alternating diagonal, half-depth trapezoidal, hexagonal and arch cell units were computationally 

compared and examined using the finite element (FE) analysis to decide the most appropriate FRP composite deck for 

bridge systems. Design criteria such as the deflections were considered in selecting the most effective unit system. 

Different FRP bridge deck panels were analysed under static loading representing the standard European truck wheel. 

The finite element analysis of bridge deck systems was performed using a general purpose finite element analysis 

package ABAQUS, and the behaviour of these systems was then be compared in terms of stiffness and strength criteria. 

The results showed that Delta, Super and ASSET hybrid decks are stiffer than other deck systems.  The results from FEA 

approach also indicated that the layer of concrete on the top surface of bridge deck reduces the vertical displacement of 

FRP bridge systems approximately 60%. 

 

Keywords: FRP Composites; Concrete; Bridge Decks; Hybrid Design; Finite element analysis 
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1. INTRODUCTION 
 

It is well known that bridges deteriorate with age. 

For example, reinforced concrete bridges slowly 

deteriorate during the first few decades of their design 

life (typically 50 years), followed by a rapid decline 

thereafter. In many North European countries, 

deterioration, caused by de-icing salts, is creating an 

increasing maintenance workload due to their corrosive 

effect on steel reinforcement of concrete bridges. A 

2002 Federal Highway Administration and United States 

Department of Transportation (FHWA/USDOT) (2002) 

study estimates the direct cost of repairing corrosion on 

highway bridges to be $8.3 billion annually, including 

$3.8 billion over the next 10 years to replace structurally 

deficient bridges and $2.0 billion for maintenance of 

concrete bridge decks. Longer design life structures, 

using the latest materials and design technologies, are 

needed to maintain a functional transportation network, 

provide longer service life, and improve the safety of the 

highway network. Among new construction materials, 

fiber reinforced polymers (FRP) composites are very 

attractive materials to structural engineers, due to their 

superior material properties such as high stiffness, high 

strength, high corrosion resistance, light weight, and 

durability. 

Bridge decks have been considered as the most 

critical component in bridges that could significantly 

benefit from the appropriate use of FRP composite 

materials. FRP bridge decks have many advantages 

including light weight, corrosion resistance, quick 

installation, high strength and low life cycle 

maintenance cost (Hollaway, 2010; Bakis et al., 2002; 

Keller, 2002). FRP bridge decks are approximately 

weigh 20% of the structurally equivalent reinforced 

concrete decks, that can produce massive savings 

throughout the bridge, in particular bridge foundations. 

The modular form of FRP bridge decks offers several 

benefits including minimum traffic disruption, safer and 

cheaper installation. In spite of all these advantages, 

large displacement can occur under concentrated point 

loads in FRP bridge decks. It has been reported that the 

local deformation under concentrated point loads 

resulting from vehicle wheels is large for all FRP 

composite bridge decks due to the relatively low 

stiffness of FRP composites. Therefore, a thin layer of 

concrete on top of the FRP bridge deck enhances the 

overall stiffness of the deck, reduces the local 

deformation of the deck top flange and improve the 

overall serviceability of the wearing surface. In addition, 

FRP deck can act as a permanent formwork to cast the 

concrete layer. Sebastian et al. (2013) showed that a 

30mm thick layer of polymer concrete surfacing 

significantly improved the load carrying capacity of 

glass fiber reinforced polymer (GFRP) bridge deck by 

261% in comparison to the un-surfaced GFRP deck. 

However, this increase was only 90% when the plan 

dimensions of the applied load were increased. 

Davalos et al. (2001) presented a combined 

analytical and experimental characterization of FRP 

honeycomb deck panels. The authors concluded that the 

equivalent orthotropic properties developed in their 

study could be used for the analysis and design of the 

FRP sandwich panels.  

Keller and Gurtler (2006) tested Duraspan and Asset 

FRP decks. In-plane compression and in-plane shear 

tests were carried out on panels made of three 

adhesively bonded components with all bending test. 

The failure mode of ASSET deck was brittle and linear 

elastic up to failure, while Duraspan deck exhibited 

some ductility.  

Saiidi et al. (1994) carried out an experimental and 

analytical study of hybrid beams that consist of 

graphite/epoxy (G/E) sections and reinforced concrete 

(RC) slabs. They concluded that the use of epoxy resin 

to bond concrete to G/E sections was found to be only 

partially effective. Kitane et al. (2004) developed a basic 

concept of a hybrid FRP-concrete bridge superstructure. 

The structural type was a trapezoidal box sections. A 

thin layer of concrete was placed in the compressive 

zone of the section, and was surrounded with GFRP. 

They concluded that concrete bridge superstructure is 

very promising, from structural engineering view point. 

The main aim this study is to investigate the 

behaviour of hybrid FRP-concrete decks. The hybrid 

FRP-concrete bridge systems consisting of different FRP 

cell units available on the market such as trapezoidal, 

triangular, honeycomb, rectangular with alternating 

diagonal, half-depth trapezoidal, hexagonal and arch cell 

units were computationally compared and examined 

using the finite element (FE) analysis to decide the most 

appropriate FRP composite deck for bridge systems. 

Design criteria such as the deflections were considered 

in selecting the most effective unit system. Different 

FRP bridge deck panels were analysed under static 

loading representing the standard European truck wheel. 

The finite element analysis of bridge deck systems was 

performed using a general purpose finite element 

analysis package ABAQUS (Hibbit, Karlsson& 

Sorensen, Inc., 2006), and the behaviour of these 

systems was then be compared in terms of stiffness and 

strength criteria. 

 

2. ANALYSIS OF FRP DECK SYSTEMS 
 

There are many different types of FRP deck 

solutions available on the market, each one having 

different geometric and physical properties and suitable 

for different uses. Table 1 shows seven typical bridge 

decks types, each from a different manufacturer. These 

FRP bridge decks were considered and a thin layer of 

concrete was placed on the top surface of the FRP deck 

for the formation of the hybrid deck systems (see Fig. 1 

(a-b)) for EZ span deck). The interface between the 

concrete and the FRP plate was assumed perfectly 

bonded. All the hybrid decks were analysed and 

compared using the finite element (FE) analysis to 

decide the most appropriate two FRP composite decks 

for bridge systems. Design criteria such as the global 

deflection was considered in selecting the most effective 

two system. Different FRP bridge deck panels were 

analysed under static loading representing the standard 

European truck wheel. 
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Table 1. FRP deck types and properties (Brown and Zureick (2001) 

 

To evaluate these systems, a bridge superstructure 

was designed as a simply supported single span one-lane 

bridge with a length of 2.7 m as suggested by Keller and 

Schollmayer (2004) for serviceability states in designing 

process. As all decks have different geometry, the width 

of the bridge deck systems varies between 950 mm to 

1200 mm. The concrete layers reduces the local 

deformation of the top surface of the bridge under 

concentrated loads that represent truck wheel loads 

(Alnahhal et al. (2007)). The thickness of the concrete 

layer is a key design parameter to optimize the hybrid 

structural system. According to Kitane (2004), concrete 

can be used efficiently to increase the flexural rigidity 

until the concrete thickness equals about 10% of the 

bridge depth. Thefore, as the depth of the decks changes 

between 195 and 216 mm, the same concrete thickness 

of 2 cm was selected for all hybrid FRP deck systems.

Deck 

System 

Deck 

Thickness 

(mm) 

Deck 

Weight 

(kN/m2) 

Manufacturer Illustration of the Deck 

EZ Span 

Deck 

216 0.96 Creative 

Pultrusion Inc. 

USA 

 

Superdeck 203 1,01 Creative 

Pultrusion Inc. 

USA 

 
Strongwell 170 1.08 Strongwell, USA 

 
     

DuraSpan 195 0.95 Martin Marietta 

Composites, USA 

 

Asset 225 0.93 Fiberline, 

Denmark 

 
Delta 

Deck 

200 1.76 Korea 

 

Holes 

Deck 

216 0.9 Spare 

Composites 

Corp. at 

Nanjing, China 
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(a) 

 

 
(b) 

 

Fig. 1 (a-b) Section and finite element modelling of EZ Span hybrid bridge deck 

 

Road traffic loads according to the European Code 

EC1(2002) were used. Figure 2 shows a patch load used 

in the structural analysis of the deck panel. The wheel 

load, as specified in, was uniformly distributed pressure 

load over a tyre-contacting area of 0.4 m x 0.4 m. 

 

 
 

Fig. 2. Patch load used in the structural analysis of the 

hybrid deck panel 

 

The finite element calculations of the bridge decks 

were carried out using ABAQUS (Hibbit, Karlsson& 

Sorensen, Inc., 2006). The FRP decking systems are 

modelled with 3D deformable shell elements (4 nodes). 

Orthotropic material properties are utilized with the 

mechanical characteristics as given in Table 2. 4 nodes 

shell elements are used due to the more detailed implicit 

hollow configuration. The steel loading plate is 

modelled using 3D deformable solid elements (8 nodes). 

For the steel members a Young’s modulus of 220 GPa 

and a Poisson’s ratio of 0.3 was utilized. The concrete 

compressive strength were assumed to be 40 MPa for all 

hybrid deck systems in this study. The behavior of 

hybrid bridge deck can be predicted by assuming the 

linear FEA if the strain induced in the materials is within 

the strain range where the elastic moduli of the materials 

were computed. 

 

Table 2. Mechanical properties of deck specimens 

 

 Top Sheet 

Deck System 
Ex 

(Mpa) 

Ey 

(Mpa) 

Ez 

(Mpa) 

Gx 

(Mpa) 

Gy 

(Mpa) 

Gz 

(Mpa) 
ρx ρy ρz 

Asset 23000 18000  2600 600 600 0.3 0.3  

DuraSpan 21240 11790 4140 5580 600 600 0.32 0.3 0.3 

EZ Span Deck 31000 8300  4000   0.25   

Delta Deck 16600 13200        

Superdeck 24100   3400      

Strongwell 13790 9652        

Holes deck 31000 5000 5000 6000 6000 5000 0.2 0.2 0.3 
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 Web 

Deck System 
Ex 

(Mpa) 

Ey 

(Mpa) 

Ez 

(Mpa) 

Gx 

(Mpa) 

Gy 

(Mpa) 

Gz 

(Mpa) 
ρx ρy ρz 

Asset 17300 22700  3150 600 600 0.3 0.3  

DuraSpan 17380 9650 4140 7170 600 600 0.3 0.3 0.3 

EZ Span Deck 8300 31000   4000   0.3  

Delta Deck 28800 10100        

Superdeck  24100   3400     

Strongwell 11000 5516        

Holes deck 31000 5000 5000 6000 6000 5000 0.2 0.3 0.2 

 Bottom Sheet 

Deck System 
Ex 

(Mpa) 

Ey 

(Mpa) 

Ez 

(Mpa) 

Gx 

(Mpa) 

Gy 

(Mpa) 

Gz 

(Mpa) 
ρx ρy ρz 

Asset 16500 25600  2000 600 600 0.3 0.3  

DuraSpan 21240 11790 4140 5580 600 600 0.32 0.3 0.3 

EZ Span Deck 31000 8300  4000   0.25   

Delta Deck 16600 13200        

Superdeck 24100   3400      

Strongwell 13790 9652        

Holes deck 31000 5000 5000 6000 6000 5000 0.2 0.2 0.3 

 

3. RESEARCH RESULTS 
 

The load combination specified in the European 

Code EC1 (2002) for the serviceability and ultimate 

limit state was applied to all hybrid bridge systems. The 

maximum midspan vertical displacements for 

serviceability limit state (SLS) are presented in Table 3. 

The deflected shape and displacement result of finite 

element method for all concrete decks considered here 

are shown in Fig. 3. The variation of longitudinal 

deflections is also obtained for all deck systems. Fig. 4 

presents the comparison of these deflections for hybrid 

deck systems. It can be seen from Fig. 4 and Table 3, the 

displacements in Delta, ASSET and Super hybrid FRP-

concrete decks are smaller than the other deck systems. 

These three hybrid decks have also smaller deflection 

than the deflection limit of L/300 (9 mm) suggested by 

Keller and Schollmayer (2004). All the deck systems 

were also analyzed without placing of concrete on the 

top surface. The variation of midspan section 

displacement in longitudinal direction for hybrid and 

non-hybrid specimens are given in Figs. 5.  As seen in 

Figs. and Table 3, the placement of thick layer concrete 

on the top surface reduces the maximum displacement of 

FRP bridge decks approximately 60%. 

 

 

Table 3. Maximum vertical displacement in SLS 

 

 Maximum Vertical Displacement (mm) 

Hybrid FRP Concrete Deck FRP Deck 

FRP Deck Systems 

DuraSpan 10.14 16.47 

Asset Deck 8.162 11.83 

Superdeck 8.58 13.05 

EZ Span Deck 12.16 16.39 

Strongwell 13.61 23.29 

Delta Deck 5.81 10.0 

Holes deck 9.76 18.18 
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(a) Delta Hybrid FRP Concrete Deck 

 

 

(b) Dura Span Hybrid FRP Concrete Deck 

 

 

(c) EZ Span Hybrid FRP Concrete Deck 
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(d) Holes Hybrid FRP Concrete Deck 

 

 

(e) Asset Hybrid FRP Concrete Deck 

 

 

(f) Super Hybrid FRP Concrete Deck 

 

Fig. 3 (a-f) Deflected shape and deflection results of hybrid FRP-concrete decks 
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Fig. 4 Comparison of longitudinal maximum displacement of hybrid FRP-concrete decks 

 

 

(a) Delta Deck 
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(b) Super Deck 

 

(c) Asset Deck 

 

(d) Dura Span Deck 
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(e) Holes Deck 

 

(f) EZ Span Deck 

 

(g) Strongwell Deck 

Fig. 5 (a-g) Comparison of longitudinal displacement of hybrid and non-hybrid FRP decks 
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Table 4 shows the maximum concrete compressive 

stress as well as tensile stresses in concrete element of 

hybrid deck systems. As seen in Table 4,   the 

compressive stresses in concrete elements were all 

smaller than its compressive strength limit (0.85*fc) in 

all bridge systems, which is located at the top of the 

concrete under the load area.  The maximum 

compressive stress in Delta, Asset and Super decks are 

smaller than the other hybrid deck systems. On the other 

hand the maximum tensile stresses (fr) exceeds the 

tensile strength of concrete for the decks systems except 

that EZ span hybrid deck. As expected the maximum 

tensile strength occurs at the bottom of the concrete 

layer in all bridge decks. 

 

Table 4. Maximum concrete stress in SLS 

 

 Maximum Concrete Stress 

Compressive 

Stress (MPa) 

Tensile 

Stress 

(MPa) 

FRP Deck 

Systems 

DuraSpan 22.22 7.26 

Asset Deck 20.94 5.20 

Superdeck 21.16 4.99 

EZ Span 

Deck 

22.37 1.47 

Strongwell 27.17 10.28 

Delta Deck 13.07 4.94 

Holes deck 22.14 6.22 

 

The load combination for the ultimate state was also 

applied to all the bridge systems. The results of the 

maximum vertical displacement is presented in Table 5. 

As seen in Table 5, the displacements in Delta, ASSET 

and Super hybrid FRP-concrete decks are smaller than 

the other deck systems as in the case of the SLS. The 

similar results for the variation of deflections, and also 

the maximum longitudinal stress in FRP decks were also 

obtained with that of SLS. 

 

Table 5. Maximum vertical displacement for ultimate 

limit state (ULS) 

 

 Maximum Vertical 

Displacement (mm) 

Hybrid FRP 

Concrete Deck 

FRP 

Deck 

FRP Deck 

Systems 

DuraSpan 13.68 22.24 

ASET Deck 11.02 15.98 

Superdeck 11.58 17.61 

EZ Span 

Deck 

16.42 22.13 

Strongwell 18.38 31.44 

Delta Deck 7.841 13.51 

Holes deck 13.17 24.55 

 

4. CONCLUSION 
 

Different hybrid FRP-concrete bridge decks were 

investigated numerically by using finite element (FE) 

analysis. A simplified FEM approach, which uses a 

single layer of thick shell elements to simulate a FRP 

deck, that has top and bottom face sheets and web, was 

proposed. The structural performance of the hybrid deck 

panels were compared with that of the non-hybrid deck 

panels. The comparisons among these bridge systems 

were also carried out to select the most efficient two 

decks. The results showed that Delta, Super and ASSET 

hybrid decks are stiffer than other deck systems.  The 

results from FEA approach also indicated that the layer 

of concrete on the top surface of bridge deck reduces the 

vertical displacement of FRP bridge systems 

approximately 60%. The FEA results also show that 

Delta, ASSET and Super hybrid decks were more 

efficient than other FRP decks considered here. 
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