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Abstract 

 

In this paper, we study a fitted operator average finite difference method for solving singularly perturbed parabolic 

convection-diffusion problems with boundary layer at right side. After discretizing the solution domain uniformly, the 

differential equation is replaced by average finite difference approximation which gives system of algebraic equation 

at each time levels. The stability and consistency of the method established very well to guarantee the convergence of 

the method. Furthermore, some numerical results are given to support our theoretical results and to validate the 

betterment of using fitted operator methods. 

 

Keywords: Fitted operator, singular perturbation, parabolic problems, finite difference. 

 

1. Introduction 

The one dimensional partial differential equation: 

2
2

2
( , ) ( , ) ( , ) ( , ) ( , )

u u u
x t x t x t u x t f x t

t x x


  
   

  
    (1) 

is a parabolic equation that used to model different physical phenomena such as heat distribution 

in a rod, in which case ( , )u x t represents the temperature at a point x  and time t and 2 0  is the 

terminal diffusivity of the material with its value depends on what material the rod is composed 

of. The differential equation of the form of Eq. (1) is also called heat or diffusion equation. We 

assume that the left end at 0x  a prescribed temperature 0 ( )u t and the right end at 1x   a 

prescribed temperature 1( )u t , which produces the boundary conditions 0(0, ) ( )u t u t and

International Journal of Engineering & Applied Sciences (IJEAS) 

Vol.11, Issue 3 (2019) 414-427 

http://dx.doi.org/10.24107/ijeas.567374  
Int J Eng Appl Sci 11(3) (2019) 414-427 

 

   
 

 
 

 

 

 

   
 

 

 
 
 

 

 

http://dx.doi.org/10.24107/ijeas.567374
mailto:gdegla@gmail.com
mailto:gammeef@gmail.comb
mailto:tesfayeaga2@gmail.coma*


T. Aga, G. File, G. Degla 

415 
 

1( , ) ( ),u L t u t 0t  . We also need information about the starting temperature that gives the initial 

condition, ( ,0) ( ), 0 .u x s x x L    

From the nature of modeling heat flow or chemical diffusion, the constant 2
K

 


, where K is the 

termal conductivity,  is specific heat and  is density of the material of the body. Here, assume 

that K  so that let denote 2   ,  is a parameter satisfying 0 1   , then parabolic partial 

differential equation of Eq. (1) on the rectangle : (0,1) (0, ]Q T   in the space time domain, where 

T is some fixed positive time with the stated condition called as the singularly perturbed convection 

– diffusion parabolic initial – boundary value problem of the form: 

2

2
( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ), ( , )

u u u
x t x t a x t x t b x t u x t f x t x t Q

t x x

  
    

  
    (2) 

subject to the conditions: 

 

 

 

0 0

1 1

( ,0) ( ) on : ( ,0) : 0 1

(0, ) ( ) on : (0, ) : 0

(1, ) ( ), on : (1, ) : 0

xu x s x S x x

u t q t S t t T

u t q t S t t T

   

   

   

     (3) 

For convince the coefficients ( , ) and ( , )a x t b x t are assumed to be sufficiently smooth functions 

such that: 

0 1( , ) 0 and ( , ) 0a x t b x t             (4) 

Under sufficient smoothness and compatibility conditions imposed on the functions

0 1( ), ( ), ( )s x q t q t  and ( , )f x t , the initial-boundary value problem admits a unique solution ( , )u x t

the assumed condition ( , ) 0a x t  which exhibits a boundary layer of width ( )O  near the boundary

1x  of Q  , [7]. 

The singularly perturbed parabolic initial-boundary value problem of Eq. (2) is called convection-

diffusion type with ( , ) ( , ) ( , )
u u

x t a x t x t
t x

 


 
is considered as a convection term, but if ( , ) 0a x t  , 

then it is called as reaction–diffusion type whose reaction term ( , ) ( , ) ( , )
u

x t b x t u x t
t





 with 

2

2

u

x




  is the diffusion term in both cases. 

In the past few decades, various ε-uniform numerical schemes are proposed in the literature for 

singular perturbation problems (SPPs). The numerical methods for SPPs are widely classified into 

two categories, namely, the fitted operator methods and the fitted mesh methods. In fitted operator 

methods, exponential fitting factors (artificial viscosity) will be used to control the rapid growth 

or decay of the numerical solution in the boundary layers [1]. Whereas, fitted mesh methods use 

nonuniform meshes, which will be fine or dense in the boundary layer regions and coarse outside 
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the layer regions. The well-known layer resolving fitted meshes are Bakhvalov meshes, which will 

be obtained from some nonlinear mesh generating function, and Shishkin meshes, which are 

piecewise-uniform and easy to obtain (see. [3], [4], [5] and [7]). 

Different methods had been constructed to find the numerical solution of singularly perturbed 

parabolic problems; For instance, Spline in compression method [6], Bessel collocation method 

[8], A robust finite difference method [2]; A novel adaptive mesh strategy [9], An adaptive grid 

method [10] and so on.  Hence, several numerical methods have been developed by different 

scholars for solving these problems and due to the importance of the problems in real life 

situations, the need to find numerical method(s) for approximating its solution is gainful. Thus, it 

is necessary to develop more accurate, stable and convergent numerical method for solving the 

singularly perturbed parabolic partial differential equations. 

Therefore, the main objective of this study is to develop more accurate, stable and convergent a 

fitted operator average finite difference method for solving singularly perturbed parabolic 

convection- diffusion problems with right boundary layer at right side. 

2. Formulation of the Method 

Now, consider Eq. (2) on a particular domain ( , ) : (0,1) (0,1]x t Q    with the initial and boundary 

conditions in Eq. (3) and with remembering the condition in Eq. (4) to sure that the problem has 

boundary layer at 1x  . To solve this problem by the finite difference method, let andM N be 

positive integers. When working on Q , we use a rectangular grid k
hQ whose nodes are  ,m nx t  for

0,1, . . . and 0,1, . . .m M n N  . Here, 0 10 . . . 1Mx x x      and 0 10 . . . Nt t t T      

such grids are called tensor-product grids. For simplicity, throughout this material equidistant grids 

are considered as: 

, , 0,1,2, . . . ,

1
, , 1 0,1,2, . . . ,

n

m

T
t nk k n N

N

x mh h M
M

  

  

            (5) 

Denote the approximate solution ( , )n
m m nu u x t at an arbitrary point ( , )m nx t . To obtain a finite 

difference scheme, we need to approximate the derivatives in Eq. (2) by some finite differences. 

Assume that the equation given in the form of Eq. (2) is satisfied at the point 
1

,
2

th

m n
 

 
 

 level. 

Then at this point Eq. (2) can be written as: 

1 1 1
1 1 1 12 2 22
2 2 2 2

2

n n n
n n n n

m m m
m m m m

u u u
a b u f

t x x

  
     

   
  

     (6) 
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For the derivatives with respect to t, using Taylor series expansion at the point 
1

,
2

m n
 

 
 

we 

have: 
1 1 1

1 2 2 22 2 3 3
1 2 4

2 3
( )

2 8 48

n n n
n

m m mn
m m

k u k u k u
u u O k

t t t

  



  

    
  

      (7) 

1 1 1
1 2 2 22 2 3 3
2 4

2 3
( )

2 8 48

n n n
n

m m mn
m m

k u k u k u
u u O k

t t t

  
   

    
  

     (8) 

Subtracting Eq. (8) from Eq. (7), gives the central difference approximation in such a point as 

1

12

1

n
n n

m m mu u u

t k


 

  


           (9) 

where the truncation term 

1

22 3

1
3

.
24

n

mk u

t




  


 

If we consider the other terms of Eq. (6) related to the points  ,m n  and  , 1m n , using its 

average, which can be written: 

1 1
1 1 1 1 12 22
2 2 2 2

2 2

n n
N n N nn n n n

m m x m x m
m m m m

u u L u L u
a b u f

x x

 
     

    
 

          (10) 

1 1 1 1 1
1 1 1 11 1 1 1 1

2

1 1 1 1
2

2

2
where,

2

2

2

n n n n n
mm m m mN n N n n n n n

x m x m m m m m

n n n n n
mm m m mn n n n

m m m m

u u u u u
L u L u a b u f

h h

u u u u u
a b u f

h h

    
       

   

  
      

  
     

 

1 1 14 4 3 4
2

2
4 4 3 4

.
12 6 12 6

n n n n n n
m m m m m m

h
u a u u a u

x x x x

        
     

    
 

Substituting Eqs (9) and (10) into Eq. (6) gives: 

 

1 1 1 1 1
1 1 1 11 1 1 1

2

1 1 1 1 1
3

2

2
2 2

2

2

2

n n n n n
mm m m mn n n n n

m m m m m

n n n n n
mm m m mn n n n n

m m m m m

u u u u u
u u k a b u

h h

u u u u u
k a b u k f f

h h

    
      

    

   
     

 

   
        

 

   (11) 
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where  3 1 22 .      

To obtain the more accurate numerical solution and uniformly convergent numerical method, let 

introduce the fitting factors 1 and 2  on the obtained scheme Eq. (11) at both  ,
th

m n and 

 , 1
th

m n level respectively as: 

 

1 1 1 1 1
1 1 1 11 1 1 1

1
2

1 1 1 1 1
2

2

2
2 2

2

2

2

n n n n n
mm m m mn n n n n

m m m m m

n n n n n
mm m m mn n n n n

m m m m m

u u u u u
u u k a b u

h h

u u u u u
k a b u k f f

h h

    
      

    

   
     

 

   
      

 

   (12) 

To get the value of fitting factors 1 and 2 , let denote 
h

 


and after multiplying both side by 

h  then evaluate the limit both sides of Eq.(12) as 0h  gives: 

1
1 1 1 1 1 1

1 1 1 1
0

2
1 1 1 1

0

lim ( 2 ) ( )
2

lim ( 2 ) ( ) 0
2

n
mn n n n n

mm m m m
h

n
mn n n n n

mm m m m
h

a
u u u u u

a
u u u u u


    
   



   


 
      
 

 
      
 

  (13) 

Since, the finite difference approximation terms are at  ,
th

m n and  , 1
th

m n levels in different 

time direction, so that Eq. (13) satisfied if and only if: 

1
1 1 1 1 1 1

1 1 1 1
0

2
1 1 1 1

0

lim ( 2 ) ( ) 0
2

lim ( 2 ) ( ) 0
2

n
mn n n n n

mm m m m
h

n
mn n n n n

mm m m m
h

a
u u u u u

a
u u u u u


    
   



   


  
       
  


          

 

which is written as 

 

 

 

 

1 1 1
1 1 1 11 20 0

1 1 1
1 1 1 1

0 0

lim lim2 2
and

lim 2 lim 2

n n n n n n
m mm m m m

h h

n n n n n n
m mm m m m

h h

a u u a u u

u u u u u u

  
   

 

  
   

 

  
 

     
    (14) 

Here, the main aim is to determine the values of the introduced fitted parameters 1  and 2 ; and 

as Roos et. al., [7] provide with the detailed proves for the asymptotic expansion of Eq. (2) with 

the conditions given in Eqs. (3) and (4) given by: 
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(1 )
(1, )

0( , ) ( , )
x

a teu x t u x t A



   

for the solution of its reduced form is 0 ( , )u x t and A will be defined using the given boundary 

conditions that is written at the point nt t as: 
(1 )

(1)
0( ) ( )

n x
n n au ex u x A




   

(1)
(1)0

0
lim (0)

n
n

a
a mn n

m
h

e eu u A  



               (15) 

From Eq. (11) inducing the indices, we get: 

 

   
(1)

(1) (1) (1)1 1
0

lim

n
n n n

a
a m a an n

m m
h

e e e eu u A     
 


       (16) 

   
(1)

(1) (1) (1)1 1
0

lim 2 2

n
n n n

a
a m a an n n

mm m
h

e e e eu u u A     
 


          (17) 

Using Eqs. (15), (16) and (17), Eq. (14) becomes: 

 
1 1

(1) (1) (1) (1)
1 1coth and coth

2 2 2 2

n n n na a a a       
      

   
   (18) 

From Eq. (12) and the values in Eq. (18), the fitted operator finite difference scheme given by: 

 

1 1 1 1 1
1 1 1 11 1 1 1

1
2

1 1 1 1 1
2

2

2
2 2

2

2

2

n n n n n
mm m m mn n n n n

m m m m m

n n n n n
mm m m mn n n n n

m m m m m

u u u u u
u k a b u u

h h

u u u u u
k a b u k f f

h h

    
      

    

   
     

 

   
      

 

 

This can be written as the recurrence relation of the form: 

1 1 1 1 1 1 1
1 1

n n n n n n n
m m m m mm mE u F u G u H      

            (19) 

for  1,2, . . ., and 0,1,2, . . . ,m M n N  , 

where   
1 1

1 1 11 1 1 1

2 2 2

2
, 2 ,

2 2

n n
m mn n n n

m m m m

a a
E k F k b G k

h h h h h

 
   

      
          

    
 

 2 2 21 1
1 1

2 2 2

2
2

2 2

n n
m mn n n n n n n

m m m m mm m

a a
H k u k b u k u k f f

h h h h h
 

 

       
             

     
 

The system of equations to be solved is tridiagonal: equation number m in the system only involves 

unknowns with numbers 1, and 1m m m  , so that the matrix of the system has non-zero elements 
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only on the diagonal and in the positions immediately to the left and to the right of the diagonal. 

The coefficients 1 1 1, ,n n n
m m mE F G    and the right-hand side 1n

mH   are given, and we assume that 

they satisfy the conditions:- 
1 1 1 1 1 10, 0, 0 andn n n n n n

m m m m m mE F G F E G           

These conditions ensure that the matrix is diagonally dominant, with the diagonal element in each 

row being at least as large as the sum of the absolute values of the other elements. 

1 1
1 1 11

2 2 2

2
2

2 2

n n
m mn

m

a a
k b k k

h h h h h

 


      
          

     
 

Therefore, 1 1 1j j j
i i iF E G    , It is easy to see that these conditions are satisfied by our 

difference equation system. Thus, Eq. (19) can be solved by Thomas algorithm. 

3. Stability of the Method 

A partial differential equation is well-posed if the solution of the partial differential equation is 

exists, and depends continuously on the initial condition and boundary conditions. The Von 

Neumann stability technique is applied to investigate the stability of the developed scheme in Eq. 

(15), by assuming that the solution of Eq. (15) at the grid point  ,m nx t  is given by: 

n imn
m eu        (20) 

where 1,i    is the real number and  is the amplitude factor. 

Now, putting Eq. (20) into the homogeneous part of Eq. (19) gives: 

  2 2 21 1 1

2 2 2

2
2

2 2

n n
m mi i i in n n n

m m m me e e e
a a

E F G k k b k
h h h h h

       
       

               
     

 

2 2 2

2 2 2

1 1 1

2
2

2 2

n n
m mi i i in

m

i in n n
m m m

e e e e

e e

a a
k b k k k k

h h h h h

E F G

     

    

   
      

  
  

 

But, 
 

cos sin cos sin 2cos
cos sin

cos sin cos sin 2 sin

i i

i

i i

e e
e

e e

i i
i

i i i

  

 

  

       
    

        

 

and, we have the values of 1 1 1, andn n n
m m mE F G   from Eq. (15) which implies: 
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2

2

1 1

2 2

2 4 sin

2 4 2 4

n
ma

k k
h hi

k k
h h


 

  
 

 

 

The condition of stability is 1   and for sufficiently small k, we have 1  . Hence, the scheme 

given in Eq. (19) is stable for any value of mesh sizes in both with respect to andx t . Thus, the 

scheme in Eq. (19) is unconditionally stable. 

4. Consistency of the method 

Local truncation errors refer to the differences between the original differential equation and its 

finite difference approximations at grid points. To investigate the consistency of the method, we 

have the local truncation errors from Eqs (9), (10) and (11) given as:- 

 1
3 1 22n

mT                    (21) 

where 

1

22 3

1
324

n

mk u

t




  


  and   

1 1 14 4 3 4
2

2
4 4 3 4

.
12 6 12 6

n n n n n n
m m m m m m

h
u a u u a u

x x x x

        
     

      

 

Thus, the right hand side hand of Eq. (21) vanishes as 0 and 0k h   implies 1 0n
mT   .

 

Hence, the scheme is consistent with the order of convergence  2 2k hO   . Therefore, the scheme 

developed in Eq. (19), is convergent. A consistent and stable finite difference method is 

convergent by Lax's equivalence theorem [7]. 

5. Numerical Examples and Results 

To validate the applicability of the method, model problems have been considered and these examples 

have been chosen since they have been widely discussed in the literature.  

Example 1: Consider the singularly perturbed parabolic problem: 

2

2
(1 (1 )) ( , ), ( , ) (0,1) (0,1]

u u u
x x f x t x t

t x x

  
      

  
 

subject to the conditions: 

( ,0) ( ), 0 1

(0, ) 0 (1, ), 0 1

u x s x x

u t u t t

  

   
 

We choose the initial data ( )s x and the source function ( , )f x t to fit with the exact solution: 
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1 1 1
( , ) ( (1 ) )

x
te e e eu x t x


   

       

As the exact solution for this example is known, for each perturbation parameter  , we calculate 

absolute maximum errors defined by: 

,

,

( , )

max ( , )
M N

m n

nM N
m n m

x t Q

E u x t u


   

where ( , )m nu x t  and n
mu respectively, denote the exact and approximate solution. In addition, we 

determine the corresponding order of convergence by: 

, 2 ,2
, log( ) log( )

log(2)

M N M N
M N E E

R
 




  

Table 1. Comparison of maximum absolute errors for Example 1 at the number of intervals M, N 

   32,  10 64, 20 128, 40 256, 80 512, 160 

With fitting factors    
010  3.2004e-06 7.8950e-07 1.9651e-07 4.9075e-08 1.2263e-08 
110  3.6140e-04 8.9287e-05 2.2181e-05 5.5427e-06 1.3851e-06 
210  1.2823e-02 2.9914e-03 5.4598e-04 1.2963e-04 3.2304e-05 
310  1.7476e-02 9.1719e-03 4.6673e-03 2.0168e-03 5.3827e-04 
410  1.7476e-02 9.1720e-03 4.6963e-03 2.3759e-03 1.1949e-03 

Without fitting factors    
010  1.8093e-06 4.4513e-07 1.1081e-07 2.7681e-08 6.9183e-09 
110  2.3684e-03 5.8236e-04 1.4515e-04 3.6249e-05 9.0592e-06 
210  3.0639e-01 9.9446e-02 2.0645e-02 4.3908e-03 1.0958e-03 
310  9.5155e-01 8.5929e-01 6.7603e-01 4.0072e-01 1.5072e-01 
410  1.1607e+00 1.1820e+00 1.1463e+00 1.0424e+00 9.2024e-01 

 

Table 2. Comparison of maximum absolute errors for Example 1 at the number of intervals M, N 

   32,  10 64, 20 128, 40 256, 80 512, 160 

Present method     
010  3.2004e-06 7.8950e-07 1.9651e-07 4.9075e-08 1.2263e-08 
210  1.2823e-02 2.9914e-03 5.4598e-04 1.2963e-04 3.2304e-05 
410  1.7476e-02 9.1720e-03 4.6963e-03 2.3759e-03 1.1949e-03 

Results in  [1]    
010  6.8921e-04 3.7085e-04 1.9290e-04 9.8440e-05 4.9739e-05 
210  7.1532e-02 4.5000e-02 2.6393e-02 1.4579e-02 7.1423e-03 
410  9.3382e-02 5.5430e-02 3.9185e-02 2.1997e-02 1.1787e-02 
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Table 3. Comparison of Rate of convergence for Example 1 at the number of intervals M, N 

   32,  10 64, 20 128, 40 256, 80 

Present method    
010  2.0192 2.0063 2.0015 2.0007 
210  2.0998 2.4539 2.0744 2.0046 
410  0.9301 0.9657 0.9831 0.9916 

Results in  [1]     
010  0.8941 0.9430 0.9705 0.9849 
210  0.7203 0.7853 0.8376 0.8912 
410  0.8211 0.9108 0.9624 0.9674 

 

Example 2: Consider the singularly perturbed parabolic problem: 

2
2 2

2

1 1
(1 sin ) (1 sin ) ( , ) ( , ),

2 2 2

u u u t
x x x u x t f x t

t x x

   
        

  
 

for  ( , ) (0,1) (0,1]x t    and the source function  
33( , ) 1 (1 )sinxf x t x t t t     

subject to the conditions: 

( ,0) 0, 0 1

(0, ) 0 (1, ), 0 1

u x x

u t u t t

  

   
 

Since the exact solution is not known, we use the double mesh principle to obtain the maximum 

absolute errors and to investigate the rate of convergence. 

Table 4. Comparison of maximum absolute errors for Example 2 at the number of intervals M, N 

   32,  16 64, 32 128, 64 256, 128 512, 256 

With fitting factors     
010  8.7112e-05 1.8949e-05 4.1396e-06 1.0346e-06 2.5881e-07 
110  3.4987e-04 8.7838e-05 2.1985e-05 5.4998e-06 1.3751e-06 
210  1.7357e-03 6.7495e-04 1.9879e-04 5.2071e-05 1.3176e-05 
310  1.8971e-03 1.0473e-03 5.5534e-04 2.7537e-04 1.0935e-04 
410  1.8971e-03 1.0473e-03 5.5579e-04 2.8673e-04 1.4569e-04 

Without fitting factors     
010  8.7165e-05 1.8953e-05 4.1427e-06 1.0353e-06 2.5902e-07 
110  5.3647e-04 1.3050e-04 3.2470e-05 8.1069e-06 2.0261e-06 
210  3.8366e-02 1.6433e-02 4.9141e-03 1.0717e-03 2.5149e-04 
310  1.1881e-01 1.0523e-01 8.0985e-02 5.0465e-02 2.3456e-02 
410  1.3687e-01 1.3825e-01 1.3548e-01 1.2804e-01 1.1388e-01 
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Table 5. Comparison of Rate of convergence for Example 2 at the number of intervals M, N 

   32,  16 64, 32 128, 64 256, 128 

With fitting factors    
010  2.2007 2.1946 2.0004 1.9991 
110  1.9939 1.9983 1.9991 1.9998 
210  1.3627 1.7635 1.9327 1.9826 
310  0.8571 0.9152 1.0120 1.3324 
410  0.8571 0.9141 0.9548 0.9768 

Without fitting factors    
010  2.2013 2.1938 2.0005 1.9989 
110  2.0394 2.0069 2.0019 2.0004 
210  1.2232 1.7416 2.1970 2.0913 
310  0.1751 0.3778 0.6824 1.1053 
410  - 0.0145 0.0292 0.0815 0.1691 

 

 

Fig. 1. Behavior of the solutions for Example 2 at 41064 andM N      
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Fig. 2. Pointwise absolute errors for Example 2 at 21032 andM N      

 

6. Discussion 

We have discussed a fitted operator average finite difference method for solving singularly 

perturbed parabolic convection- diffusion problems which have right boundary layer. The basic 

mathematical procedures are define the model problem, discretize the solution domain uniformly, 

replace the differential equation by central difference approximation to the time derivative and 

approximate the other terms by the average of the central approximation related to two level points. 

Then the central finite difference approximation gives three-term recurrence relations at each time 

level with respect to the spatial direction which is diagonal dominate, so that solved by Thomas 

algorism. Also, the stability and consistency of the method investigated very well to guarantee the 

convergence of the method. 

It can be seen from the results obtained and presented in Tables (1) and (4) shows that, the 

numerical methods presented in this study converge in the maximum absolute errors with more 

accurate solution than without fitted numerical method. For each , andM N  in Tables (1 - 5) 

shows the effectiveness of applying fitted operator in order to obtain more accurate numerical 

solution and to show the second order rate of convergence . Thus, from the results presented, we 

have evidence that the maximum absolute errors and the corresponding rate of convergence 

calculated using the present method is more accurate with higher rate of convergence than the 

existing methods. Figure 1, indicates the physical behavior of the problem while Figure 2 to 

indicates the position of boundary layer. 
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7. Conclusion 

In this study, we have discussed a fitted operator average finite difference method for solving 

singularly perturbed parabolic convection- diffusion problems. In order to obtain more accurate 

numerical solution, introduce and determine the values of fitting parameter. As shown in the 

investigation of consistency, the present method is second order convergent with respect to the 

two independent variables. The stability and consistency have been established very well to 

guarantee the convergence of the method.  Moreover, as some numerical results are calculated to 

support the theoretical results and to demonstrate the effectiveness and the advancement of using 

fitting operator method has a better numerical accuracy compared to without fitted operator and 

other methods. 
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Abstract 

Transient thermal response of a functionally graded material (FGM) layer is considered and individual effects of 
inhomogeneity parameters on temperature distribution are examined. Transient conduction equation has 
variable coefficients controlling conductivity, mass density and specific heat capacitance due to the material 
property variation along the thickness of the graded layer. In order to solve the time dependent conduction 
equation for the unknown interior temperatures, computational methods are employed based on finite difference 
and finite element methods. Governing partial differential equation is discretized in space and time grids and 
computer codes are developed to implement explicit and implicit schemes. Results of explicit and implicit 
schemes are compared with those found by finite element method. A very good agreement is achieved for the 
applied boundary and initial conditions. Parametric study reveals the individual influences of various 
inhomogeneity parameters of FGM upon time dependent temperature distribution of a functionally graded layer. 
The results of the direct comparison study indicate that inhomogeneity parameters for specific heat and mass 
density have greater influence on temperature distribution than that for thermal conductivity. 

Keywords: Functionally Graded Layer, Transient Heat Conduction, Computational Methods, Material 
Inhomogeneity 

1. Introduction 

Functionally graded materials (FGMs) are advanced composites involving two or more 
constituent phases. These materials are regarded as advanced engineering composites 
designed to meet material demands with the variance of via the spatial gradation in the 
structure. Originally considered as thermal barrier coatings for aerospace structures and fusion 
reactors, FGMs were also used as structural components in transportation, energy, electronics 
and biomedical engineering for the general use in high temperature environment in the last 
decade [1]. Generally, there are three different methods to obtain compositional gradient in 
the material which includes gas based, liquid phase and solid phase methods. Hence, 
physically or chemically tailored properties are obtained in the structure. Chemical Vapor 
Deposition (CVD), Physical Vapor Deposition (PVD), ion plating, plasma spraying and ion 
mixing are some examples of gas-based methods to fabricate FGMs. Methods such as 
centrifugal casting, slip casting, chemical solution deposition (CSD), electrochemical 
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gradation are some liquid phase examples to product FGMs. Furthermore, spark plasma 
sintering and powder metallurgy techniques can be given for examples of solid phase methods 
[2]. Bellur-Ramaswamy et al. [3] developed an algorithm to optimize continuous quench 
process parameters to produce functionally graded aluminum alloy extrudes. The gradual 
changes in volume fraction of the constituents and non-homogenous structure provides 
continuous graded macroscopic properties, such as hardness, wear resistance, corrosion 
resistivity, thermal conductivity, specific heat and mass density that are critical for thermal 
barrier coatings (TBCs) as well as thermal protection of the re-entry capsule, furnace liners, 
body armour, piezoelectric actuators and electromagnetic sensors [4-7]. Therefore, there have 
been many studies related with the thermal properties of these materials and their interaction 
with their structural behavior. Numerical methods are frequently applied to investigate such 
properties to understand their thermal behavior in the design stage. It was reported that 
repeated hot gas flow tests indicated that utilization of FGM thermal barrier coatings (TBCs) 
enhanced the resistance to cracking and delamination at high temperatures when compared to 
conventional coatings. For example, ZrO2/Ni functionally graded material (FGM) was used as 
TBC for the rocket engine and no delamination was observed after 550 seconds of 
combustion. ZrO2 stabilized with Y2O3 functionally graded material (FGM) was used as TBC 
for turbine blades and it was seen that this material performed excellent resistance to erosion 
and thermal shock [8-9]. Reddy and Chin [10] investigated the dynamic thermoelastic 
response of functionally graded cylinders and plates, thermomechanical coupling was 
included and a finite element model was developed. Yang [11] proposed a research based on 
finite element analysis to examine the temperature distribution, thermal stresses and failure 
criteria of a multi-dimensional functionally graded material (FGM) plate which was 
composed of ZrO2 and Ti-6Al-4V and Al2O3 under steady-state, heating and sudden cooling 
conditions. Analytical method was proposed to analyze the transient heat conduction analysis 
in a cylindrical shell made of functionally graded material where material properties vary with 
the power law through the thickness [12]. The response of a circular cylindrical thin shell 
made of the functionally graded material (FGM) based on the generalized theory of 
thermoelasticity was determined. Power law was adopted for the spatial variation of the 
thermoelastic properties [13]. Mechanical and thermal buckling of FGM conical shell panels 
made of Al/ZrO2, SUS304/Si3N4 and Al2O3/Ti-6Al-4V were investigated through an element-
free method by Zhao and Liew [14].  

Sharma et al. [15] constructed a finite element model to investigate the steady state 
temperature field in FGM layer which was composed of Zirconia and Aluminum. Through the 
thickness temperature distribution and thermal stresses in a plate which was made of 
functionally graded material were determined by Cho and Oden [16] using Crank-Nicolson-
Galerkin scheme. It was reported in the study conducted by Nemat-Alla [17] that two-
dimensional graded materials (2D-FGMs) had a great potential for minimization of 
temperatures, thermal and residual stresses under a severe thermal loading cycle that includes 
of heating followed by cooling operations. Sladdek et al. [18] proposed an advanced 
computational method based on local boundary integral equations for transient heat 
conduction analysis in continuously non-homogenous functionally graded materials (FGMs). 
Sadowski and Nakonieczny [19] focused on numerical study based on researching the FGM 
grading pattern impact on the temperature distribution in the cylindrical plates made of 
Al2O3/ZrO2 under the thermal shock condition. A meshfree, semi-discrete finite element 
method was proposed for the solution of the thermal shock problem for a thin, cylindrical 
plate made of FGM ceramics, and an explicit finite difference method was utilized for the 
temporal discretization [20]. A multiple reciprocity boundary face method was developed to 
investigate the transient heat conduction analysis of functionally graded materials [21]. Li and 
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Wen [22] put forward a finite block method based on the Lagrange series to solve transient 
heat conduction problem in a functionally graded media regarding one dimensional to three 
dimensional conduction cases. A thermal conduction analysis of layered functionally graded 
materials composed of Ni and Carbon nanotube was performed by Olatunji- Ojo et al. [23] 
using a finite element code and parametric studies were carried out using different cooling 
times, different mixing rules and different heat transfer coefficients. Jin [24] examined the 
transient heat conduction in a functionally graded plate subjected to gradual cooling and 
heating at its boundaries and asymptotic analysis and integration technique were used to 
obtain a closed form asymptotic solution of temperature field in FGM plate for short times. 
Determination of through the thickness temperature distribution in functionally graded 
materials (FGMs) has significant importance since it directly influences the failure 
mechanism.  

In the present study, we develop computer codes based on explicit and implicit schemes to 
determine the transient temperature distribution in a layer made of FGM and compare results 
with those obtained through the finite element analysis. Then, the separate influences of 
inhomogeneity parameters for the thermal conductivity, thermal capacitance and the mass 
density on temperature distribution in a graded layer are determined. The main novelty of the 
present study is the investigation of the influences of these inhomogeneity constants 
separately on the temperature distribution in FGM layers, individually and determination of 
the dominance of each parameter. Governing partial differential equation has variable 
coefficients of each material property and solution is performed keeping the generality. It is 
demonstrated that computational methods based on explicit and implicit schemes can 
efficiently be applied to such conduction problems including non-homogenous materials and 
they are able to provide fast and accurate solutions. In addition to that, although there have 
been many works in the literature which utilized some kind of different computational 
methods to examine the transient heat conduction problem in FGM layers, none of them 
compared the results of developed computational techniques with each other. Thus, another 
novelty of the paper is providing the comparison of the temperature results for an FGM layer 
obtained by explicit, implicit and FEA methods. It is believed that results of this study will be 
helpful for material designers to understand the transient thermal response of graded layers 
designated especially for thermal barrier coatings in harsh environments. 

2. FGM Material and Properties 

The functionally graded material (FGM) considered made of ceramic and metal phases is 
illustrated in Fig.1. One side of functionally graded layer is composed of 100% ceramic phase 
whereas the other side of the layer is composed of 100% metallic phase with the intermediate 
transition region in between.  Material properties are denoted by exponential functions 
varying in x-axis. A schematic illustration of a continuously graded microstructure in FGM is 
provided by Chan et al. [25]. As provided in [26-27], thermal conductivity, heat capacitance 
and density of the functionally graded layer are defined by the exponential functions: 
 

0 1exp( ),k k xγ=                                                                      (1) 

0 2exp( ),c c xγ=                                                                      (2) 

0 3exp( ).xρ ρ γ=                                                                     (3) 
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where 0 ,k 0c and 0ρ  are the thermal conductivity, heat capacitance and mass density at the 
metallic (left) surface ( )0 .x = 1,γ  2γ and 3γ  respectively show the inhomogeneity constants 
for thermal conductivity, specific heat capacitance and mass density and these constants are 
assumed to be different from each other in the present study. ZrO2 and Ti-6Al-4V are 
referencing ceramic and metallic materials utilized in the present study and their thermal 
properties are provided in Table 1. 

Table 1. Material properties of ZrO2 and Ti-6Al-4V (Fujimoto and Noda [28]). 
Material 2ZrO Ti-6Al-4V 
Thermal conductivity (W/mK) 2.036 18.1 
Heat capacitance (j/kgK) 615.6 808.3 

)3kg/mDensity ( 5600 4420 

 

 

 

Fig. 1. The schematic illustration of functionally graded material possessing different 
inhomogeneity constants for thermal properties 

3.  Equation of Conduction and Boundary Conditions 

In order to find the time dependent temperature distribution inside the FGM layer, the 
following heat conduction equation should be derived. One of the main contributions of this 
study over previous studies is to taking into consideration of spatial variation of each thermal 
properties separately, hence derived heat conduction equation is different that adopted in the 
previous studies. The derivation of conduction equation is shown in Eqs. (4)-(5) which 
involves variable parameters for thermal conductivity, heat capacitance and mass density.  
 

2

2

( ) ( ) ( ) ( ) .k x T T Tk x x c x
x x x t

ρ
∂ ∂ ∂ ∂

+ =
∂ ∂ ∂ ∂

                                                    (4) 

2

1 2( ) ( ) .T T Tx x
t x x

γ α α
∂ ∂ ∂

= +
∂ ∂ ∂

                                                            (5) 

 

The thermal diffusivity for the FGM layer is expressed to be: 
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0 1 2 3( ) exp( )x xα α γ γ γ= − −                                                       (6) 

0
0

0 0

.k
c

α
ρ

=                                                                          (7) 

Two different boundary and initial condition cases are applied to the boundary value problem 
and these conditions are given in Table 2. 

Table 2. Applied boundary and initial conditions 
Case 1  Case 2 
1 0 ,T K= 1 0 ,T T K= 

2 0 ,T K= 2 02 ,T T K= 

( )0( ,0) sinT x T x L Kπ= × 0( ,0)T x T K= 

where 0 1000 .T K=   

 

4. Computational Techniques Applied for the Transient Thermal Analysis of FGM 

The addressed heat conduction equation is discretized utilizing the finite difference formula. 
Temperature at the left surface is denoted by 0,0T  and that at the right surface is shown 
by ,0NT . This discretization in space and time parameters is illustrated in Fig. 2. After 
discretization step is completed, formulations for explicit and implicit schemes are developed.  

 
Fig. 2. Discretized numerical model prepared for the numerical analysis 

In the following subsections 4.1 and 4.2, explicit and implicit formulations are provided. The 
derived formulations are implemented into MATLAB.  

4.1. Explicit method formulation 

The general explicit method finds the solution of node i at time j+1 using the temperature  
information available at nodes i-1, i and i+1 at time j. Temperature value of point i at time 
j+1, , 1i jT +  is calculated using the temperature values at time j using the temperature values of 
two neighboring points. We develop a formulation based on the explicit method to find the 
temperature distribution along the FGM layer whose thermal properties vary with the x-
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coordinate. In order to discretize the time dependent heat conduction equation in space and 
time domains, the following central difference formulae are utilized. 
 

, 1 , ( ),i j i jT TT O t
t t

+ −∂
= + Δ

∂ Δ
                                                             (8) 

1, 1, 2( ),
2

i j i jT TT O x
x x

+ −−∂
= + Δ

∂ Δ
                                                         (9) 

2
1, , 1, 2

2 2

2
( ).

( )
i j i j i jT T TT O x

x x
− +− +∂

= + Δ
∂ Δ

                                            (10) 

 

When Eqs. (8-10) are substituted into Eq. (5) and after performing necessary mathematical 
manipulations, temperature at space i and time j+1, , 1i jT +  is calculated through the following 
equation.  

1 0
, 1 , 1 2 3 1, 1,

0 1 2 3 1, , 1,2

exp{( ) }
2

exp{( ) } 2 .

i j i j i i j i j

i i j i j i j

tT T x T T
x

tx T T T
x

γ α
γ γ γ

α γ γ γ

+ + −

− +

Δ⎛ ⎞ ⎡ ⎤= + − − − +⎜ ⎟ ⎣ ⎦Δ⎝ ⎠

Δ⎛ ⎞ ⎡ ⎤+ − − − +⎜ ⎟ ⎣ ⎦Δ⎝ ⎠

                            (11) 

Since explicit scheme calculates temperature distribution at time j+1 using the temperature 
information at time j, it is open to any instability problems. Since material properties of FGM 
layer vary with respect to spatial coordinate, the dimensionless mesh Fourier number for this 
material is not constant, so we need to define mesh Fourier number for all the grid points as, 
 

( )2
i

i
t

x
α

τ
Δ

=
Δ

                                                                 (12) 

where  

i
i

i pi

k
c

α
ρ

=                                                                  (13) 

In Eq. (13), the subscript i shows the properties of the FGM material at the spatial coordinate 
.ix  In order to obtain stable numerical solutions using explicit scheme, the following 

condition must be satisfied for all the grid points throughout the functionally graded layer. If 
this condition is not satisfied at least one of the grid points, the numerical solution of the 
overall system will not be stable and properly found. 
 

  
( )2

1 .
2

i
i

t
x

α
τ

Δ
= ≤

Δ
                                                           (14) 
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4.2. Implicit method formulation 

As an implicit method, the Crank-Nicolson (C-N) scheme is considered for the transient 
thermal analysis of FGM layer. The Crank-Nicolson (C-N) scheme finds the solution of nodes 
i-1, i and i+1 at time j+1 using the information available at nodes i-1, i and i+1 at time j. In 
this method, temperature values of points i-1, i ,i+1 at time j+1 are calculated utilizing the 
temperature values of points i-1, i, i+1 at time j. In this section, the formulation based on the 
implicit (C-N) method is provided for the thermal analysis of FGM layer. In order to 
discretize the time dependent heat conduction equation in space and time variables, the 
following central difference formulae are employed. 
 

, 1 , ( ),i j i jT TT O t
t t

+ −∂
= + Δ

∂ Δ
                                                       (15) 

1, 1, 2( ),
2

i j i jT TT O x
x x

+ −−∂
= + Δ

∂ Δ
                                                   (16) 

2
1, , 1, 2

2 2

2
( ).

( )
i j i j i jT T TT O x

x x
− +− +∂

= + Δ
∂ Δ

                                        (17) 

 

Utilizing the finite difference formula, the heat conduction equation is discretized as follows: 
 

 
( )( )

( )( )
( )

( ) ( )( )

, 1 , 1, ,
1 0 1 2 3

0 1 2 3
1, 1 , 1 1, 1 1, , 1,2

exp

exp
2 2

2

i j i j i j i j
i

i
i j i j i j i j i j i j

T T T T
x

t x

x
T T T T T T

x

γ α γ γ γ

α γ γ γ

+ +

+ + + − + + −

− −⎛ ⎞
= − − +⎜ ⎟Δ Δ⎝ ⎠

− −
+ − + + − +

Δ

        (18) 

Rearrangement of Eq. (18) produces the following equation: 
 

1 1, 1 , 1 1 1, 1 1 1, , 1 1,i i j i i j i i j i i j i i j i i jf T g T f T f T l T s T− − + + + + + − − + +− + − = + −                          (19) 

where coefficients depending on space variables can be denoted by, 
 

( )
( )( )0
1 2 32 exp ,

2i if x
x

α
γ γ γ= − −

Δ
                                              (20) 

( )( )1
0 1 2 3exp ,i id x

x
γ
α γ γ γ= − −

Δ
                                                 (21) 

1 2 ,i ig f
t

= +
Δ

                                                                (22) 

1 2 ,i i il f d
t

= − −
Δ

                                                            (23) 

.i i is d f= +                                                                    (24) 



M. N. Balci, B. Sabuncuoğlu 

435 
 

Since the layer is made of functionally graded material, parameters ,if  ,id ,ig il and is are not 
constant parameters. Eq. (19) is expanded in space and time grids using index parameters 
j=1,2,…,M and i=1,2,…,N where M and N indicates the boundary points of time and space 
grids. Hence, NMT shows the temperature of point N at time M. In our parametric analyses, the 
final time of simulation is specified as 5ft s=  and 0.01s time intervals are used. The distance 
between two neighboring nodes is specified as 0.0005x mΔ = . When Eq. (19) is expanded for 
j={1,2,3,…,M} and i={2,3,4,…,N}, the equation set is obtained as follows:       
                                       

2 3

2 3 4

3 4 5

4 5 6

3 2 1

2 1

0 0 ... 0
0 ... 0

0 ... 0
0 0 0
... ... ...
0 0 0 0

N N N

N N
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f g f

f g f
f g f

f g f
f g

− − −

− −

−⎡ ⎤
⎢ ⎥− −⎢ ⎥
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T −
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                        (25) 

where 

1 1 1, 2 2, 3 3, 1 1, 1,j j j jz f T l T s T f T += + + +                                             (26) 

2 2 2, 3 3, 4 4, ,j j jz f T l T s T= + +                                                     (27) 

3 3 3, 4 4, 5 5, ,j j jz f T l T s T= + +                                                      (28) 

2 2 2, 1 1, , , 1.N N N j N N j N N j N N jz f T l T s T f T− − − − − += + + +                                (29) 
 

The algebraic equation system given by Eq. (25) is solved for all time steps j=1,2,…,M. The 
parameters in coefficient matrix are not constants since they depend on the material properties 
in FGM layer. In Eqs (26) - (29), 1, 1jT +

and , 1N jT +
are known temperature values from the 

specified boundary conditions. The algebraic equation system is solved for unknown 
temperatures at interior points. 

4.3. Finite element method (FEM) 

The parametric finite element analyses are performed with ANSYS Parametric Design 
Language (APDL) [29]. 8-node PLANE77 element is utilized in simulations. This element is 
a higher order version of the 2-D, 4-node thermal element PLANE55 [29]. The element has 
one degree of freedom which is temperature at each node. The 8-node thermal element is 
appropriate to a 2-D, steady-state or transient thermal analyses. The geometry, node locations 
and the coordinate system for PLANE77 is depicted in Fig 3(a). A triangular shape option 
may be formed by merging three nodes at the same point. Modelling functionally graded layer 
using finite elements requires assigning continuously varying material properties into the 
layer. The most conventional way to model graded material inhomogeneity involves the use 
of conventional homogenous elements in successive layers of the mesh, containing own 
material properties [30]. Hence, stepwise change in properties along the direction of gradation 
is satisfied. Such ways have already been used for many researchers [31-32], hence we have 



M. N. Balci, B. Sabuncuoğlu 

436 
 

adopted this model in the present study. Constructed finite element mesh for transient heat 
conduction analysis of the FGM layer is depicted in Fig. 3(b).  

 

Fig. 3. (a) Two-dimensional 8-node thermal solid element available in ANSYS [29] (b) 
Constructed finite element mesh for the FGM layer 

5. Results 

In this section, we provide temperature distribution results. Firstly, obtained results based on 
three different methods are compared with each other to verify the developed numerical 
formulations. Two different boundary and initial conditions are applied to the layer and they 
are labeled as Case 1 and Case 2 as mentioned in section 2. In Case 1, the temperature at left 
and right surfaces of the layer is kept constant as 0 K and FGM layer is loaded by a sinusoidal 
temperature profile initially. In Case 2, the temperature at left surface of FGM layer is kept 
constant as 02T K whereas the temperature at right surface is kept constant as 0T K. In both 
cases, the influences of inhomogeneity constants for thermal conductivity, mass density and 
thermal capacitance on transient temperature distribution in an FGM layer are examined. 
Before analyzing the effect of inhomogeneity constants, the temperature distribution in the 
FGM layer is analyzed and compared with that obtained in a homogeneous layer which is 
composed of 100% Ti-6Al-4V. Fig. 7(a) and 7(b) respectively show the contours of 
temperature distribution in homogenous layer and FGM layer in Case 1 condition with respect 
to time. Temperature values in the layer is normalized utilizing 0 1000T K= . Hence, 

0( )T x T results are presented in parametric studies. The coordinate parameter along the layer 
is normalized by the following equation, 

2 1.xx
L

= −                                                                    (30) 

According to these figures, the homogenous layer is cooling faster than the FGM layer. 
Moreover, cooling in homogenous layer appears symmetric whereas cooling in FGM layer 
appears not symmetric as predicted. Since right surface of the layer composed of ZrO2, 
conduction towards right surface gradually decreases. The low thermal conductivity of ZrO2 
plays an important role on observing such a behavior. Fig. 7(c) and (d) show the contours of 
temperature distribution of homogenous layer and FGM layer, respectively when Case 2 
condition is applied to the layer. When Figs 7(c) and (d) are examined, temperature at the 
right surface of homogenous layer diffuses faster into the thickness of the layer when 
compared to that of FGM layer. Therefore, the cool region emerging around the metallic 
surface of FGM layer is larger than that of homogenous layer. 
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Fig.8 (a) and (b) show the temperature distribution in a homogenous layer loaded by Case 1 
and Case 2 conditions with respect to time for the discussed numerical methods. It can be 
inferred from figures that results of developed code for explicit and implicit schemes are in a 
very good agreement with those of finite element analysis. In addition, Fig.9 (a) and (b) 
illustrate the temperature distribution in a functionally graded layer loaded by Case 1 and 
Case 2 conditions with respect to time. Since layer is made of FGM, cooling curves observed 
from Fig. 9(a) is not symmetric, and heating curves appearing in Fig. 9(b) is different from 
that appearing in Fig. 8(b). It can be inferred from Fig. 9(a) and (b) that obtained results for 
the FGM layer are in a very good agreement with the results of finite element method similar 
to the homogeneous case. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. (a) Temperature contours in homogenous layer in Case 1, (b) Temperature contours in 
FGM layer in Case 1,  (c) Temperature contours in homogenous layer in Case 2, (d) 

Temperature contours in FGM layer in Case 2. 
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Fig. 8. Temperature distribution in homogenous layer made of Ti-6Al-4V using different 
numerical techniques with respect to time 1 2 30, 0, 0.γ γ γ= = =  

 

Fig. 9. Temperature distribution in FGM layer made of Ti-6Al-4V and ZrO2 using different 
numerical techniques with respect to time 1 2 32.185, 0.2724, 0.2366.γ γ γ= − = − =  

The influence of each inhomogeneity constants on the temperature distribution is evaluated 
and compared with each other. This is performed by analyzing the temperature at the 
midpoint of the layer ( ( / 2)MPT T x= ) while varying each inhomogeneity parameter, 
individually. Fig. 16 shows the variation of normalized temperature with respect to time for 
the midpoint of the layer. Shown in Figs. 10 (a)-(d), the midpoint temperature is decreasing 
with time under Case 1 condition whereas it is increasing under Case 2 condition.  For both 
cases, the variation 2Lγ  and 3Lγ  have similar influences and increase in those parameters 
results in higher midpoint temperature while cooling condition in Case 1 and lower midpoint 
temperature while heating condition in Case 2. Furthermore, the opposite is true for the 
increase in 1 .Lγ  Decrease in 2Lγ and 3Lγ leads to lower midpoint temperature in Case 1 in 
which cooling occurs and much higher midpoint temperature in Case 2 where heating 
happens. On the contrary, decrease in 1Lγ causes higher midpoint temperature in Case 1 and 
lower temperature in Case 2.  The main reason behind this behavior is that the inhomogeneity 
constant solely participate in transient heat conduction Eq. (5) ahead of T

x
∂

∂
 term and 

1γ exponentially contributes to the thermal diffusivity (see Eq. (6)) in a positive way, however 
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the opposite is true for 2γ  and 3.γ  Following figure (see Fig. 11) illustrates the midpoint 
temperature when inhomogeneity constants 1 ,Lγ 2Lγ and 3Lγ are varied together. Hence, 
combined effect of inhomogeneity parameters on midpoint temperature value can be clearly 
observed. When 1 ,Lγ 2Lγ and 3Lγ are increased together, the midpoint temperature in Case 1 
rises and Case 2 reduces. Similarly, decrease in 1 ,Lγ 2Lγ and 3Lγ together leads to lower 
midpoint temperature value in Case 1 and higher midpoint temperature value in Case 2. We 
can draw such a conclusion from the findings that the alteration of 2Lγ and 3Lγ are more 
dominant on midpoint temperature value in layer than that of 1 .Lγ   

 

 

Fig. 10. The midpoint temperature value in FGM layer with respect to time (a) for increasing 
values of inhomogeneity constants 1 2,L Lγ γ  and 3Lγ  individually (a) Case 1 (b) Case 2; (c) 
for decreasing values of inhomogeneity constants 1 2,L Lγ γ  and 3Lγ  individually (c) Case 1 

(d) Case 2. 
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Fig. 11. The midpoint temperature value in FGM layer with respect to time (a) for increasing 
values of 1 2,L Lγ γ  and 3Lγ  together in Case 1 (b) for increasing values of 1 2,L Lγ γ  and 3Lγ  
together in Case 2 (c) for decreasing values of 1 2,L Lγ γ  and 3Lγ  together in Case 1 (d) for 

decreasing values of 1 2,L Lγ γ  and 3Lγ  together in Case 2. 

In order to see which of the inhomogeneity parameter is the most dominant, the normalized 
values of midpoint temperature in the layer at t=5s are provided in Table 3. Midpoint 
temperatures regarding individual and combined alteration of the inhomogeneity constants are 
given in a tabular format. Percent difference is shown by %ε  and it is calculated with respect 
to the temperature in which combined inhomogeneity take place 
1 2 3( 0.8L L Lγ γ γ= = = and 1 2 3 0.8).L L Lγ γ γ= = = − We have denoted this temperature using 

(*) as the referencing state. In Case 1 and 2, when dimensionless temperature values are 
compared, increase in 2Lγ  and 3Lγ  have equal influence on temperature and they lead to get 
closer temperatures to the temperature at referencing state. For both cases, decreases in 2Lγ  
and 3Lγ  have the same effect and they are more influential than the change in 1 .Lγ  It can be 
quantitatively inferred from Table 3 that the inhomogeneity constants 2Lγ  and 3Lγ have 
greater influence on midpoint temperature than that of 1Lγ  and they equally influence the 
temperature value.  

 



M. N. Balci, B. Sabuncuoğlu 

441 
 

 

Table 3. Normalized midpoint temperature values at t=5s. 

 Case 1 
0 ( 5 )MPT T t s= 

%ε  Case 2 
0 ( 5 )MPT T t s= 

%ε 

Homogenous Layer           0.08291 56.23 1.44732 9.13 

1 2 30.8, 0.0, 0.0.L L Lγ γ γ= = = 0.02573 86.41 1.57624 18.85 

1 2 30.0, 0.8, 0.0.L L Lγ γ γ= = = 0.18846 0.517 1.30999 1.22 

1 2 30.0, 0.0, 0.8.L L Lγ γ γ= = = 0.18846 0.517 1.30999 1.22 

1 2 30.8, 0.8, 0.8.L L Lγ γ γ= = = 0.18944(*) - 1.32623(*) - 

1 2 30.8, 0.0, 0.0.L L Lγ γ γ= − = = 0.17870 712.02 1.29911 35.05 

1 2 30.0, 0.8, 0.0.L L Lγ γ γ= = − = 0.02523 14.06 1.80274 9.86 

1 2 30.0, 0.0, 0.8.L L Lγ γ γ= = = − 0.02523 14.06 1.80274 9.86 

1 2 30.8, 0.8, 0.8.L L Lγ γ γ= − = − = − 0.02212(*) - 2.00000(*) - 

 

6. Conclusions 

In this study, the transient heat conduction in a functionally graded layer is examined using 
various computational techniques. Heat conduction equation for the functionally graded layer 
is derived without any simplification for the inhomogeneity. Hence, inhomogeneity 
parameters controlling thermal conductivity, specific heat capacitance and mass density 
involve. Time dependent temperature distribution in the functionally graded layer is obtained 
by applying explicit and implicit schemes to the time dependent variable coefficient partial 
differential equation (PDE). Developed formulations for the functionally graded layer are 
implemented via computer codes in MATLAB. In addition, functionally graded layer is 
modeled in ANSYS [29] and transient heat conduction analysis is carried out. Two different 
cases of boundary and initial conditions are considered. In the first case, the layer is loaded by 
the sinusoidal temperature initially while temperatures at surfaces of the layer are kept 
constant, so cooling behavior is observed. In the second case, one of the surfaces of the layer 
is subjected to 02T K while other surface is hold at 0T K, hence heating behavior is seen. In 
both cases, the results of developed formulations are compared with those obtained by finite 
element analysis and a very good agreement is accomplished. Then, a series of parametric 
analyses are conducted to investigate the separate effects of inhomogeneity constants on 
temperature distributions. The results of this study can guide the material specialists to 
determine the materials to be utilized in an FGM layer in thermal barriers according to the 
desired temperature distribution. Some concluding remarks are summarized as follows: 

• Decrease in 1Lγ leads to higher temperatures towards the ceramic side in an FGM 
layer. 
• The change in 2Lγ and 3Lγ  affects the temperature in an equal manner. Increase in 

2Lγ and 3Lγ leads to slow temperature change whereas decrease in those parameters causes a 
fast change.  
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• The order of the dominance of the inhomogeneity constants on thermal conductance 
analysis is summarized as: 2 3 1 .L L Lγ γ γ= >  
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Abstract 

The main purpose of this study is to give a perspective via discrete singular convolution, differential quadrature (DQ) 
and harmonic differential quadrature (HDQ). For this purpose, DQ and HDQ methods are developed for the buckling, 
analysis of non-rectangular plates. Plates of, skew, shape is considered under axial loads. Furthermore, 
transformation formulations and some perspective for nano or macro scaled many problems with different effects 
discussed via discrete singular convolution and differential quadrature methods. 
 
Keywords: Discrete singular convolution, Harmonic differential quadrature; Plates; Graphene sheet, nonlocal 

elasticity, buckling.  

 

1. Introduction 

It is well known that, the analysis of engineering systems includes two main stages, such as; 

construction of a mathematical model for a given physical phenomena and the solution of this 

mathematical equation.   Real physical systems or engineering problems are often described by 

partial differential equations, either linear or nonlinear and in most cases, their closed form 

solutions are extremely difficult to establish. As a result, approximate numerical methods have 
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been widely used to solve partial differential equations that arise in almost all engineering 

disciplines. The most commonly used numerical methods for such applications are the finite 

element, finite difference, Ritz, and boundary element method, and most engineering problems 

can be solved by these methods to adequate accuracy if a proper and sufficient number of grid 

points are used. In addition to this, in a large number of practical applications where only 

reasonably accurate solutions at few specified physical coordinates are of interest, the conventional 

numerical methods such as finite element or finite difference method require a large number of 

grid points and so large a computer capacity. Among a variety of numerical methods, the finite 

element method is by far the most effectively and widely used method. Furthermore, finite element 

method is still an effective method in especially the systems with complex geometry and load 

conditions or applications with non-linear behavior and it has many successful applications.  In 

seeking a more efficient numerical method that requires fewer grid points yet achieves acceptable 

accuracy, the method of differential quadrature (DQ) was introduced by Bellman et al. [1]. Since 

then, applications of differential quadrature method to various engineering problems have been 

investigated and their successes have demonstrated the potential of the method as an attractive 

numerical analysis technique [2-10]. The stability analysis of plates may be either closed form or 

approximate. The closed form solutions consist of techniques for seeking direct solutions to the 

governing differential equation of plates. A closed form or rigorous solution of plates can be 

obtained for only a limited number of cases. For the majority of practical problems, a closed form 

namely analytical solution either cannot be obtained or is of such a complicated nature that it can 

be applied only with great difficulty in a practical computation. For many situations, numerical 

methods are the only approaches that can be employed [11-17]. 



K. Mercan, Ö. Civalek 

 447 

The focus of this paper is on the comparison study of the DQ and HDQ methods.  For this reason, 

the applications are limited to those problems having smooth solutions for simplicity. In addition 

to this, since the only thin plates are considered in this paper, there are some assumptions regarding 

the behavior of thin plates. These are; the transverse deflections of the plates are small compared 

to the thickness of the plate. Thus middle-surface stretching caused by bending can be neglected; 

that is, membrane action resulting from flexure is negligible compared to the flexure. The material 

of the plate is homogeneous, isotropic, and obeys Hooke’s law. 

 

2. Differential Quadrature Method (DQM) 

 

For simplicity, we consider a one-dimensional function u(x) in the [-1,1] domain, and N discrete 

points. Then the first derivatives at point i, at x = xi   is given by 
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where xj are the discrete points in the variable domain, u(xj) are the function values at these points 

and Aij are the weighting coefficients for the first order derivative attached to these function values. 

Bellman et al. [1,2] suggested two methods to determine the weighting coefficients. The first one 

is to let equation (1) be exact for the test functions 
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which represents N sets of N linear algebraic equations. Thus, the weighting coefficients for each 

formula will be different from those for the first order derivative. As similar to the first order, the 

second order derivative can be written as  
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where the Bij  is the weighting coefficients for the second order derivative.  

          Another way to determine the weighting coefficients is to employ harmonic functions, 

named the harmonic differential quadrature (HDQ). Harmonic differential quadrature has been 

proposed by Striz et al. [19]. Unlike the differential quadrature that uses the polynomial functions, 

such as power functions, Lagrange interpolated, and Legendre polynomials as the test functions, 

harmonic differential quadrature uses harmonic or trigonometric functions as the test functions. 

Thus, this method is called the HDQ method. Shu and Xue proposed an explicit means of obtaining 

the weighting coefficients for the HDQ [18]. The harmonic test function hk(x) used in this approach 

is defined as; 
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According to the HDQ, the weighting coefficients of the first-order derivatives Aij
   for  i ≠ j can 

be obtained by using the following formula: 
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The weighting coefficients of the second-order derivatives Bij

   for i ≠ j  can be obtained using 

following formula: 
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3.  Applications of DQ methods 

 

The governing differential equations for skew plates under uniaxial compression (uniform normal 

force) Fx along the x direction and its differential quadrature form are given respectively,  

 
            =+−++− u yyyyku xyyyθ)k(u xxyyθ)(ku xxxyθ)k(u xxxx 4322 cos4cos212cos4  

u)θFD
a

xx 4(sin 4
2

−                                                                (9) 

                 uBBθ)(kuACθkuD im

N y

m
jm

N x

n
inmn

N y

m
jm

N x

n
innj

N x

n
in ∑∑++∑∑−∑

===== 11

22

111
cos212cos4  

 

uA)θ(F xD
auDkuCAθ)(k mj

N x

n
inmi

N y

m
jmmn

N y

m
jm

N x

n
in ∑=∑+∑∑+−

==== 1

4
2

1

2

11

22 4sincos212             (10) 

 

i = 1,2,........,Nx    and    j = 1,2,.......,Ny 
 

where θ is skew angle,  k = a/b is the aspect ratio, u is the displacement in the z direction, and D 

is the flexural rigidity. Clamped support condition with movable edges is considered. In 

accordance with this condition the plate is prevented from moving in the z direction or rotating at 
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the boundaries. In this case both the deflection and slope must vanish. Since the first and last 

displacements are known, Eq. (36) is rewritten for boundary conditions 
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i = 2,........,Nx -1   and    j = 2,.......,Ny-1 

     Consequently, we solve the remaining eigenvalue problem to obtain the buckling loads.  

 

4. Discrete Singular Convolution (DSC) 

 
Wei [18-20] proposed the method of discrete singular convolution (DSC) in 1998. In this method, 

numerical solutions of differential equations are discrete via some kernels. A singular convolution 

defined below [19] 
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For example, regularized Shannon kernel (RSK) is more suitable for practical applications. This 

kernel can write as follows [18] 
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by using the method of DSC and DQ methods plates with different shape can be solve via below 

transformation rules 
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Similar transformation can also possible for DQ or HDQ methods. 

 
5. Concluding remarks and nano-scaled plates 

In the applied mechanics area, many different problems can be solved via DSC or DQ 
transformation methods. For example, below cases can be consider for each plate problem 
(triangular, skew, trapezoidal, circular, annular, sector, polygonal, deltoid, or general non-
rectangular plates: 
 
5.1. Foundation effects, magnetic effects, piezo effect. 
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5.2. Functionally graded (FG) composite material 
5.3. CNT reinforced composite material 
5.4. Graphene platelet reinforced composite material 
5.5. Nonlinear analysis-material nonlinearity 
5.6. Buckling 
5.7. Bending 
5.8. Vibration 
5.9 Porosity effect 
5.10. Post buckling  
5.11. Nonlinear analysis-geometric nonlinearity 
5.12. Viscoelasticity, damped  vibration. 
       

Also, micro/nano scaled plates, beam and shell problems can also be solved [21-31] via these 

methods. 
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