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Abstract: Different metrics are used for measuring the goodness of packet routing between the source and destination 
pairs in a communication network. One approach is to compute the paths from the measured metric values, which are 

predetermined independently according to the network resources. The combination of some metrics of different natures 

to get a composite cost function for the routing process is non-trivial. We consider two metrics, namely delay and 

packet loss rate. The first one takes values from the large numbers and the second from the small. We propose some 

methods for constructing composite functions of these metrics without any constraints and use them for the shortest 

path calculations. We give the numerical results of the proposed composite functions versus the Dijkstra’s algorithm 
with the individual metrics. We spot out the best function according to our computer simulation results. Our composite 

function works for any arbitrary point-to-point networks. To the best of our knowledge, the technique is novel. Our 

results show an efficient way to balance the effects of the metrics in the context of many-to-many routing. 

Keywords: Cost function, delay, network communications, packet loss rate, QoS routing. 

 

1. Introduction 
 

One of the most important terms during the 

transmission of voice or data among the networks is 

Quality of Service (QoS). This key subject is the basic 

factor specifying the QoS levels especially in 

multimedia applications. There are many factors 

having an influence on QoS of the network. One of 

them is the route selection or routing, which includes 

discovering different paths along a network. The 

metrics in the routing process have been mostly 

defined in the literature, according to their effects on 

the whole QoS of the network. Hanzo II and Tafazolli 
[1] presented a metric classification related to network, 

link, and physical layers of the OSI model. Some of 

their metrics are end-to-end delay, packet loss rate, 

jitter, link stability, and bit error rate. Yin, et. al. [2] 

gave a similar metric list for performance measurement 

of routing protocols.  

Several researchers have studied end-to-end 

connection implementations that maintain the required 

metrics in a reasonable range. QoS renegotiation, 

which is the decision of the probable QoS values, must 

be performed between network and application layers 
to get the necessary performance level [3]. Application 

layer requires some specific QoS values from the 

transportation layer and then available QoS values 

related to the network situation are decided. In various 

studies, this can be done by QoS negotiation. For example 

Obreja and Borcoci [4] described an approach in which 

each domain manager is able to establish QoS values 

without having the traffic information of other domains. 

Here, the processes of routing and QoS negotiation run 

independently. During offline computation, paths are 
chosen on a network where nodes are referred to domain 

manages. Therefore any scalability problem is prevented. 

Iqbal, et. al. [5] proposed another QoS scheme which is 

dependent on the negotiation between network and 

application layers. Here, network layer gives the 

information about network congestion to the application 

layer. Source node’s applications adjust sending data rate 

according to the congestion level of the traffic flows.  

Routing is concerned in this scheme. 

In the literature, Multi-Constrained Path Problem 

(MCPP) provides to find multiple metric-constrained paths 

along a network. MCPP is also considered as an optimality 
problem [6-7]. Djarallah, et. al. [6] defined the metrics as 

the vectors of weight parameters. So they performed the 

metrics as non-composite numbers and computed them 

discretely. After then they used these metrics to get the 

optimal paths for the source-destination pairs. They 

initialized an inter-domain route set on the way of this 

solution. They obtained several feasible paths which satisfy 

the predetermined metrics and then eliminated some of 

them which have larger weights. On the last set, they 

performed an objective function to select the optimal path. 
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In another multiple metric method [8], the user requests 

different QoS values and then each service provider 

tries to find a suitable domain link based on these 

requested values. Bertrand, et. al. [9] benefited from 

some additive metrics and computed the total metric 

values of the links in a relaxation step. They compared 

these values with each other with the goal of finding 
multiple paths and obtaining Virtual Shortest Path Tree 

which includes the path with the minimum cost. 

Masip-Bruin, et. al. [10] benefited from Enhanced 

QoS Border Gateway Protocol to provide the paths. In 

this scheme, a metric for a path segment is chosen and 

then an assembling function is used to combine all 

segment values as the whole path value. After the 

computations, a decision step is applied through a 

Degree of Preference function for getting the best path 

related to the metric values, and also all available paths 

are stored. In a different multi-constrained routing 
solution, Shin, et. al. [11] initialized the process with 

some subpaths and then performed their extensions to 

reach the whole paths. In this scheme, the number of 

subpaths is limited during the computations, but then 

raised to find the rest of the paths in a probabilistic 

way. Xue and Ganz [12] actuated the routing process 

depending on the metrics of bandwidth and delay 

consecutively. Similarly, Yuan and Liu [13] considered 

k different metrics independently. The main drawback 

of this method is that the authors should store all 

optimal paths and provide the QoS requirements by 
using the constraint of each metric. 

In the literature, the path weights are commonly 

computed based on different metrics independently and 

then a comparison is made between all metrics to get 

the best path. The challenging problem of combining 

various metrics to analyze path optimality has been 

studied within several algorithms as given briefly in 

[14]. 

In this paper, we provide an easy computation to 

find the path of optimal trade-off between two metrics 

at the same time. These two metrics fall on different 

number ranges, one is from very small real numbers, 
and the other from large integers. We give the 

structures of some composite functions, and use 

experiments to find the most effective one. Our work 

differs from the other works in the literature in the way 

that the metrics are not necessarily in similar natures. 

For example, Van Mieghem, et. al. [15] implemented 

their algorithm with all constraints uniformly 

distributed on [0, 1]. 

The rest of this paper is designed as follows. 

Section 2 gives some necessary definitions. In Section 

3, we define two basic composite functions and 
construct a new composite function, of which we select 

the terms carefully. Then, it is followed by 

experimental results. Finally, we give the conclusion 

and future work of this study in Section 4. In this 

paper, we put aside the unpredictable practical network 

environmental issues such as user request, admission 

control, and security.  

 

 

 

2. Definitions and Notation 
 

The network, or graph, G=(V,E) in question is a 

connected, and undirected, static point-to-point arbitrary 

graph, where V ={1,2,...,n} is the set of nodes and E the 

edge set. Each edge e has a two-dimensional cost (-,-), and 

the two metrics inside are delay (D) and packet loss rate 

(PL). The delay of e can be considered as the average time 

for a message to wait in the outgoing buffer (queue) of e 

before departure. The packet loss rate of e is the probability 

of a message being lost during transmission through e. We 

assume two conditions on these two metrics such as general 

assumptions in the most QoS studies.    

 

1. The delay and packet loss rate are static for each edge. 

2. The delay and packet loss rate of an edge are not directly 

proportional to each other. 

 

We argue for assumption 1. Obviously, this assumption 

may not be accurate as the metrics are affected by the 

interference between messages. However, their dynamic 

values are difficult to trace in real time, and even 

sophisticated methods can only give approximation. More 

importantly, there is no algorithmic difference between 

using their actual values and using the approximated ones. 
In practice, the system can use the latest known values and 

construct the composite function after a certain period of 

time. 

We now argue for assumption 2. For unreliable protocol 

like UDP, a lost packet will not be transmitted again, and 

therefore, there will not cause any longer delay. For reliable 

protocol like TCP, or the Data Link layer protocol, a lost 

packet will be re-transmitted; however, such re-

transmission will not necessarily be placed back to the 

waiting queue as a new coming packet. Hence, longer delay 

will be experienced but it may not take the same amount of 
time as before. 

The values of delays are chosen from the positive integer 

set, and those of packet loss rates from the positive real 

numbers much smaller than 1. Followed from traditions, the 

delay of a routing path p is the sum of all delays over all 

edges along p. (Using product or sum depends solely on the 

nature of the metric because they are mathematically 

convertible to each other.) The definition of the packet loss 

rate of p is similar, because we assume that the product of 

the packet loss rates of any two edges is negligible. This 

assumption allows us to simply minimize the sum of packet 

loss rates in a path. Now, we argue that even without this 
assumption, we can still translate the packet loss rate into 

some other quantity and use this additive property again. 

For every edge with packet loss rate PL, define the packet 

transfer rate to be 1-PL, and the packet transfer rate of a 

path to be the product of all packet transfer rates of the 

edges along the path. Since each packet transfer rate is at 

most one, it can be rewritten as a non-positive power of 2 

(or e=2.716). Higher packet transfer rate can be achieved by 

pushing up the sum of all the powers along the path. This 

can be done by lowering the sum of the absolute values of 

the powers. The argument is complete. In short, for packet 
loss rate PL of an edge, we translate it into |log(1-PL)|. For 

the simplicity of discussion, we leave this transformation to 
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the engineers, and consider the sum of the packet loss 

rates along a path as a parameter for optimization. 

 

3. Constructing Composite Functions 
 

We divide this section into three subsections: Basic 

composite functions, a new composite function, and 

practicing the composite functions without constraints. 

 

3.1. Basic Composite Functions 
 
We now study the cost function of a routing path. If 

either the delay or packet loss rate is considered, we 

can directly apply Dijkstra's algorithm for finding the 

shortest path. However, mathematically, it is 

impossible to achieve optimality for two metrics 

simultaneously representing the delay and packet loss 

rate of each edge. Figure 1 is an example, which shows 

different paths from the source to destination based on 

different metrics. In other words, we can only find 

trade-offs between them. 

 

 
 

Figure 1. The edges with two metrics between the source and 
destination nodes  

 

A composite function of two metrics, namely x and 

y, can be defined as either an ordered pair (x,y) or a 

single value of a function of x and y. There are different 
advantages for each of these approaches. For using 

(x,y), each metric will be considered symmetrically, 

and the main difficulty of the research work will focus 

on the relationship between dimensionality and path 

optimality. Such work is rather algorithmic than 

practical, and extending the algorithm for more metrics 

is by no mean trivial. In this paper, we use a single-

value composite function, and therefore, the path 

optimality can be simply done by many existing 

algorithms, while the research will emphasize on how 

to construct the function with two metrics of different 
characteristics. Another advantage of using one single 

value is the feasibility of allowing more metrics for 

future research. The goodness of a composite function 

is measured by the ratio of the resulting cost to the 

optimal cost, for each metric. 

For the construction of a composite function, there 

are more to consider. First, when one metric is zero (or 

weighted zero), the format of the composite function 

must be linear and homogeneous to the cost of a 

routing path based on the other metric. Second, the 

weighting of the two metrics can be adjusted. There are 

two basic formats for the composite function (CF): 
 

PLCDCCF PLD                                   (1) 

                                                       

PLCDCPLDCCF PLDT * ,             (2) 

 

where CT, CD, and CPL are constants and designed by 

system designers. The notation CF(p) is used for the sum of 
all CF values of the edges along p. In using either equation, 

we need to minimize CF(p). From the point of constructing 

the function, we need to design two constants, CD/CT and 

CPL/CT, in Eqn (2), if CT≠0; however, only the fraction 

CPL/CD is needed in Eqn (1), if CD≠0. Therefore, using Eqn 

(1) is more convenient. For simplicity, we shall refer CF in 

Eqn (1) as CF1 and that in Eqn (2) as CF2.  

A similar function of CF1 was proposed by Jaffe [16] to 

meet different constraints in MCPP. According to his 

approximation, the minimization of that function may also 

give an optimal path that does not satisfy the constraints. 

CF1 differs in the bound of D, which is not in the range [0, 
1]. 

 

3.2. A New Composite Function 
 

We propose a new composite function with considering 

the Assumptions 1 and 2. With the assignment of the initial 

values to the delay and packet loss rate of each edge on a 

sample network, we introduce our composite function, 

which covers both metrics together. The aggregation of the 
two metrics from distinct ranges is the bottleneck in the 

literature. To solve this problem, a common range for the 

metrics is figured out to get a composite function as the 

edge cost function for the routing process. This common 

range is obtained by using ranking on the original metrics. 

However, it is still not a universal technique for data 

analysis due to its uncertain performance.  

Ranking has been used for removing noises on the 

original data, and has been verified successfully in many 

cases.  However, it can also remove some important 

features of a parameter.  To the extreme, we cannot judge 
the goodness of a ranking function; however, we believe 

that, in many cases, we can apply some statistical 

techniques to construct a better composite function. 

Suppose that we are given sets of data for different 

parameters, and a good basic composite function B which 

uses original data. We rank the data and study the 

relationship between the original values and their ranks. 

Since the ranking is a strict increasing bijective function of 

the original data, the inverse function can also be used for 

describing the relationship. We approximate this inverse 

function by some simple functions like polynomial and 

exponential functions. This approximate function is used 
for substituting the original parameter in function B. We do 

this for all parameters, and the resulting function is then 

rank-based. 

Now, the burden falls on experimental work for finding 

the approximate inverse function. 

Based on the above explanation of the ranking process, 

the new composite function basically covers the rank, 

which will be symbolized as R, for each metric value. In 

this subsection, we focus on delay and packet loss rate. Let 

De and PLe be the values of delay and packet loss rate, and 
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they have ranks 
eDR  and 

ePLR , respectively, for edge 

e. In this method we consider same ranks for the same 

values in each order. For example, if the delay 

sequence is 5, 10, 15, 15, 47 for five edges, then the 

delay ranks become 1, 2, 3, 3, 4, respectively. 

Mathematically, for each metric, our ranking is a 

bijective function Rank( ) from the set of values of all 

edges to an integer set {1, 2, ..., L}, for some positive L 

(where L is the number of different values in the 
domain), and Rank(De) < Rank(De') if and only if De < 

De'. After this ranking step, we do not need any other 

optimization technique for the metric ratings between 

the edges.  

After the computations of the ranks, we construct 

the composite function of two metrics from distinct 

ranges as 

                                                      

ePL

e

R

De BaseRCoefCF *          (3) 

 

where CFe is the numerical value of the composite 

function for e. For simplicity, we refer the function in 

Eqn (3) as CF3. According to the values of the packet 

loss rates which we use in the domain, each increment 

is a factor of 10. Ranking can then be considered as a 

base-10 logarithmic function of the original values. As 

optimality is measured by the sum of the original 

values along the routing paths, we use an exponential 

function of the ranks in the composite function, instead 

of the ranks themselves. For this reason, the Base value 
in CF3 is selected as 10 according to this relation 

between the packet loss rate and ranking. Experiments 

show that with this modification of ranking technique, 

we can adjust the weighting of delay and packet loss 

rate efficiently in order to seek for a balance of their 

performance. Note that Coef in CF3 is selected after 

some practical results, which will be mentioned in 

Section 3.3. 

CF3 gives the cost function of e to be used in the 

selection of the optimal path over a network by 

Dijkstra’s algorithm. The cost function of a path p with 

|E| edges can be calculated as 
                                                              

E

e

eCFpCF
1

)(         (4) 

 

3.3. Practicing the Composite Functions 
 

In this subsection, first we get CF1 and CF2 as the 

cost functions of an edge and then use Dijkstra’s 

algorithm to observe the best paths according to these 

functions. We refer these methods as Dijkstra(CF1) 

and Dijkstra(CF2) respectively. After finishing this 
step, we skip to CF3 practices and select the best Coef 

value to complete CF3 by referring this method as 

Dijkstra(CF3). Then we extend CF3 to get another 

function.  

In this paper, we computed all experimental results 

over the network represented in Figure 2. This network 

is a sample of mesh network and appropriate for the 

selections of the paths with the specified hop numbers in 

the comparisons. It covers 75 nodes and 100 full-duplex 

edges. 

 

 
 

Figure 2. The sample network 
 

Each edge e in the network was provided with numerical 
values of delay and packet loss rate. Delay values are 

between [1, 150] and the packet loss rates should be one of 

the values 0.000001, 0.00001, 0.0001, and 0.001. We 

assign the metric values of the whole network as behaving 

towards the normal distribution. 

We selected five source-destination node pairs for each 

hop number h, where h =2, 4, 6, 8, 10. h represents the 

minimum edge number obtained manually along a path, 

which starts from the predetermined source node and ends 

in the destination. All functions try to find several paths 

between two end nodes without considering their edge 

numbers. We executed the application 400 times for each 
node pair of each hop number. So we used 400 different 

metric validations of the edges in the network. We 

computed the average values of delay and packet loss rate 

of the 2000 different best paths for each hop number. 

For fine-tuning the performance, for convenience, we 

start with 1/ DPL CC  in Eqn (1). If the worst case ratio 

of delay is greater than that of packet loss rate, we decrease 

DPL CC / ; otherwise, increase it. The worst case ratio of a 

parameter is referred to the maximum (over all values of h) 

experimental performance ratio averaged over all 

experiments. The same experiment is also done for the 
terms in Eqn (2). To speed up, binary search can be used. 

The binary search can stop if the worst case ratios are less 

than a threshold, say 5%, apart from each other. We finally 

chose 185000/ DPL CC  for Dijkstra(CF1), 

10/1/ TD CC  and 185000/ TPL CC  for 

Dijkstra(CF2) to get the computational results in this 

subsection. 

The worst case ratios of delay and packet loss rate for 

Dijkstra(CF1) and Dijkstra(CF2) obtained for each hop 

number are stated as in Table 1. The worst case ratios occur 

around hop number 6 for both of the delay and packet loss 
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rate values. Both of the functions are in balance 

according to two metrics. 

 
Table 1. Worst case ratios 

 

We now skip to find the Coef value in CF3. 

Through the use of Eqn (4) as the path cost function in 

Dijkstra(CF3), the correlated CF3 appears concretely 

after implementing different Coef values and choosing 

the most effective one, which concludes the paths with 

the best aggregation of delays and packet loss rates. 

Figure 3 and Figure 4 show the last delays and packet 

loss rates provided by using different Coefs in CF3 

with the constant Base value of 10. We practiced 

several Coefs between 100 and 200 in Dijkstra(CF3) 
and determined that the best values are around 120 and 

125 according to the both of the metrics. The metric 

values measured with the Coefs between 120 and 125 

are represented in Table 2 for Hop Number=6. We 

chose this hop number because that the main difference 

between the Coefs can be seen clearly at that point. It 

can be easily extracted from Table 2 that Coef=120 is 

the best selection for CF3. 

 

 
 

Figure 3. Delays for different Coefs in CF3 
 

 
 

 

 

 

 
 

Figure 4. Packet loss rates for different Coefs in CF3 
 
 

Table 2. The metric values with Coef between [120, 125] 

 

Coef Delay Packet Loss 

Rate 

120 353,5145 0,000805 

121 353,3715 0,000806 

122 353,1195 0,000807 

123 352,2650 0,000811 

124 352,0160 0,000813 

125 351,5465 0,000816 

 

Consequently, we converted CF3 for each e with the 

selected Coef and Base values into  

                                                     

ePL

e

R

DRCF 10*1203
              (5) 

 

We now change only 
ePLR  computation to find another 

function. We match the packet loss rate values of the set 

{0.000001, 0.00001, 0.0001, 0.001} to an integer set {20, 

21, 22, 23} sequentially. We used the same Base 10 as in 

Eqn (5) and obtained  

                                        

ePL

e

R

DRCoefCF 10*4
              (6)      

 

where CF4 is a new cost function of an edge to be used in 

Dijkstra’s algorithm as Dijkstra(CF4). We practiced several 

Coefs between 104 and 108 in Dijkstra(CF4) and determined 

that the best value is 106 according to the both of the 

metrics. After this result, we converted Eqn (6) into  

                                                    

ePL

e

R

DRCF 10*104 6

                           (7) 

 
For any CFx (x=1,2,3 or 4), we use the pseudocode of 

Dijkstra(CFx) as illustrated in Figure 5. 

 

Hop 

Number 

Delay Packet Loss Rate 

 CF1 CF2 CF1 CF2 

2 1,101004 1,101004 1,628099 1,628099 

4 1,103260 1,103289 1,600887 1,600887 

6 1,150929 1,151819 1,731111 1,728889 

8 1,136208 1,136468 1,520000 1,520000 

10 1,145566 1,145517 1,713450 1,713450 
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Figure 5. Pseudocode of Dijkstra(CFx) 

 
 

A comparison between Dijkstra(CF1), 

Dijkstra(CF2), Dijkstra(CF3), and Dijkstra(CF4) is 

given in Figure 6 and Figure 7 against the related 

values of each single metric version as Dijkstra(D) or 

Dijkstra(PL). Dijkstra(CF1) and Dijkstra(CF2) overlap 

in Figure 6 and Figure 7. The results of Dijkstra(CF1), 

Dijkstra(CF2), and Dijkstra(CF3) are close to each 

other. Dijkstra(CF4) improves the PL results. This is 

very important for any network, especially for 

multimedia networks. 

The worst case ratios of the delay values for CF3 
and CF4 are both 1.1x. On the other hand, the worst 

case ratios of the packet loss rates are 1.7x and 1.6x 

respectively. It tells that CF4 is better than CF1, CF2, 

and CF3 according to the balance of two independent 

parameters. 

 

 
 

Figure 6. Delays for all functions 
 

 
 

 

 
 

Figure 7. Packet loss rates for all functions 
 

4. Conclusion 
 
In this study, we proposed some effective composite 

cost functions correlating two different metrics, namely 

delay and packet loss rate, and represented the way and 

rationale of their construction. We obtained the composite 

functions to find the best path according to the metrics on 

any arbitrary networks without any constraints. We 

compared the composite functions against Dijkstra’s 

algorithm with the individual metrics. The numerical results 

show that our composite functions are good when 

considering the balance between both metrics. The worst 

case ratios between two metrics in our functions are well 
balanced. The functions can also be extended to include 

more than two metrics. They may also cover bandwidth or 

jitter with supporting additional operations such as 

MAIN FUNCTION Dijkstra(CFx) 

for hop_number=2:2:10 

 for SourceDest_pair=1:5   

  for r=1:runs %runs=400 
   Get both metric validations of all edges from the source file. 

Compute 
eDR and 

ePLR for each edge. 

Compute 
eCF  value of each edge. 

Apply Dijkstra’s Algorithm based on the normalized 
eCF values to find the shortest path 

over the network.  

  end 

 end 

 Calculate average delay values of the shortest paths with the current hop_number. 

 Calculate average packet loss rates of the shortest paths with the current hop_number. 

end 
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exponentials used in several studies related with 

network traffic distributions. 
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Abstract: Despite many advantages of distributed generation (DG) sources, they may have a negative effect on the 
protection of distribution systems. In a distribution system, fuse-recloser protection scheme is designed such that the 

recloser could operate faster than the fuse to prevent fuse burning; but, the presence of DGs in fault conditions may 

lead to increased fuse current and thus faster performance of the fuse than the recloser and lack of coordination. In this 

paper, effect of DGs on fuse-recloser coordination was studied using analytical relations and simulation. A useful 

control method was presented for reducing the effect of DG on fuse-recloser coordination. Accordingly, direction of 

DG current was changed by controlling DG reactive power at the fault time, which reduced the fuse current. Results of 

the simulation on IEEE 13-bus system showed that the proposed control method was able to remove the negative effect 

of DG on fuse-recloser coordination. 

Keywords: Distributed generation (DG), distribution system, fuse-recloser coordination. 

 

1. Introduction 
 

      Distributed generation (DG) systems such as 

microturbines, solar cells, and photovoltaic systems are 

constantly increasing their penetration into electrical 

power networks [1]. Also, DGs have a suitable effect 
on different network aspects through meeting load 

demand increase without any need for developing 

transmission system, transmission losses, voltage 

regulation, reactive power compensation, and active 

power injection [2, 3]. However, despite many 

advantages of DGs for networks, they may have 

negative effects on the protection of distribution 

systems. For example, DGs can damage elements of 

the network in the case of islanding and cause 

problems for utilities [4].   

     DGs can have a negative effect on fuse-recloser 

coordination. Fuse-recloser protection scheme is 
designed such that the recloser acts faster than the fuse 

to prevent fuse burning; but, the presence of DGs in 

fault conditions may lead to increased fuse current, 

which causes faster performance of the fuse than 

recloser and thus lack of coordination [5-7]. To reduce 

effect of DG on the protection scheme, different 

methods have been proposed. In [8-10], attempts have 

been made to specify the maximum capacity by 

limiting DG capacity to reduce effect of DG on the 

protection system. In some references such as [11,12], 

the protection system has been modified and the grid is 
restructured using additional reclosers and breakers or 

directional and distance relays. Indeed, this method is 

less common in distribution systems. In [13-15], fault 

current limiters (FCLs) have been used to reduce the effect 

of DG on the protection coordination of the distribution 

system. FCLs are the tools which show negligible 

impedance grid in conventional performance; but, their 

impedance rapidly increases in fault conditions. In [16], DG 

current size was limited based on fault intensity at the fault 

time. 

    In this paper, effect of DG on fuse-recloser coordination 

was first studied. Then, a new control method was 

presented for eliminating the effect of DG on fuse–recloser 
coordination. Accordingly, DG current direction was 

changed by changing the reactive power injected by DG 

into the grid at the fault time, which reduced the fuse 

current; as a result, the fuse did not operate before the 

recloser and coordination was maintained. Results of the 

simulation on the standard IEEE 13-bus system showed 

accuracy and usefulness of the proposed method. 

 

2. Effect of DG on fuse – recloser coordination 
 

Studies have shown that most of the faults in air 

distribution systems are temporary, and will be cleared 

during fast reclosing actions [10]. Figure (1) shows a 

sample of radial distribution feeder along with DG and 

protective equipment, i.e. fuse and recloser. When a fault 

occurs in the specified part, first, recloser R rapidly 

operates  on the fast current–time curve for one or more 

times. If the fault exists after the first performance of the 
recloser, it should be removed by the fuse; in case the fuse 

cannot interrupt the fault current, then the recloser with 
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slow current–time curve removes the fault. For suitable 

coordination, current-time curve of the fuse and 

recloser is selected and regulated so that their fault 

current can be specified for all possible faults 

according to Figure 2. In the absence of DG, when a 

fault occurs with the fault current of Ifault within the 

range between Imin and Imax, fault currents are equal 
in the protective equipment; i.e.:   

 

                                            (1) 

 

Where IR is the fault current seen by the recloser and 

IF is the fault current seen by the fuse. In such a case, 

according to Figure (2), it is evident that the recloser 

acts faster than the fuse and the fuse-recloser 

coordination is always established. However, in the 

presence of DG in fault current, other currents of fuse 

and recloser are not equal and the current of the fuse is 

higher than that of the recloser. In this state, the fuse is 

more likely to act faster than the recloser against 

temporary faults and thus balance is lost according to 

Figure (3):  
 

                                   (2) 

 

In which  is the difference between the 

currents of recloser and fuse for establishing fuse-

recloser balance.  
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Figure 1. Sample typical distribution system. 
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Figure 2. Sample coordination between recloser and fuse  
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Figure 3. Fuse-recloser protection scheme in distribution feeder 
 

On the other hand, according to Figure (1): 
 

                                              (3) 

   

Where IDG is fault current of DG.  is equivalent 

impedance of substation and  is fault impedance. Thus, to 

ensure the fuse-recloser coordination, it is necessary to: 

 

4                                                   

 

When DG capacity is higher or reactive power in 

injected into the network while fault impedance is low [16], 

equation (3) is not established and the current of the fuse 

increases and exceeds the coordination limit. According to 

Figure 3, point C is moved toward the right side, i.e. point 

C' and fuse-recloser coordination is lost. Thus, it is 

necessary to properly control DG current at fault moment in 

order to maintain the fuse-recloser coordination. 
 Another point is that, according to voltage and current 

vector diagram in Fig. 4, when DG supplies reactive power 

of the grid, a more negative effect is made on the fuse-

recloser coordination than the case when DG injects active 

power into the grid. Based on Fig. 5, in the injection case of 

active power by DG, DG current ( ) is in phase with the 

PCC voltage ( ) and almost 90 degrees of phase 

difference are observed between recloser current ( ) and 

. Therefore, the relationship in (5) can be obtained:  
 

(5)   

 

In the injection case of reactive power by DG, 90 

degrees of phase difference are observed between DG 

current ( ) and the PCC voltage; also, the following 
equation is obtained:  

(6)  

 

These equations demonstrate that the fuse current is 

larger in the injection case of reactive power by DG, 
representing that DG in reactive power supply has a higher 

effect on fuse - recloser coordination than that in the active 

power supply.  
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Figure 4. Voltage and current vector diagram (a) DG 
generates active power, (b) DG generates reactive power 

 

3. The proposed method for reducing DG 

effect on fuse-recloser coordination 
 

The proposed method for reducing DG effect on 

fuse-recloser coordination in this paper was based on 

the point that, change in the DG current direction leads 

to reduced fuse current. In fact, this task was performed 

by changing the direction of the reactive power 
injected by DG at the fault time. In the case of fault 

with low impedance ( ), the following equation 

can be written according to (3):  

 

(7)             

 

Considering the above equation, the fuse current 

can be  reduced by changing the direction of DG 

current; but, the way changes at the fault time for 

inducing coordination should be considered. If  

changes at the fault time into  so that the fuse 

current and recloser becomes equal ( ), then, 

fuse-recloser coordination will be definitely maintained 

within the current limit between  and as 

demonstrated in Fig 2. Therefore, equation (9) is 

obtained by placing  in the equation (8): 

 

(8) + 

(9) 
 

 

This equation states that  (the angle between two 

vectors  and ) should be more than 90 degrees; 
i.e. DG absorbs reactive power from the grid at the 

fault time, which can be done in different states 

according to Fig. 5. In other words, it is performed for 

different DG currents ( ) and  

angles ( ); in all of these states, fuse current 

should be equal to recloser current and placed on the radii 

of the circle centered at O. Considering that : 

(10) 
      i=1,2,3,… 

Assuming that  and  are active and reactive components 

of DG current and  and  are DG short-circuit 

currents before and after applying the control, then, DG 

reactive current component is obtained using (11) 

according to Fig. 6:  

 

                                (11) 

 

In this equation, angle  indicates the reactive power which 
DG injects into the grid before applying the control and 

angle  shows the reactive power which DG absorbs after 

applying the control at the fault time from the grid. As 

discussed above, angle  can have different values. In a 

special case, if DG current is changed so that its active 

component remains constant and only its reactive 

component changes and ; then, DG control structure 

will be simplified; i.e. only the direction of DG reference 

current component changes at the fault time. The above 

state was simulated in this paper. On the other hand, 

components of the reference DG active and reactive 

currents could be obtained based on the reference DG 

active and reactive power as follows [2]: 

 

(12)  

(13)  
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Figure 5. Vector diagram of fuse, recloser, and DG current in 
different states 
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Figure 6. Vector diagram of DG current in the proposed 
control method 
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Figure 7. DG control structure based on current-controlled inverter 

 

In (12) and (13),  is voltage component of  on axis 

d. Therefore, DG control structure is expressed as Fig. 7. 

Based on standard IEEE.1547 [17], when 

, the grid is in an abnormal state. Accordingly, 
DG detects the fault and the proposed control method can 

be applied. The proposed algorithm for controlling DG 

current to establish fuse-recloser coordination is shown in 

Fig. 8.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. The proposed algorithm for determining DG 
reference current 

 

4. Simulation results 

 

To evaluate the proposed method, IEEE 13-bus 

distribution system [18] (Fig. 9) was simulated in 

MATLAB software and an inverter-based DG [11] with 

the control structure shown in Fig. 7 was connected at 

node 645. To study fuse-recloser coordination a three-

phase fault was applied to bus 646. Characteristic 

current-time curve of the fuse and recloser which was 

used in this simulation is shown in Fig. 10. In this 

simulation, before the presence of DG,  point A occurs 

for fault resistance of 11Ω , and point B occurs for fault 
resistance of 0.01Ω. In other words, the recloser and fuse 

operate correctly for fault resistances between 0.01 to 

11.5 Ω. Fig. 11 shows the consequence of adding DG at 

low and high penetration levels (

) on the fuse and recloser current when a 

0.01Ω fault occurs. As Figure 11 reveals, after adding 

DG at two penetration levels, recloser current remained 

almost constant; but, fuse current increased. Fig. 12 

demonstrates the difference between fuse and recloser 

fast operation times after adding DG at different 
penetration levels for a 0.01 Ω fault. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. IEEE 13-node test feeder system 
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Fig. 12 represents that, in the presence of DG, the 

fuse would opreate faster than the recloser and the 

coordination would be removed. The fuse current was 
higher when DG injected reactive power than the case 

in which active power was injected. Difference in 

operation time between fuse and recloser in this case is 

shown in Fig. 13. 

 

 
 

Figure 10. Fuse-recloser coordination in the simulated 
system  

 

 
Figure 11. recloser and fuse currents in the presence of DG 

  
 

By comparing Figs. 12 and 13, the negative effect 

of DG on fuse-recloser coordination was revealed to be 

higher than the injection case of the reactive power by 

DG. Fig. 14 demonstrates that the presence of DG had 

a lower effect on coordination at high fault impedance 

(0.1 ohm); this effect was more evident when DG 

supplied more power of the grid. Fig. 15 shows fuse 

current with and without using the proposed control 

method in a fault with 0.1Ω resistance. It is clear that, 

as a result of applying the proposed control method, the 

fuse current was considerably reduced from the 
coordination limit. 

Fig. 16 shows that, after applying the control 

method, direction of DG output reactive current 

component was reversed compared to its previous 

current at the fault time (t= 0.2 s). In other words, 

direction of the DG reactive power was changed in 

order to reduce the fuse current and maintain the fuse-

recloser coordination. 
 

 
 
Figure 12. Difference between fuse and recloser operation 
time after adding DG for 0.01Ω fault (injection of active 
power) 
 
 

 
 

Figure 13. Difference between fuse and recloser operation 

time after adding DG for 0.01Ω   fault  (injection of reactive 
power) 

 
Figure 14. Difference between fuse and recloser operation 

time after adding DG for 0. 1Ω fault  
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Figure 15. Fuse current with and without applying the 
control method at the fault impedance of 0.1 ohm in the 

presence of DG 

 

 
 
Figure 16. DG reactive current component before and after 
applying the control method 
 

 
 

Figure 17. Difference between fuse and recloser operation 
time for 0.01 ohm fault  by applying the control  method 

 

Fig. 17 shows effect of the proposed control method 
on the coordination. Accordingly, it is clear that the 

control method properly removed mis-coordination 

resulting from the presence of DG at low fault 

impedance. 

5. Conclusion 

   

     In this paper, effect of DG on fuse-recloser 

protection coordination was shown using analytical 

relations and simulation. In fact, DG at low fault 

impedance can remove fuse-recloser coordination. It 
could also increase the current passing through the fuse 

at the fault time and cause faster performance of the 

fuse than recloser; this effect increased at the injection 

time of reactive power by DG. To overcome this 

problem, a simple and useful control method was 

presented, based on which the direction of DG current 

changed at the fault time in proportion to the fault 

intensity. Simulation results on an IEEE 13-bus 

distribution system showed that this method could 

properly reduce the negative effect of DG on fuse-

recloser coordination. In addition to its simplicity, other 
advantages of the proposed method were that it could 

be applied on the DG side and did not need any changes 

in the main adjustments of the protection system. 
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________________________________________________________________________________ 
Abstract: In this paper, a new modeling technique is introduced using Genetic Algorithm (GA). In this method, Genetic 

algorithm (GA) is modified and used as an optimization method in geophysics applications.  The problem at hand is to 

find the best model for the cross-section, which its anomalies fit the observed ones. Optimization methods are generally 

used in inversion problems to find some parameters, which describe underground structures.  The model shape is 

limited with the chosen parameters. In our modeling technique, firstly, cross section is divided into prismatic pieces. 
Then, genetic algorithm finds models in each generation, which have geometries constitute of prismatic structures, and 

obtains the best model that fits its anomaly to the observed one. In this process, the density differences of each prismatic 

piece are assumed to be constant.  Therefore, the model obtained by using GA, the structure is shape independent. 

Moreover, any kind of structure can be modeled with the proposed method using constant density difference for 

underground structure. We give two synthetic examples; the first one is U type and the other one is a basin model. Based 

on the anomalies with acceptable errors, GA finds the models satisfactory. Mean Errors (MEs) of these two synthetic 

modes are 0.087 mGal and 0.073 mGal respectively. Then, Godavari Valley models of [1], [2] are considered to 

compare our proposed modeling technique. Our model is found to be similar to these models. After demonstrate the 

reliability of the technique, proposed method is applied to Sivas-Gurun basin and the anomaly of the model has only 

0.17 mGal ME.   

Keywords: Genetic Algorithm (GA), Gravity anomaly modeling, Geophysics. 

________________________________________________________________________________ 

 

1. Introduction 
The problem in modeling is to find the closest model for 

the cross-section, which its anomalies fit the observed ones. 

A new modeling technique in geophysics is introduced 

using Genetic Algorithm (GA). In this method, Genetic 

algorithm (GA) is used as an optimization method in 

geophysics applications. One of the most popular and 

conventional method to determine geometrical shape and 

physical properties of subsurface geological anomalies is 

the inversion technique. The parameters of the model such 

as surface length, depth, and side angles according to the 

surface are decided before the inversion and therefore, the 

shape of the model, which is obtained after inversion, is 
limited with the chosen parameters. Therefore, inversion 

method is shape dependent. 

Modeling the structure and finding its parameters 

according to the anomaly are vital in geophysics. In GA 

modeling technique, the cross section is first divided into 

prismatic pieces (Figure 1). Then, genetic algorithm finds 

models in each computation iteration, which have 

geometries constitute of prismatic structures, and obtains 

the best model whose anomaly fits observed one. In this 

process, the density differences of each prismatic piece are 
assumed to be constant, which means the average density 

difference calculated from the anomaly map is used for 

entire region of the model.  Therefore, the model obtained 

by using GA is shape independent in contradistinction to 

inversion method. Thus, information about the dimensions 

of the structure can be obtained. 

 Starting with a set of initial solutions, acceptable result 

is achieved by modifying the solution set by mimicking the 

evolutionary behavior of biological systems. Therefore, 

Genetic Algorithm (GA) is used to find the parameters of 

the structure causing the observed anomaly. Genetic 

mailto:onur.osman@gmail.com
mailto:muhittin@istanbul.edu.tr
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algorithms are a searching method especially for the global 

optimization of irregular, multi-modal functions, which 

have lots of maxima and minima..  
 

 

 
Figure 1. Mapping the first individual to cross-section. 

 

Genetic Algorithm technique (GA) is parameter-

optimization method especially applied for modeling 
complex geophysical anomalies. The GA technique is an 

inverse modeling technique, which works on finding the 

geological anomaly by the well-known method of 

minimizing the error between the observed and computed 

anomalies.  With this statistical approach, the obtained 

results are not exact in nature, but give a model having an 

anomaly which is as close as possible to the observed 

anomaly.  

 

2. Historical Note  
It could be said that Genetic Algorithm was started by 

[3], and GA has been developed by [4], [5], [6], and [7]. 

In geophysics gravity anomalies of the sedimentary 

basin is interpreted by [2], then they proposed a model for 

Godavari Vally.  [1], applied asymmetrical trapezoidal 

modeling for Godavari Vally and obtains close results. it is 

also used the same region, Godavari Vally, to show the truth 

of this modeling technique. A standard strategy in genetic 
algorithm inversion is discussed in [8]. [9] use Genetic 

Algorithm in plane-wave inversion method in seismograms. 

[10] apply GA to background velocity inversion problems. 

[11] use GA to find Hypocenter location. [12] use GA in 

inversion of seismic refraction data. [13] and [14] use GA in 

inversion problems. Genetic Cellular Neural Networks 

(GCNN) is applied to geophysics by [15]. Real-valued 

Genetic Algorithm (GA) was designed and implemented to 

minimize the reflectivity and/or transmissivity of an 

arbitrary number of homogeneous, lossy dielectric or 

magnetic layers by [16]. But here, it can be modified GA to 

find the model of the anomaly without using any parameter 
about the shape of the model, which needs to be minimized, 

as other studies.  

 

3. Theoretical Background of Genetic 

    Algorithm 
In the proposed algorithm, cross-section is divided into 

prismatic pieces. The width and the height of the pieces 

could be any value and determine the details of the model. 

The value of each pieces can be 0 or   (average density 

difference). Prismatic pieces, which have  values, form 
the model. Genetic Algorithm (GA) searches the best 

prismatic pieces to set their values to . At the end of the 
GA process, the best model, which its anomaly fits to the 

desired one, is obtained.  

In GA, all individuals are created in random manner in 
the first generation. Each individual is assumed as a 

different model. Therefore in the first generation or iteration 

of GA there are lots of random models and the number of 

individuals is known as population of GA. These 

individuals are mapped to the cross-section and, weight 

function of each individual is calculated. The weight 

function to be minimized is the mean square error of the 

anomaly of individual according to the desired anomaly. 

Then, errors are found for each individual. Worst 

individuals have large errors and best individuals have small 

errors. Worst individuals are dismissed and the best ones are 
taken. To complete the total number of individuals in the 

current generation according to the population, best ones are 

automatically repeated by the software themselves.  

Different from the conventional GA, mutation is applied 

before crossover. Every two individuals are designated as 

parents and some mutations appeared in their genes. In 

crossover, these specified two individuals create two 

different child individuals and their genes are the 

combinations of the previous two. After that, these 

individuals are mapped to the cross-section and genes 

without any neighbor -individual are dismissed. Hence, new 

generation is created and all the steps of the algorithm are 
repeated until the error is minimized sufficiently. If needed 

or if there are some drill information, some prismatic pieces 

of the cross-section is assumed to be the part of the model in 

each individual in all generations of GA. 

In general, average density difference is known or can 

be computed for that cross-section. In this modeling 

technique, GA can be run for different  values, hence, the 

best  and the best model which its anomaly fits the 
desired one are obtained.  

 

4. Modeling in Geophysics: Concept of Genetic   

    Algorithm 
In order to apply genetic algorithm to find the model of 

the cross-section, which the most similar anomaly, the 

proposed cross-section needs to be divided into rows and 

columns. Each prismatic particle in cross-section is called 
unit. Thus, cross-section can be represented as units with a 

known depths and lengths. There are nr rows and nc 

columns.  The number of units is nr x nc. In genetic 

algorithm, each gene in an individual indicates each unit in  

a cross-section. The value of the gene can be zero or density 

difference of the model . Therefore, individuals in the 
cross-section can be represented as, 

 



  
Onur  OSMAN and A. Muhittin ALBORA/ IU-JEEE Vol. 15(2), (2015), 1929-1935 

 

 

1931 

t
nm

t
m

t
m

t
m

t
n

ttt

t
n

ttt

t
m

t

t

t

gggg

gggg

gggg

,3,2,1,

,23,22,21,2

,13,12,11,1

2

1















g

g

g

I
               (1) 

 

 

In this formula , t
I  is the vector of the tth generation. g is 

an individual which consists of genes g. m is the number of 

individuals in every generation and can be chosen arbitrarily 

but must be even. If m is not large enough, error cannot be 

minimized sufficiently. n is the number of genes and can be 

computed as n = nr x nc.  

In the first generation, values of the genes are randomly 

chosen as zero or . Then, each individual is mapped to 
cross-section as in Figure 1. 

The anomaly of the cross-section for the first individual 

at position z on the ground is computed as below 
considering prismatic anomaly model [17], 

 

A1(z) = 2
h=0

nc-1

å
x=0

nr -1
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All the anomalies of points z from 0 to nc-1, A(z), are 

computed and compared with the original anomaly. wdt and 

dpt are width and depth of each unit. x and h are column and 

row indexes of the units in cross-section. Mean Error (ME) 
of the individual is designated as the weight function. 

Ascending sort is applied to all individuals according to 

their MEs and some of them at the bottom are dismissed 

after this sort. The number of worst individuals is 

determined by a rule of keeping the value below the half of 

the number of individuals.  The worst individuals are 

replaced with the best ones, which are at the top of the list. 

These individuals, which are obtained after this step, are 

called chosen individuals. 

Before creating the new generation, mutation is applied 

to the chosen individuals. In this process, some genes are 
changed with probability of mutation. The value of these 

genes is turned to  (the contrast of the model) if it is 0 or 

turned to 0 if it is . Thus, generations can pass local 
minimums and continues for global minimum of weight 

function.  

To avoid having the same individuals for next 

generations, location of the individuals in (1) are changed, 

which is called interleaving. Then, new generation is 

obtained by using crossover technique. Every two 

sequential individuals are separated into two parts and the 

separation point is chosen randomly for each pair as shown 

in below for the first pair. 
t

n
ttttttt ggggggg ,16,15,14,13,12,11,11     g                                (3) 

 
t

n
ttttttt ggggggg ,26,25,24,23,22,21,22     g                      (4) 

 
Then these two individuals are crossed-over as shown in (5) 

and (6). 

 

                                  (5) 

 
t
n

ttttttt ggggggg ,16,1 5,14,23,22,21,22     g                      (6) 

 
After these steps, cross-sections of the individuals 

indicated may not have a block structure. Thus, units with a 

density difference  in the cross-section, which don’t have 

any neighbor units with a density difference , are set to 
zero. Then, whole process is repeated until the global 

minimum or sufficient error minimization is reached. It is 

given two synthetic examples; the first one is U type and the 

other one is a basin model. Based on the anomalies with 

acceptable errors, GA finds the models satisfactory. Mean 

Errors (MEs) of these two synthetic modes are 0.087 mGal 

and 0.073 mGal respectively. 

 

5. Method Application and Results 
 

5.1. Synthetic Data 1 
In the first synthetic data, it is used U type model, which 

is shown in Figure 2. The width and the depth of each unit 

is 100m and the density difference  is 1 gr/cm3.  The 
anomaly of this model is calculated with the prismatic 

model formulation, which is given in equation 2. Figure 2 

shows the anomaly curve of the model.   
In genetic algorithm, the purpose is to find a model, in 

which its anomaly closes to the observed anomaly, given in 

Figure 2. The first parameter of the genetic algorithm is the 

number of individuals in one generation and it is chosen as 

160. There are 210 genes in each individual. This value is 

the number of units in the cross-section.  The second 

parameter is the number of individuals, which have worst 

errors, and it is chosen as 16. These individuals are replaced 

with the best 16 ones. The last parameter is the ratio of 

mutation. In our experiments 0.3% seems to be the best 

value for mutation.   
At the end of the 125th generation, it is interrupted the 

process, because the error of the system has become quite 

constant. The best individual is shown in Figure 2 with 

dashed lines. Its anomaly and observed anomaly are given 

in Figure 2. It is not easy to distinguish these two 

anomalies, because the anomaly of the model, obtained 

from genetic algorithm, fits the target anomaly exactly. 

Mean error is only 0.087 mGal. 
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Figure 2.  First synthetic model: Observed and calculated cross 

sections (width and depth of each unit is 100 meters and  =1 

gr/cm3) and their related underground models. Observed cross-
section is indicated with solid line and its structure is given with 

hatched area. For  =1.5 gr/cm3, calculated cross section is 

shown with (+) symbol. For  =0.8 gr/cm3, calculated cross 

section is shown with ( ) symbol. For  =1 gr/cm3, calculated 

cross section is shown with ( ) symbol and its model is given 
with dashed lines in cross-section. 

 

 

5.2. Synthetic Data 2 
In the second synthetic data, we consider a basin model, 

which is given in Figure 3.  The width and the depth of each 

unit is 100m and the density difference  is 2 gr/cm3.  The 
anomaly of this model is calculated with the prismatic 
model formulation, which is given in equation 2. Figure 3 

shows the observed anomaly curve of the basin model.  

There are 320 individuals in each generation and 210 genes 

in each individual.  The number of worst individuals, which 

are replaced with the best ones, is chosen as 32. Lastly, ratio 

of mutation is kept constant at 0.3%. 

At the end of the 182th generation, the model with 

dashed lines in Figure 3 is reached. Its anomaly and 

observed anomaly are shown in Figure 3. It can be said that 

these are exactly the same, because mean error is 0.073 

mGal. Synthetic model and calculated model are very close 

to each other. There are only two different units, which are 
at the bottom of the model.  

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.  Second Synthetic Model: Observed and calculated 
(Segmented Genetic Algorithm) cross sections (width and depth of 

each unit is 100 meters and  =2 gr/cm3) and their related 

underground models. Observed anomaly is given with solid line 
and its structure is given with hatched area in the cross-section. 

For  =2.5 gr/cm3, calculated anomaly is shown with ( ) 

symbol. For  =1.8 gr/cm3, calculated anomaly is shown with ( ) 

symbol. For  =2 gr/cm3, calculated anomaly is shown with (□) 

symbol and its structure is given with dashed line in the cross-
section.  

 

5.3. Real Data 1 
In Figure 4. Godavari Vally, which is used in [1] and 

[2], is modeled using GA. Depth and the widths of each 

prismatic piece are 250m and 2.5km respectively. In [1] and 

[2]  is used as -0.4g/cm3. Therefore, it is also used the 

same value for  to compare the models. The anomaly of 
the model is very close to the observed one and ME is 0.43 

mGal. The lower depth of the model is 1.75 km.  The 

average upper and lower widths are 32.5km and 12.5km 

respectively.  
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Figure 4. Gravity anomaly profile over the lower Godavari Vally 
and its models. Observed anomaly is shown with solid line. 
Calculated anomaly using SGA is shown with (+) symbol (width is 

2.5km and depth  is 250m and  =-0.4 gr/cm3).  SGA model is 

given with hatched area. Bhaskara Rao and Venkateswarulu 
(1974) model is given with dashed lines in cross-section. Bhaskara 
Rao (1990) model is given with solid line in cross-section. 

 

5.4. Real Data 2 
As an application field, anomaly map placed at the 

Northwest side of the mine ore in Sivas-Gürün in Turkey is 

chosen (Figure 5). It is assumed that the reason of the 

anomaly can be the basin, which has –0.5 gr/cm3 density 

difference according to the crystallized limestone. At the 

end of the studies on this field, it is found out that the oldest 

units are the limestone the age of Upper Cretaceous 

Cenomanien.  Upper side of this part, Conglomerate at the 
age of Neogene, red clay and sandstone are placed as a 

discordant. The region has faults with direction of NE-SW 

[17]. 

After two synthetic examples, real data is selected on the 

Bouguer anomaly map of Sivas basin, which is shown in 

Figure 6. Anomalies are measured every 50m and  is 
known as -0.5 gr/cm3 because of the geology. Low pass 

filter with a 0.02 cutoff frequency is applied to the anomaly 

map and this residual anomaly map is shown in Figure 7. 

Profile A1-A2 in residual anomaly map is considered for 

modeling with genetic algorithm. The width of the units is 

50m. To find more precise result by genetic algorithm, the 

depth of each unit is taken as 25m. There are 832 

individuals in each generation and 416 genes in each 

individual. The number of worst individuals is chosen as 41 

and the ratio of mutation is chosen as 0.3% again. 
 

 

 

 
Figure 5. Modified geology map of our working region [18]. 

 

 

 

 

 
 

Figure 6. Bouguer anomaly map of Sivas-Turkey (interval contour 
is 0.3 mGal). 
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Figure 7.   Residual anomaly map (interval contour is 0.1 mGal). 

 

At the end of the 1000th generation, the model in Figure 

8 is reached and, Its anomaly and observed anomaly are 

shown. The anomaly of our model and the original anomaly 

are very close to each other. Mean error of the anomaly of 

our model is only 0.17 mGal and it fits the original one.  

 

6. Conclusion  
A new modeling technique using a modified genetic 

algorithm is very common. This method is quite different 

and flexible than conventional inversion method. The 

proposed modeling technique is applied to real anomaly 

data after having good results with synthetic ones. As a field 
application, firstly, gravity anomaly of Godavari Vally is 

used and the model is compared to the references. Secondly, 

gravity anomaly of carsick basin near Sivas-Gürün in 

Turkey is considered. Difference of anomaly in the field is 

computed as -0.5 gr/cm3. Cross-section, which is taken from 

A1-A2 profile in Figure 7 Bouguer anomaly map, is 

indicated with a solid line in Figure 8.  

The anomaly of the model, which is created by GA, is 

shown in Figure 8 with dotted line. Both two anomalies are 

fit satisfactorily. This modeling technique is so powerful 

that it can be applied to any type of structure without any 

prior information. 

 

7. Steps of the methods 
1. Dividing the cross-section into nr x nc units 

2. Generating an initial population for GA 

3. Mapping each individual in the population to the   

    cross-section 

4. Setting units to zero whose neighbors are all zero 
5. Computing the weight function 

6. If the anomaly of any individual is close enough to  

    the desired one then STOP THE PROCESS 

7. Sorting individuals (worst individuals are replaced  

    with the best ones) 

8. Applying mutation 

9. Interleaving the individuals (scrambling) 

 10. Creating the next generation using crossover  

    technique and GO TO STEP 3. 

 

 

 

Figure 8. Observed and calculated anomalies and the models. 
Observed anomaly is shown in (.) and calculated anomalies are 

shown in ( ) and (+) signs.  
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Abstract: This paper describes a generalized dynamic model of multi-machine power systems for transient stability 
analysis and its computer simulation using MATLAB/SIMULINK. The generalized model of the power systems can be 

used for teaching the power system transient phenomena, as well as for research works particularly to improve 

generator controllers with advanced technologies. Constructional details of various sub-models for the whole power 

systems are given and their implementation in SIMULINK environment is outlined. The developed simulation model is 

tested on 3-machine 9-bus power system and 10-machine 39-bus New England power system under different large 

disturbances. For the studied cases, the critical clearing times (CCT) are calculated and the simulation results are 

presented and discussed. Nonlinear time-domain simulation results obtained from several case studies validate the 

effectiveness of proposed model for transient stability analysis. The proposed dynamic model has been employed to 

support and develop power engineering education at both the undergraduate and graduate levels. Likewise, for 

academic and educational use, all component sub-models are transparent and can simply be modified or extended. 
Keywords: Transient stability, multi-machine power systems, MATLAB/SIMULINK, power system modeling, power 

system simulation.. 

 

1. Introduction 
 

The term "transient stability," in the power system 

stability studies, mostly denotes the capacity of 

synchronous machines for remaining in synchronism 

for the short period of time subsequent to large 

disturbances, including a fault on transmission 

facilities, loss of a large load and sudden loss of 

generation. The system response to such disturbances 
contains generator rotor angles' large excursions power 

flows, bus voltages and other system variables. It is 

worth mentioning that, while steady-state stability is a 

function only of operating conditions, transient stability 

is a function of both the operating conditions and the 

disturbances [1]. This entangles the transient stability 

analysis noticeably. System nonlinearities, in large 

disturbances, have a significant role.  

To control transient stability or instability 

subsequent to a large disturbance, or a number of 

disturbances, time-domain simulation analysis is 
commonly used to solve the nonlinear equations set 

explaining the dynamic behavior of system. In that 

case, conclusion pertaining to stability or instability 

can be obtained from an inspection of the solution [2-

3]. Fault clearing time (FCT) and critical clearing time 

(CCT) are significant parameters so as to preserve 

power systems transient stability. The FCT is the time 

upon which the fault is cleared following the fault 

occurrence, while the CCT is the fault clearing time 

upon which the system is at the critically stable level. If the 

actual fault clearing time in a system is below the CCT 
level, the system will be stable [4].  

Simulation programs for power system stability analysis 

can be divided into two classes of tools: commercial 

software packages and education/research-aimed software 

packages. Various commercial software packages, such as 

Power System Simulator for Engineering (PSS/E), Power 

System Simulator (Simpow), DigSilent, EuroStag, 

NEPLAN and PowerWorld, are on sale. These programs 

allow users to access comprehensive component/system, 

models and computationally efficient algorithms for the 

analysis. Nevertheless, these programs are not appropriate 
for educational and research fields because they generally 

do not provide modification or incorporation of novel 

component models and algorithms. In education and 

research fields, flexibility and potential for simple 

prototyping are much more crucial aspects than its 

computational efficiency. 

This paper discusses the use of SIMULINK software of 

MATLAB in the dynamic modelling of multi-machine 

power systems for transient stability simulation. 

SIMULINK is a software package developed by 

MathWorks Inc., which is one of the most widely used 

software in academia and industry for modeling, analysis 
and simulating dynamical systems. It can be used for 

modeling linear and nonlinear systems, either in continuous 

time frame or sampled time frame of even a hybrid of the 

two. It provides a very easy drag-drop type graphical user 

mailto:ekinciser@yahoo.com
mailto:demiroren@itu.edu.tr
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interface to build the models in block diagram form. It 

has many built-in block library components that you 

can use to model complex systems. If these built-in 

models are not enough for you, SIMULINK allows you 

to have user defined blocks as well. Over the last 

decade, the topic of power system simulation in 

MATLAB/SIMULINK has been provided in [5-12]. 
The use of the MATLAB/SIMULINK for the 

enhancement of power system component can allow 

users to take full advantage of dealing with control 

blocks and power system elements, corroborating new 

component through comparison of the simulation 

results for numerous events, and understanding of the 

basic concepts of power system modeling and 

simulation. 

In this paper, we have developed SIMULINK-

based generalized dynamic model and an efficient 

approach so as to examine the transient stability 
performance of practical power systems, with 

SIMULINK as a tool. The aim of the generalized 

dynamic model is to provide an environment within 

which students can quickly get started and provides 

enough modeling flexibility to allow modification or 

addition of new generator, load, and control system 

models. Whereas ease of use is mostly important for 

coursework, the modeling flexibility is useful mostly 

for research applications. All component sub-models 

are transparent and can easily be modified or extended. 

Emphasis has been given to keeping the component 
sub-models transparent and simple. All component 

sub-models are designed for use by undergraduate and 

graduate students in the learning of power system 

transient stability and for rapid testing of research 

ideas. The proposed model for transient stability 

simulation has been applied to different examples of 

multi-machine power systems such as IEEE 9-bus and 

IEEE 39-bus power systems. The nonlinear simulation 

results have been carried out to assess the effectiveness 

of the developed transient stability simulation model 

under various large disturbances. We hope that this 

attempt will add some more practical information in 
this important and unexhausted domain. 

 

2. Multi-machine Power System Model 

Constructed Using SIMULINK 
 

Regarding transient electromechanical phenomena 

analysis of a power system, power flow algebraic 

equations for the transmission network and for the 

stator windings of the synchronous machines, together 

with the differential equations for the rotor of the 

synchronous machines are commonly used. For that 

reason, the power system mathematical model can be 

formulated by a set of differential and algebraic 
equations (DAEs) [13]. In this study, the flux-decay 

model with static exciter is employed to discuss the 

synchronous machines.  

The whole system is given with regard to 

SIMULINK blocks in three main single sub-models. 

One of the most significant characteristics of a model 

in SIMULINK is its remarkable interactive ability. In 

other words, it allows the display of a signal at any point 

readily available; all one has to do is to add a Scope block 

or, alternatively, an output port. What's more, giving a 

feedback signal is as easy as drawing a line. A parameter 

within any block can be regulated from MATLAB 

command line or through an m-file program. This is a 

predominantly helpful for multi-machine power system 
transient stability study because the power system 

configurations change before, during and after a fault. 

Loading conditions and control measures can be employed 

correspondingly. 

 

2.1. Differential Equations 
 

The differential equations of the machine and exciter for 

the m machine, n bus system are expressed as follows [13]: 
 

1i

s i

d

dt
                              1,2, ,i m             (1) 

 

( 1)i mi ei i i

i i i

d P P D

dt M M M
            1,2, ,i m             (2) 

 

( )qi qi fdidi di di

doi doi doi

dE E Ex x i

dt T T T
    1,2, ,i m            (3) 

 

fdi fdi Ai

refi i

Ai Ai

dE E K
V V

dt T T
          1,2, ,i m            (4) 

 

2.2. Stator Algebraic Equations 
 

The stator algebraic equations describe the electrical 

variables pertaining to the stator windings. The stator 

algebraic equations are expressed as 

 

sin( ) 0i i i qi qiV x i                     1,2, ,i m            (5) 

 

cos( ) 0qi i i i di diE V x i            1,2, ,i m           (6)        

 

2.3. Network Equations 
 

The network equations can be expressed in power-

balance or current-balance form. In this study, the current-

balance form is employed and the loads are assumed to be 

of the constant impedance type. In power system with m 

generators, the nodal equation can be formulized as: 

 

1

1

0

0

m

n

I

V

I
Y

V

                                                               (7) 

 

 
/2ij

i di qiI i ji e               1,2, ,i m                     (8)   



 

Serdar EKINCI and Aysen DEMIROREN/ IU-JEEE Vol. 15(2), (2015), 1937-1944 

 

  

 

 

1939 

 

where 1 , , mI I  are the complex injected generator 

currents at the generator buses. Assume that the 

modified bus
Y  represented as Y  be divided as 

 

1 2

3 4

m     n-m

m

n - m

 Y   Y  
Y =

 Y   Y  
                                            (9) 

 
Inasmuch as there are no injections at buses 

1, ,m n , we can leave them out in order to obtain 

 

1 1

R

m m

I V

Y

I V

                                                     (10) 

 

where -1

R 1 2 4 3
Y = Y - Y Y Y  is the desired reduced 

matrix. The reduced matrices for every network 
condition (before, during and after fault) are computed 

on account of the power system under study. 

3. SIMULINK Models  
 

The complete multi-machine power system embodied 

with regard to SIMULINK blocks in a single integral model 

by using Eqs. (1)-(10) for transient stability study. The 

complete system consists of three main sub-models: 

differential equations sub-model, stator algebraic equations 

sub-model, and network equations sub-model. The 

SIMULINK-based general sub-models for computing of 

differential equations and stator algebraic equations are 

modeled and are given for all generators in Figure 1 and 

Figure 2 respectively. We can see in the complete sub-

model of Figure 1 that Scope 1 and Scope 2 display the 
individual generator angles and the angular velocities of the 

all machines, respectively. In Figure 2, Scope 5 and Scope 

6 monitor electrical power outputs and machine terminal 

voltages responses respectively, for all generators. It is 

worth mentioning that in Figure 1 and Figure 2; , , 

M , D , qE , fdE , 
AK , 

AT , V , refV , 
mP  and  

eP  are vector 

signals having as many rows as the number of generators. 
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Figure 1. Differential equations sub-model for transient stability simulation 
 

Figure 3 illustrates the complete block diagram of 

network equations for all generators in SIMULINK 

environment. The SUBSYSTEM in Figure 3 is 

expressed to calculate the value of electrical current 

outputs for different generators and internal view of the 

SUBSYSTEM is given in Figure 4. In Figure 4 it 

includes a block to specify network admittance 

matrices required for numerous conditions of the power 
transmission network: before, during and after a 

specified fault. These admittance matrices are 

calculated by using an associated MATLAB program 

prior to starting transient stability simulations of multi-

machine power systems, and fault location can be 

randomly specified.  

Likewise, prior to starting transient stability simulations, 

it is mandatory to specify the initial conditions of a number 

of quantities for all machines, consequently, a power flow 

calculation is performed by using the same associated 

MATLAB program, in which the pre-fault and the fault 

clearing time are specified. The main SIMULINK-based 

sub-models are simply modified for multi-machine power 

systems with different number of generators and also 
different network configurations. In addition, the 

generalized dynamic model of multi-machine power 

systems in SIMULINK environment also facilitates the 

choice of simulation parameters, including start and stop 

times, types of solver, step sizes, tolerance and output 

options.  
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Figure 2. Stator algebraic equations sub-model for transient stability simulation 
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Figure 3. Network equations sub-model for transient stability simulation 
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Figure 4. Internal view of the SUBSYSTEM. 
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4. Results of Transient Stability 

Simulations and Discussions 
 

In this section, we illustrate the DAE model 

discussed in the previous section and to validate 

SIMULINK-based generalized model, the simulations 

are carried out on a 3-machine 9-bus and 10-machine 

39-bus New England power systems. To assess the 
effectiveness of the proposed dynamic model, 

nonlinear time-domain simulation studies are 

implemented on different severe fault conditions. In 

transient stability simulation of multi-machine power 

systems, Runge-Kutta 4 technique is used for 

numerical integration of the differential equations and step 

of integration is chosen as 0.005 s. All calculations were 

done on a personal computer with 2.10 GHz Intel Core 

Processor and 2.00 GB of RAM running 

MATLAB/SIMULINK 7.11.0. 

 

4.1. Illustrative System example 1: Nine-bus three-

machine power system  
 

In this example, we have considered the popular 

Western System Coordinated Council (WSCC) 3-machine, 

9-bus power system shown in Figure 5. This is also the 

system appearing in [13-14] and widely used in literature.  

 

G2 G3

G1

1

2 3

4

5 6

7 8 9

Load A Load B

Load C

 
 

Figure 5. WSCC 3-generator 9-bus test system 
 

We can see in the complete sub-model of Figure 1 

that Scope 1 display the values of the 3-machine angles 

in vector 1 2 3

T
 and Scope 2 display the 

values of the 3-machine angular speeds in vector 

1 2 3

T
. It is worth mentioning that the 

computation time for 3-machine 9-bus power system 

3.28 s for 12 s of simulated real time. For time-domain 

simulations, different three-phase faults have been 

applied to demonstrate the effectiveness of the 

proposed dynamic model as follows:  

The performance of the proposed dynamic model 

under transient conditions is substantiated by applying 

a three-phase fault at 1t  s, on bus 9 at the end of line 

8-9 is considered. The fault is then cleared by opening 

the line 8-9. The CCT for this scenario was found to be 

0.192crt  s by using a trial-and-error approach. The 

system responses are given for different values of fault 
clearing time (FCT).  

Case (a):  FCT < CCT, the fault occurs at 1 s and is 

cleared at 1.15 s (FCT = 0.15 s).  

Case (b): FCT  > CCT, the fault occurs at 1 s and is 

cleared at 1.20 s (FCT = 0.20 s). 

Figures 6-7 show the difference angles (
21 2 1

 

and 
31 3 1

) and the relative rotor angular speed 

deviations ( 21 2 1  and 31 3 1 ), respectively, 

for the system with FCT = 0.15 s. It is obvious from 

Figures 6-7 that the power system is stable in Case (a). 
Figures 8-9 show the system response for FCT = 0.20 s. 

From the results, we see that the system is unstable in Case 

(b) because all machines will lose synchronism. 
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Figure 6. System response of 21 2 1  and 31 3 1  

for FCT = 0.15 s 
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Figure 7. System response of 21 2 1  and 

31 3 1  for FCT = 0.15 s 
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Figure 8. System response of 21 2 1  and 

31 3 1  for FCT = 0.20 s 
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Figure 9. System response of 21 2 1  and 31 3 1  

for FCT = 0.20 s 

 

4.2. Illustrative system example 2: Thirty nine-bus 

ten-machine power system 
 

In this part of the study, the 10-machine 39-bus New 

England power system shown in Figure 10 is considered 

further demonstrate the versatility of the suggested dynamic 

model. This is also the system appearing in [15-16] and 

widely used in the literature.  
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Figure 10. 10-machine, 39-bus New England test system 
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We can see in the complete sub-model of Figure 1 

that Scope 1 display the values of the 10-machine 

angles in vector 

1 2 3 4 5 6 7 8 9 10

T
 

and Scope 2 display the values of the 10-machine 

angular speeds in vector 

1 2 3 4 5 6 7 8 9 10

T
. 

The simulation was performed for 12 s and the 

computation time for this large power system 13.56 s. 

To assess the effectiveness of the proposed dynamic 

model, nonlinear time-domain simulation studies are 

implemented on different severe fault conditions. The 

following cases are taken into consideration:  

A three-phase fault is applied on bus 29 (near 

generator 9) at the end of line 29-26 at 1t  s. The 

fault cleared without line tripping and the original 

system is restored upon the clearance of the fault. The 

CCT for this scenario was found to be 0.125crt  s by 

using a trial-and-error approach. The system responses 

are given for Case (a) and Case (b).  

Case (a): FCT < CCT, the fault was initiated at 1 s 

and cleared at 1.10 s (FCT = 0.10 s). 

Case (b): FCT > CCT, the fault was initiated at 1 s 

and cleared at 1.13 s (FCT = 0.13 s). 

In this scenario, 
8G  and 

9G  are nearest generators 

to the fault location and therefore system responses are 

given for only these machines. For Case (a) and Case 

(b), the power system angle responses of 
8G  and 

9G  

with respect to 
1G , (

81 8 1
 and 

91 9 1
), 

are shown in Figure 11 and Figure 13, and the 

variations of the relative speed deviation of 
8G  and 

9G  

with respect to 
1G , (

81 8 1
 and 

91 9 1
), 

are shown in Figure 12 and Figure 14. In Figures 11-

12, the FCT is set at 0.10 s while in Figures 13-14 the 

FCT is set at 0.13 s. Figure 11 shows that the relative 

rotor angles of the Generator 8 and Generator 9 

oscillate and the system is said to be stable whereas 

Figure 13 shows that the relative rotor angle of the 
Generator 9 go out of step after a fault is cleared and 

the systems becomes unstable. 
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Figure 11. System response of 81 8 1  and 

91 9 1  for FCT = 0.10 s 
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Figure 12. System response of 81 8 1  and 

91 9 1  for FCT = 0.10 s 
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Figure 13. System response of 81 8 1  and 

91 9 1  for FCT = 0.13 s 

 

0 0.5 1 1.5 2 2.5 3 3.5 4
-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Time (sec)

8
1
 a

n
d
 

9
1
  

(p
u
)

 

 

81
=

8
-

1
 

91
=

9
-

1
 

 
 

Figure 14. System response of 81 8 1  and 

91 9 1  for FCT = 0.13 s 

 

The effectiveness of the suggested dynamic model 

in multi-machine power systems is verified through the 
nonlinear simulation results. In addition, it can be 

deduced from Figures 6-9 and Figures 11-14 that the 

FCT setting is a significant factor to determine the 

power systems transient stability. If the FCT is set at a 

longer time than the CCT of the faulted line, the system 

will be unstable; otherwise the system will be stable.  

 

5. Conclusion  
 

SIMULINK is a powerful software package for the 

study of dynamic and nonlinear systems. Using 

SIMULINK, the simulation model can be built up 
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systematically starting from simple sub-models. A self-

sufficient generalized dynamic model for transient 

stability simulation of multi-machine power systems 

has been given with full details, which can work as a 

basic structure for advanced and detailed studies. The 

models built in this way are easy to be understood by 

students and engineers. The proposed dynamic model 
has an open structure and all sub-models can be 

modified or extended using various SIMULINK 

constructs. The efficiency of the proposed 

MATLAB/SIMULINK-based transient simulation 

model has been tested and demonstrated through the 

transient stability simulations under various 

disturbance conditions and different fault clearing 

times, by using the three and ten machine study 

systems. Several cases have been also carried out to 

determine the effect of the clearing time of a fault on 

the transient stability of multi-machine power systems.  
The proposed dynamic model shows to be a 

powerful didactic and research tool, able to provide 

important information about various aspects of 

transient stability phenomena. This educational model 

is also used for illustration purposes during lectures, as 

well as by students preparing personal assignments and 

design projects. The authors believe that SIMULINK 

will soon become an indispensable tool for the teaching 

and research of power systems. 
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Abstract: In this article, a compact triple-band microstrip bandpass filter (BPF) with tunable centre frequencies and 

bandwidths as well as multiple transmission zeros (TZs) is presented. The proposed filter is designed based on a novel 

multi-mode resonator (MMR), and the even-/odd-mode analysis method is employed to investigate its resonant 

characteristics. By changing the lengths of two loaded coupled open stubs and coupling space between them, two 
resonant modes can be tuned and the bandwidth can be controlled. Also, two additional TZs are generated due to the 

dual-finger feed structure. Moreover, these two TZs can be controlled by the lengths of two fingers, and high passband 

selectivity and band-to-band isolation level are achieved with ten TZs. The three centre frequencies of the proposed 

triple-band BPF are located at 1.9, 3.55, and 7.33 GHz, respectively. In addition, the overall circuit size of the 

fabricated filter is much smaller in comparison with previous works. For demonstration, a prototype filter is fabricated 

and measured, and good agreements are obtained between the measured results and electromagnetic (EM) simulated 

ones. 

Keywords: Bandpass filter (BPF), multi-mode resonator (MMR), transmission zeros, triple-band filter. 

 

1. Introduction 
 

In modern wireless communication systems, multi-
service technology has been widely and aggressively 

developed. Thus, as an important circuit block, multi-

band planar bandpass filters (BPFs) have gained a lot 

of attention over past few years. Extensive efforts have 

been made to design multi-band BPFs, and various 

literatures about multi-band filters have been reported 

[1-19]. Quarter-wavelength resonators [1-3] have been 

employed to construct dual-band or tri-band BPFs. In 
[4], and [5], tri-section stepped-impedance resonators 

(SIRs) are utilized to design triple-band filters. 

However, the insertion losses need to be improved and 

the circuit sizes are comparatively large. Shorted-ended 

SIRs [6], [7] have been used to realize dual- and triple-

band BPFs, whereas asymmetric SIRs are introduced to 

design triple-band BPFs with compact size in 

literatures [8], and [9]. Stub-loaded resonators (SLRs) 
[10-12] and square ring loaded resonators (SRLRs) 

[13], [14] are also proved to be capable of designing 

triple-band filters. Recently, the design method to 

achieve high performance multi-band BPFs utilizing 

multi-mode resonators (MMRs) has been attracting 

much more attention [15-19]. However, there is still 

much research work to do to design filters with 

compact circuit size and high skirt selectivity and 

band-to-band isolation level with multiple transmission 

zeros (TZs). 

This paper presents a compact triple-band BPF using a 

novel MMR. The proposed MMR is symmetric in structure, 

and the even-/odd-mode analysis method is employed to 

investigate its resonant characteristics. By properly tuning 

the design parameters, the resonant frequencies can be 
freely chosen. In addition, by changing the lengths of two 

loaded coupled open stubs and coupling space between 

them, two resonant modes can be tuned and the bandwidths 

can be controlled. Also, two additional TZs are generated 

due to the dual-finger feed structure and can be controlled 

by the lengths of two fingers. Thus, high passband 

selectivity and band-to-band isolation level are obtained 

with nine TZs. In order to validate the design method, a 
triple-band filter centred at 1.9/3.55/7.33 GHz with 3-dB 

fractional bandwidths (FBWs) of 14.2/7.9/11.6% is 

simulated and fabricated. The simulation works of the 

prototype filter are performed by using a commercial 

electromagnetic (EM) simulator IE3D, and the measured 

results show good agreement with the simulated ones. 

 

2. Analysis of the Proposed MMR 
 

Fig. 1(a) shows the specific geometrical schematic of 

the proposed MMR. It is mainly constructed by a 

meandered square-loop loaded with a pair of coupled open 
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Fig. 1. (a) Specific geometrical schematic of the proposed MMR. (b) Even- and (c) odd-mode equivalent circuits. 

 

stubs. Since the proposed MMR is symmetrical in 

structure, the even-/odd-mode analysis method can be 

adopted to analyze its resonant characteristics. Its even- 

and odd-mode equivalent circuits are illustrated in Figs. 

1(b) and (c), respectively. The microstrip lines with 
electrical lengths of θ1, θ2, and θ3 have the same 

admittance of Y. Thus, the input admittances of the 

even- and odd-mode equivalent circuits can be found 

as follows 

1 2 3

1 2 3

tan tan tan

1 tan (tan tan )
in evenY jY

  

  


 


 
                       

(1) 

1 2 3

1 2 3

tan tan cot

tan (tan cot ) 1
in oddY jY

  

  


 
 

 
                      

(2) 

The even-mode resonance occurs under the 

condition of Yin-even = 0, and the odd-mode resonance 

occurs when Yin-odd = 0, that is 

1 2 3tan tan tan 0         for even mode                

(3) 

1 2 3tan tan cot 0         for odd mode                 

(4) 

From Figs. 1(b), and (c), one can clearly observe 

that there are four different resonant sections of the 
proposed MMR, i.e., the sections with lengths of La + 

Lb and La + Lc in even- and odd-mode equivalent 

circuits. Therefore, the even- and odd-mode resonant 

frequencies, feven1, feven2, fodd1, and fodd2, generated by the 

four resonant sections can be approximately estimated by 

equations (5) - (8) [8] as 

1
2( )

even

a b eff

nc
f

L L 




         n = 1, 2, 3, ……            (5) 

2
2( )

even

a c eff

nc
f

L L 



         n = 1, 2, 3, ……           (6) 

1
4( )

odd

a b eff

nc
f

L L 



         n = 1, 3, 5, ……            (7) 

2 2odd evenf f                                                                 (8) 

where feven1 and fodd1 are the even- and odd-mode resonant 

frequencies generated by the resonant section with length of 

La + Lb, and feven2 and fodd2 are the even- and odd-mode 

resonant frequencies created by the La + Lc section, 

respectively. The number n denotes the nth spurious 
resonant frequency and 

0.5 2
1 1

1 12 0.04 1
2 2

r r
eff

h w

w h

 


      
        

     

       (9) 

is the effective dielectric constant, where εr and h denote the 

relative dielectric constant and thickness of the substrate, 

respectively. Thus, desired resonant frequencies can be 

obtained by properly selecting the design parameters 

according to equations (5) - (8). 

Figs. 2(a) and 2(b) depicts the resonant characteristics 

of the proposed MMR under weak coupling with varied Lb 

and S1. Fig. 2(a) reveals that fodd1 and fodd2 decrease with the 

increase of Lb, whereas feven1, feven2, and feven3 remain 
constant. This conclusion can also be observed from 

equations (5) - (8). Moreover, it can be observed from these 

S1 

Lb 

W 

S2 

La 

Lc 

(a) 

Yin-even 
θ1, Y 

θ3, Y 

θ2, Y 

(b) 

Yin-odd θ1, Y 

θ3, Y 

θ2, Y 

(c) 
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two plots that, the second passband formed by fodd1 and 

feven2 can be easily tuned by controlling the coupling 

strength between the two loaded coupled open stubs 

which is determined by the value of Lb and S1. 
 

 
         (a) 

 
         (b) 

Fig. 2. Simulated |S21| of the proposed MMR under weak 
coupling with varied (a) Lb, and (b) S1. 

 

3. Analysis of Transmission Zeros 
 

 
Fig. 3. Transversal signal interference model of the proposed 

BPF. 

 

As shown in Fig. 5, ten TZs are created in the 

frequency responses which improve the passband 

selectivity significantly. Among these TZs, TZ1 and 

TZ9 are inherent TZs of the proposed MMR as can 

be seen from Fig. 2. TZ4 and TZ6 are generated due 

to the loaded coupled lines. By changing the coupling 

length and gap between the two open stubs, i.e., the 

coupling strength between them, these two TZs can be 

tuned. As demonstrated in Figs. 2(a) and 2(b), TZ4 and 

TZ6 decrease with the increase of Lb and the decrease 
of S1, i.e., these two TZs decrease with the increase of 

coupling strength between the two loaded coupled open 

stubs. In addition, TZ2, TZ3, TZ7, and TZ8 are introduced by 

the dual-finger feed scheme. These four TZs decrease with 

the increase of lengths of the two fingers. 

Among these ten TZs, TZ5 is generated by the 
transversal signal interference effect [20]. As can be 

observed from Fig. 4, there are two different transmission 

paths for signals to transmit from port 1 to port 2, i.e., the 

upper path 1 and the lower path 2. Its transversal signal 

interference model is shown in Fig. 3. The characteristic 

admittance of the two transmission paths are the same as Y, 

and electrical lengths of θ1 and θ2, respectively. The 

transmission zeros occur under the following condition: 

 1 2 = 2 1n        at fTZ     n = 0, 1, 2, …….         (10) 

where fTZ denotes the transmission zero frequency. That 
means the difference between the electrical lengths of two 

transmission paths equals odd multiple of π. Thus, the 

phases of the two signals transmit from port 1 to port 2 

through path 1 and path 2 are inverted at port 2, which 

results in out-of-phase cancellation and TZs are generated. 

In this work, TZ5 is the case of n = 0. 

 

4. Design Procedure 
 

After the resonant characteristics of the proposed MMR 

is clear, the triple-band BPF can be designed accordingly. 

The specific configuration of the proposed triple-band BPF 
is shown in Fig. 4. This filter is mainly constructed by the 

proposed MMR discussed in the last section. By 

meandering the La section in Fig. 1(a) and using a dual-

finger feed structure with source-load coupling, the triple-

band filter is obtained. 

Fig. 5 demonstrates the simulated insertion losses of the 

proposed triple-band filter with the variation of L9. One can 

clearly observe that the value of L9 affects coupling strength 
of the third passband without influencing the first and 

second passbands. The parameter L9 is selected as 8.1 mm 

after EM simulation and optimization (IE3D in this work) 

to obtained the desired coupling strength of the third 

passband. Also, the spurious frequencies at about 5.65 and 

5.81 GHz are suppressed due to the decrease of the TZ 

introduced by the finger L8 + L9. 

Thus, the design procedure is listed as the following 
steps. Firstly, the length La + Lc is determined by the centre 

frequency of the first passband (f1), and its value can be 

calculated from equation (6). Secondly, the initial length of 

Lb can be obtained with reference to equation (7). Then, 

tune the value of Lb and S1 to achieve the desired bandwidth 

of the second passband. At last, the lengths of two fingers 

of the dual-finger feed structure, i.e., L8 + L9 and L10 + L11, 

are tuned to obtain desired coupling strength to form the 
three passbands, and to generate two TZs at desired 

frequencies. These two TZs introduced by the two fingers 

are located at the frequencies where the physical lengths of 

the corresponding finger is equal to quarter-wavelength. 

 

5. Results 
 

In order to demonstrate the validity of the above-

mentioned design method, the proposed triple-band BPF 

is designed and fabricated on a Rogers Duroid 4003 

substrate with a thickness of 0.508 mm, a dielectric 

Port 1 Port 2 

Y, θ1 

Y, θ2 

path 1 

path 2 
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constant εr of 3.55, and a loss tangent of 0.0027. The 

layout of designed filter is shown in Fig. 3. The 

simulation works are carried out by the full-wave EM  

 
Fig. 4. Specific configuration of the proposed triple-band BPF. (W = 0.2 mm, L1 = 12.2 mm, L2 = 15.8 mm, L3 = 2.1 mm, L4 = 1.2 

mm, L5 = 2.1 mm, L6 = 6.2 mm, L7 = 3.4 mm, L8 = 11.89 mm, L9 = 8.1 mm, L10 = 11.7 mm, L11 = 1.5 mm, S1 = S2 = S5 = 0.1 mm, S3 
= 0.2 mm, S4 = 0.5 mm). 

 

 
Fig. 5. Simulated |S21| of the proposed triple-band BPF with 

varied L9. 

 

 

Fig. 6. Photograph of the fabricated triple-band filter. 

 

simulator IE3D, and the measurements are performed 
with an Agilent’s N5244A network analyzer. 

Based on the design method described above, the 

structural parameters are obtained as follows: W = 0.2 mm, 

L1 = 12.2 mm, L2 = 15.8 mm, L3 = 2.1 mm, L4 =  

 
Fig. 7. Simulated and measured results of the designed triple-band 

filter. 

 

1.2 mm, L5 = 2.1 mm, L6 = 6.2 mm, L7 = 3.4 mm, L8 = 
11.89 mm, L9 = 8.1 mm, L10 = 11.7 mm, L11 = 1.5 mm, S1 = 

S2 = S5 = 0.1 mm, S3 = 0.2 mm, S4 = 0.5 mm. The overall 

circuit size occupies only 12.2 mm × 15.8 mm, i.e., 

approximately 0.123 λg × 0.159 λg, where λg is the guided 

wavelength at the center frequency of the first passband 

(1.9 GHz). Obviously, the proposed triple-band BPF is very 

compact in size. 

The photograph of the fabricated prototype triple-band 
filter is shown in Fig. 6, and Fig. 7 plots the simulated and 

measured results of fabricated prototype filter. From Fig. 7, 

it can be observed that the measured and simulated results 

are in good agreement with each other. The measured 

center frequencies (CFs) of the fabricated triple-band filter 
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are 1.9/3.55/7.33 GHz, with the measured 3-dB FBWs 

of 14.2/7.9/11.6%, the minimum insertion losses (IL: 

|S21|) of 0.86/1.1/1.23 dB and the return losses (RL: |S11|) 

better than 18/20/17 dB, respectively. It is worth 

mentioning that, ten TZs are generated at about 2.1, 2.63, 

2.85, 3.2, 4.4, 5.51,  
Table 1. Comparison of the proposed filter with other reported triple-band filters. 

Refs. CFs (GHz) IL (dB) RL (dB) FBW (%) TZ 
Circuit Size 

(λg × λg) 

[2] 1.8/3.5/5.8 0.88/1.33/1.77 21.3/15.8/15.7 7/5/3.5 7 0.108 × 0.521 

[4] 1/2.4/3.6 2/1.9/1.7 14/16/20 N/A 0 0.191 × 0.191 

[7] 1.57/3.9/7 2/2.1/1.8 22/16/18 4.1/2/3 6 0.113 × 0.145 

[9] 2.49/3.6/5.62 1.83/2.95/2.41 12/10/22 9.5/5.3/7.5 3 0.185 × 0.487 

[11] 2.45/3.5/5.2 1.2/1.5/1.6 16.3/17.9/12.9 9.6/13.1/7.9 4 0.18 × 0.27 

[13] 2.4/3.5/5.2 1.57/1.6/1.77 15/15/20 8.6/7.8/4.9 0 N/A 

This work 1.9/3.55/7.33 0.86/1.1/1.23 18/20/17 14.2/7.9/11.6 10 0.123 × 0.159 

(TZ denotes the number of transmission zeros.) 

 

5.93, 6.2, 7.8 and 9 GHz, which improve the band-to-

band isolation level and passband selectivity 

significantly. The comparison of the proposed filter 

with other reported triple-band filters is tabulated in 
Table 1. It can be observed that, the proposed triple-

band BPF exhibits excellent performances of compact 

size, multiple transmission zeros, high skirt selectivity, 

low insertion loss, and high band-to-band isolation 

level. 

 

6. Conclusion 
 

In this paper, a compact triple-band microstrip BPF 

using a novel MMR with multiple TZs is presented. 

The proposed MMR is analyzed by even-/odd-mode 

analysis method to investigate its resonant 

characteristics. Then, a prototype triple-band BPF is 
designed, fabricated, and measured. Good agreement 

was obtained between the simulated and measured 

results. By properly tuning the design parameters, the 

resonant frequencies can be freely chosen. In addition, 

by changing the lengths of two loaded coupled open 

stubs and coupling space between them, two resonant 

modes can be tuned and the bandwidth of second 

passband can be controlled. Moreover, ten TZs are 
generated due to dual-finger feed structure, source-load 

coupling, transversal signal interference effect, and 

loaded coupled open stubs, which improves the band-

to-band isolation level and passband selectivity greatly. 

The proposed compact triple-band filter is actually 

suitable for multi-band and multi-service applications 

in modern wireless communication systems. 
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Abstract: An adaptive channel estimation method, to be used in Power Line Communication systems with Orthogonal 
Frequency Division Multiplexing modulation, is presented in this paper. The proposed Maximum A-Posteriori based 

estimator assumes that the channel is frequency selective and slowly time varying and estimates the subchannel 

correlations adaptively. The performance of the estimator is investigated by evaluating the Mean Square Error of 

estimations. The simulations are done using measured channel data with additive white Gaussian noise assumption, 

which show that the proposed estimator has better performance compared to Maximum Likelihood estimation. The 

performance of the proposed estimator is also analysed under the assumption of colored noise, which is the common 

case in power lines. The simulations have declared that the performance of the proposed estimator is quite satisfactory, 

even when the noise is coloured. 

Keywords: MAP Channel Estimation, Orthogonal Frequency Division Multiplexing, Power Line Communication. 

 

1. Introduction 
 

Nowadays Power Line Communication (PLC) is 

one of the popular topics, which provides a competitive 

technique for in-home communication applications [1-

4]. PLC uses the pre-existing power line network; 

therefore it does not require any communication 

specific wiring. Remarkable studies are being carried 

out in the area of PLC, trying to increase the data rates 

in preceding systems [5]. Unfortunately, since they are 

not designed for communication but for power 
transmission, unstable varying channel characteristics 

of power line networks is one of the major limiting 

factors for the data rate of PLC modems that has to 

compete with alternatives. For communication, though 

they are wired, power line channels have multipath 

characteristics (caused by the signal reflection and 

divergence by the impedance mismatching between the 

existing branch lines and loads) like the wireless 

channels [5]. Additionally, the parameters of the 

multipath channels vary with different network 

topologies and loads. Moreover, PLC may be impaired 
by disturbances, such as narrowband interference and 

additive, white/colored and/or impulsive noise [5]. All 

these factors increase the degree of complexity of PLC 

systems. 

The well-known multicarrier modulation technique, 

Orthogonal Frequency Division Multiplexing (OFDM), 

has been popular for high data rate wireless 

communication systems. Today, OFDM has also been 

selected by Home Plug Powerline Alliance as their 

power line modulation standard [1-3]. As known, OFDM 

divides the wide band into many narrower subbands to 

overcome multipath fading effects and uses orthogonal 

carriers in transmission for bandwidth efficiency. 
Unfortunately, significant variations in time and frequency 

characteristics of power lines may drastically reduce the 

efficiency of OFDM systems. The performance may be 

improved by using an adaptive structure to adjust the 

subcarrier parameters to the channel conditions after 

channel estimation. Additionally, subcarrier orthogonality 

within an OFDM symbol should be established for perfect 

synchronization and channel estimation is a part of the 

synchronization process. Thus, final performance of an 

OFDM system is highly dependent on the quality of the 

channel estimation.  
Although the number is very limited compared to 

wireless OFDM systems, channel estimators to be used for 

OFDM systems in PLCs have also been proposed in the 

literature [6-19]. For example in [7], two non-adaptive 

algorithms, namely least squares and transform domain, are 

proposed, which are applied to estimate frequency response 

in the pilot signals, when impulsive noise corrupts the 

signal. In [8], a low computational complexity methodology 

for transfer function parameter estimation is presented. In 

[9], authors proposed a systematic technique to analyze the 

complex impulse response of PLC channel under additive 

white noise consideration. There are also some adaptive 
estimation techniques, such as in [10], an adaptive variable 

step size based on fuzzy inference algorithm is proposed. In 

[11], a decision directed method by a neural network for 
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channel estimation in PLCs with impulsive noise is 

proposed. 

In this paper we aim to develop a channel estimator 

for OFDM systems in PLCs, with acceptable 

complexity and performance, where there is a need as 

far as we see. As known, the estimators are mainly 

grouped as Maximum Likelihood (ML) based or 
Maximum A-Posteriori (MAP) based techniques. 

Typically, in OFDM systems subchannel coefficients 

are highly correlated. Therefore, the ML estimates will 

have a higher Mean Square Error (MSE) especially for 

low Signal to Noise Ratios (SNR), since the ML-based 

estimators ignore the correlation between subchannels, 

and the MAP based estimation techniques will perform 

better: However, in practical systems, a priori channel 

information will not be available at design stage. 

Further, because of time varying characteristics of 

subchannels, as in PLCs, an adaptive MAP estimator 
which estimates the channel covariance matrix 

dynamically is needed. Therefore, we have adapted the 

simplified MAP estimator given in [20], which yields 

the wireless channel estimates using a parametric 

correlation model with white noise assumption, for 

PLC channels. We aim to widen the work done for the 

wireless channels to the PLCs. We have determined the 

MSE of the estimates to see the resultant performance 

of the adapted estimator. The performance of the 

estimator is evaluated under the constraint of white and 

coloured noise and we have used real world data taken 
from the literature in the simulations of the PLC 

channels. 

This paper is organized as follows: The power line 

channels are investigated in section 2. The adaptive 

simplified MAP estimator is presented in Section 3. 

Simulation results follow in Section 4. Finally the 

conclusions are given.  

 

2. Power Line Channels 
 

For a typical multipath channel, each path is 

associated a propagation delay and an attenuation 

factor, which are usually time varying due to changes 

in propagation conditions. Then, a multipath fading 

channel is modeled by a time varying linear filter with 

impulse response: 

 

pL

i

ii ttath

1

),( , (1) 

 

where  stands for Dirac’s delta function, Lp is 

total number of paths, time varying ta i  and ti  

are the path attenuation and propagation delay of 

the i-th path, respectively. The frequency response 

of the multipath channel is found to be 

 

pL

i

tifj

i etatfH

1

2
),(  . (2) 

 

For high frequency signals that carry data, PLC 

channels have frequency selective and time varying 

behavior which depends on the network topology and 

wire type. The time variations are caused by the 

connection/disconnection of electrical devices to the 

network and by the nonlinear behavior of some electrical 

devices with respect to the mains voltage. The 
measurements and studies done have shown that a PLC 

channel may be modeled as a multipath channel whose 

frequency response is given by [21] 

 

pL

i

pvidfjidkfaa

ti eegtfH

1

210

,),( ,    (3) 

 

where tig ,  is the time dependent weighting factor of i-

th path. 
idkfaa

e
10

 is the attenuation portion ( 0a  and 

1a  are attenuation parameters, k is the exponent of the 

attenuation factor, id  is the length of i-th path) and 

pvdifj
e

2
 is the delay portion ( pv  is the propagation 

velocity). 

We have chosen three different PLC channel models 

taken from the literature: The first channel, CH1, is a 4-

path multipath which is suitable for PLC channels with 

1-4 branch network topology and short distance in the 
range of 100-200m [21]. The attenuation parameters are 

00a , 
10

1 108.7a , 1k , and the propagation 

velocity 
8105.1pv . CH2 is again for short distance 

channels with an 8-path multipath, but with different 

attenuation parameters: 00a , 
7

1 101a , 6.0k  [6]. 

CH3 has 15 path, and is a model for networks longer 

than 300m, with a more complicated network topology 

[7]. The parameters are 00a , 
10

1 108.7a , 1k , 

and 
8105.1pv . Channel parameters, path weighting 

factor tig ,  and path length id , for CH1, CH2 and CH3 

are listed in Table 1, Table 2 and Table 3, respectively.  

 
Table 1. Channel I (CH1) Parameters 

 

Path no 1 2 3 4 

tig ,  0.64 0.38 - 0.15 0.05 

id  (M) 200 222.4 244.8 267.5 

 
Table 2. Channel II (CH2) Parameters 

 

Path no 1 2 3 4 

tig ,  0.6 0.11 - 0.12 0.11 

id  (M) 15 22 28 35 

Path no 5 6 7 8 

tig ,  0.07 - 0.07 0.06 - 0.01 

id  (M) 41 48 53 59 
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Table 3. Channel III (CH3) Parameters 

 

Path no 1 2 3 4 5 

tig ,  0.029 0.043 0.103 -0.058 -0.045 

id  (M) 75 85 94.2 119.2 123.3 

Path no 6 7 8 9 10 

tig ,  -0.040 0.038 -0.038 0.071 -0.035 

id  (M) 166.7 216.7 268.3 342.5 408.3 

Path no 11 12 13 14 15 

tig ,  0.065 -0.055 0.042 -0.059 0.049 

id  (M) 472.5 616.7 800 941.7 1041.7 

 

For a PLC channel, different noise sources may be 

considered which are basically grouped in two: The 

first group is background noise (a combination of 

colored background noise, narrowband noise and 

periodic impulsive noise asynchronous to the mains 

frequency), which remains stationary over periods of 

seconds or minutes [22]. The second group is called as 
impulsive noise (a combination of periodic impulsive 

noise synchronous to the mains frequency and 

asynchronous impulsive noise) and is time variant in 

terms of microseconds to milliseconds.  

In a communication system, usually background 

noise limits the channel capacity. The additive 

background noise in a PLC system has a Power 

Spectral Density (PSD) which decreases as the 

frequency increases (colored noise), but the noise is 

almost white for a frequency higher than 15 MHz [14]. 

Considering 0-30 MHz band in simulations, the 

assumption of colored noise will be more realistic. An 
additive colored noise model obtained from the 

measurements has a PSD [22] 

 

dBm/Hz
2

10

b
fbbfA , (4) 

 

where 0b , 1b  and 2b  are parameters depending on 

measurement locations and f is the frequency in 
MHz.  

    The time domain impulsive noise is modelled 

well with Middleton’s Class-A noise model. In an 

OFDM system, this noise is randomized via the 

FFT operation, thus impulsive noise is spread over 

all carrier frequencies [23]. In [24], the authors 

show that FFT results with Gaussian distributed 

noise if the input noise has a Nakagami-m 

distribution. [25] gives a detailed characteristic of 

frequency domain narrowband disturbance noise, 

whose amplitude is normally distributed for high 
frequencies. In our simulations, we used a 

simplified noise model, assuming the impulsive 

noise to be also Gaussian in frequency domain. 

Thus, there exists an additive colored Gaussian 

noise only, the background noise, which models all 

the noise sources. 

 

 

 

3. Adaptive Channel Estimator 
 

Assuming that the channel is frequency selective for the 

whole band, but flat for subbands and the channel is 

stationary inside the observation interval, for an OFDM 

system with N subcarriers, after removing the modulation 

effects the received Nx1 vector r is: 

 
nzr , (5) 

 

where the additive noise n and the channel coefficients z 

are Nx1 vectors, and are samples from zero mean jointly 

Gaussian complex random processes with NxN covariance 

matrices Cn and Cz, respectively. The MAP estimation of 

the channel is [20]: 

 
1

znzMAP CCCArAz whereˆ
. (6) 

 

The MSE matrix for the MAP estimates is given by [20]: 

 

z

1

znzz

H

NzN
H

nMAP

CCCCC

IACIAAACMSE

, (7) 

 

where IN is the NxN identity matrix and (.)H means 

Hermitian of the matrix. Note that, under the constraint of 
white noise (noise samples are mutually independent, 

Nn IC
2
n , where 

2
n  is white noise variance), Eqn (7) 

simplifies to AMSEMAP

2

n . 

Without a priori knowledge of the channel, i.e. the 

Maximum Likelihood (ML) estimation, A will be the 

identity matrix. Then the ML estimate and its MSE are [20] 

 

rzML
ˆ ,  (8) 

nML CMSE . (9) 

 

The simplified MAP (SMAP) estimator proposed in [20] 

assumes that the channel power delay profile is exponential. 

Then, the correlation between subchannels is given by 

 

Nklj
kl

c21

1
,zC , (10) 

 

where l and k are subchannel indices and srmsc T  is 

the rms delay spread of the channel relative to the OFDM 

symbol duration Ts. For flat fading c  is zero, and as the 

channel gets closer to independent fading c  goes to 

infinity. The estimates obtained from the SMAP estimator 

are given by [20]: 

 

,ˆˆ rAzSMAP c , (11) 

 

where 
1

znz CCCA ccc
ˆˆˆ  and c

ˆ  is an 

estimate of the parameter c . Thus, c  is estimated and fed 
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to the MAP estimator for calculating the covariance 

matrix Cz and the matrix A. Accordingly, the block 

diagram of the estimator becomes as shown in Figure 

1. 
 

 
 
Figure 1. Block diagram of SMAP estimator 

 

c
ˆ  is obtained from the neighbor subband frequency 

response correlation. For the PLC channels, there are 
sudden changes in the amplitude and phase in some 

frequencies; thus subchannel correlation may differ 

dramatically. In this paper, to be more robust, we 

propose to use the correlation between 1, 2 and 3 far 

neighbor subchannels, instead of only one. i.e., 
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Briefly, we find three different estimates of c  using 

Eqn Eqn (12), Eqn (13), Eqn (14) and Eqn (10) and 

take the arithmetic average in calculating the final 

estimate. Following, an alpha tracker is used as in 

[20] for averaging in time to overcome the variations 

in c
ˆ  from symbol to symbol. Then 

 

c

i

c

i

c
ˆ1ˆˆ 1

, (15) 

 

where i is the symbol number and the tracking 

parameter  is in the range (0,1).  should be 

chosen according to time varying characteristics of 

the channel. Thus, high  value yields less noisy 

estimates, but needs more time for setup.  

 

4. Simulation Results 
 

HomePlug AV standard [1] states that OFDM with 

1155 subcarrier is used as modulation scheme in the 

band 1.8 to 30 MHz. For the simulations, taking the 

standard as reference, the band is chosen as 0-30 MHz 

(elementary period T is 1/30 μs) and the subcarrier 

number, N, is 1200 (25 kHz subbands).  

Figure 2a, Figure 2b and Figure 2c depict multipath 
characteristics of PLC channels given, namely CH1, 

CH2 and CH3, respectively. The amplitudes and 

phases are determined from the samples taken from the 

amplitude and the phase spectra of the channels. i.e.  

NTkHk  and NTkHk arg ,  (16) 

 
where k is the subchannel indices and elementary period T. 

As seen from the figures, the frequency selectivity is lowest 

for CH2. For CH1 amplitude attenuation exists that rapidly 

increases with frequency. Note that for CH3, there are 

sudden changes in the multipath characteristics in 0-200 

subbands (0-5 MHz), which is more serious in 0-100 

subbands (0-2.5 MHz band). 
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Figure 2a. Amplitude and phase response of CH1 versus 
subcarrier index. 
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Figure 2b. Amplitude and phase response of CH2 versus 

subcarrier index 
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Figure 2c. Amplitude and phase response of CH3 versus 

subcarrier index. 
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We have used autocorrelation method in 

estimating correlation matrix of the channels given. 

Figure 3 gives the frequency domain correlation of 

the middle subchannel with the other subchannels 

for the given PLC channels. As seen, although all 

channels are somehow correlated, CH2 has the 

highest correlation between the subchannels. 
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Figure 3. Frequency domain correlation, middle 

subchannel (n=600) with others versus subcarrier index, 
N=1200, CH1, CH2, CH3. 

 

Assuming the channels are stationary in the 

observation period and the noise is additive white 

Gaussian, simulation results of rms error versus 

subchannel number for CH1, CH2 and CH3 are 

given in Figure 4a, Figure 4b and Figure 4c, 

respectively. Simulation parameters are selected to 

be SNR=10 dB, N=1200, and α=0.9. The given 

simulation results are the mean of 1000 runs. The 

estimated values of c  are found to be 43.55, 3.75, 

and 34.58 for the channels CH1, CH2, and CH3, 
respectively. The subchannels of CH2 have higher 

correlation, while CH1 and CH3 subchannel 

correlations are close. This result is found to be in 

good agreement with Figure 3. The dashed lines are 

used for showing the rms error of the MAP 

estimator with the computed covariance matrix 

using autocorrelation method. As seen from the 

figures, MSE of the proposed estimator is very low 

compared to ML estimator and nearly the same 

with the performance of MAP estimator with 

computed covariance. But for CH3, there is 
degradation in the estimation performance, for 

lower bands (1-100 subband, or equivalently 0-2.5 

MHz). This seems to be because of the lower 

correlation between the subbands in this low band. 

Since this low band is not used in HomePlug AV 

standard, this degradation will not affect the system 

performance.  
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Figure 4a. SMAP channel estimator rms error versus subcarrier 

index, SNR=10 dB, CH1, white noise. 
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Figure 4b. SMAP channel estimator rms error versus 

subcarrier index, SNR=10 dB, CH2, white noise. 
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Figure 4c. SMAP channel estimator rms error versus subcarrier 

index, SNR=10 dB, CH3, white noise. 
 

The performance of the proposed estimator is also 

analyzed under the assumption of colored noise, whose 

PSD is given in (4) with parameter values 0b = -140, 

1b =38.75 and 2b = -0.72. Simulation parameters are 

selected to be SNR=10 dB, N=1200, α=0.9 and 1000 runs. 

The estimated values of c  are found to be 41.07, 3.51, and 

32.24 (very close to the white noise corruption case) for 

CH1, CH2, and CH3, respectively. Simulation results of 
rms error versus subchannel index for CH1, CH2 and CH3 

are given in Figure 5a, Figure 5b and Figure 5c, 

respectively. As seen, the performance of the proposed 

estimator is very low compared to ML estimator under the 

constraint of colored noise for all channels, as in white 

noise case. 
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Figure 5a. SMAP channel estimator rms error versus 

subcarrier index, SNR=10 dB, CH1, colored noise. 
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Figure 5b. SMAP channel estimator rms error versus 

subcarrier index, SNR=10 dB, CH2, colored noise. 
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Figure 5c. SMAP channel estimator rms error versus 

subcarrier index, SNR=10 dB, CH3, colored noise. 

 

5. Conclusions 
 

We have applied an adaptive simplified MAP 
channel estimator, which was proposed for wireless 

OFDM systems with white noise assumption, to PLC 

systems with white and colored noise. The simplified 

MAP estimator first estimates the subchannel 

correlation and then feeds it to the MAP estimator 

block, where it is used in obtaining the covariance 

matrix. The simulations showed that the performance 

of the proposed estimator with additive white Gaussian 

noise is always better than the ML estimator’s, which 

is the expected, because MAP based estimators 

outperform when the subcarrier channel taps are 

correlated. Finally, it is shown that the proposed 
channel estimator may safely be used when the 

corrupted noise is colored, since it has a quite good 

performance under this circumstance. 
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Abstract: This paper proposes a three phase shunt active power filter with photovoltaic array and battery, incorporated 
with DC-DC boost converter. The filter consists of a three phase voltage source PWM converter with a DC capacitor at 

the input side. It provides source harmonic reduction with reactive power compensation for loads. The PV array is 

connected to VSC (Voltage Source Converter) with the help of boost converter in order to maintain the load. The 

instantaneous p-q theory based control algorithm is proposed for the shunt active power filter. In this algorithm, the PI 

controller is used to regulate the DC link capacitor voltage of the converter with respect to the reference value and the 

reference current calculation is done according to it. The hysteresis PWM current controller gives the switching to the 

converter. The effectiveness of the proposed system is verified by using the MATLAB/Simulink software. 

Keywords: Photovoltaic,Shunt Active power filter, Voltage source converter, p-q theory, Total Harmonic Reduction. 

 

1. Introduction 
 

Due to the increasing power demand, technology 

advancement and environmental issues, systems based 

on renewable energies are rapidly developing 

nowadays. Recently many of the researches are aimed 

at using this renewable system to provide power 

quality at the utility side of the distributed systems [1]. 

Photovoltaic (PV) cell or solar cell, fuel cell (FC), wind 
power are major types of renewable energy sources. 

From the above sources the PV cell and fuel cell are 

the low DC voltage generating systems. For getting the 

required voltage PV is the right choice and can be 

connected in series to get the necessary DC voltage. 

This generated DC voltage from the PV array is again 

increased by using the DC/DC converter from low 

voltage to high voltage, according to the need of 

application. 

The distribution systems are always facing the 

power quality problem with the intrusion of nonlinear 
loads. Some of the industrial and commercial loads 

with non linearity are personal computers, electronic 

lighting ballasts, variable and adjustable speed drives, 

electronic house hold appliances, etc. These loads 

create the power quality problems like harmonics in 

source current, high neural currents, unbalanced loads 

and high reactive power compensation, etc. The 

solution for the above power quality issues are 

provided by many compensators like shunt active 

power filter (SAPF), dynamic voltage restorer (DVR) 

and unified power quality conditioner (UPQC), etc. [2]. 

Even though all these compensators are well known for its 

merits, but all suffers by its own drawbacks like usage of 
high passive elements, increase in size, more losses, slow 

response, etc. But compared to all the above devices, the 

SAPF has faster response with full current and voltage 

compensation. There are different topologies and control 

techniques of SAPF are available in the literature [3], for 

mitigating the current harmonics, reactive power 

compensation and load balancing [4]. Among such, the 

single phase VSC with instantaneous p-q theory [5] is most 

suitable for compensation of current and voltage under 

harmonics condition.  

The objective of this paper is to maintain the DC link 
voltage of the VSC to provide continuous compensation 

current and voltage. The main purpose of the PV array is to 

drive the single switch IGBT (Insulated Gate Bipolar 

Transistor) boost converter for high voltage to maintain the 

voltage at DC link side. For continuous compensation, the 

PV is used as the source for boost converter in day time and 

battery/ FC in night time. If the compensation is not 

required or during the excess power of PV, battery is 
charged. The maximum power point algorithm is not 

discussed in this paper and the boost converter uses PWM 

(Pulse Width Modulation) technique for utilizing constant 

input from source.  

 

2. Design of SAPF 
 

The The boost converter fed single phase VSC 

connected with nonlinear loads at the Point of Common 

Coupling (PCC) is shown in Figure 1. The single phase 
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VSC [6] consists of single switch IGBT, inductors, DC 

link capacitor. The voltage across the DC link capacitor 

[4], [7] can be calculated by using the formula, 

a

L
dc

M

V
V

1

3

22
              (1) 

 

Where Ma is the modulation index and its value is 1, 

VL is the line voltage. The Vdc obtained is 653.197 V 

for VL= 400 V and it is chosen as 670 V. 

 

 
 

Figure1. Proposed three phase three wire VSC based on PV 

 

2
1

2

)(6

oref

phph

VV

TIV
C                                                       (2) 

where: Vref is the reference DC voltage and Vo1 the 

minimum voltage level of DC bus, α the overloading 

factor, Vph the phase voltage, Iph the phase current, and 

T the time by which the DC bus voltage is to be 
recovered. The value of capacitor is calculated as 2324 

µF by considering the values for Vref  = 670 V, Vo1 = 

660 V, Vph = 400/√3 =230.94 V, T = 300 µs and the 

value of Iph, α is 57.2 A and 1.3 respectively. So the 

capacitor value is chosen as 2500 µF. The VSC is 

connected to the three phase lines at the PCC through 

the star/delta transformer. The primary winding voltage 

of the transformer is selected as 230 V for the line to 

line voltage of 400 V. The voltage ratio of the 

transformer is 1:1. The secondary voltage is also chosen 

like the same primary voltage. 
 

3. Modeling of PV 
 

A PV cell is a semiconductor material and it works 

on the photo voltaic effect. A group of PV cells are 

connected in series to meet out the required voltage and 

current [8]. The equivalent circuit of the PV cell is 

shown in the Figure 3. The voltage produced by PV cell 

depends on factors like solar irradiation level and 
temperature with respect to the time to time weather 

conditions, as it is shown in Figure 2. The Table 1 

shown below shows the solar radiation in Tamil Nadu 

(TN) in the year 2012-2013 and the annual radiation is 

5.44  kWh/m2. 
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one-line separation is needed between the author 

affiliation(s) and the abstract. 

 

  
Table 1. Temperature observed in TN during the year 2012-2013 

1   

Month 

Temperature in º C 

kWh/m
2
 Max Min 

Aug-12 34.2 21.3 5.21 

Sep-12 34 20.6 4.78 

Oct-12 35.2 19.9 4.4 

Nov-12 34.3 18.5 4.32 

Dec-12 32.4 18.8 4.78 

Jan-13 31.3 17.6 5.5 

Feb-13 32.5 21.7 6.4 

Mar-13 38 23.1 6.76 

Apr-13 36.4 19.8 6.83 

May-13 35.2 20.15 6.8 

Jun-13 35.7 19.83 5.9 

Jul-13 36.5 20.75 4.67 

Aug-13 34.8 20.3 4.43 

Average 34.65 20.17 5.44 

  
 

 

 

 
 

Figure 2. Solar radiation in Tamil Nadu during the year 2012-
2013 
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Table 2. Electrical Characteristics of SHARP ND-Q250F7 
solar panel 

 

Maximum power 

(Pmax)* 

250W 

Tolerance of Pmax +5%/-0% 

Type of the cell Polycrystalline Silicon 

Cell Configuration 60 in Series 

Open circuit Voltage(Voc) 38.3V 

Maximum Power 

Voltage(Vpm) 

29.8V 

Short Circuit Current(Isc) 8.90A 

Maximum Power Current 

(Ipm) 

8.4A 

Module Efficiency(%) 15.3% 

Temperature 

Coefficient(Pmax) 

-0.485%/◦C 

Temperature Coefficient 

(Voc) 

-0.36%/◦C 

Temperature Coefficient 

(Isc) 

0.053%/◦C 

 

The PV parameters are taken from the SHARP ND-

Q250F7 datasheet which is having the illumination of 1 

kW/m2 solar irradiance at a cell temperature of 25°C. 

The electrical characteristic of the PV model is given in 
the Table 2.  

 

 

 
Figure 3. Equivalent model of PV cell 

 

By applying Kirchoff’s current law to this circuit 

dsc III
                              (3)  

where: 

Isc is the short circuit current i.e., equal to the 

photon generated current 

Id is the current shunted through intrinsic diode.  

The diode current dI  is given by the Schottky’s 
diode equation 

)1
/

(
KTqv

e
o

I
d

I                                                (4) 

where: 

Io is the diode saturation current (A) 

q  is the electron charge [1.602 C10 19

] 

 k is the Boltzmann constant [1.3806
KJ10 23

 ] 
V is the voltage across the PV cell  

T  is the junction temperature in kelvin (K)  

Combining the equations (3) and (4),  

)1
/

(
KTqv

e
o

I
sc

II                                   (5) 

The reverse saturation current Io is constant under 

constant temperature. Now I= 0 substitute in equation (3) 

and consider the series resistance Rs and shunt resistance 

Rp, the equation becomes 

 

Ps

KTqv

osc RIRVeIII /)()1( /

             (6) 
 

Practical arrays are composed of several connected 

photovoltaic cells and the observation of the characteristics 

at the terminals of the photovoltaic array requires the 
inclusion of additional parameters to the basic equation (3).                                                                                      

                                 

)/)(()1(exp
P

R
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IRV
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t
V

S
IRV

o
I

PV
II  (7) 

where:  

a is the diode ideality constant  

q

KTN
V s

t

, is the thermal voltage of array with Ns 

cells connected in series. 

The equations from (3) to (7) are used to simulate PV 

model in MATLAB/Simulink. 
 The proposed PV based VSC operates in three modes 

viz,  

Mode1: Compensation by PV in day time, in this mode 

the voltage from PV arrays operates the single switch boost 

DC-DC converter fed VSC which compensates the source 

current as well as charges the battery (48 V).  

Mode2: Continuous Compensation by PV, in this mode 

continuous source current compensation is provided by PV 

based single switch boost DC-DC converter without 

charging the battery. 

Mode3: Compensation in night time, in this mode 

battery / FC supplies the boost converter to provide 
compensation. 

 

4.  Control of Single switch boost converter 
 

The single switch boost converter is used to increase the 

input voltage to get the required output voltage [9]. The PV/ 
battery based boost converter is shown in the Figure 4.  The 

circuit operation can be explained in two modes [10-11]. In 

mode 1, the input current is charges the inductor L when 

the switch S is in ON condition upto a period of TON and in 

mode 2, when S is OFF, the inductor discharges. In this 

mode 2, the inductor voltage adds with the supply voltage 

and the current is made to flow through the load via Diode 

(D) for a period of TOFF.  

 

 
 

Figure 4. Boost converter 
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The input voltage to boost converter is 48 V and the 

output voltage obtained is 670 V in order to maintain 

the DC link voltage of the Shunt active filter. The 

switching frequency used is 20 kHz and the value of 

the inductor is chosen as 0.0151 mH. The value of 

capacitor C is 2500 µF and it is chosen as per the 

equation (2). The output voltage Vo equation for the 
single switch boost converter is given in the equation 

as follows and it is higher than the input voltage Vs and 

it is shown in the equation as, 

ON
TT

T
s

V
o

V       (8) 

 

 

Ds
V

o
V

1

1
                                (9) 

 

Dutycycle,

OFF
T

ON
T

ON
T

D ,  

Vo = Vdc , Vs = Vin = PV or battery voltage,  

Here  

TON - ON period of boost converter switch,  

TOFF - OFF period of boost converter switch. 
 

5. Control algorithm of SAPF 
 

Many control algorithm available in the literature 

viz, instantaneous reactive power theory (p – q theory) 

[5], synchronous reference frame theory, power 

balance theory etc., for controlling the shunt active 
filter by generating a reference current. The 

instantaneous reactive power theory (p – q theory) is 

found suitable for the control of three phase VSC [12-

13] and the control block is shown in the Figure 5. 

The system voltages (vSa, vSb, vSc) and the load 

currents (iLa, iLb, iLc) are sensed and converted to α-

β-0 reference frame by applying the Clarke matrices, 

shown on equations (10) and (11). 

sc
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After the transformation to α-β-0 reference frame, the p-

q theory components are calculated using the equations (12-

13),  

 

ppivivp LSLs
~             (12)

  

ppivivq LsLs
~                           (13)

  

 

Here p is the instantaneous real power, and 

q is the instantaneous imaginary power.  

p - mean value of the instantaneous real power. It 

corresponds to the energy per unit time that is transferred 

from the power source to the load. It is the only desired 

power component that is to be supplied by the power 

source. 

p~
-alternating value of the instantaneous real power. It 

is the energy per unit time that is exchanged between the 

power source and the load. 

q - mean value of instantaneous imaginary power,  

q~ - alternating value of instantaneous imaginary power. 

The instantaneous imaginary power (q) corresponds to the 
power exchanged between the system phases and there is 

no transference or exchange of energy between the power 

source and the load [14]. It is the undesirable power 

component and should be compensated.  

In addition to the power components, the capacitor 

voltage is regulated by using the pr component in the DC 

side of the shunt active power filter. This regulation is done 

with a proportional controller [15] and the error between 

the reference voltage Vref and the voltage measured at the 

dc side of the inverter Vdc.  

 

)( dcrefpr vvkp                     (14) 

For eliminating the harmonics components of active p~  

and reactive power
q~

, the reference compensation current 
is calculated by  

  

)~(

~
1

22
_,
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qq

p

vv

vv

vvi

i

Cref

Cref
        (15) 

LcLbLaLCref iiiii
3

1
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By taking the inverse Clarke transformation to the 

currents in the α-β-0 coordinates, the reference 

compensation currents in the a-b-c coordinates iref_a, 

iref_b, iref_c are determined and expressed as given below 

equation 17. 
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The hysteresis current controller is employed for 

each phase to generate the switching patterns for the 

PV based VSC.  It forces a bang – bang instantaneous 

control to draw the sinusoidal current. This current 

follows the reference signal within a certain band 

limits. 

 
Figure 5. Control Structure for VSC 

 

The actual current ifa, ifb, ifc  is compared with 

reference current iaref, ibref, icref  and the resulting 

error ea, eb, ec is subjected to a hysteresis controller to 

determine the gating signals of the VSC as shown in 

Figure 5. 

 

6.  Results and discussion 
 

The three phase VSC based shunt active filter is 

modeled and simulated with the help of MATLAB 

SIMULINK software and its tool boxes. The source 

voltage and source current under nonlinear condition 
and without compensation is shown in Figure 6. The 

source current without compensation for Phase A and 

its FFT analysis with harmonic spectrum is shown in 

Figure 7. The load is changed to two phase load at 0.1 s 

and for the same, the load currents are made zero 

between 0.2 to 0.3 s. At 0.3 s, these loads are applied 

again and the source current is still sinusoidal even if 

the load current is zero, as shown in Figure 8. From the 

waveform, it is observed that source current THD is 

reduced and current is made sinusoidal. The source 

current for phase A after compensation with its 

harmonic spectrum is shown in Figure 9. The 
parameters used for the simulation is given in 

Appendix A. The solar PV panel data are given in 

Table 2. The source current THD (Total Harmonic 

Distortion) for the proposed PV based three Phase VSC 

shunt active filter is given in Table 3.  

 

 

 
 

 
Figure  6. Source current and source voltage before 

compensation by PV based SAF 

 

 
Figure  7. Phase A current waveform taken before 

compensation 

 

 
Figure  8. Source current waveform obtained after 

compensation 

 

 
Figure  9. THD measurement of phase A after compensation 
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Table 3. Source current THD for single switch boost 
converter fed three phase shunt active filter 

Source 

current THD 

PV fed VSC based shunt active filter 

Without 
compensation 

With 
compensation 

Phase A 20.98 4.47 

Phase B 19.84 4.78 

Phase C 19.82 4.89 

 

7. Conclusions 
 

The working of the photovoltaic/battery based three 

phase shunt active power filter is simulated in 

MATLAB SIMULINK software. An instantaneous p-q 

theory for source harmonic reduction and reactive 
power compensation has been presented in this paper. 

The DC link voltage of the shunt active filter is 

maintained by using the single switch boost converter.  

The source current THD of the phase A is reduced 

from 20.98 % to 4.47 %. 

 
Appendix:Simulation Parameters 

3-phase AC line voltage 400V,50Hz 

Non-linear load Three phase diode bridge 
rectifier with R load 

AC inductor 3.5mH 

DC bus capacitor 2500µF 

DC bus voltage 670V 

PI controller for DC 
voltage 

Kp =0.01, Ki=1 
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