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#### Abstract

In this article the electromagnetic waves scattered from an inhomogeneous medium are considered when the electromagnetic waves are polarized in the case of transverse electric. Using the Rellich lemma, the uniqueness of the solution of the direct scattering problem is proved. In order to show the existence of the solution of this problem, the operator equations are constructed and the Riesz theory which provides the existence of the inverse operator is used. Furthermore, for solution of the inverse scattering problems, an interior boundary value problem is considered. Finally, a linear integral equation is obtained whose the solution yield the support of the scattering object.
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## 1. Introduction

The scattering problems of time-harmonic waves which are acoustic or electromagnetic waves are the basic problems in the scattering theory. These problems have been considered by many writers as direct and indirect scattering problems [2-19, 22-24].

Before the inverse scattering problems with regard to the direct scattering problems, the most important questions are the uniqueness and the existence of the solution of the direct scattering problem. Gerlach and Kress [17] , Colton, Kress and Monk [8] have proved the uniqueness of the solution by using Green's theorems and the unique continuation property of solution. Furthermore, they have showed the existence of solution by using the jump relations of the single-layer and double-layer in the potential theory and the integral equations. For the transmission boundary value problem, this results have been proved by Colton and Piana [9] .

In the inverse scattering theory, the most importance thing is scattered far-field model. In the 1980's, the inverse scattering problem of determining the unknown scattering obstacle from information about the far- field data was considered by Angel, Colton and Kirsch [2], Tobocman [23] and many more
mathematicians. Integral equations or Green's formulas were used to reformulate the inverse obstacle problem by these researchers.

For the solution of the inverse scattering problem, a method is the linear method which was suggested, firstly, by Colton and Kirsch [10]. Then the method is used by Colton, Kress and Monk [8], Colton and Piana [9], Colton, Piana and Potthast [11], Colton, Giebermann and Monk [12], Colton, Coyle and Monk [13], Cakoni, Colton and Monk [3], Cakoni, Colton and Haddar [4], Cakoni and Colton [5], Colton [14] and Colton and Kress [15]. This method is mathematically established by placing a network on the unknown domain by solving a linear integral equation for each point on this network and then determining the shape of the domain from the information about the solutions for this set of integral equations. To apply this method, first, the far field operatör $F: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is defined by

$$
(F g)(\hat{x})=\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g(\mathrm{~d}) d s(\mathrm{~d}), \quad \hat{x}, \mathrm{~d} \in \Omega
$$

where $\Omega=\left\{x \in I R^{2}:|x|=1\right\}$. Then the Regulation method [16] is used to solving of the linear integral equation $(F g)(\hat{x})=\Phi_{\infty}(\hat{x}, y)$, where $\Phi_{\infty}(\hat{x}, y)=\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} e^{-i k \hat{k} . y}$ is the far-field model of the function $\Phi(x, y)=\frac{i}{4} H_{0}^{(1)}(k|x-y|)$ for $x \neq y$ [1]. According to this method, for $\forall \varepsilon>0$, there exists a function $g=g(., y) \in L^{2}(\Omega)$ such that $\left\|F g-\Phi_{\infty}\right\|<\varepsilon$ and both $\|g(., y)\|$ and $\left\|v_{g}(., y)\right\|$ become unbounded as $y$ approaches the boundary of the scatterer, where $v_{g}(x)=\int_{\Omega} e^{i k . \mathrm{d}} g(\mathrm{~d}) d s(\mathrm{~d})$ is the Herlogtz wave function with kernel $g(., y)$ [16]. The Herlogtz kernel $g(., y)$ is determined from $(F g)(\hat{x})=\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g(\mathrm{~d}) d s(\mathrm{~d})$ for $y$ on a grid containing the scatterer. Thus, the boundary of the unknown domain can be found as the locus of points $y$, where $\|g(., y)\|_{L^{2}(\Omega)}$ begins to increase sharply.

Now, we consider the following problem:

We investigated an electromagnetic scattering problem in an inhomogenous medium when the incident wave is polarized parallel to the axis of infinite cylinder representing the scatterer and the magnetic field has only one component in the direction of the axis to the cylinder. This is the referred to as the transverse electric mode (briefly, TE mode) in scattering theory [ $9,22,24]$. The electromagnetic waves can be obtained by using the Maxwell equations [16]. We assume that $D$ is a simply-connected bounded domain in $I R^{2}$ with $C^{2}(\partial D)$ and which the domain is the cross section of the cylinder. For the time-harmonic electromagnetic waves, the scattering is defined by the Maxwell equations

$$
\begin{equation*}
\operatorname{curl} E_{0}-i k H_{0}=0 \quad \operatorname{curl}_{0}+i k E_{0}=0, \quad \text { in } I R^{2} \backslash \bar{D} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{curl} E-i k H=0 \quad \operatorname{curl} H+i k n(x) E=0, \quad \text { in } D \tag{2}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
& v \times H_{0}=v \times H, \quad \text { on } \partial D  \tag{3}\\
& v \times \operatorname{curl} E_{0}+\frac{k}{\lambda}\left(v \times E_{0}\right) \times v=\frac{1}{n_{0}}(v \times \operatorname{curl} E)+\frac{k}{\lambda}(v \times E) \times v, \text { on } \partial D \tag{4}
\end{align*}
$$

where $k$ is positive wave number and $v$ is outward unit normal vector on $\partial D . \operatorname{Let}\left(E_{0}, H_{0}\right)$ and $(E, H)$ be electromagnetic fields outside and inside the cylinder, respectively. Let be $\lambda \in C^{0, \alpha}(\partial D)$ and $\operatorname{Im} \lambda \geq 0 . n(x)$ is the index of refraction defined by

$$
n(x)=\frac{1}{\varepsilon_{0}}\left(\varepsilon(x)+\frac{i \sigma(x)}{\omega}\right)
$$

where $\varepsilon_{0}$ is the constant permittivity in $I R^{2} \backslash \bar{D}, \varepsilon(x)$ and $\sigma(x)$ are the permittivity and the conductivity of the cylinder, respectively, and $\omega$ is the frequency of the electromagnetic waves. We assume that $n(x)$ satisfies the following conditions:
(i) $n(x) \in C^{2}\left(I R^{2}\right)$ and $n(x)=n_{0}>0$ for $x \in I R^{2} \backslash D$, where $n_{0}(\neq 1) \in I R$
(ii) $\operatorname{Im} n(x) \geq 0$ and $D_{0}=\{x \in D: \operatorname{Im} n(x)>0\} \neq \varnothing$.

If the electromagnetic wave is polarized in the transverse electric mode, the scalar fields $u_{0}$ and $u$ can be defined as $H_{0}=\left(H_{0_{1}}, H_{0_{2}}, H_{0_{3}}\right)=\left(0,0, u_{0}\right)$ and $H=\left(H_{1}, H_{2}, H_{3}\right)==(0,0, u)$. Thus, the Maxwell equations 1-2 and the boundary conditions 3-4 are equivalent to the Helmholtz equations and the boundary conditions in the following

$$
\begin{align*}
& \Delta u_{0}+k^{2} u_{0}=0, \quad \text { in } I R^{2} \backslash \bar{D}  \tag{6}\\
& \nabla \cdot\left(\frac{1}{n} \nabla u\right)+k^{2} u=0, \quad \text { in } D  \tag{7}\\
& u_{0}-u=0, \quad \text { on } \quad \partial D  \tag{8}\\
& \frac{\partial u_{0}}{\partial v}-\frac{1}{n_{0}} \frac{\partial u}{\partial v}+\lambda k\left(u_{0}-\frac{1}{n_{0}} u\right)=0, \quad \text { on } \quad \partial D . \tag{9}
\end{align*}
$$

The exterior field $u_{0}$ can be written in the form

$$
u_{0}(x)=u^{i}(x)+u^{s}(x),
$$

where $\mathrm{d} \in \Omega=\left\{x \in I R^{2}:|x|=1\right\}$ and $u^{i}(x)=e^{i k x . d}$ is the incident plane wave with incident direction $d$. The scattered wave $u^{s}$ satisfies the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0 \tag{10}
\end{equation*}
$$

uniformly in all directions $\hat{x}=\frac{x}{|x|}$ with $r=|x|$. This condition guarantees that the scattered wave has the asymptotic behaviour

$$
u^{s}(x)=u_{\infty}(\hat{x}, \mathrm{~d}) \frac{e^{i k r}}{\sqrt{r}}+O\left(r^{-3 / 2}\right)
$$

as $r=|x| \rightarrow \infty$, where $u_{\infty}$ is known as the far-field pattern of the scattered wave and is defined in the form

$$
\begin{equation*}
u_{\infty}(\hat{x}, \mathrm{~d})=\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} \int_{\partial D}\left[u(y) \frac{\partial e^{-i k \hat{x} . y}}{\partial v(y)}-\frac{\partial u}{\partial v}(y) e^{-i k \hat{x} . y}\right] d s(y), \hat{x} \in \Omega \tag{16}
\end{equation*}
$$

## 2. The Direct Scattering Problem

The scattering of time-harmonic plane waves by a simply connected bounded domain $D \subset I R^{2}$ is formed with the following direct scattering problem. For given $f \in C^{1, \alpha}(\partial D)$ and $\lambda, g \in C^{0, \alpha}(\partial D)$ from Hölder spaces with exponent $0<\alpha<1$, this problem is to find a pair of functions $u_{0} \in C^{2}\left(I R^{2} \backslash \bar{D}\right) \cap C^{1}\left(I R^{2} \backslash D\right)$ and $u \in C^{2}(D) \cap C^{1}(\bar{D})$ such that

$$
\begin{align*}
& \Delta u_{0}+k^{2} u_{0}=0, \quad \text { in } I R^{2} \backslash \bar{D}  \tag{11}\\
& \nabla \cdot\left(\frac{1}{n} \nabla u\right)+k^{2} u=0, \quad \text { in } D  \tag{12}\\
& u_{0}-u=f, \quad \text { on } \quad \partial D  \tag{13}\\
& \frac{\partial u_{0}}{\partial v}-\frac{1}{n_{0}} \frac{\partial u}{\partial v}+\lambda k\left(u_{0}-\frac{1}{n_{0}} u\right)=g, \quad \text { on } \partial D, \tag{14}
\end{align*}
$$

where $k$ is positive wave number and $v$ is the unit outward to $\partial D . n_{0}$ and $n$ are defined in the conditions (i)-(ii) of (5). $u_{0}$ satisfies the Sommerfeld radiation condition (10), i.e.

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial u_{0}}{\partial r}-i k u_{0}\right)=0, \tag{15}
\end{equation*}
$$

where $r=|x|$. For simplicity, we will always suppose that $\operatorname{Im} \lambda \geq 0$ on $\partial D$.

Theorem 2.1. The solution of the boundary value problem 11-15 is unique.

Proof. We suppose that the solution of the problem 11-15 is not unique. Let $u_{0}=u_{0_{1}}-u_{0_{2}}$ and $u=u_{1}-u_{2}$. Thus $u_{0}$ and $u$ satisfy the homogeneous boundary value problem 6-9.
We first show that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{\Omega_{r}}\left|u_{0}\right|^{2} d s=0, \tag{16}
\end{equation*}
$$

where $\Omega_{r}$ denotes the circle with the radius $r$ and centered in the origin and $d s$ is the arc lenght. To achieve this, from the Sommerfeld radiation condition 15 , we have

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{\Omega_{r}}\left[\left|\frac{\partial u_{0}}{\partial v}\right|^{2}+k^{2}\left|u_{0}\right|^{2}+2 k \operatorname{Im}\left(u_{0} \frac{\partial \overline{u_{0}}}{\partial v}\right)\right] d s=\lim _{r \rightarrow \infty} \int_{\Omega_{r}}\left|\frac{\partial u_{0}}{\partial v}-i k u_{0}\right|^{2} d s=0 . \tag{17}
\end{equation*}
$$

We take $r$ large enough such that $D \subset \Omega_{r}$. Applying Green's theorem [16] in the domain $D_{r}=\left\{y \in I R^{2} \backslash \bar{D}:|y|<r\right\}$, we have

$$
\int_{D_{r}}-k^{2}\left|u_{0}\right|^{2} d y+\int_{D_{r}}\left|g r a d u_{0}\right|^{2} d y=-\int_{\Omega_{r}} u_{0} \frac{\partial \overline{u_{0}}}{\partial v} d s(y)+\int_{\partial D} u_{0} \frac{\partial \overline{u_{0}}}{\partial v} d s(y) .
$$

Taking imaginary parts of this equation, from the equation 17, we obtain

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{\Omega_{r}}\left[\left|\frac{\partial u_{0}}{\partial v}\right|^{2}+k^{2}\left|u_{0}\right|^{2}\right] d s=-2 k \operatorname{Im} \int_{\partial D} u_{0} \frac{\partial \overline{u_{0}}}{\partial v} d s \tag{18}
\end{equation*}
$$

Applying Divergence theorem [18] to the function $u\left(\frac{1}{\bar{n}} \nabla \bar{u}\right)$, from the condition (i) of (5) and boundary conditions $8-9$, we get

$$
\int_{D}\left[-k^{2}|u|^{2}+\frac{1}{\bar{n}}|\nabla u|^{2}\right] d y=\int_{\partial D}\left[u_{0} \frac{\partial \overline{u_{0}}}{\partial v}+\bar{\lambda} k\left|u_{0}\right|^{2}-\frac{\bar{\lambda} k}{n_{0}}\left|u_{0}\right|^{2}\right] d s(y) .
$$

Taking imaginary parts of this equation, we have

$$
\begin{equation*}
\operatorname{Im} \int_{D} \frac{1}{\bar{n}}|\nabla u|^{2} d y=\operatorname{Im} \int_{\partial D} u_{0} \frac{\partial \bar{u}_{0}}{\partial v} d s(y)+\operatorname{Im} \int_{\partial D}\left(1-\frac{1}{n_{0}}\right) \bar{\lambda} k\left|u_{0}\right|^{2} d s(y) . \tag{19}
\end{equation*}
$$

From the condition (ii) of 5 , the left-hand of equation 19 is positive or zero. Since $\operatorname{Im} \bar{\lambda} \leq 0$ on $\partial D$, again from the condition (i) of 5 , the last integral in the right-hand of equation 19 is negative or zero. Thus we obtain

$$
\operatorname{Im} \int_{\partial D} u_{0} \frac{\partial \overline{u_{0}}}{\partial v} d s(y) \geq 0
$$

The equation 18 becomes

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \int_{\Omega_{r}}\left[\left|\frac{\partial u_{0}}{\partial v}\right|^{2}+k^{2}\left|u_{0}\right|^{2}\right] d s \leq 0 \tag{20}
\end{equation*}
$$

Since the left-hand of equation 20 is positive or zero, we get the equation 16. From Rellich's lemma [16], $u_{0}=0$ in $I R^{2} \backslash \bar{D}$ and so $u_{0}=\frac{\partial u_{0}}{\partial v}=0$ in $I R^{2} \backslash D$ from the Theorem 3.12 in [7]. From the conditions 8-9, we obtain $u=\frac{\partial u}{\partial v}=0$ on $\partial D$. From the unique continuation principle (see : Theorem 8.6 in [16] ), we obtain $u=0$ in $D$.

We will now apply the Riesz's theory (the inverse operator's existence) for compact operators $[7,18]$ to demonstrate the existence of solution to the boundary value problem 11-15. With the change of variables $u(x)=\sqrt{n(x)} w(x)$, the boundary value problem 11-15 takes form

$$
\begin{align*}
& \Delta u_{0}+k^{2} u_{0}=0, \text { in } I R^{2} \backslash \bar{D}  \tag{21}\\
& \Delta w+\left(k^{2} n+p\right) w=0, \quad \text { in } D  \tag{22}\\
& u_{0}-\sqrt{n_{0}} w=f, \quad \text { on } \partial D  \tag{23}\\
& \frac{\partial u_{0}}{\partial v}-\frac{1}{\sqrt{n_{0}}} \frac{\partial w}{\partial v}+\lambda k\left(u_{0}-\frac{1}{\sqrt{n_{0}}} w\right)=g, \quad \text { on } \partial D \tag{24}
\end{align*}
$$

where
$p(x)=-\sqrt{n(x)} \Delta \frac{1}{\sqrt{n(x)}}$.
Then for $\psi, \phi \in C(\partial D)$ and $\psi_{1} \in C(D)$, let's define the following functions

$$
\begin{align*}
& u_{0}(x)=\int_{\partial D}\left[\frac{\partial \Phi_{0}(x, y)}{\partial v(y)} \psi(y)+\Phi_{0}(x, y) \phi(y)\right] d s(y), \quad x \in I R^{2} \backslash \partial D  \tag{26}\\
& w(x)=\int_{\partial D}\left[\sqrt{n_{0}} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y)+\Phi(x, y) \phi(y)\right] d s(y)+\int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y, x \in I R^{2} \backslash \partial D \tag{27}
\end{align*}
$$

where $\quad \rho(x)=k^{2} n_{0}-\left[k^{2} n(x)+p(x)\right]$ and the functions $\Phi_{0}(x, y)=\frac{i}{4} H_{0}^{(1)}(k|x-y|)$ and $\Phi(x, y)=\frac{i}{4} H_{0}^{(1)}\left(k \sqrt{n_{0}}|x-y|\right), \quad x \neq y$ in $I R^{2}$ are the fundemantal solutions of the Helmholtz equations which are $\Delta u+k^{2} u=0$ and $\Delta u+k^{2} n_{0} u=0$, respectively, where $H_{0}^{(1)}$ is the Hankel function of the first kind and the zero order. The functions $u_{0}$ defined by equation 26 and $w$ defined by equation 27 satisfies the problem 21-24 and the Sommerfeld radiation condition 15.

We introduce the following integral operators:

The operators $K, S, T$ and $K^{l}$ are defined from $C(\partial D)$ to $C(\partial D)$, such that

$$
\begin{align*}
& (K \psi)(x)=2 \int_{\partial D} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y) d s(y), \quad x \in \partial D  \tag{28}\\
& (S \phi)(x)=2 \int_{\partial D} \Phi(x, y) \phi(y) d s(y), \quad x \in \partial D  \tag{29}\\
& (T \psi)(x)=2 \frac{\partial}{\partial v(x)} \int_{\partial D} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y) d s(y), \quad x \in \partial D  \tag{30}\\
& \left(K^{l} \phi\right)(x)=2 \frac{\partial}{\partial v(x)} \int_{\partial D} \Phi(x, y) \phi(y) d s(y), \quad x \in \partial D \tag{31}
\end{align*}
$$

The operators $K^{\wedge}$ and $S^{\wedge}$ are defined from $C(\partial D)$ to $C(D)$, such that

$$
\begin{align*}
& \left(K^{\wedge} \psi\right)(x)=2 \int_{\partial D} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y) d s(y), \quad x \in D  \tag{32}\\
& \left(S^{\wedge} \phi\right)(x)=2 \int_{\partial D} \Phi(x, y) \phi(y) d s(y), \quad x \in D \tag{33}
\end{align*}
$$

The operators $S_{\rho}$ and $K_{\rho}^{\imath}$ are defined from $C(D)$ to $C(\partial D)$, such that

$$
\begin{align*}
& \left(S_{\rho} \psi_{1}\right)(x)=2 \int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y, \quad x \in \partial D  \tag{34}\\
& \left(K_{p}^{\imath} \psi_{1}\right)(x)=2 \frac{\partial}{\partial v(x)} \int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y, \quad x \in \partial D \tag{35}
\end{align*}
$$

Finally, the operatör $S_{\rho}^{\wedge}$ be defined from $C(D)$ to $C(D)$, such that

$$
\begin{equation*}
\left(S_{p}^{\wedge} \psi_{1}\right)(x)=2 \int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y, \quad x \in D \tag{36}
\end{equation*}
$$

Let $K_{0}, S_{0}, T_{0}$ and $K_{0}^{l}$ show the operators corresponding to $K, S, T$ and $K^{l}$, respectively, with $\Phi$ replaced by $\Phi_{0}$.

Theorem 2.2. The functions $u_{0}$ and $w$ defined by equations 26-27 are restricted to $I R^{2} \backslash \bar{D}$ and $D$, respectively. Then the functions $\psi, \phi \in C(\partial D)$ and $\psi_{1} \in C(D)$ satisfy the following integral equations

$$
\begin{align*}
& \left(K_{0}-n_{0} K\right) \psi+\left(1+n_{0}\right) \psi+\left(S_{0}-\sqrt{n_{0}} S\right) \phi-\sqrt{n_{0}} S_{\rho} \psi_{1}=2 f, \text { on } \partial D  \tag{37}\\
& \left(T_{0}-T\right) \psi+\left(K_{0}^{\imath}-\frac{1}{\sqrt{n_{0}}} K^{\iota}\right) \phi-\left(1+\frac{1}{\sqrt{n_{0}}}\right) \phi-\frac{1}{\sqrt{n_{0}}} K_{\rho}^{\iota} \psi_{1} \\
& \quad+\lambda k\left[\left(K_{0}-K\right) \psi+\left(S_{0}-\frac{1}{\sqrt{n_{0}}} S\right) \phi+2 \psi-\frac{1}{\sqrt{n_{0}}} S_{\rho} \psi_{1}\right]=2 g, \text { on } \partial D  \tag{38}\\
& \sqrt{n_{0}} K^{\wedge} \psi+S^{\wedge} \phi+S_{\rho}^{\wedge} \psi_{1}-2 \psi_{1}=0, \quad \text { in } D . \tag{39}
\end{align*}
$$

Proof. Firstly, we will obtain the integral equation 37. When $x \in I R^{2} \backslash \bar{D} \rightarrow x \in \partial D$, the limit value of $u_{0}$ in equation 26 is

$$
u_{0}^{+}(x)=\int_{\partial D} \frac{\partial \Phi_{0}(x, y)}{\partial v(y)} \psi(y) d s(y)+\frac{1}{2} \psi(x)+\int_{\partial D} \Phi_{0}(x, y) \phi(y) d s(y) .
$$

When $x \in D \rightarrow x \in \partial D$, the limit value of $w$ in equation 27 is

$$
\begin{array}{r}
w^{-}(x)=\sqrt{n_{0}}\left[\int_{\partial D} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y) d s(y)-\frac{1}{2} \psi(x)\right]+\int_{\partial D} \Phi(x, y) \phi(y) d s(y) \\
+\int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y .
\end{array}
$$

From the condition 23 and the operators $28,29,34$, we obtain

$$
2 f(x)=\left(K_{0} \psi\right)(x)+\psi(x)+\left(S_{0} \phi\right)(x)-n_{0}(K \psi)(x)+n_{0} \psi(x)-\sqrt{n_{0}}(S \phi)(x)-\sqrt{n_{0}}\left(S_{\rho} \psi_{1}\right)(x) .
$$

Thus, for $\forall x \in \partial D$, the equation 37 is obtained.

Now, we will obtain the integral equation 38 . We take the derivative of the function $u_{0}$ in the direction $v$. When $x \in I R^{2} \backslash \bar{D} \rightarrow x \in \partial D$, the limit value of $\frac{\partial u_{0}}{\partial v}$ is

$$
\frac{\partial u_{0}^{+}}{\partial v}(x)=\frac{\partial}{\partial v(x)} \int_{\partial D} \frac{\partial \Phi_{0}(x, y)}{\partial v(y)} \psi(y) d s(y)+\frac{\partial}{\partial v(x)} \int_{\partial D} \Phi_{0}(x, y) \phi(y) d s(y)-\frac{1}{2} \phi(x) .
$$

We take the derivative of the function $w$ in the direction $v$. When $x \in D \rightarrow x \in \partial D$, the limit value of $\frac{\partial w}{\partial v}$ is

$$
\begin{array}{r}
\frac{\partial w^{-}}{\partial v}(x)=\sqrt{n_{0}} \frac{\partial}{\partial v(x)} \int_{\partial D} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y) d s(y)+\frac{\partial}{\partial v(x)} \int_{\partial D} \Phi(x, y) \phi(y) d s(y) \\
+\frac{1}{2} \phi(x)+\frac{\partial}{\partial v(x)} \int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y .
\end{array}
$$

From the condition 24 and the operators 28, 31, 34, 35 we have

$$
2 g(x)=\left(T_{0} \psi\right)(x)+\left(K_{0}^{l} \phi\right)(x)-\phi(x)-(T \psi)(x)-\frac{\left(K^{\prime} \phi\right)(x)}{\sqrt{n_{0}}}-\frac{\phi(x)}{\sqrt{n_{0}}}-\frac{\left(K_{\rho}^{\imath} \psi_{1}\right)(x)}{\sqrt{n_{0}}}
$$

$$
+\lambda(x) k\left[\left(K_{0} \psi\right)(x)+\psi(x)+\left(S_{0} \phi\right)(x)-(K \psi)(x)+\psi(x)-\frac{(S \phi)(x)}{\sqrt{n_{0}}}-\frac{\left(S_{\rho} \psi_{1}\right)(x)}{\sqrt{n_{0}}}\right] .
$$

Thus, for $\forall x \in \partial D$, the equation 38 is obtained.

Finally, for the integral equation 39 , if we write the operators 32,33 and 36 in the function $w$ defined by equation 27 , then we obtain

$$
2 w(x)=\sqrt{n_{0}}\left(K^{\wedge} \psi\right)(x)+\left(S^{\wedge} \phi\right)(x)+\left(S_{\rho}^{\wedge} \psi_{1}\right)(x) .
$$

Since $w(x) \in C^{2}(D) \cap C^{1}(\bar{D})$ and $\psi_{1}(x) \in C(D)$, we can write $w(x)=\psi_{1}(x)$. Thus, we satisfy the equation 39 for $\forall x \in D$.

Equations 37-39 can be written in operator notation as

$$
[A+B]\left[\begin{array}{c}
\psi  \tag{40}\\
\phi \\
\psi_{1}
\end{array}\right]=\left[\begin{array}{c}
2 f \\
2 g \\
0
\end{array}\right],
$$

where the matrixes $A$ and $B$ are described in the following forms

$$
A=\left[\begin{array}{ccc}
\left(1+n_{0}\right) I & 0 & 0 \\
2 \lambda k I & -\left(1+\frac{1}{\sqrt{n_{0}}}\right) I & 0 \\
0 & 0 & -2 I
\end{array}\right]
$$

and

$$
B=\left[\begin{array}{ccc}
K_{0}-n_{0} K & S_{0}-\sqrt{n_{0}} S & -\sqrt{n_{0}} S_{\rho} \\
\left(T-T_{0}\right)+\lambda k\left(K_{0}-K\right) & \left(K_{0}^{t}-\frac{1}{\sqrt{n_{0}}} K^{\prime}\right)+\lambda k\left(S_{0}-\frac{1}{\sqrt{n_{0}}} S\right) & -\frac{1}{\sqrt{n_{0}}}\left(K_{\rho}^{\prime}+\lambda k S_{\rho}\right) \\
\sqrt{n_{0}} K^{\wedge} & S^{\wedge} & S_{\rho}^{\wedge}
\end{array}\right] .
$$

The operator $A$ clearly has a bounded inverse $[2,4]$. The operators in the matrix $B$ are weakly singular operators. Thus, the operator $B$ is compact in the space $C(\partial D) \times C(\partial D) \times C(D)$ [7].

In the following theorem, we will denote that the $A+B$ operator is injective.
Theorem 2.3. The boundary value problem 11-15 has a unique solution.

Proof. Let us consider the problem 21-24. From the uniqueness theorem 2.1, if $f=g=0$ then $u_{0}=0$ in $I R^{2} \backslash \bar{D}$ and $u=0$ in $D$. Since $u=\sqrt{n} w$, then $w=0$ in $D$, where the functions $u_{0}$ and $w$ are defined by equations 26 and 27, respectively. From the equation 39 , we have $w-\psi_{1}=0$ for $x \in D$ and so $\psi_{1}=0$. Thus, the equations 37 and 38 reduce to

$$
\begin{aligned}
& \left(K_{0}-n_{0} K\right) \psi+\left(1+n_{0}\right) \psi+\left(S_{0}-\sqrt{n_{0}} S\right) \phi=0 \\
& \left(T-T_{0}\right) \psi+\left(K_{0}^{t}-\frac{1}{\sqrt{n_{0}}} K^{\prime}\right) \phi-\left(1+\frac{1}{\sqrt{n_{0}}}\right) \phi+\lambda k\left[\left(K_{0}-K\right) \psi+\left(S_{0}-\frac{1}{\sqrt{n_{0}}} S\right) \phi+2 \psi\right]=0 .
\end{aligned}
$$

Using the jump relations of potential theory [16], we obtain

$$
\begin{array}{lll}
u_{0}^{+}-u_{0}^{-}=\psi & \frac{\partial u_{0}^{+}}{\partial v}-\frac{\partial u_{0}^{-}}{\partial v}=-\phi, & \text { on } \partial D \\
w^{+}-w^{-}=\sqrt{n_{0}} \psi & \frac{\partial w^{+}}{\partial v}-\frac{\partial w^{-}}{\partial v}=-\phi, & \text { on } \partial D .
\end{array}
$$

Since $u_{0}=0$ in $I R^{2} \backslash \bar{D}$ and $w=0$ in $D$, then $u_{0}^{+}=\frac{\partial u_{0}^{+}}{\partial v}=w^{-}=\frac{\partial w^{-}}{\partial v}=0$. Thus, we have

$$
\begin{equation*}
u_{0}^{-}+\frac{1}{\sqrt{n_{0}}} w^{+}=0 \quad \frac{\partial u_{0}^{-}}{\partial v}+\frac{\partial w^{+}}{\partial v}=0, \quad \text { on } \partial D \tag{41}
\end{equation*}
$$

Since $n_{0}$ is real, from the Divergence theorem and equation 41, we have

$$
\operatorname{Im} \int_{\partial D} w^{+} \frac{\partial \overline{w^{+}}}{\partial v} d s=\operatorname{Im} \sqrt{n_{0}} \int_{\partial D} u_{0}^{-} \frac{\partial \overline{u_{0}^{-}}}{\partial v} d s=0 .
$$

Since the function $w$ is radiating solution of the Helmholtz equation for $x \in I R^{2} \backslash \bar{D}$, from the Rellich's lemma, $w=0$ in $I R^{2} \backslash \overline{\mathrm{D}}$ and so $\frac{\partial w}{\partial v}=0$. Since $w^{+}=\frac{\partial w^{+}}{\partial v}=0$ on $\partial D$ and from equation 41, $u_{0}^{-}=\frac{\partial u_{0}^{-}}{\partial v}=0$. Then we obtain $\psi=\phi=0$. Since $\psi=\phi=\psi_{1}=0$, the $A+B$ operatör is injective [18]. Since $B$ is compact and $A+B$ is injective, the inhomogeneous system 40 has a unique solution $\psi, \phi, \psi_{1}$ from the fundamental results of the Riesz's theory for compact operators (see: Theorem 1.16, Corollary 1.17 and Corollary 1.20 in [7]). Finally the boundary-value problem 21-24 has a unique solution.

To formulate the linear method, firstly, we consider the interior boundary-value problem.

## 3. The Interior Boundary Value Problem

The interior boundary value problem is to find the functions $u_{0}, u \in C^{2}(D) \cap C^{1}(\bar{D})$ to the differential equations

$$
\begin{align*}
& \Delta u_{0}+k^{2} u_{0}=0, \quad \text { in } D  \tag{42}\\
& \nabla \cdot\left(\frac{1}{n} \nabla u\right)+k^{2} u=0, \quad \text { in } D \tag{43}
\end{align*}
$$

and the boundary conditions

$$
\begin{align*}
& u_{0}-u=f, \quad \text { on } \partial D  \tag{44}\\
& \frac{\partial u_{0}}{\partial v}-\frac{1}{n_{0}} \frac{\partial u}{\partial v}+\lambda k\left(u_{0}-\frac{1}{n_{0}} u\right)=g, \quad \text { on } \partial D . \tag{45}
\end{align*}
$$

Theorem 3.1 Let $D_{0}=\{x \in D: \operatorname{Im} n(x)>0\}$ be different from empty set. The solution of the interior boundary value problem 42-45 is unique.

Proof. Let $u_{0}, u \in C^{2}(D) \cap C^{1}(\bar{D})$ be the solution of the homogeneous interior boundary value problem, that is, assume $f=g=0$. Then, applying of the Divergence theorem to the function $\bar{u}\left(\frac{1}{n} \nabla u\right)$ and using the condition (i) of 5 and homogeneous boundary conditions, we obtain

$$
\begin{aligned}
\int_{D}\left[\frac{1}{n}|\nabla u|^{2}-k^{2}|u|^{2}\right] & d y
\end{aligned}=\int_{\partial D} \bar{u} \frac{1}{n} \frac{\partial u}{\partial v} d s(y)=\int_{\partial D} \bar{u}_{0} \frac{\partial u_{0}}{\partial v} d s(\mathrm{y})+\int_{\partial D} \lambda k\left(1-\frac{1}{n_{0}}\right)\left|u_{0}\right|^{2} d s(y) .
$$

Taking imaginary parts of this equation, we have

$$
\begin{equation*}
\operatorname{Im} \int_{D} \frac{1}{n}|\nabla u|^{2} d y=\operatorname{Im} \int_{D} \frac{1}{\bar{n}}|\nabla u|^{2} d y+\operatorname{Im} \int_{\partial D}\left(1-\frac{1}{n_{0}}\right)(\lambda-\bar{\lambda}) k\left|u_{0}\right|^{2} d s(y) . \tag{46}
\end{equation*}
$$

Since $\operatorname{Im} \frac{1}{n} \leq 0$ in $D$, the left-hand of equation 46 is negative or zero. Since $\operatorname{Im} \frac{1}{\bar{n}} \geq 0$ in $D$ and $\operatorname{Im}(\lambda-\bar{\lambda}) \geq 0$ on $\partial D$, due to the condition (i) of 5 , the right side of equation 46 is pozitive or zero. Thus, we get

$$
\operatorname{Im} \int_{D} \frac{1}{\bar{n}}|\nabla u|^{2} d y=0 .
$$

Since $\operatorname{Im} \frac{1}{\bar{n}}>0$ in $D_{0} \subset D$, then $\nabla u=0$. Since $u$ satisfies the equation 43 , then $u=0$ in $D$. From the unique continuation principle, we have $u=\frac{\partial u}{\partial v}=0$ on $\partial D$. Also since $u_{0}$ satisfies the equation 42 , from the homogeneous boundary conditions and the Helmholtz representation, $u_{0}=0$ in $D$.

We will show the existence of the solution of the interior boundary value problem 42-45. Again, using the change of variables $u(x)=\sqrt{n(x)} w(x)$, the interior boundary value problem 42-45 takes form

$$
\begin{align*}
& \Delta u_{0}+k^{2} u_{0}=0, \quad \text { in } D  \tag{47}\\
& \Delta w+\left(k^{2} n+p\right) w=0, \quad \text { in } D  \tag{48}\\
& u_{0}-\sqrt{n_{0}} w=f, \quad \text { on } \quad \partial D  \tag{49}\\
& \frac{\partial u_{0}}{\partial v}-\frac{1}{\sqrt{n_{0}}} \frac{\partial w}{\partial v}+\lambda k\left(u_{0}-\frac{1}{\sqrt{n_{0}}} w\right)=g, \text { on } \quad \partial D \tag{50}
\end{align*}
$$

where the function $p$ is defined by equation 25 . Now, for $\psi, \phi \in C(\partial D)$ ve $\psi_{1} \in C(D)$, we use the function $u_{0}(x)$ for $x \in I R^{2} \backslash \partial D$ defined by equation 26 and let's define the following function,

$$
\begin{array}{r}
w(x)=\int_{\partial D}\left[\sqrt{n_{0}} \frac{\partial \Phi(x, y)}{\partial v(y)} \psi(y)-\Phi(x, y) \phi(y)\right] d s(y)+\int_{D} \Phi(x, y) \rho(y) \psi_{1}(y) d y, \\
x \in I R^{2} \backslash \partial D \tag{51}
\end{array}
$$

where the functions $\Phi_{0}, \Phi$ ve $\rho$ are defined as Section 2.

Theorem 3.2. Let the functions $u_{0}$ and $w$ defined by equations 26 and 51 , respectively, are restricted to $D$.

Then the functions $\psi, \phi \in C(\partial D)$ and $\psi_{1} \in C(D)$ satisfy the integral equations

$$
\begin{align*}
& \left(K_{0}-n_{0} K\right) \psi-\left(1-n_{0}\right) \psi+\left(S_{0}+\sqrt{n_{0}} S\right) \varphi-\sqrt{n_{0}} S_{\rho} \psi_{1}=2 f, \quad \text { on } \partial D  \tag{52}\\
& \left(T_{0}-T\right) \psi+\left(K_{0}^{\iota}+\frac{1}{\sqrt{n_{0}}} K^{\iota}\right) \phi+\left(1+\frac{1}{\sqrt{n_{0}}}\right) \phi-\frac{1}{\sqrt{n_{0}}} K_{\rho}^{\iota} \psi_{1} \\
& \quad+\lambda k\left[\left(K_{0}-K\right) \psi+\left(S_{0}+\frac{1}{\sqrt{n_{0}}} S\right) \phi-\frac{1}{\sqrt{n_{0}}} S_{\rho} \psi_{1}\right]=2 g, \text { on } \partial D  \tag{53}\\
& \sqrt{n_{0}} K^{\wedge} \psi-S^{\wedge} \phi+S_{\rho}^{\wedge} \psi_{1}-2 \psi_{1}=0, \quad \text { in } D . \tag{54}
\end{align*}
$$

To prove, the similar way as Theorem 2.2 can be done .

Theorem 3.3 The interior boundary value problem 42-45 has a unique solution.
Proof. For the proof, we will examine the interior boundary value problem 47-50. From the uniqueness theorem 3.1, if $f=g=0$ then $u_{0}=w=0$ in $D$. Since $\sqrt{n_{0}} K^{\wedge} \psi-S^{\wedge} \phi+S_{\rho}^{\wedge} \psi_{1}=2 w$, from the equation $54, \psi_{1}=0$. Thus, the equations 52 and 53 reduce to

$$
\left(K_{0}-n_{0} K\right) \psi-\left(1-n_{0}\right) \psi+\left(S_{0}+\sqrt{n_{0}} S\right) \phi=0
$$

and

$$
\left(T_{0}-T\right) \psi+\left(K_{0}^{l}+\frac{1}{\sqrt{n_{0}}} K^{\prime}\right) \phi+\left(1+\frac{1}{\sqrt{n_{0}}}\right) \phi+\lambda k\left[\left(K_{0}-K\right) \psi+\left(S_{0}+\frac{1}{\sqrt{n_{0}}} S \phi\right)\right]=0 .
$$

From the jump relations, we obtain

$$
\begin{array}{lll}
u_{0}^{+}-u_{0}^{-}=\psi & \frac{\partial u_{0}^{+}}{\partial v}-\frac{\partial u_{0}^{-}}{\partial v}=-\phi, & \text { on } \quad \partial D \\
w^{+}-w^{-}=\sqrt{n_{0}} \psi & \frac{\partial w^{+}}{\partial v}-\frac{\partial w^{-}}{\partial v}=\phi, & \text { on } \partial D .
\end{array}
$$

Since $u_{0}=w=0$ in $D$, then $u_{0}^{-}=\frac{\partial u_{0}^{-}}{\partial v}=w^{-}=\frac{\partial w^{-}}{\partial v}=0$. Thus, we have

$$
u_{0}^{+}-\frac{1}{\sqrt{n_{0}}} w^{+}=0 \quad \frac{\partial u_{0}^{+}}{\partial v}+\frac{\partial w^{+}}{\partial v}=0, \quad \text { on } \quad \partial D .
$$

Thanks to $n_{0}$ positive real constant in condition (i) of 5 , we obtain

$$
\begin{equation*}
\operatorname{Im} \int_{\partial D} u_{0}^{+} \frac{\partial \overline{u_{0}^{+}}}{\partial v} d s=-\frac{1}{\sqrt{n_{0}}} \operatorname{Im} \int_{\partial D} w^{+} \frac{\partial \overline{w^{+}}}{\partial v} d s . \tag{55}
\end{equation*}
$$

The two integrals in equation 55 is pozitive or zero. Since $u_{0}$ and $w$ are radiating solution of the Helmholtz equation for $x \in I R^{2} \backslash \bar{D}$, from the Rellich's lemma, we have either $u_{0}=0$ or $w=0$. Thus we have either $u_{0}^{+}=\frac{\partial u_{0}^{+}}{\partial v}=0$ or $w^{+}=\frac{\partial w^{+}}{\partial v}=0$ on $\partial D$. Then, we obtain $\psi=\phi=0$. Thus, the existence of the solution of the interior boundary value problem 47-50 is obtained from the fundamental results of the Riesz's theory.

## 4. The Linear Method for The Inverse Scattering Problem

We will formulate the linear method for the solution of the inverse scattering problem defined by the boundary value problem 6-10. This problem is associated with the determine the support $\bar{D}$ of $n(x)-n_{0}$ from the information about the far-field pattern $u_{\infty}(\hat{x}, d)$ in the section 1 . For $\forall \varepsilon>0$, there exists a solution $g_{y} \in L^{2}(\Omega)$ such that

$$
\left\|\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g_{y}(\mathrm{~d}) d s(\mathrm{~d})-\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} e^{-i k \hat{k} \cdot y}\right\|_{L^{2}(\Omega)}<\varepsilon \quad \text { for } y \in D .
$$

When $y \rightarrow \partial D$, both $\left\|g_{y}\right\|_{L^{2}(\Omega)}$ and $\left\|v_{g}\right\|_{L^{2}(D)}$ become unbounded [10,11].

First of all, we shall form the integral equation for the linear method. We will come up with a basic solution that provides equation 48. Let be $\Omega_{\varepsilon}=\{y:|x-y| \leq \varepsilon\} \subset D$. We take the integral

$$
\begin{equation*}
I(x, z)=\int_{D} \Phi(x, y) m(y) \Gamma(y, z) d y, \quad z \in I R^{2} \tag{56}
\end{equation*}
$$

where $\Gamma \in C^{2}(D) \cap C^{1}(\bar{D})$. Let $I(x, z)$ be the solution of equation 48 and

$$
\begin{equation*}
m(y)=-n_{0}+n(y)+\frac{p(y)}{k^{2}} \tag{57}
\end{equation*}
$$

Let be

$$
I(x, z)=\int_{\Omega_{\varepsilon}} \Phi(x, y) m(y) \Gamma(y, z) d y+\int_{D \Omega_{\varepsilon}} \Phi(x, y) m(y) \Gamma(y, z) d y \quad=I_{1}(x, z)+I_{2}(x, z) .
$$

Since $\Delta \Phi(x, y)+k^{2} n_{0} \Phi(x, y)=0$ for $x \neq y$, then we get $\left(\Delta+k^{2} n_{0}\right) I_{2}(x, z)=0$. Hence

$$
\begin{align*}
\left(\Delta+k^{2} n_{0}\right) I(x, z) & =\left(\Delta+k^{2} n_{0}\right) I_{1}(x, z) \\
& =\Delta \int_{\Omega_{\varepsilon}} \Phi(x, y) m(y) \Gamma(y, z) d y+k^{2} n_{0} \int_{\Omega_{\varepsilon}} \Phi(x, y) m(y) \Gamma(y, z) d y . \tag{58}
\end{align*}
$$

Applying the divergence theorem to the first integral on the right-hand of equation 58, we get

$$
\begin{aligned}
\int_{\Omega_{\varepsilon}} \Delta \Phi(x, y) m(y) \Gamma(y, z) d y & =-\int_{\partial \Omega_{\varepsilon}} \nabla_{x} \Phi(x, y) v(y) m(y) \Gamma(y, z) d s(y), \quad \nabla_{x}=-\nabla_{y} \\
& =\int_{\partial \Omega_{\varepsilon}} \nabla_{y}\left[\frac{i}{4} H_{0}^{(1)}\left(k \sqrt{n_{0}}|x-y|\right)\right] v(y) m(y) \Gamma(y, z) d s(y) \\
& =\int_{0}^{2 \pi}-\frac{\partial}{\partial \varepsilon} \frac{i}{4} H_{0}^{(1)}\left(k \sqrt{n_{0}} \varepsilon\right) m(x+\varepsilon \theta) \Gamma(x+\varepsilon \theta, z) \varepsilon d \theta \\
& =\int_{0}^{2 \pi} \frac{i k \sqrt{n_{0}}}{4} H_{1}^{(1)}\left(k \sqrt{n_{0}} \varepsilon\right) m(x+\varepsilon \theta) \Gamma(x+\varepsilon \theta, z) \varepsilon d \theta .
\end{aligned}
$$

Thus, from $\lim _{\varepsilon \rightarrow 0} \sqrt{n_{0}} \varepsilon H_{1}^{(1)}\left(k \sqrt{n_{0}} \varepsilon\right)=-\frac{i}{\pi}\left(\frac{2}{k}\right)$ given in [20], we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}} \Delta \Phi(x, y) m(y) \Gamma(y, z) d y=m(x) \Gamma(x, z) \tag{59}
\end{equation*}
$$

Applying the mean value theorem [1] to the second integral on the right-hand of equation 58, we get

$$
\begin{aligned}
\int_{\Omega_{\varepsilon}} \Phi(x, y) m(y) \Gamma(y, z) d y & =\Phi(x, a) m(a) \Gamma(a, z)\left|\int_{\Omega_{\varepsilon}} d y\right|, \quad 0<x-a<\varepsilon \\
& =\frac{i \pi \varepsilon^{2}}{4} H_{0}^{(1)}\left(k \sqrt{n_{0}}|x-a|\right) m(a) \Gamma(a, z) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}} \Phi(x, y) m(y) \Gamma(y, z) d y=0 \tag{60}
\end{equation*}
$$

From equations 59, 60 and function 57, the equation 58 takes the form

$$
\left(\Delta+k^{2}\left[n(x)+\frac{p(x)}{k^{2}}-m(x)\right]\right) I(x, z)=m(x) \Gamma(x, z) .
$$

Since $I(x, z)$ satisfies the equation 48 and $\Phi(x, y)$ is a solution of the Helmholtz equation,

$$
\Gamma(x, z)=\Phi(x, z)-k^{2} I(x, z)
$$

satisfies the equation 48. If we write the integral 56 in the last equation, then we obtain the Lippmann Schwinger integral equation [16]

$$
\Gamma(x, z)=\Phi(x, z)+\int_{D} \Phi(x, y)\left[k^{2} n_{0}-\left(k^{2} n(y)+p(y)\right)\right] \Gamma(y, z) d y
$$

Thus $\Gamma(x, z)$ is a basic solution for the equation 48. From the Theorem 8.3 given in [16], the solution of $\Gamma(x, z)$ is a solution of the following problem

$$
\begin{align*}
& \Delta w+\left(k^{2} n+p\right) w=0, \quad x \in I R^{2}  \tag{61}\\
& w(x)=\Phi(x, z)+w^{s}(x)  \tag{62}\\
& \lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial w^{s}}{\partial r}-i k w^{s}\right)=0 . \tag{63}
\end{align*}
$$

With the change of variables $u(x)=\sqrt{n(x)} w(x)$, the problem 61-63 is takes form

$$
\begin{align*}
& \nabla \cdot\left(\frac{1}{n} \nabla u\right)+k^{2} u=0, \quad x \in I R^{2}  \tag{64}\\
& u(x)=\sqrt{n(x)} \Phi(x, z)+u^{s}(x), \tag{65}
\end{align*}
$$

where $u^{s}(x)$ satisfies the Sommerfeld radiation condition 10 .

From the Theorem 8.7 given in [16] and the condition (ii) of 5, the problem 64-65 has at most one solution. Thus, the orijinal problem 61-63 has at most one solution and the Fredholm alternative [18] guarantee the existence of a fundamental solution for the equation 48 .

Secondly, we will give the following lemma.
Lemma 4.1. Let $D$ be a bounded domain with $C^{2}(\partial D), x^{*} \in \partial D$ and $B_{R}=\left\{x \in I R^{2}:\left|x-x^{*}\right| \leq R\right\}$ If the function $u \in C^{2}(D) \cap C^{1}(\bar{D})$ is the solution of the following equation

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{n} \nabla u\right)+k^{2} u=0 \quad \text { in } D, \tag{66}
\end{equation*}
$$

then there exists a constant $C>0$ such that

$$
\begin{equation*}
\|u\|_{C(\partial D)} \leq C\left(\left\|\frac{\partial u}{\partial v}\right\|_{C(\partial D)}+\|u\|_{C\left(\partial D \backslash B_{R}\right)}\right) . \tag{67}
\end{equation*}
$$

Proof. The proof can be done in the similar way to proof of Lemma 4.4 given in [19]. Let $\lambda \in C^{0, \alpha}(\partial D)$ be positive function with support $\partial D \backslash B_{R}$. Now, we will show that any solution of equation (66) satisfying the boundary condition

$$
\begin{equation*}
\frac{\partial u}{\partial v}-\lambda k u=g \tag{68}
\end{equation*}
$$

must vanish identically in $D$. We suppose that the solution of the problem 66 and 68 is not unique i.e. let $u=u_{1}-u_{2}$. Thus the function $u$ satisfy the homogeneous boundary condition

$$
\begin{equation*}
\frac{\partial u}{\partial v}-\lambda k u=0 \tag{69}
\end{equation*}
$$

We take the homogeneous problem 66 and 69 . By applying the divergence theorem to the function $\bar{u}\left(\frac{1}{n} \nabla u\right)$ and then taking imaginary parts, we have

$$
\begin{equation*}
\operatorname{Im} \int_{D}\left[-k^{2}|u|^{2}+\frac{1}{n}|\nabla u|^{2}\right] d y=\operatorname{Im} \frac{1}{n_{0}} \int_{\partial D} \lambda k|u|^{2} d s(y) . \tag{70}
\end{equation*}
$$

From $\operatorname{Im} \frac{1}{n} \leq 0$, the left-hand of equation 70 is negatif or zero. From $\operatorname{Im} \lambda \geq 0$ and $n_{0} \in I R$ on $\partial D$, the right-hand of equation 70 is positive or zero. Moreover, since $\lambda \neq 0, u=0$ on $\partial D \backslash B_{R}$, the boundary condition 69 implies that $\frac{\partial u}{\partial v}=0$. From the unique continuation principle, we obtain that $u=0$ in $D$. Thus, the problem 66 and 68 has at most one solution.

To show existence of the solution of the boundary value problem 66 and 68 , we use the inverse operator's existence theorem [18]. Firstly, we define the function

$$
\Phi_{1}(x, y)=\sqrt{\frac{n(x)}{n_{0}}} \Gamma(x, y)
$$

and let this function be the fundamental solution to equation 66 . With the function $\Phi$ in the operators $S$ and $K^{l}$ which were defined in the operators 29 and 31 replaced by $\Phi_{1}$. Therefore, for $\phi \in C(\partial D)$ , we define the function

$$
u(x)=\int_{\partial D} \Phi_{1}(x, y) \phi(y) d s(y), \quad x \in I R^{2} \backslash \partial D
$$

The function $u$ restricted to $D$ solves the problem 66 and 68 . The function $\phi$ satisfies the integral equation

$$
\begin{equation*}
K^{\prime} \phi+\phi-\lambda k S \phi=2 g \quad \text { on } \partial D . \tag{71}
\end{equation*}
$$

This integral equation is obtained from the jump relations and the boundary condition 68. If $g=0$, since $u=0$ in $D$, from the unique continuation principle, then $u^{-}=\frac{\partial u^{-}}{\partial v}=0$. From the continuity of the single-layer potential and the uniqueness of the solution of the exterior Dirichlet problem given in [16], we have that $u^{-}=u^{+}=\frac{\partial u^{+}}{\partial v}=0$. From the jump relations, we obtain that $\frac{\partial u^{+}}{\partial v}-\frac{\partial u^{-}}{\partial v}=-\phi$. Thus, $\phi=0$. This ensures the existence of the solution. That is, since the homogeneous equation $\left(I+K^{\imath}-\lambda k S\right) \phi=0$ has to the solution $\phi=0$, the operatör $I+K^{l}-\lambda k S$ is injective. Thus, from the inverse operator's existence theorem, the inhomogeneous equation 71 for all $g \in C(\partial D)$ has a unique solution and the solution depends continuously on the function $g$. Since the inverse operator $\left(I+K^{\prime}-\lambda k S\right)^{-1}: C(\partial D) \rightarrow C(\partial D)$ exists and bounded, then the constant $C_{1}>0$ exists such that

$$
\begin{equation*}
\|u\|_{C(\partial D)} \leq C_{1}\|g\|_{C(\partial D)} . \tag{72}
\end{equation*}
$$

From the boundary condition 68 and since the function $\lambda$ is support $\partial D \backslash B_{R}$, then

$$
\|g\|_{C(\partial D)}=\left\|\frac{\partial u}{\partial v}-\lambda k u\right\|_{C(\partial D)} \leq\left\|\frac{\partial u}{\partial v}\right\|_{C(\partial D)}+c\|u\|_{C\left(\partial D \backslash B_{R}\right)}, \quad c>0 .
$$

Writing the last inequality in the inequality 72 , we get the inequality 67 .
Teorem 4.2. If the sequences $u_{0, j}$ and $u_{j}$ are solutions of the interior boundary value problem

$$
\begin{align*}
& \Delta u_{0, j}+k^{2} u_{0, j}=0, \quad \text { in } D  \tag{73}\\
& \nabla \cdot\left(\frac{1}{n} \nabla u_{j}\right)+k^{2} u_{j}=0, \quad \text { in } D  \tag{74}\\
& u_{0, j}-u_{j}=-\Phi_{0}\left(., y_{j}\right), \quad \text { on } \partial D  \tag{75}\\
& \frac{\partial u_{0, j}}{\partial v}-\frac{1}{n_{0}} \frac{\partial u_{j}}{\partial v}+\lambda k\left(u_{0, j}-\frac{1}{n_{0}} u_{j}\right)=-\frac{\partial \Phi_{0}\left(., y_{j}\right)}{\partial v}-\lambda k \Phi_{0}\left(., y_{j}\right), \quad \text { on } \partial D \tag{76}
\end{align*}
$$

Then

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|u_{0, j}\right\|_{C^{1}(\partial D)}=\infty \tag{77}
\end{equation*}
$$

where the sequences $y_{j}$ are defined by

$$
\begin{equation*}
y_{j}=y^{*}-\frac{R}{j} v\left(y^{*}\right) \tag{78}
\end{equation*}
$$

for $R>0$ is sufficently small and $y^{*}$ is a point on $\partial D$.

Proof. We assume that there exists a positive constant $c_{1}$ such that

$$
\begin{equation*}
\left\|u_{0, j}\right\|_{C^{1}(\partial D)} \leq c_{1}, \quad j \rightarrow \infty \tag{79}
\end{equation*}
$$

For $R>0$ sufficently small and $y^{*} \in \partial D$, we take the set of points in $I R^{2} \backslash \bar{D}$ defined with the sequences

$$
z_{j}=y^{*}+\frac{R}{j} v\left(y^{*}\right)
$$

Let's define the sequence

$$
\begin{equation*}
u_{j}=u_{j}+\sqrt{n} \Gamma\left(., z_{j}\right) \quad \text { in } D . \tag{80}
\end{equation*}
$$

From the boundary condition 75 and the sequence 80 , we obtain

$$
\begin{equation*}
u_{0, j}-u_{j}=-\left[\Phi_{0}\left(., y_{j}\right)+\sqrt{n_{0}} \Gamma\left(., z_{j}\right)\right] \quad \text { on } \partial D . \tag{81}
\end{equation*}
$$

Again from the boundary condition 76 and the derivative of the sequence 80 in the direction $v$, we obtain

$$
\begin{align*}
\frac{\partial u_{0, j}}{\partial v}-\frac{1}{n_{0}} \frac{\partial u_{j}}{\partial v}+\lambda k\left(u_{0, j}-\frac{1}{n_{0}} u_{j}\right)= & -\left[\frac{\partial \Phi_{0}\left(., y_{j}\right)}{\partial v}+\frac{1}{\sqrt{n_{0}}} \frac{\partial \Gamma\left(., z_{j}\right)}{\partial v}\right] \\
& -\lambda k\left[\Phi_{0}\left(., y_{j}\right)+\frac{1}{\sqrt{n_{0}}} \Gamma\left(., z_{j}\right)\right] \text { on } \partial D . \tag{82}
\end{align*}
$$

The right-hand of equations 81 and 82 are defined, respectively, by the sequences

$$
\begin{aligned}
& f_{j}=\Phi_{0}\left(., y_{j}\right)+\sqrt{n_{0}} \Gamma\left(., z_{j}\right) \quad \text { on } \partial D, \\
& g_{j}=\frac{\partial \Phi_{0}\left(., y_{j}\right)}{\partial v}+\frac{1}{\sqrt{n_{0}}} \frac{\partial \Gamma\left(., z_{j}\right)}{\partial v}+\lambda k\left[\Phi_{0}\left(., y_{j}\right)+\frac{1}{\sqrt{n_{0}}} \Gamma\left(., z_{j}\right)\right] \quad \text { on } \partial D .
\end{aligned}
$$

Let the disk $B_{r}$ and $\lambda$ be as defined as the Lemma 4.1. Then there exists a constant $c_{2}>0$ such that

$$
\begin{equation*}
\left\|f_{j}\right\|_{C\left(\partial D \backslash B_{R}\right)} \leq \sup _{\in \in D \backslash B_{R}}\left|\Phi_{0}\left(., y_{j}\right)\right|+\sup _{\in \in D \backslash B_{R}}\left|\sqrt{n_{0}} \Gamma\left(., z_{j}\right)\right| \leq c_{2} . \tag{83}
\end{equation*}
$$

The norm of sequence $g_{j}$ is given by the following inequality

$$
\left\|g_{j}\right\|_{C(\partial D)} \leq\left\|\frac{\partial \Phi_{0}\left(., y_{j}\right)}{\partial v}+\frac{1}{\sqrt{n_{0}}} \frac{\partial \Gamma\left(., z_{j}\right)}{\partial v}\right\|_{C(\partial D)}+\left\|\lambda k\left[\Phi_{0}\left(., y_{j}\right)+\frac{1}{\sqrt{n_{0}}} \Gamma\left(., z_{j}\right)\right]\right\|_{C(\partial D)} .
$$

Taking the first norm on the right-hand of the above inequation and using as in the proof of Lemma 4.2 [8], there exists a constant $c_{3}>0$ such that

$$
\left\|\frac{\partial \Phi_{0}\left(., y_{j}\right)}{\partial v}+\frac{1}{\sqrt{n_{0}}} \frac{\partial \Gamma\left(., z_{j}\right)}{\partial v}\right\|_{C(\partial D)} \leq c_{3} .
$$

Thus, the $\lambda$ with support $\partial D \backslash B_{R}$, there exists a constant $c_{4}>0$ such that

$$
\begin{equation*}
\left\|g_{j}\right\|_{C(\partial D)} \leq c_{3}+\sup _{\in \varepsilon \partial D \backslash B_{R}}\left|\lambda k\left[\Phi_{0}\left(., y_{j}\right)+\frac{1}{\sqrt{n_{0}}} \Gamma\left(., z_{j}\right)\right]\right| \leq c_{4} . \tag{84}
\end{equation*}
$$

From the Lemma 4.1, there exists a constant $c_{5}>0$ such that

$$
\begin{equation*}
\left\|u_{j}\right\|_{C(\partial D)} \leq c_{5}\left(\left\|u_{j}\right\|_{C\left(\partial D \backslash B_{R}\right)}+\left\|\frac{\partial u_{j}}{\partial v}\right\|_{C(\partial D)}\right) . \tag{85}
\end{equation*}
$$

From the boundary condition 75 , the assumption 79 and the inequality 83 , we obtain

$$
\begin{equation*}
\left\|u_{j}\right\|_{C\left(\partial D B_{R}\right)} \leq\left\|u_{0, j}\right\|_{C\left(\partial D B_{R}\right)}+\left\|f_{j}\right\|_{C\left(\partial D B_{R}\right)} \leq c_{1}+c_{2} . \tag{86}
\end{equation*}
$$

From the boundary conditions 75,76 , the equation 81 , the assumption 79 , the inequalities 84 and 86 , there exists a constant $c_{6}>0$ such that

$$
\begin{align*}
\left\|\frac{\partial u_{j}}{\partial v}\right\|_{C(\partial D)} & \leq\left|n_{0}\right|\left\|\frac{\partial u_{0, j}}{\partial v}+\lambda k u_{0, j}\right\|_{C(\partial D)}+\left\|-\lambda k u_{j}\right\|_{C(\partial D)}+\left|n_{0}\right|\left\|g_{j}\right\|_{C(\partial D)} \\
& \leq\left|n_{0}\right|\left[\left\|\frac{\partial u_{0, j}}{\partial v}\right\|_{C(\partial D)}+\left\|\lambda k u_{0, j}\right\|_{C\left(\partial D \backslash B_{R}\right)}\right]+\left\|-\lambda k u_{j}\right\|_{C\left(\partial D \backslash B_{R}\right)}+\left|n_{0}\right| c_{4} \leq c_{6} . \tag{87}
\end{align*}
$$

When we write the inequalities 86 and 87 in the inequality 85 , we obtain the following inequality

$$
\begin{equation*}
\left\|u_{j}\right\|_{C(\partial D)} \leq c_{7} \quad, \quad c_{7}>0 . \tag{88}
\end{equation*}
$$

For the sequence $f_{j}$, we have

$$
\left\|f_{j}\right\|_{C(\partial D)}=\left\|\Phi_{0}\left(., y_{j}\right)+\sqrt{n_{0}} \Gamma\left(., z_{j}\right)\right\|_{C(\partial D)}=\left\|u_{j}-u_{0, j}\right\|_{C(\partial D)} \leq\left\|u_{j}\right\|_{C(\partial D)}+\mid-1\left\|u_{0, j}\right\|_{C(\partial D)} .
$$

From the assumption 79 and the inequality $88,\left\|f_{j}\right\|_{C(\partial D)}$ is bounded which is a contradiction. Because $f_{j}$ is nondefined in $\partial D \cap B_{R}$ and bounded according to the norm on $C\left(\partial D \backslash B_{R}\right)$. Therefore, $\left\|u_{0, j}\right\|_{C^{\prime}(\partial D)}$ is unbounded as $j \rightarrow \infty$.

To formulate the linear method for the solution of the inverse scattering problem, we will benefit from the information about the far-field model $u_{\infty}(\hat{x}, d)$, where $\hat{x}=\frac{x}{|x|}$ and d are unit vector on the unit circle $\Omega$. Recall that for this end, the Herglotz wave function in the form

$$
\begin{equation*}
v_{g}(x)=\int_{\Omega} e^{i k x . \mathrm{d}} g(\mathrm{~d}) d s(\mathrm{~d}) \tag{89}
\end{equation*}
$$

is a solution of the Helmholtz equation, where $g \in L^{2}(\Omega)$ is the kernel of $v_{g}$. Our aim is to show that there exists a function $g=g\left(., y_{j}\right) \in L_{2}(\Omega)$ such that

$$
\left\|\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g(\mathrm{~d}) d s(\mathrm{~d})-\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} e^{-i k \hat{k} \cdot y_{j}}\right\|_{L^{2}(\Omega)}<\varepsilon \quad \text { for } \forall \varepsilon>0
$$

where $y_{j} \in D$ is defined by sequence 78. We will also show that it is $\lim _{j \rightarrow \infty}\left\|g\left(., y_{j}\right)\right\|_{L^{2}(\Omega)}=\infty$. Thus, the boundary of D is characterized by points where the norm $\left\|g\left(., y_{j}\right)\right\|_{L^{2}(\Omega)}$ is unlimited.

Theorem 4.3 There exists $g=g\left(., y_{j}\right) \in L^{2}(\Omega)$ such that

$$
\begin{equation*}
\left\|\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g(\mathrm{~d}) d s(\mathrm{~d})-\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} e^{-i k \hat{k}, y_{j}}\right\|_{L^{2}(\Omega)}<\varepsilon, \quad \text { for } \quad \forall \varepsilon>0 \tag{90}
\end{equation*}
$$

and $\lim _{j \rightarrow \infty}\left\|g\left(., y_{j}\right)\right\|_{L^{2}(\Omega)}=\infty$. Moreover, if $v_{g}$ is the Herglotz wave function defined by function 89, then $\lim _{j \rightarrow \infty}\left\|v_{g}\left(., y_{j}\right)\right\|_{L^{2}(D)}=\infty$.

Proof. From Theorem 3.3, the interior boundary value problem 73-76 has a solution which is not generally a Herglotz wave function. However, a Herglotz wave function $U_{0, j}$ with kernel $g$ is shown to exist and this function approaches $u_{0, j}$ in $C^{1}(\bar{D})$ given in [8,11]. Let $u_{0}$ be show the total field, solving the original exterior boundary value problem 6-10, and the functions $u_{0}^{*}$ and $u^{*}$ be defined $u_{0}^{*}(y)=u_{0}(y,-\hat{x})$ and $u^{*}(y)=u(y,-\hat{x})$, respectively. From the reciprocity relation [16] and the far-field pattern $u_{\infty}(\hat{x}, \mathrm{~d})$, we obtain

$$
\begin{align*}
\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g(\mathrm{~d}) d s(\mathrm{~d}) & =\int_{\Omega} u_{\infty}(-\mathrm{d},-\hat{x}) g(\mathrm{~d}) d s(\mathrm{~d}) \\
& =\int_{\Omega} \frac{e^{i \pi / 4}}{\sqrt{8 \pi k}}\left\{\int_{\partial D}\left[u_{0}^{*}(y) \frac{\partial e^{-i k \mathrm{k} . y}}{\partial v}-e^{-i k \mathrm{~d} \cdot y} \frac{\partial u_{0}^{*}}{\partial v}(y)\right] d s(y)\right\} g(\mathrm{~d}) d s(\mathrm{~d}) \\
& =\frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} \int_{\partial D}\left[u_{0}^{*}(y) \frac{\partial U_{0, j}}{\partial v}(y)-\frac{\partial u_{0}^{*}}{\partial v}(y) U_{0, j}(y)\right] d s(y) \tag{91}
\end{align*}
$$

Since $U_{0, j} \approx u_{0, j}$ in $C^{1}(\bar{D})$, the integral on the right-hand of equation 91 become

$$
\int_{\partial D}\left[u_{0}^{*}(y) \frac{\partial U_{0, j}}{\partial v}(y)-\frac{\partial u_{0}^{*}}{\partial v}(y) U_{0, j}(y)\right] d s(y) \approx \int_{\partial D}\left[u_{0}^{*}(y) \frac{\partial u_{0, j}}{\partial v}(y)-\frac{\partial u_{0}^{*}}{\partial v}(y) u_{0, j}(y)\right] d s(y) .
$$

Applying the conditions 75-76 and then the conditions 8-9, respectively, the last equation is in the form below

$$
\begin{align*}
& \int_{\partial D}\left(u_{0}^{*}(y) \frac{\partial U_{0, j}}{\partial v}(y)-\frac{\partial u_{0}^{*}}{\partial v}(y) U_{0, j}(y)\right) d s(y) \approx \frac{1}{n_{0}} \int_{\partial D}\left[u^{*}(y) \frac{\partial u_{j}}{\partial v}(y)-\frac{\partial u^{*}}{\partial v}(y) u_{j}(y)\right] d s(y) \\
&-\int_{\partial D}\left[u_{0}^{*}(y) \frac{\partial \Phi_{0}}{\partial v}\left(y, y_{j}\right)-\frac{\partial u_{0}^{*}}{\partial v}(y) \Phi_{0}\left(y, y_{j}\right)\right] d s(y) \cdot \tag{92}
\end{align*}
$$

Let's apply the Divergens theorem to the first integral on the right hand of equation 92 . We get

$$
\begin{align*}
\frac{1}{n_{0}} \int_{\partial D}\left[u^{*}(y) \frac{\partial u_{j}}{\partial v}\right. & \left.(y)-\frac{\partial u^{*}}{\partial v}(y) u_{j}(y)\right] d s(y) \\
& =\int_{\partial D}\left[u(y,-\hat{x}) \frac{1}{n_{0}} \nabla u_{j}(y) v(y)-u_{j}(y) \frac{1}{n_{0}} \nabla u(y,-\hat{x}) v(y)\right] d s(y) \\
& =\int_{D}\left[\operatorname{div}\left[u(y,-\hat{x}) \frac{1}{n(y)} \nabla u_{j}(y)\right]-\operatorname{div}\left[u_{j}(y) \frac{1}{n(y)} \nabla u(y,-\hat{x})\right]\right] d y \\
& =\int_{D}\left[u(y,-\hat{x})\left(-k^{2} u_{j}(y)\right)-u_{j}(y)\left(-k^{2} u(y,-\hat{x})\right)\right] d y=0 \tag{93}
\end{align*}
$$

From the Helmholtz representation and the Green's formula, the last integral in the right-hand of equation 92 is

$$
\begin{equation*}
\int_{\partial D}\left[u_{0}(y,-\hat{x}) \frac{\partial \Phi_{0}}{\partial v}\left(y, y_{j}\right)-\frac{\partial u_{0}}{\partial v}(y,-\hat{x}) \Phi_{0}\left(y, y_{j}\right)\right] d s(y)=-u_{0}\left(y_{j},-\hat{x}\right)=e^{-i \hat{x} \cdot y_{j}} \tag{94}
\end{equation*}
$$

From the equations 93 and 94, the equation 92 is in the form below

$$
\begin{equation*}
\int_{\partial D}\left[u_{0}^{*}(y) \frac{\partial U_{0, j}}{\partial v}(y)-\frac{\partial u_{0}^{*}}{\partial v}(y) U_{0, j}(y)\right] d s(y) \approx e^{-i k \hat{x} \cdot y_{j}} \tag{95}
\end{equation*}
$$

When we write the equation 95 in the equation 91 , we get

$$
\int_{\Omega} u_{\infty}(\hat{x}, \mathrm{~d}) g(\mathrm{~d}) d s(\mathrm{~d}) \approx \frac{e^{i \pi / 4}}{\sqrt{8 \pi k}} e^{-i k \hat{x} \cdot y_{j}}
$$

Hence there is a function $g \in L^{2}(\Omega)$ that satisfies the equation 90 . We assume that $\left\|g\left(., y_{j}\right)\right\|_{L^{2}(\Omega)}$ is bounded as $j \rightarrow \infty$. Hence $\left\|U_{0, j}\right\|_{C^{1}(D)}$ is bounded. This implies that $\left\|u_{0, j}\right\|_{C^{1}(D)}$ is bounded as $j \rightarrow \infty$ . This result is contradict with the Theorem 4.2. Thus, the theorem is proved.
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## 1 Introduction

Although in the last decade the concept of residual relational systems is in the focus of many researchers (for example, [3, 4]), there are still not many research reports on such algebraic structures.

Definition 1.1. ([4], Definition 2.1) A residuated relational system is a structure $\mathfrak{A}=\langle A, \cdot, \rightarrow, 1, R\rangle$, where $\langle A, \cdot, \rightarrow, 1\rangle$ is an algebra of type $\langle 2,2,0\rangle$ and $R$ is a binary relation on $A$ and satisfying the following properties:
(1) $\langle A, \cdot, 1\rangle$ is a commutative monoid;
(2) $(\forall x \in A)((x, 1) \in R)$;
(3) $(\forall x, y, z \in A)((x \cdot y, z) \in R \Longleftrightarrow(x, y \rightarrow z) \in R)$.

They referred to the operation ${ }^{\prime} \cdot{ }^{\prime}$ as multiplication, to ${ }^{\prime} \rightarrow^{\prime}$ as its residuum and to condition (3) as residuation.

The concept of residual relational system ordered under a quasi-order relation can be found in Bonzio's dissertation [3] from 2015 and in one of his articles [4] from 2018 (done together with I. Chajda). In the forthcoming articles $[11,12]$ this author introduced and analyzed concepts of ideals and filters in such systems. In the aforementioned texts, authors observed the relational system $\langle A, \cdot, \rightarrow, 1, R\rangle$ where $R$ was a quasi-order relation.

In our article [9], we are developed this concept within the Bishop's constructive framework $[1,2,5,6,13]$. Observed and analyzed is residuated relational system with a set with apartness as the carrier of the algebraic construction, and additionally $R$ was a co-quasiorder relation on the set $A$. With this article, as a continuation of our article [9,10], we complements our researches on algebraic structures within Bishop's principled-philosophical orientation (see, for example [7, 8]).

The Constructive algebra abounds in specific behavior of algebraic structures determined on sets with apartness. Additionally, the ordered algebraic structures constructed on sets with apartness are also very interesting. Particularly, there is a possibility that an algebraic structure is ordered under a co-order (under a co-quasiorder) relation instead an order (or a quasi-order) relation.

In this article we continue our analysis of co-quasiordered residuated systems launched in [9] and [10]. Second, we continue to analyze the concept of co-filters in such systems and proved some new properties of this concept.

## 2 Preliminaries

### 2.1 The research framework

The setting of this research is the Bishop's constructive mathematics [Bish] in the seance of the following books [1], [2], [5], [6] and [13] - a mathematics based on the Intuitionistic logic [IL] (See [13]) and principled-philosophical orientation on Bishop's constructive mathematics.

Let $(S,=, \neq)$ be a constructive set in the sense of Bishop [1], Mines et all. [6], Troelstra and van Dalen [13]. On set $S=(S,=, \neq)$ in this mathematics we look as on a relational system with an one binary relation extensive with respect to the equality in the following sense

$$
=\circ \neq \subseteq \neq \text { and } \neq \circ=\subseteq \neq
$$

where ${ }^{\prime} \circ$ ' is the standard operation between relations. The relation $\neq$ is a binary relation on $S$ with the following properties:

$$
\begin{gathered}
\neg(x \neq x), x \neq y \Longrightarrow y \neq x, x \neq z \Longrightarrow x \neq y \vee y \neq z \\
x \neq y>y \neq x \Rightarrow z
\end{gathered}
$$

It is called apartness. Let $S$ and $T$ be two sets with apartness, then the relation $\neq$ on $S \times T$ is defined by

$$
(x, y) \neq(u, v) \Longleftrightarrow(x \neq u \vee y \neq v)
$$

for any $x, u \in S$ and any $y, v \in T$.
Let $Y$ be a subset of $S$ and $x \in S$. We put it the following notation $\triangleleft$ as a relation between an element $x$ and subset $Y$ with (For more details on this relation, the readers can see the following texts $[7,8])$

$$
x \triangleleft Y \quad \Longleftrightarrow \quad(\forall y \in Y)(x \neq y)
$$

Following the orientation in books [1], [2], [5] we define a subset

$$
Y^{\triangleleft}=\{x \in S: x \triangleleft Y\}
$$

of $S$ called the complement of $Y$ in $S$.
For subset $Y$ of $S$ we say that it is a strongly extensional subset if

$$
(\forall x, y \in S)(y \in Y \Longrightarrow x \neq y \vee x \in Y)
$$

For a relation $R$ on $S$ it is called a strongly extensional if

$$
(\forall x, y, z, u \in S)((x, y) \in R \Longrightarrow((x, y) \neq(z, u) \vee(z, u) \in R))
$$

holds. For example, for a mapping $f: S \longrightarrow T$ it is called a strongly extensional (shortly: se-mapping) if holds

$$
(\forall x, y \in S)(f(x) \neq f(y) \Longrightarrow x \neq y)
$$

### 2.2 Co-quasiorder relation

The constructive notion of a co-quasiorder relation is the dual notion to the classical notion of a quasi-order relation. Let $(S,=, \neq)$ be a set with apartness. A consistent and co-transitive relation $\nprec$ defined on $S$ is called a co-quasiorder ( $[7,8]$ ):

$$
\begin{aligned}
& (\forall c, y \in S)(x \nprec y \Longrightarrow x \neq y) \\
& (\forall x, y, z \in S)(x \nprec z \Longrightarrow(x \nprec y \vee y \nprec z)) \quad \text { (consistency) } \\
& (\text { co-transitivity }) .
\end{aligned}
$$

We accept that the empty set $\emptyset$ is also a co-quasiorder relation on set $S$. The strong complement $\nprec \triangleleft$ of a co-quasiorder $\nprec$ has the well known property.

Lemma 2.1. ([7], Lemma 2.2) If $\nprec$ is a co-quasiorder on $S$, then the relation $\nprec \triangleleft=\{(x, y) \in S \times S$ : $(x, y) \triangleleft \sigma\}$ is a quasi-order on $S$.

### 2.3 Co-quasiordered residuated systems

In our papers [9, 10], following the ideas of Bonzio [3] and Bonzio and Chajda [4], we introduced and analyzed the notion of residuated relational systems ordered under a co-quasiorder - a residuated relational systems $\mathfrak{A}=\langle A, \cdot, \rightarrow, 1, R\rangle$ where $R$ is a co-quasiorder relation on set $(A,=, \neq)$. In the article [9] we introduced and analyzed the concept of co-filters in such systems, and in the text [10] we introduced and analyzed the concept of co-ideals.

If $R$ is a co-quasiorder relation on set $(A,=, \neq)$, then the axiom (2) in Definition 1.1 gives $(1,1) \in$ $R \subseteq \neq$ which is a contradiction. That is why we transformed this axiom into the next formula
$\left(2^{\prime}\right)(\forall x \in A)(x \neq 1 \Longrightarrow(x, 1) \in R)$.
Let $(A,=, \neq)$ be a set with apartness. A co-quasiordered residuated system is a residuated relational system $\mathfrak{A}=\langle A, \cdot, \rightarrow, 1, R\rangle$, where the axiom (2') is replaced by (2) and where $R$ is a co-quasiorder on A.

Definition 2.1. ([9], Definition 2.1) A co-quasiordered residuated relational system is a structure $\mathfrak{A}=\langle A, \cdot, \rightarrow, 1, \nprec\rangle$, where $A=(A,=, \neq)$ is a set with apartness and where $\langle A, \cdot, \rightarrow, 1\rangle$ is an algebra of type $\langle 2,2,0\rangle$ and $\nprec$ is a co-quasiorder relation on $A$ and satisfying the following properties:
(1) $\langle A, \cdot, 1\rangle$ is a commutative monoid;
(2') $(\forall x \in A)(x \neq 1 \Longrightarrow x \nprec 1)$;
(3) $(\forall x, y, z \in A)(x \cdot y \nprec z \Longleftrightarrow x \nprec y \rightarrow z)$.

We will refer to the operation ${ }^{\prime} . '$ as multiplication, to ${ }^{\prime} \rightarrow^{\prime}$ as its residuum and to condition (3) as residuation.

Apart from the difference in the carrier of this constructed algebraic structure, the difference between the residuated relational system in our definition and the definition in texts [3, 4] is in the strong extensionality of the internal binary operations in $A$. Let us note that the internal operations ${ }^{\prime} .{ }^{\prime}$ and ${ }^{\prime} \rightarrow{ }^{\prime}$ are total strongly extensional function from $A \times A$ into $A$ :

$$
\begin{aligned}
& \left(\forall a, b, a^{\prime}, b^{\prime} \in A\right)\left(a \cdot b \neq a^{\prime} \cdot b^{\prime} \Longrightarrow(a, b) \neq\left(a^{\prime}, b^{\prime}\right)\right) \\
& \left(\forall a, b, a^{\prime}, b^{\prime} \in A\right)\left(a \rightarrow b \neq a^{\prime} \rightarrow b^{\prime} \Longrightarrow(a, b) \neq\left(a^{\prime}, b^{\prime}\right)\right) .
\end{aligned}
$$

Proposition 2.1. ([9], Proposition 2.3) Let $\mathfrak{A}$ be a co-quasiordered residuated relational system. Then

$$
(\forall x, y \in A)(x \nprec y \Longleftrightarrow 1 \neq x \rightarrow y)
$$

In the following theorem we shown that the co-quasiorder ${ }^{\prime} \nprec{ }^{\prime}$ is compatible with the internal operation ${ }^{\prime} .{ }^{\prime}$.

Theorem 2.1. ([9], Theorem 2.1) Let $\mathfrak{A}$ be a co-quasiordered residuated system. Then

$$
(\forall x, y, a, b \in A)((a \cdot x \nprec a \cdot y \vee x \cdot b \nprec y \cdot b) \Longrightarrow x \nprec y)
$$

In the following theorem we shown that the co-quasiorder ${ }^{\prime} \not{ }^{\prime}$ is left compatible and right anti-compatible with the internal operation ${ }^{\prime} \rightarrow{ }^{\prime}$.

Theorem 2.2. ([9], Theorem 2.2) Let $\mathfrak{A}$ be a co-quasiordered residuated system. Then
(a) $(\forall x, y, a \in A)(a \rightarrow x \nprec a \rightarrow y \Longrightarrow x \nprec y)$.
(b) $(\forall x, y, b \in A)(y \rightarrow b \nprec x \rightarrow b \Longrightarrow x \nprec y)$.

Speaking by the language of classical algebra, when we speak of the compatibility of the internal binary operations ${ }^{\prime} .{ }^{\prime}$ and ${ }^{\prime} \rightarrow$ ' with the relation ${ }^{\prime} \nprec$ ', we mean on the cancellativity of these operations with respect to ${ }^{\prime} \not{ }^{\prime}$ '。

The algebraic system ordered under co-quasiorder relation thus determined was in the focus of our forthcoming work [10], also.

## 3 Further developing the idea of co-filters

The following is valid
Lemma 3.1. Let $\langle A, \cdot \cdot \rightarrow, 1, \nprec\rangle$ be a co-quasiordere resuated system. The relation $\nprec^{\triangleleft}$ is a quasi-order on the monoid $(A, \cdot)$ compatible with the internal operation in $A$.
Proof. As is known (see, for example [7], Lemma 2.1), $\kappa^{\triangleleft}$ is a quasi-order relation on the set $A$. Let $x, y, a, u, v \in A$ be arbitrary elements such that $x \nprec \triangleleft y$ and $u \nprec v$. Then

$$
u \nprec a \cdot x \vee a \cdot x \nprec a \cdot y \vee a \cdot y \nprec u
$$

by co-transitivity of $\nprec$. Thus $u \neq a \cdot x \vee a \cdot y \neq v$ because the option $a \cdot x \nprec a \cdot y$ implies $x \nprec y$ by Theorem 2.1 and according to consistency of $\nprec$. So, we have $(a \cdot x, a \cdot y) \neq(u, v) \in \nprec$. This means $a \cdot x \nprec \triangleleft a \cdot y$. Therefore, the relation $\kappa^{\triangleleft}$ is left compatible with the internal operation in $A$.
The implication of $x \nprec^{\triangleleft} y \Longrightarrow x \cdot a \nprec^{\triangleleft} y \cdot a$ can be prove by analogy with the previous evidence.
Corollary 3.1. If $\nprec \cap \kappa^{-1}=\emptyset$, then
(4) $(\forall x \in A)\left(1 \nprec^{\triangleleft} x\right)$ and
(5) $(\forall x, y \in A)\left(x \nprec^{\triangleleft} x \cdot y\right.$ and $\left.y \nprec^{\triangleleft} x \cdot y\right)$.

Proof. Let $x, u, v \in A$ be arbitrary elements such that $u \nprec v$ and $x \neq 1$. Then $x \nprec 1$ by (2') and

$$
u \nprec v \Longrightarrow(u \nprec 1 \vee 1 \nprec x \vee x \nprec v) .
$$

Since the second option is impossible because $x \nprec 1$ and $\nprec \cap \kappa^{-1}=\emptyset$, we have $(1, x) \neq(u, v) \in \nprec$. So, it means $1 \not \kappa^{\triangleleft} x$.
Since $1 \not \kappa^{\triangleleft} x$ by the first evidence of this proof, it follows $1 \cdot y \not \kappa^{\triangleleft} x \cdot y$ by Lemma 3.1. So, $y \nprec \triangleleft x \cdot y$ holds. The claim $y \nprec^{\triangleleft} x \cdot y$ can prove by analogy to the previous claim.

It should be noted here that the condition $\nprec \cap \not^{-1}=\emptyset$ is not always satisfied. In what follows, we will always assume that this condition is fulfilled.

It is shown in [9], Proposition 2.1, that condition (3) implies condition
(6) $(\forall x, y z \in A)\left(x \cdot y \nprec^{\triangleleft} z \Longleftrightarrow x \nprec \triangleleft y \rightarrow z\right)$.

Naturally, the reverse implication does not valid in general case.
In our forthcoming article [10], Proposition 5, is proven.
Proposition 3.1. Classes $L_{\nless}(a)=\{y \in A: a \nprec y\}(a \in A)$ are strongly extensional subsets of $A$ such that $a \triangleleft L_{\not}(a), \quad 1 \in L_{\not}(a)$ and following formula is valid
(L) $(\forall u, v \in A)\left(v \in L_{\nless}(a) \Longrightarrow\left(u \nprec v \vee u \in L_{\nless}(a)\right)\right)$.

In addition, these left classes of the relation $\nprec$ have the following properties:
Proposition 3.2. Let $\langle A, \cdot, \rightarrow, 1, \nprec\rangle$ be a co-quasiordere resuated system with $\nprec \cap \not^{-1}=\emptyset$ and $a, b \in A$. Then
(7) $(\forall x, y \in A)\left(x \cdot y \in L_{\nless}(a) \Longrightarrow\left(x \in L_{\nless}(a) \wedge y \in L_{\nless}(a)\right)\right)$;
(8) $(\forall x, y \in A)\left(x \nprec y \Longrightarrow x \rightarrow y \in L_{\nless}(a)\right)$;
(9) $L_{\star}(a) \cup L_{\not}(b) \subseteq L_{\star}(a \cdot b)$.

Proof. (7) Let $x, y \in A$ be arbitrary elements such that $x \cdot y \in L_{\nless}(a)$. Then $a \nprec x \cdot y$. Thus $a \nprec x \vee x \nprec x \cdot y$ and $a \nprec y \vee y \nprec x \cdot y$ by co-transitivity of $\nprec$. Since the second option is impossible by (5), we have $x \in L_{\nless}(a)$ and $y \in L_{\nless}(a)$.
(8) Let $x, y \in A$ arbitrary elements such that $x \nprec y$. Then $x \nprec a \cdot x \vee a \cdot x \nprec y$ by co-transitivity of $\nprec$. Thus $a \cdot x \nprec y$ because the first option is impossible by (5). So, $a \nprec x \rightarrow y$ by (3). Therefore, $x \rightarrow y \in L_{\nless}(a)$.
(9) If $t \in L_{\nprec}(a)$, then $a \nprec t$. Thus $a \nprec a \cdot b \vee a \cdot b \nprec y$. So, we have $t \in L_{\nprec}(a \cdot b)$ by (5). From this follows $L_{\nprec}(a) \cup L_{\nprec}(b) \subseteq L_{\not}(a \cdot b)$ immediately.

Corollary 3.2. Let $\langle A, \cdot, \rightarrow, 1, \nprec\rangle$ be a co-quasiordere resuated system with $\nprec \cap \nprec^{-1}=\emptyset$ and $a \in A$. Then
(10) $(\forall x, y \in A)\left(y \in L_{\nless}(a) \Longrightarrow\left(x \rightarrow y \in L_{\nless}(a) \vee x \in L_{\nless}(a)\right)\right)$.

Proof. Let $x, y \in A$ be arbitrary elements such that $y \in L_{\nless}(a)$. Then $x \nprec y \vee x \in L_{\nless}(a)$ by (L). Thus $x \rightarrow y \in L_{\nless}(a) \vee x \in L_{\nless}(a)$ by (8).

In the article [9], we have developed the idea of co-filters in these algebraic systems. In addition, we have shown some of the significant features of these substructures in a residuated relational system ordered under a co-quasiorder.

Definition 3.1. ([9], Definition 2.2) A subset $G$ of $A$ is a co-filter of a residuated system $\mathfrak{A}$ ordered under a co-quasiorder $\nprec$ if the following conditions hold
(G1) $(\forall x, y \in A)(x \cdot y \in G \Longrightarrow x \in G \vee y \in G)$;
(G2) $(\forall x, y \in A)(y \in G \Longrightarrow(x \nprec y \vee x \in G)$.
Condition (G1) speaks that a co-filter $G$ is a co-subgroupoid in $(A, \cdot)$.
Lemma 3.2. ([9]) Any co-filter $G$ of a co-quasiordered residuated system $\mathfrak{A}$ is a strongly extensional subset in $A$.

Our first theorem correlate condition (G2) to condition (G1).
Theorem 3.1. Let $\mathfrak{A}$ be a co-quasiordered residuated system and $G$ be a co-filter in $\mathfrak{A}$. Then $(G 2) \Longrightarrow(G 1)$.
Proof. Let $x, y \in A$ be arbitrary elements such that $x \cdot y \in G$. Then $x \nprec x \cdot y \vee x \in G$ by (G2). Since the first option is impossible by (5), we have $x \in G$. The second part $x \cdot y \in G \Longrightarrow y \in G$ of the proof of this theorem can be obtained analogously to the first part.

Corollary 3.3. Any co-filter $G$ of a co-quasiordered residuated system $\mathfrak{A}=\langle A, \cdot, 1, \rightarrow, \nprec\rangle$ is a consistent subset in $A$.

Corollary 3.4. If $G$ is a non empty co-filter in a co-quasiordered residuated system $\mathfrak{A}$, then $1 \in G$.
Theorem 3.2. Let $A$ be a co-quasiordered residuated system and $G$ be a subset of $A$. Then the condition (G2) is equivalent to the condition
(G3) $(\forall x, y, z \in A)(z \in G \Longrightarrow(x \nprec y \rightarrow z \vee x \cdot y \in G))$.
Proof. $(G 2) \Longrightarrow(G 3)$ : Suppose (G2) holds and let $x, y, z \in A$ be arbitrary element such that $z \in G$. Then $z \in G \Longrightarrow(x \cdot y \nprec z \vee x \cdot y \in G)$. Thus $x \nprec y \rightarrow z \vee x \cdot y \in G$ by (3). So, the condition (G3) is proven.
$(G 3) \Longrightarrow(G 2)$. Opposite, let the condition (G3) be a valid formula in $\mathfrak{A}$ and let $x, y \in A$ be arbitrary elements such that $y \in G$. Then $y \in G \Longrightarrow(x \nprec 1 \rightarrow y \vee x \cdot 1 \in G$ by (G3) where we put $z=1$. Thus $y \in G \Longrightarrow(x \nprec y \vee x \in G)$ by (1) and (3). So, the condition (G2) is a valid formula in $\mathfrak{A}$.

Subsets $L_{\nprec}(a)(a \in A)$ are co-filters in a residuated relational system $\mathfrak{A}$ ordered under a coquasiorder $\nprec$ according to $(\mathrm{L})$ and $(7)$, Therefore, the family $\mathfrak{G}(A)$ of all co-filters in $\mathfrak{A}$ is not empty.

Theorem 3.3. The family $\mathfrak{G}(A)$ of all co-filters of a co-quasiordered residuated system $\mathfrak{A}$ forms a complete lattice.
Proof. (i) Let $x, y \in A$ be arbitrary elements. Thus

$$
\begin{aligned}
y \in \bigcup \mathfrak{G} & \Longleftrightarrow(\exists G \in \mathfrak{G})(y \in G) \\
& \Longleftrightarrow(\exists G \in \mathfrak{G})(x \nprec y \vee x \in G) \\
& \Longrightarrow x \nprec y \vee x \in \bigcup \mathfrak{G} .
\end{aligned}
$$

(ii) Let $\mathfrak{B}$ be the families of all co-ideals contained in $\bigcap \mathfrak{G}$. Then $\bigcup \mathfrak{B}$ is the maximal co-filter contained in $\bigcap \mathfrak{G}$, according to the first part of this evidence.
(iii) If we put $\sqcup \mathfrak{G}=\bigcup \mathfrak{G}$ and $\sqcap \mathfrak{G}=\bigcup \mathfrak{B}$, then $(\mathfrak{G}(A), \sqcup, \sqcap)$ is a complete lattice.

Corollary 3.5. For each subset $B$ of $A$, there is the maximal co-filter of $\mathfrak{A}$ contained in $B$.
Corollary 3.6. For elements $a_{1}, \ldots, a_{n} \in A$, there is the maximal co-filter $K$ of $\mathfrak{A}$ such that $a_{1} \triangleleft K$, ..., $a_{n} \triangleleft K$.

If $T$ is a subset of $A$, then $\bigcup_{t \in T} L_{\not}(t)$ is a co-filter in $\mathfrak{A}$, by Theorem 3.3. We call such a co-filter a normal co-filter. We will write $T^{U}=\bigcup_{t \in T} L_{\nprec}(t)$ in this case.

Proposition 3.3. Let $\mathfrak{A}$ be a co-quasiordered residuated system. Then the union of any family of normal co-filters in $\mathfrak{A}$ is a normal co-filter in $\mathfrak{A}$.

Proof. The assertion of this proposition is a direct consequence of the following equality $\left(\bigcup_{i \in I} T_{i}\right)^{U}=$ $\bigcup_{i \in I} T_{i}^{U}$.

Corollary 3.7. The family of all normal co-filters in $\mathfrak{A}$ forms join semi-lattice.
However, the intersection of two normal co-filters is not a co-filter in the general case.
In the following proposition we give one upper measure for a non-empty co-filter.
Proposition 3.4. For any non empty co-filter $G$ in a co-quasiordered residuated system $\mathfrak{A}$ the following $G \subseteq \bigcup_{a \triangleleft G} L_{\nprec}(a)$ holds.

Proof. Let $a \in A$ be an arbitrary element such that $a \triangleleft G$. Then from $t \in G$ follows $a \nprec t \vee a \in G$ by (G2). Since the second option is impossible by hypothesis, we have $t \in L_{\nprec}(a)$. Thus $G \subseteq \bigcup_{a \triangleleft G} L_{\nprec}(a)$.

In order to offer one lower measure of a co-filter in a co-quasiprdered residuated system $\mathfrak{A}$, we need the notion of right class $R_{\nless}(b)$ of relation $\nprec$ generated by the element $b \in A: R(b)=\{x \in A: x \nprec b\}$.

Proposition 3.5. For any non empty co-filter $G$ in a co-quasiordered residuated system $\mathfrak{A}$ the following $\bigcup_{b \in G} R(b)^{\triangleleft} \subseteq G$ holds.

Proof. Let $t \in A$ be an arbitrary element such that $t \in \bigcup_{b \in G} R(b)^{\triangleleft}$. Then there exists an element $b \in G$ such that $t \triangleleft R(b)$. Thus from (G2): $b \in G \Longrightarrow(t \nprec b \vee y \in G)$ follows $t \in G$ because $\neg(t \nprec b)$ by the hypothesis. Therefore, we have $\bigcup_{b \in G} R(b)^{\triangleleft} \subseteq G$.

## 4 Final reflection

Bishop's constructive mathematics includes the following two aspects:
(1) The Intuitionistic logic and
(2) The principled-philosophical orientations of constructivism.

Intuitionistic logic does not accept the TND principle as an axiom. In addition, Intuitionistic logic does not accept the validity of the 'double negation' principle. This makes it possible to have a difference relation in sets which is not a negation of the equality relation. Therefore, we accept that in Bishop's constructive mathematics we consider set $S$ as one relational system $(S,=, \neq)$. In Bishop's constructive algebra we always encounter the following two problems:
(a) How to choose a predicate (or more predicates) between several classically equivalent ones by which an algebraic concept is determined.
(b) Since every predicate has at least one of its duals, how to construct a dual of the algebraic concept defined with a given predicate(s).

In this case, we are faced with the problem of describing a residuated relational system based on a set with apartness as the carrier for constructing an algebraic structure. By our orientation that in this construction, groupoid $(A, \cdot)$ is ordered under a a co-quasiorder relation instead of a quasi-order relation, a significantly different logical-sets framework is formed. In addition to the above, in this report we have described some of the important features of a class of substructures (in this case - the class of co-filers) in residuated relational systems constructed on sets with apartness in which both internal binary operations are strongly extensional functions.

The problem encountered by authors working within Bishop's constructive framework is that when developing concepts of new ideas and defining their interrelationships with respect to the permissible rules of conclusion in [IL], they must always strive for the results obtained to be correlated with the corresponding results that exist or can be obtained in the classical case.
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#### Abstract

The main purpose of this paper is to investigate ordered $\Gamma$-semihypergroups in the general terms of ordered $\Gamma$-hyperideals. We introduce ordered (generalized) ( $m, n$ )- $\Gamma$-hyperideals in ordered $\Gamma$ semihypergroups. Then, we characterize ordered $\Gamma$-semihypergroup by ordered (generalized) ( 0,2 )- $\Gamma$ hyperideals, ordered (generalized) ( 1,2 )- $\Gamma$-hyperideals and ordered (generalized) 0-minimal ( 0,2 ) $-\Gamma$ hyperideals. Furthermore, we investigate the notion of ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideals, ordered $0-(0,2)$ bisimple ordered $\Gamma$-semihypergroups and ordered 0 -minimal (generalized) ( 0,2 )-bi- $\Gamma$ hyperideals in ordered $\Gamma$-semihyperoups. It is proved that an ordered $\Gamma$-semihypergroup $S$ with a zero 0 is $0-(0,2)$-bisimple if and only if it is left 0 -simple.
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## 1 Introduction

The theory of ( $m, n$ )-ideal in semigroups was given by Lajos [44] as a generalization of left(resp. right) ideals in semigroups. Thereafter, the notion of generalized bi-ideal [(or generalized (1,1)-ideal] was introduced in semigroups also by Lajos [43] as a generalization of bi-ideals in semigroups. Then, various authors investigated these concepts [1], [2], [19], [27], [28], [29], [30], [31]. Akram, Yaqoob and Khan studied $(m, n)$-hyperideals in LA-semihypergroups [25]. Hila et al. [23], [47] investigated quasi-hyperideals and bi-hyperideals in semihypergroups.

The concept of hyperstructure was given by Marty [20], at the 8th Congress of Scandinavian Mathematics. He formulated hypergroups and began to derive its properties and results. Now, the notion of algebraic hyperstructures has become a highly fruitful branch in algebraic theory and it has wide applications in various branches of mathematics and applied science. For detailed review of the notion of hyperstructures, readers are referred to [8], [13], [18], [23], [33], [35], [37], [38], [39], [40], [42].

Recently, Basar et al. studied different aspects of ideal theoretic results in ordered semihypergroups [3], [4], [5], [6], [7] [41].

Later on, many algebraists have developed semihypergroups as the simplest algebraic hyperstructures with closure and associative properties. Semihypergroups (hypergroups) have been found useful for dealing with problems in different domains of algebraic hyperstructures. Many mathematicians studied various aspects of semihypergroups (hypergroups), for instance, Kondo and Lekkoksung [26], Bonansinga and Corsini [35], Leoreanu [49], Davvaz [8], Pibaljommee and Davvaz [9], Davvaz [10], [11], Freni [14], and Salvo [32]. The applications of semihypergroups (hypergroups) to areas such as graph theory, optimization theory, theory of discrete event dynamical systems, automata theory, generalized fuzzy computation, formal language theory, coding theory and analysis of computer programs have been extensively studied in the literature [12].

Then connection between hyperstructures and ordered sets has been investigated by many researchers. Heidari and Davvaz [15], [18] studied ordered hyperstructures. One main aspect of this theory, known as El-hyperstructures, was studied by Chvalina and Novak [21], [34]. Conard studied ordered semigroups [36]. The concept of ordered semihypergroups was studied in [9], [22], [47], [48]. Heideri et al. [16], [17], [45], [46] studied $\Gamma$-semihypergroups. We assume that the reader is familiar with some terminology in theory of semihypergroup and other related notions. What follows now are some definitions and preliminaries in the theory of $\Gamma$-semihypergroups that we need for formulation and proof of our main results.

Let $H$ be a nonempty set, then the mapping $\circ: H \times H \rightarrow H$ is called hyperoperation or join operation on $H$, where $P^{\star}(H)=P(H) \backslash\{0\}$ is the set of all nonempty subsets of $H$. Let $A$ and $B$ be two nonempty sets. Then a hypergroupoid ( $S, \circ$ ) is called a $\Gamma$-semihypergroups if for every $x, y, z \in S$ and $\alpha, \beta \in \Gamma$,

$$
x \circ \alpha \circ(y \circ \beta \circ z)=(x \circ \alpha \circ y) \circ \beta \circ z,
$$

i.e.,

$$
\bigcup_{u \in y \circ \alpha \circ z} x \circ \alpha \circ u=\bigcup_{v \in x \circ \alpha \circ y} v \circ \beta \circ z
$$

A $\Gamma$-semihypergroup ( $S, \circ$ ) together with a partial order $" \leq "$ on $S$ that is compatible with $\Gamma$ semihypergroup operation such that for all $x, y, z \in S$, we have

$$
x \leq y \Rightarrow z \circ \alpha \circ x \leq z \circ \beta \circ y \text { and } \mathrm{x} \circ \alpha \circ \mathrm{z} \leq \mathrm{y} \circ \beta \circ \mathrm{z},
$$

ia called an ordered $\Gamma$-semihypergroup. For subsets $A, B$ of an ordered $\Gamma$-semihypergroup $S$, the product set $A \circ \Gamma \circ B$ of the pair $(A, B)$ relative to $S$ is defined as below:

$$
A \circ \Gamma \circ B=\{a \circ \gamma \circ b: a \in A, b \in B, \gamma \in \Gamma\}
$$

and for $A \subseteq S$, the product set $A \circ \Gamma \circ A$ relative to $S$ is defined as $A^{2}=A \circ \Gamma \circ A$.
For $M \subseteq S,(M]=\{s \in S \mid s \leq m$ for some $m \in M\}$. Also, we write $(s]$ instead of $(\{s\}]$ for $s \in S$.
Let $A \subseteq S$. Then, for a non-negative integer $m$, the power of $A$ is defined by $A^{m}=A \circ \Gamma \circ A \circ \Gamma \circ A \circ$ $\Gamma \circ A \cdots$, where $A$ occurs $m$ times. Note that the power vanishes if $m=0$. So, $A^{0} \circ \Gamma \circ S=S=S \circ \Gamma \circ A^{0}$.

In what follows we denote ordered $\Gamma$-semihypergroup $(S, \circ, \Gamma, \leq)$ by $S$ unless otherwise specified.
Suppose $S$ is an ordered $\Gamma$-semihypergroup and $I$ is a nonempty subset of $S$. Then, $I$ is called an ordered right (resp. left) $\Gamma$-hyperideal of $S$ if
(i) $I \circ \Gamma \circ S \subseteq I(r e s p . S \circ \Gamma \circ I \subseteq I)$,
(ii) $a \in I, b \leq a$ for $b \in S \Rightarrow b \in I$.

Equivalent Definition:
(i) $I \circ \Gamma \circ S \subseteq I$ (resp. $S \circ \Gamma \circ I \subseteq I$ ).
(ii) $(I]=I$.

An ordered $\Gamma$-hyperideal $I$ of $S$ is both a right and a left ordered $\Gamma$-hyperideal of an ordered $\Gamma$ semihypergroup $S$. A right, left or (two-sided) ordered $\Gamma$-hyperideal $I$ of $S$ is called proper if $I \neq S$.

Definition 1.1: Let $S$ be a $\Gamma$-semihypergroup and $A$ be a nonempty subset of $S$, then $A$ is called a generalized $(m, n)$ - $\Gamma$-hyperideal of $S$ if $A^{m} \Gamma S \Gamma A^{n} \subseteq A$, where $m, n$ are arbitrary non-negative integers. Notice that if $A$ is a sub- $\Gamma$-semihypergroup of $S$, then $A$ is called an ( $m, n$ )-Г-hyperideal of $S$.

Definition 1.2. Suppose $A$ is a sub- $\Gamma$-semihypergroup (resp. nonempty subset) of an ordered $\Gamma$-semihypergroup $S$. Then, $A$ is called an (resp. generalized) ( $m, n$ )-Г-hyperideal of $S$ if (i) $A^{m} \circ \Gamma \circ$ $S \circ \Gamma \circ A^{n} \subseteq A$, and (ii) for $b \in A, s \in S, s \leq b \Rightarrow s \in A$.

Observe that in the above Definition 1.2., if we put $m=n=1$, then $A$ is called an ordered (generalized) bi- $\Gamma$-hyperideal of $S$. Furthermore, if $m=0$ and $n=2$, then we find an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$. In a similar manner, we can derive an ordered (generalized) $(1,2)$ - $\Gamma$-hyperideal and an ordered (generalized) ( 2,1 )-Г-hyperideal of $S$.

Let $(S, \circ, \Gamma, \leq)$ be an ordered $\Gamma$-semihypergroup and $A, B$ be nonempty subsets of $S$, then we easily have the following:
(i) $A \subseteq(A]$;
(ii) If $A \subseteq B$, then $(A] \subseteq(B]$;
(iii) $(A] \circ \Gamma \circ(B] \subseteq(A \circ \Gamma \circ B]$;
(iv) $(A]=((A]]$;
(v) $((A] \circ \Gamma \circ(B]]=(A \circ \Gamma \circ B]$;
(vi) For every left (resp. right) ordered $\Gamma$-hyperideal $T$ of $S,(T]=T$.

If $A$ is a nonempty subset of $S,\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right]$ is an ordered (generalized) bi- $\Gamma$-hyperideal of $S$, we depict the proof of it as follows:

$$
\begin{aligned}
\left(\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right]\right] & =\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \text { and }\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \circ \Gamma \circ S \circ \Gamma \circ \\
& \left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& =\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \circ \Gamma \circ \\
& (S] \circ \Gamma \circ\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A^{2} \circ \Gamma \circ S \circ \Gamma \circ A^{2} \cup A^{2} \circ\right. \\
& \Gamma \circ S \circ \Gamma \circ A \circ \Gamma \circ S \circ \Gamma \circ A^{2} \cup A \circ \\
& \Gamma \circ S \circ \Gamma \circ A^{2} \circ \Gamma \circ S \circ \Gamma \\
& \circ A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2} \circ \Gamma \\
& \left.\circ S \circ \Gamma \circ A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] .
\end{aligned}
$$

## 2 Main Results

In the current section, we now study ideal theory in ordered $\Gamma$-semihypergroups. We obtain many equivalent conditions based on ordered $\Gamma$-hyperideal, ordered ( 0,2 )- $\Gamma$-hyperideal, ordered bi- $\Gamma$-hyperideal. We begin with the following:

Lemma 2.1: The following assertions are equivalent for a subset $A$ of an ordered $\Gamma$-semihypergroup $S:$
(i) $A$ is an ordered (generalized) $(0,2)$ - $\Gamma$-hyperideal of $S$;
(ii) $A$ is an ordered left $\Gamma$-hyperideal of some ordered left $\Gamma$-hyperideal of $S$.

Proof. $(i) \Rightarrow(i i)$. Suppose $A$ is an ordered (generalized) $(0,2)$ - $\Gamma$-hyperideal of an ordered $\Gamma$ semihypergroup $S$. Then, we obtain the following:

$$
\begin{aligned}
(A \cup S \circ \Gamma \circ A] \circ \Gamma \circ A & =\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A] \\
& =A,
\end{aligned}
$$

and

$$
((A]=(A]
$$

therefore, $A$ is an ordered left $\Gamma$-hyperideal of ordered left $\Gamma$-hyperideal $(A \cup S \circ \Gamma \circ A]$ of $S$. $(i i) \Rightarrow(i)$. Suppose $L$ is an ordered left $\Gamma$-hyperideal of $S$ and $B$ is an ordered left $\Gamma$-hyperideal of $L$. Then, we have

$$
\begin{aligned}
S \circ \Gamma \circ A^{2} & \subseteq S \circ \Gamma \circ L \circ \Gamma \circ \Gamma \circ A \\
& \subseteq L \circ \Gamma \circ A \\
& \subseteq A
\end{aligned}
$$

Suppose $b \in A$ and $s \in S$ are such that $s \leq b$. As $b \in L$, we get $s \in L$ and so $s \in A$. Hence, $A$ is an ordered (generalized) $(0,2)$ - $\Gamma$-hyperideal of $S$.

Theorem 2.2. Let $A$ be a subset of an ordered $\Gamma$-semihypergroup $S$. Then the following results are equivalent:
(i) $A$ is an ordered (generalized) $(1,2)-\Gamma$-hyperideal of $S$;
(ii) $A$ is an ordered left $\Gamma$-hyperideal of some ordered (generalized) bi- $\Gamma$-hyperideal of $S$;
(iii) $A$ is an ordered (generalized) bi- $\Gamma$-hyperideal of some left ordered $\Gamma$-hyperideal of $S$;
(iv) $A$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of some ordered right $\Gamma$-hyperideal of $S$;
(v) $A$ is an ordered right- $\Gamma$-hyperideal of some ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$.

Proof. $(i) \Rightarrow(i i)$. Suppose $A$ is an ordered (generalized) $(1,2)$ - $\Gamma$-hyperideal of $S$. This means $A$ is a sub- $\Gamma$-semihypergroup (nonempty subset) of $S$ and $A \circ \Gamma \circ S \circ \Gamma \circ A^{2} \subseteq A$. Therefore,

$$
\begin{aligned}
\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \circ \Gamma \circ A & =\left(B^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \circ \Gamma \circ(A] \\
& \subseteq\left(A^{3} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{3}\right] \\
& \subseteq\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A]=A
\end{aligned}
$$

Clearly, if $b \in A, s \in\left(S^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right]$ so that $s \leq b$ then, $s \in A$. Hence, $A$ is an ordered left $\Gamma$-hyperideal of ordered (generalized) bi- $\Gamma$-hyperideal $\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right.$ ] of $S$.
$(i i) \Rightarrow($ iii $)$. Suppose $A$ is an ordered left $\Gamma$-hyperideal of some ordered (generalized) bi- $\Gamma$-hyperideal $B$ of $S$. Recall that $(A \cup S \circ \Gamma \circ A]$ is an ordered left $\Gamma$-hyperideal of $S$. According to our hypothesis,

$$
\begin{aligned}
A \circ(A \cup S \circ \Gamma \circ A] \circ B & \subseteq(A] \circ \Gamma \circ(A \cup S \circ \Gamma \circ A] \circ \Gamma \circ(A] \\
& \subseteq\left(A^{3} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A \cup A \circ \Gamma \circ S \circ \Gamma \circ A \circ \Gamma \circ A] \\
& \subseteq(A \cup A \circ \Gamma \circ A] \\
& \subseteq(A] \\
& =A
\end{aligned}
$$

Suppose $b \in A, s \in(A \cup S \circ \Gamma \circ A]$ such that $s \leq b$. As, $b \in A, b \in B$. So, $s \in B$ and therefore, $s \in A$. Hence, $A$ is an ordered (generalized) bi- $\Gamma$-hyperideal of left ordered hyperideal $(A \cup S \circ \Gamma \circ A]$ of $S$.
$(i i i) \Rightarrow(i v)$. Suppose $A$ is an ordered (generalized) bi- $\Gamma$-hyperideal of some left ordered $\Gamma$ hyperideal $L$ of $S$. This implies that $B \subseteq L, A \circ \Gamma \circ L^{1} \circ \Gamma \circ B \subseteq A$ and $S \circ \Gamma \circ L \subseteq L$. Therefore,

$$
\begin{aligned}
(A \cup A \circ \Gamma \circ S] \circ \Gamma \circ A^{2} & \subseteq(A \cup A \circ \Gamma \circ S] \circ\left(A^{2}\right] \\
& \subseteq\left(A^{3} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A \cup A \circ \Gamma \circ S \circ L \circ \Gamma \circ A] \\
& \subseteq(A \cup A \circ \Gamma \circ L \circ \Gamma \circ A] \\
& \subseteq(A]=A
\end{aligned}
$$

Furthermore, suppose that $b \in A, s \in(A \cup A \circ \Gamma \circ S]$ such that $s \leq b$, so $b \in L$. Then, $s \in L$, therefore, $s \in A$. Hence, $A$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of the ordered right $\Gamma$-hyperideal $(A \cup A \circ \Gamma \circ S]$ of $S$.
$(i v) \Rightarrow(v)$. Suppose $A$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of some ordered right $\Gamma$ hyperideal $R$ of $S$. This implies that $A \subseteq R, R \circ \Gamma \circ A^{2} \subseteq A$ and $R \circ \Gamma \circ S \subseteq R$. Then,

$$
\begin{aligned}
A \circ \Gamma \circ\left(A \cup S \circ \Gamma \circ A^{2}\right] & \subseteq(A] \circ \Gamma \circ\left(A \cup S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A \cup R \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A \cup R \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A]=A .
\end{aligned}
$$

Let $b \in A, s \in\left(A \cup S \circ \Gamma \circ A^{2}\right]$ such that $s \leq b$. Then, $b \in R$, so $s \in R$, thus $s \in B$. Hence, $B$ is an ordered right $\Gamma$-hyperideal of the (generalized) $(0,2)$ - $\Gamma$-hyperideal $\left(B \cup S \circ \Gamma \circ B^{2}\right]$ of $S$.
$(v) \Rightarrow(i)$. Suppose $A$ is an ordered right $\Gamma$-hyperideal of an ordered (generalized) ( 0,2 )- $\Gamma$ hyperideal $R$ of $S$. This further shows that $A \subseteq R, A \circ \Gamma \circ R \subseteq A$ and $S \circ \Gamma \circ R^{2} \subseteq R$. Then, we have the following:

$$
\begin{aligned}
A \circ S \circ \Gamma \circ A^{2} & \subseteq A \circ \Gamma \circ S \circ \Gamma \circ R^{2} \\
& \subseteq A \circ R \\
& \subseteq A
\end{aligned}
$$

Suppose $b \in A, s \in S$ such that $s \leq b$. Since $b \in R$, so $s \in B$. Therefore, $A$ is an ordered (generalized) (1,2)- $\Gamma$-hyperideal of $S$. Hence, $A$ is an ordered (generalized) bi- $\Gamma$-hyperideal of $S$.

Lemma 2.3. A sub- $\Gamma$-semihypergroup (nonempty subset) $A$ of an ordered $\Gamma$-semihypergroup $S$ such that $A=(A]$ is an ordered (generalized) (1,2)- $\Gamma$-hyperideal of $S$ if and only if there exists an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal $L$ of $S$ and an ordered right $\Gamma$-hyperideal $R$ of $S$ so that $R \circ \Gamma \circ L^{2} \subseteq A \subseteq R \cap L$.

Proof. Suppose $A$ is an ordered (generalized) (1,2)-Г-hyperideal of $S$. We know that $\left(A \cup S \circ \Gamma \circ A^{2}\right]$ and $(A \cup A \circ \Gamma \circ S]$ are an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal and an ordered right $\Gamma$-hyperideal of $S$, respectively. Furthermore, assume $L=\left(A \cup S \circ \Gamma \circ A^{2}\right]$ and $R=(A \cup A \circ \Gamma \circ S]$. Then, we have the following:

$$
\begin{aligned}
R \circ \Gamma \circ L^{2} & \subseteq\left(A^{3} \cup A^{2} \circ \Gamma \circ S \circ \Gamma \circ A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2} \cup A \circ \Gamma \circ S \circ \Gamma \circ A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(A^{3} \cup A \circ \Gamma \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A]=A .
\end{aligned}
$$

Hence, $R \subseteq R \cap L$.
Conversely, suppose $R$ is an ordered right $\Gamma$-hyperideal of $S$ and $L$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$ so that $R \circ \Gamma \circ L^{2} \subseteq A \subseteq R \cap L$. Then, we have the following:

$$
\begin{aligned}
A \circ \Gamma \circ S \circ \Gamma \circ A^{2} & \subseteq(R \cap L) \circ \Gamma \circ \Gamma \circ S \circ \Gamma \circ(R \cap L) \circ \Gamma \circ \Gamma \circ(R \cap L) \\
& \subseteq R \circ \Gamma \circ S \circ \Gamma \circ L^{2} \\
& \subseteq R \circ \Gamma \circ L^{2} \\
& \subseteq A .
\end{aligned}
$$

Hence, $A$ is an ordered (generalized) $(1,2)$-Г-hyperideal of $S$.
Definition 2.4. An ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal $B$ of $S$ is called 0-minimal if $B \neq\{0\},\{0\}$ is the only ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$ properly contained in $B$.

Lemma 2.5. Suppose $L$ is an ordered 0 -minimal left $\Gamma$-hyperideal of an ordered $\Gamma$-semihypergroup $S$ with 0 and $I$ is a sub- $\Gamma$-semihypergroup (nonempty subset) of $L$ such that $I=(I]$. Then, $I$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$ contained in $L$ if and only if $(I \circ \Gamma \circ I]=\{0\}$ or $I=L$.

Proof. Suppose $I$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$ contained in $L$. As $\left(S \circ \Gamma \circ I^{2}\right]$ is an ordered left $\Gamma$-hyperideal of $S$ and $\left(S \circ \Gamma \circ I^{2}\right] \subseteq I \subseteq L$, we obtain the following: $\left(S \circ \Gamma \circ I^{2}\right]=\{0\}$ or $\left(S \circ \Gamma \circ I^{2}\right]=\{L\}$.
If $\left(S \circ \Gamma \circ I^{2}\right]=L$, then $L=\left(S \circ \Gamma \circ I^{2}\right] \subseteq(I]$. So, $I=L$. Suppose $\left(S \circ I^{2}\right]=\{0\}$. As $S \circ\left(I^{2}\right] \subseteq$ $\left(S \circ \Gamma \circ I^{2}\right]=\{0\} \subseteq\left(I^{2}\right]$, then $\left(I^{2}\right]$ is an ordered left $\Gamma$-hyperideal of $S$ contained in $L$. By the minimality of $L$, we obtain $\left(I^{2}\right]=\{0\}$ or $\left(I^{2}\right]=L$. If $\left(I^{2}\right]=L$, then $I=L$. Therefore, $I^{2}=\{0\}$ or $I=L$.
The converse part is straightforward.
Lemma 2.6. Suppose $M$ is an ordered 0 -minimal (generalized) ( 0,2 )- $\Gamma$-hyperideal of an ordered $\Gamma$-semihypergroup $S$ with a zero 0 . Then $\left(M^{2}\right]=\{0\}$ or $M$ is an ordered 0 -minimal left $\Gamma$-hyperideal of $S$.

Proof. Since $M^{2} \subseteq M$ and

$$
\begin{aligned}
S \circ \Gamma \circ\left(M^{2}\right]^{2} & =S \circ \Gamma \circ\left(M^{2}\right] \circ \Gamma \circ\left(M^{2}\right] \\
& \subseteq\left(S \circ \Gamma \circ M^{2}\right] \circ \Gamma \circ\left(M^{2}\right] \\
& \subseteq(M] \circ \Gamma \circ\left(M^{2}\right] \\
& \subseteq\left(M^{2}\right] .
\end{aligned}
$$

Then, we obtain $\left(M^{2}\right]$ is an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$ contained in $M$. Therefore, $\left(M^{2}\right]=\{0\}$ or $\left(M^{2}\right]=M$. Suppose $\left(M^{2}\right]=M$. Since

$$
\begin{aligned}
S \circ M & =S \circ \Gamma \circ\left(M^{2}\right] \\
& \subseteq\left(S \circ \Gamma \circ M^{2}\right] \\
& \subseteq(M]=M .
\end{aligned}
$$

It follows that $M$ is an ordered left $\Gamma$-hyperideal of $S$. Suppose $B$ is an ordered left $\Gamma$-hyperideal of $S$ contained in $M$. Therefore,

$$
\begin{aligned}
S \circ \Gamma \circ B^{2} & \subseteq B^{2} \\
& \subseteq B \\
& \subseteq M
\end{aligned}
$$

Hence, $B$ is an ordered (generalized) $(0,2)$ - $\Gamma$-hyperideal of $S$ contained in $M$ and so, $B=\{0\}$ or $B=M$.

Corollary 2.7 Suppose $S$ is an ordered $\Gamma$-semihypergroup without a zero 0 . Then, $M$ is an ordered minimal (generalized) $(0,2)$ - $\Gamma$-hyperideal of $S$ if and only if $M$ is an ordered minimal left $\Gamma$-hyperideal of $S$.

Proof. It follows by Lemma 2.5 and Lemma 2.6.
Lemma 2.8. Suppose $S$ is an ordered $\Gamma$-semihypergroup without a zero 0 . Further, suppose that $M$ is a nonempty subset of $S$. Then, the following results are equivalent:
(i) $M$ is an ordered (generalized) minimal $(2,1)$ - $\Gamma$-hyperideal of $S$;
(ii) $M$ is an ordered (generalized) minimal bi- $\Gamma$-hyperideal of $S$.

Proof. Suppose $S$ is an ordered $\Gamma$-semihypergroup without zero and $M$ is an ordered minimal (generalized) $(2,1)-\Gamma$-hyperideal of $S$. Then, $\left(M^{2} \circ \Gamma \circ S \circ \Gamma \circ M\right] \subseteq M$ and so $\left(M^{2} \circ \Gamma \circ S \circ \Gamma \circ M\right]$ is an ordered (generalized) (2,1)- $\Gamma$-hyperideal of $S$. Therefore, we obtain $\left(M^{2} \circ \Gamma \circ S \circ \Gamma \circ M\right]=M$. As

$$
\begin{aligned}
M \circ \Gamma \circ S \circ \Gamma \circ M & =\left(M^{2} \circ \Gamma \circ S \circ \Gamma \circ M\right] \circ \Gamma \circ S \circ \Gamma \circ M \\
& \subseteq\left(M^{2} \circ \Gamma \circ S \circ \Gamma \circ M \circ \Gamma \circ S \circ \Gamma \circ M\right] \\
& \subseteq\left(M^{2} \circ \Gamma \circ S \circ \Gamma \circ M\right]=M,
\end{aligned}
$$

we have that $M$ is an ordered (generalized) bi- $\Gamma$-hyperideal of $S$. Let there exist an ordered (generalized) bi- $\Gamma$-hyperideal $A$ of $S$ contained in $M$. Then, $A^{2} \circ S \circ A \subseteq A^{2} \subseteq A \subseteq M$, therefore, $A$ is an ordered (generalized) $(2,1)$ - $\Gamma$-hyperideal of $S$ contained in $M$. Using the minimality of $M$, we obtain $A=M$.

Conversely, suppose $M$ is an ordered minimal (generalized) bi- $\Gamma$-hyperideal of $S$. Then, $M$ is an ordered (generalized) ( 2,1 )- $\Gamma$-hyperideal of $S$. Suppose $T$ is an ordered (generalized) $(2,1)$-hyperideal of $S$ contained in $M$. As

$$
\begin{aligned}
\left(T^{2} \circ \Gamma \circ S \circ \Gamma \circ T\right] \circ \Gamma \circ S \circ \Gamma \circ\left(T^{2} \circ S \circ T\right] & \subseteq\left(T^{2} \circ\left(S \circ T \circ \Gamma \circ S \circ \Gamma \circ T^{2} \circ \Gamma \circ S\right) \circ \Gamma \circ T\right] \\
& \subseteq\left(T^{2} \circ \Gamma \circ S \circ \Gamma \circ T\right]
\end{aligned}
$$

we obtain $\left(T^{2} \circ \Gamma \circ S \circ \Gamma \circ T\right.$ ] is an ordered (generalized) bi- $\Gamma$-hyperideal of $S$. This shows that $\left(T^{2} \circ \Gamma \circ S \circ \Gamma \circ T\right]=M$. As $M=\left(T^{2} \circ \Gamma \circ S \circ \Gamma \circ T\right] \subseteq(T]=T, M=T$. Hence, $M$ is an ordered minimal (generalized) $(2,1)$ - $\Gamma$-hyperideal of $S$.

Definition 2.9. A sub- $\Gamma$-semihypergroup (nonempty subset) $A$ of an ordered $\Gamma$-semihypergroup $S$ is called an ordered (generalized) ( 0,2 -bi- $\Gamma$-hyperideal of $S$ if $A$ is an ordered (generalized) bi- $\Gamma$ hyperideal of $S$ and also an ordered (generalized) ( 0,2 )- $\Gamma$-hyperideal of $S$.

Lemma 2.10. Suppose $A$ is a subset of an ordered $\Gamma$-semihypergroup $S$. Then, the following conditions are equivalent:
(i) $B$ is an ordered (generalized) $(0,2)$-bi- $\Gamma$-hyperideal of $S$;
(ii) $B$ is an ordered $\Gamma$-hyperideal of some ordered left $\Gamma$-hyperideal of $S$.

Proof. $(i) \Rightarrow(i i)$. Suppose $A$ is an ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$. This shows that $A \circ \Gamma \circ S \circ \Gamma \circ B \subseteq B$ and $S \circ \Gamma \circ A^{2} \subseteq A$. Then, we have

$$
\begin{aligned}
S \circ\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right] & \subseteq\left(S \circ \Gamma \circ A^{2} \cup S^{2} \circ \Gamma \circ A^{2}\right] \\
& \subseteq\left(S \circ A^{2}\right] \\
& \subseteq\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right]
\end{aligned}
$$

Therefore, $\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right]$ is an ordered left $\Gamma$-hyperideal of $S$. As

$$
\begin{aligned}
A \circ\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right] & \subseteq\left(A^{3} \cup A \circ S \circ \Gamma \circ A^{2}\right] \\
& \subseteq(A] \\
& =A,
\end{aligned}
$$

$\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right] \circ \Gamma \circ B \subseteq\left(A^{3} \cup S \circ \Gamma \circ A^{3}\right] \subseteq(A]=A$. Hence, $A$ is an ordered $\Gamma$-hyperideal of left ordered hyperideal $\left(A^{2} \cup S \circ \Gamma \circ A^{2}\right]$ of $S$.
$(i i) \Rightarrow(i)$. Suppose $A$ is an ordered $\Gamma$-hyperideal of some ordered left $\Gamma$-hyperideal $L$ of $S$. By Lemma 2.1, $A$ is an ordered (generalized) ( 0,2 - $\Gamma$-hyperideal of $S$, and hence, $A$ is an ordered (generalized) bi- $\Gamma$-hyperideal of $S$.

Theorem 2.11. Suppose $A$ is an ordered 0 -minimal (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of an ordered $\Gamma$-semihypergroup $S$ with a zero 0 . Then, exactly one of the followings cases arises:
(i) $A=\{0, b\},(b \circ \Gamma \circ S \circ \Gamma \circ b]=\{0\}$;
(ii) $A=(\{0, b\}], b^{2}=0,(b \circ S \circ \Gamma \circ b]=A$;
(iii) $\left(S \circ \Gamma \circ b^{2}\right]=A$ for all $b \in A \backslash\{0\}$.

Proof. Suppose $A$ is an ordered 0 -minimal (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of an ordered $\Gamma$ semihypergroup $S$. Furthermore, suppose $b \in A \backslash\{0\}$. Then, $\left(S \circ \Gamma \circ b^{2}\right] \subseteq A$ and $(S \circ \Gamma \circ b \circ \Gamma \circ b]$ is an ordered left $\Gamma$-hyperideal of $S$, therefore, $\left(S \circ b^{2}\right]$ is an ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$. Hence, $\left(S \circ \Gamma \circ b^{2}\right]=\{0\}$ or $\left(S \circ b^{2}\right]=A$.
Let $\left(S \circ \Gamma \circ b^{2}\right]=\{0\}$. As $b^{2} \in A$, we obtain either $b^{2}=b$ or $b^{2}=0$ or $b^{2} \in A \backslash\{0, b\}$. If $b^{2}=b$, then $b=0$. This is a contradiction. Let $b^{2} \in A \backslash\{0, b\}$. Then,

$$
\begin{aligned}
S \circ \Gamma \circ\left(\left\{0, b^{2}\right\}\right]^{2} & \subseteq\left(\left\{0, S \circ \Gamma \circ b^{2}\right\}\right] \\
& =(\{0\}] \cup\left(S \circ \Gamma \circ b^{2}\right] \\
& \subseteq\left(\{0\} \cup b^{2}\right] \\
\left(\{0\} \cup b^{2}\right] \circ \Gamma \circ S \circ \Gamma \circ\left(\{0\} \cup b^{2}\right] & \subseteq\left(b^{2} \circ \Gamma \circ S \circ \Gamma \circ b^{2}\right] \\
& \subseteq\left(S \circ \Gamma \circ b^{2}\right]=\{0\} \\
& \subseteq\left\{0, b^{2}\right\}
\end{aligned}
$$

So, $\left(\{0\} \cup b^{2}\right]$ is an ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$ contained in $A$, and we obtain that $\left(\{0\} \cup b^{2}\right] \neq\{0\},\left(\{0\} \cup b^{2}\right] \neq A$. This is also not possible as $A$ is an ordered 0 -minimal (generalized) $(0,2)$-bi- $\Gamma$-hyperideal of $S$. Therefore, $b^{2}=\{0\}$ and hence by Lemma $2.10, A=(\{0, b\}]$. Now, since we have $(b \circ \Gamma \circ S \circ \Gamma \circ b]$ is an ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$ contained in $A$, we get $(b \circ \Gamma \circ S \circ \Gamma \circ b]=\{0\}$ or $(b \circ \Gamma \circ S \circ \Gamma \circ b]=A$. So, $\left(S \circ \Gamma \circ b^{2}\right]=\{0\}$ and it implies that either $A=\{0, b\}$
and $(b \circ \Gamma \circ S \circ \Gamma \circ b]=\{0\}$ or $A=\{0, b\}, b^{2}=\{0\}$ and $(b \circ \Gamma \circ S \circ \Gamma \circ b]=A$. If $\left(S \circ \Gamma \circ b^{2}\right] \neq\{0\}$, then $\left(S \circ \Gamma \circ b^{2}\right]=A$.

Corollary 2.12. Suppose $B$ is an ordered 0 -minimal (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of an ordered $\Gamma$-semihypergroup $S$ with a zero 0 so that $\left(B^{2}\right] \neq\{0\}$. Then, $B=\left(S \circ \Gamma \circ b^{2}\right]$ for every $b \in B \backslash\{0\}$.

Definition 2.13. An ordered $\Gamma$-semihypergroup $S$ with a zero 0 is called 0 - $(0,2)$ - bisimple if (i) $\left(S^{2}\right] \neq\{0\}$, and $\{0\}$ is the only ordered proper (generalized) (0, 2)-bi- $\Gamma$-hyperideal of $S$.

Corollary 2.14. An ordered $\Gamma$-semihypergroup $S$ with a zero 0 is $0-(0,2)$-bisimple if and only if $\left(S \circ \Gamma \circ s^{2}\right]=S$ for every $s \in S \backslash\{0\}$.

Proof. If $S$ is 0 -( 0,2 )-bisimple, then $(S \circ S] \neq\{0\}$ and $S$ is an ordered 0-minimal (generalized) (0,2)-bi- $\Gamma$-hyperideal. By Corollary 2.12., we have $S=\left(S \circ \Gamma \circ s^{2}\right]$ for every $s \in S \backslash\{0\}$.

Conversely, suppose $S=\left(S \circ \Gamma \circ s^{2}\right.$ ] for every element $s \in S \backslash\{0\}$ and further suppose that $A$ is an ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$ such that $A \neq\{0\}$. Suppose $b \in A \backslash\{0\}$. Then, $S=\left(S \circ \Gamma \circ b^{2}\right] \subseteq\left(S \circ \Gamma \circ A^{2}\right] \subseteq(A]=A$, therefore $S=A$. Since, $S=\left(S \circ \Gamma \circ b^{2}\right] \subseteq(S \circ \Gamma \circ S]=\left(S^{2}\right]$, we obtain $\{0\} \neq S=(S \circ \Gamma \circ S]=\left(S^{2}\right]$. Hence, $S$ is $0-(0,2)$-bi-simple. The proof is complete.

Theorem 2.15. An ordered $\Gamma$-semihypergroup $S$ with a zero 0 is $0-(0,2)$-bisimple if and only if $S$ is left 0-simple.

Proof. We recall that every ordered left $\Gamma$-hyperideal $A$ of an ordered $\Gamma$-semihypergroup $S$ is an ordered $0-(0,2)$-bi- $\Gamma$-hyperideal of $S$. So, $A=\{0\}$ or $A=S$. Therefore, if $S$ is 0 -( 0,2 -bisimple then $S$ is left 0-simple.

Conversely, if $S$ is left 0 -simple then, $(S \circ s]=S$ for every $s \in S \backslash\{0\}$ from which it follows that

$$
\begin{aligned}
S & =(S \circ \Gamma \circ s] \\
& =((S \circ \Gamma \circ s] \circ \Gamma \circ s] \\
& \subseteq\left(\left(S \circ \Gamma \circ s^{2}\right]\right] \\
& =\left(S \circ \Gamma \circ s^{2}\right] .
\end{aligned}
$$

Therefore, using Corollary $2.14, S$ is $0-(0,2)$-bisimple. The proof is complete.
Theorem 2.16. Suppose $A$ is an ordered 0 -minimal (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of an ordered $\Gamma$-semihypergroup $S$. Then, either $(A \circ \Gamma \circ A]=\{0\}$ or $A$ is left 0 -simple.

Proof. Suppose $(A \circ A] \neq\{0\}$. Then, by Corollary 2.12, we obtain $\left(S \circ \Gamma \circ b^{2}\right]=A$ for every $b \in A \backslash\{0\}$. As $b^{2} \in A \backslash\{0\}$ for every $b \in A \backslash\{0\}$, we obtain $b^{4}=\left(b^{2}\right)^{2} \in A \backslash\{0\}$. Suppose $b \in A \backslash\{0\}$. As, $\left(A \circ \Gamma \circ b^{2}\right] \circ \Gamma \circ S \circ \Gamma \circ\left(A \circ \Gamma \circ b^{2}\right] \subseteq\left(A \circ \Gamma \circ A \circ \Gamma \circ b^{2}\right] \subseteq\left(A \circ \Gamma \circ b^{2}\right]$ and

$$
\begin{aligned}
S \circ\left(A \circ \Gamma \circ b^{2}\right]^{2} & \subseteq\left(S \circ \Gamma \circ A \circ \Gamma \circ b^{2} \circ \Gamma \circ A \circ \Gamma \circ b^{2}\right] \\
& \subseteq\left(S \circ \Gamma \circ A^{2} \circ \Gamma \circ b^{2}\right] \\
& \subseteq\left(A \circ \Gamma \circ b^{2}\right],
\end{aligned}
$$

we get that $\left(A \circ b^{2}\right]$ is an ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideal of $S$ contained in $A$. Therefore, $\left(A \circ \Gamma \circ b^{2}\right]=\{0\}$ or $\left(A \circ \Gamma \circ b^{2}\right]=A$. As, $b^{4} \in A \circ b^{2} \subseteq\left(A \circ b^{2}\right]$, and $b^{4} \in A \backslash\{0\}$, we obtain $\left(A \circ \Gamma \circ b^{2}\right]=A$. By Corollary 2.14 and Theorem 2.15, it follows that $A$ is left 0 -simple. The proof is complete.

## 3 Conclusion

In the current paper, we enriched ideal theory in ordered $\Gamma$-semihypergroups. We derived various equivalent conditions related to ordered $\Gamma$-hyperideals, ordered ( 0,2 )- $\Gamma$-hyperideals, ordered bi- $\Gamma$ hyperideals. We introduced ordered (generalized) ( $m, n$ )- $\Gamma$-hyperideals in ordered $\Gamma$-semihypergroups. Then, we characterized ordered $\Gamma$-semihypergroup in terms of ordered (generalized) ( 0,2 )- $\Gamma$-hyperideals, ordered (generalized) (1, 2)- $\Gamma$-hyperideals and ordered (generalized) 0-minimal ( 0,2 )- $\Gamma$-hyperideals. Furthermore, we studied the notion of ordered (generalized) ( 0,2 )-bi- $\Gamma$-hyperideals, ordered $0-(0,2)$ bisimple ordered $\Gamma$-semihypergroups and ordered 0 -minimal (generalized) ( 0,2 )-bi- $\Gamma$-hyperideals in ordered $\Gamma$-semihyperoups. It is shown that an ordered $\Gamma$-semihypergroup $S$ with a zero 0 is 0 -( 0,2 )bisimple if and only if it is left 0 -simple.
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#### Abstract

In this paper, formulas are given both for the operator norm and for the extension of a linear functional defined on a linear subspace of a Hilbert space and the results are illustrated with examples.
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## 1 Introduction

Linear functionals occupy quite important place in mathematics in terms of both theory and application. The weak and weak-star topologies, which are fundamental and substantial subject in functional analysis, are generated by families of linear functionals. They are important in the theory of differential equations, potential theory, convexity and control theory [6]. Linear functionals play fundamental role in characterizing the topological closure of sets and therefore they are important for approximation theory. They play a very important role in defining vector valued analytic functions, generalizing Cauchy integral theorem and Liouville theorem. Therefore the need arises naturally to construct linear functionals with certain properties. The construction is usually achieved by defining the linear functional on a subspace of a normed linear space where it is easy to verify the desired properties and then extending it to the whole space with retaining the properties. This is not always easy in the case of general normed linear spaces. We specialize to linear functionals defined on the subspaces of a Hilbert space and provide formulas (Theorem 2) both for the operator norms and norm preserving linear extensions of linear functionals.

We start with basic definitions and results and fixed notations that will be used in the sequel. We denote the field of the real numbers $\mathbb{R}$ or the field of the complex numbers $\mathbb{C}$ by $\mathbb{F}$. We denote the absolute value function by $\mid$.| defined on the field $\mathbb{F}$. So for $x \in \mathbb{R}$, if $x<0$ then $|x|=-x$ and if $x \geq 0$ then $|x|=x$. For $z=x+i y \in \mathbb{C}$ we have $|z|=\sqrt{x^{2}+y^{2}}$. The complex number $\bar{z}=x-i y$ is the complex conjugate of the number $z=x+i y$.

Definition 1.1. Let $X$ be a linear space over the field $\mathbb{F}$ and $\|\cdot\|: X \mapsto \mathbb{R}$ be a function. If the function $|.| |$ satisfies the following properties

1. $\|0\|=0$ and $\|x\|>0$ for every $x \in X \backslash\{0\}$ (positivity definiteness);
2. $\|\alpha x\|=|\alpha|\|x\|$ for every $\alpha \in \mathbb{F}$ and $x \in X$ (homogeneity); and
3. $\|x+y\| \leq\|x\|+\|y\|$ for all $x, y \in X$ (triangular inequality);
then the function $\|$.$\| is called a norm on the space X$ and the pair $(X,\|\cdot\|)$ is called a normed linear space.

Example 1.2. Let $p \in[1, \infty)$ and $\mathbb{R}^{n}=\left\{x=\left(x_{1}, \ldots, x_{n}\right): x_{j} \in \mathbb{R}\right.$ for $\left.j=1, \ldots, n\right\} . \mathbb{R}^{n}$ is a linear (vector) space over the field $\mathbb{R}$ with componentwise addition and scaler multiplication. For $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ define $\|x\|_{p}=\left(\sum_{j=1}^{n}\left|x_{j}\right|^{p}\right)^{1 / p}$ and $\|x\|_{\infty}=\max \left\{\left|x_{j}\right|: j=1, \ldots, n\right\}$. Then for $1 \leq p \leq \infty$ the functions $\|\cdot\|_{p}$ are norms on the space $\mathbb{R}^{n}$. Hence $\left(\mathbb{R}^{n},\|\cdot\|_{p}\right)$ is a normed linear spaces for each $p \in[1, \infty]$.

Inner products spaces are very important sources of normed linear spaces.
Definition 1.3. Let $X$ be a linear space over the field $\mathbb{F}$. If the function (.,.) : X $\times X \mapsto \mathbb{F}$ satisfies the following properties

1. $(x, x) \geq 0$ for all $x \in X$ and $(x, x)=0$ if and only if $x=0$;
2. $(x, y)=\overline{(y, x)}$ for every $x, y \in X$;
3. $(x+y, z)=(x, z)+(y, z)$ for every $x, y, z \in X$; and
4. $(\alpha x, y)=\alpha(x, y)$ for every $\alpha \in \mathbb{F}$ and for every $x, y \in X$;
then the function $(.,$.$) is called an inner product on X$ and the pair $(X,(.,)$.$) is called a inner$ product space over the field $\mathbb{F}$. The number $\|x\|=\sqrt{(x, x)}$ is called the norm of the vector $x \in X$. If $x, y \in X$ and $(x, y)=0$ then the vectors $x$ and $y$ are called orthogonal vectors.

The inner product generates the most important inequality in mathematics, namely the CauchySchwarz inequality.

Theorem 1.4. [Cauchy-Schwarz inequality][2, 4] Let $(X,(.,)$.$) be an inner product space over the$ field $\mathbb{F}$. Then for every $x, y \in X,|(x, y)| \leq \sqrt{(x, x)} \sqrt{(y, y)}=\|x\|\|y\|$. The equality occurs if and only if the vectors $x$ and $y$ are linearly dependent.

From the Cauchy-Schwarz inequality it follows that the function $\|x\|=\sqrt{(x, x)}$ is a norm on the space $X$. This norm is called the norm generated by the inner product function (.,.). If the normed linear space $(X,\|\cdot\|)$ ) is a Banach space, that is, if every Cauchy sequence in $X$ converges to a point in $X$, the inner product space $(X,(.,)$.$) is called a Hilbert space.$

Example 1.5. For $x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$ the function $(.,):. \mathbb{R}^{n} \times \mathbb{R}^{n} \mapsto \mathbb{R}$ defined by $(x, y)=\sum_{j=1}^{n} x_{j} y_{j}$ is an inner product on the space $\mathbb{R}^{n}$. The norm generated by this inner product is the Euclidean norm $\|x\|_{2}=\sqrt{(x, x)}=\left(\sum_{j=1}^{n} x_{j}^{2}\right)^{1 / 2}$. The inner product space $\left(\mathbb{R}^{n},\|\cdot\|\right)$ is a Hilbert space.

On normed linear spaces the primary objects of study are the linear operators and linear functionals which play central role in functional analysis.

Definition 1.6. Let $(X,\|\cdot\|)$ and $\left(Y,\|\cdot\|^{\prime}\right)$ be normed linear spaces over the same field $\mathbb{F}$ and $T: X \mapsto Y$ be a mapping. If $T(\alpha x+\beta y)=\alpha T(x)+\beta T(Y)$ for all $\alpha, \beta \in \mathbb{F}$ and $x, y \in X$ then $T$ is called a linear operator. A linear operator $T$ is called bounded if there is a real constant $M>0$ such that $\|T(x)\|^{\prime} \leq M\|x\|$ for all $x \in X$. If $T$ is a bounded linear operator the number $\|T\|_{o p}=\|T\|=$
$\inf \left\{M:\|T(x)\|^{\prime} \leq M\|x\|\right.$ for all $\left.x \in X\right\}$ is called a operator norm of $T$. The equivalent definition of operator norm is given by the formulas

$$
\begin{aligned}
\|T\|_{o p}=\|T\| & =\sup \left\{\frac{\|T(x)\|^{\prime}}{\|x\|}:\|x\| \neq 0\right\}=\sup \left\{\|T(x)\|^{\prime}:\|x\| \leq 1\right\} \\
& =\sup \left\{\|T(x)\|^{\prime}:\|x\|=1\right\}
\end{aligned}
$$

The following is a very useful result for the computation of operator norms of linear operators.
Lemma 1.7. [Computation of operator norm] Let $(X,\|\cdot\|)$ and $\left(Y,\|\cdot\|^{\prime}\right)$ be normed linear spaces over the same field $\mathbb{F}, T: X \mapsto Y$ be a bounded linear operator and $M \geq 0$ be a real constant. If for every $x \in X,\|T(x)\|^{\prime} \leq M\|x\|$ and $\left\|T\left(x_{0}\right)\right\|^{\prime}=M\left\|x_{0}\right\|$ for a vector $x_{0} \in X \backslash\{0\}$ then the operator norm of $T$ is $\|T\|_{o p}=M$.

Proof. If for every $x \in X,\|T(x)\|^{\prime} \leq M\|x\|$ then by the definition of operator norm $\|T\|_{o p} \leq M$. On the other hand if for a vector $x_{0} \in X \backslash\{0\},\left\|T\left(x_{0}\right)\right\|^{\prime}=M\left\|x_{0}\right\|$ then by the definition of operator norm we have $M\left\|x_{0}\right\|=\left\|T\left(x_{0}\right)\right\|^{\prime} \leq\|T\|_{o p}\left\|x_{0}\right\|$ so that $M \leq\|T\|_{o p}$. Therefore $\|T\|_{o p}=M$.

Remark 1.8. We note that in the finite dimensional case the operator norm can be computed by the method of Lagrange multipliers with constraints.

It is now a classical result that a linear operator is bounded if and only if it is continuous. The set $\mathcal{B}(X, Y)$ of bounded linear operators is a linear space over $\mathbb{F}$ with pointwise addition and scaler multiplication and $\|\cdot\|_{o p}$ is a norm on $\mathcal{B}(X, Y)$. If $\left(Y,\|\cdot\|^{\prime}\right)$ is a Banach space then the space $\left(\mathcal{B}(X, Y),\|\cdot\|_{o p}\right)$ is a Banach space.

A bounded linear operator $f:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|)$ is called a bounded linear functional. The Banach space $\left(X^{*},\|\cdot\|_{o p}\right)$ of bounded linear functional is called dual or conjugate space of the normed linear space $(X,\|\cdot\|)$.

Example 1.9. Let $(X,(.,)$.$) be an inner product space over the field \mathbb{F}$ and $a \in X$ be a fixed vector. Then $f:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|), f(x)=(x, a)$ is a bounded linear functional and $\|f\|_{o p}=\|a\|$.

Linear functionals are important in terms of generating and characterizing linear subspaces. If $(X,\|\cdot\|)$ is a normed linear space over the field $\mathbb{F}$ and $\ell: X \mapsto \mathbb{F}$ is a linear functional then the the kernel or the null space $\operatorname{ker}(\ell)=\{x \in X: \ell(x)=0\}$ of the linear functional $\ell$ is a linear subspace of $X$. It is well-known that a linear functional is continuous if and only if its null space is closed. On the other hand we have the following simple result which shows the relations between linear subspaces and linear functionals.

We recall that a linear subspace $W$ of a linear space $X$ is called a codimension one linear subspace if the dimension of the quotient space $X \backslash W$ is $\operatorname{dim}(X \backslash W)=1$.

Lemma 1.10. Let $(X,\|\|$.$) be normed linear space over the field \mathbb{F}$. Then $W$ is a codimension one linear subspace of the space $X$ if and only if there is a linear functional $\ell: X \mapsto \mathbb{F}$ such that $W=\operatorname{ker}(\ell)$.

Proof. Since the null space of a linear operator is a linear subspace if $W=$ ker $\ell$ for a linear functional $\ell: X \mapsto \mathbb{F}$, then $W$ is a linear subspace of the space $X$. Conversely we assume that $W$ is a codimension one linear subspace of the space $X$. Let $x_{0} \in X \backslash W$ be arbitrary and $M=\left\{\alpha x_{0}: \alpha \in \mathbb{F}\right\}$ be the linear subspace of $X$ generated by the vector $x_{0}$. Then $X=W \oplus M$. Since each $x \in X$ has a unique representation of the form $x=w_{x}+\alpha_{x} x_{0}$ where $w_{x} \in W$ and $\alpha_{x} x_{0} \in M$ the function $\ell: X \mapsto \mathbb{F}, \ell(x)=\ell\left(w_{x}+\alpha_{x} x_{0}\right)=\alpha_{x}$ is a linear functional with $\operatorname{ker}(\ell)=W$.

There are two fundamental results about bounded linear functionals, namely the Hahn-Banach theorem and the Riesz representation theorem. The Hahn-Banach theorem, one of the indispensable
tools of modern analysis, play the central role in the investigation of geometric and analytic properties of bounded linear functionals. The Riesz representation theorem completely characterizes the bounded linear functionals on certain normed linear spaces. We state a version of each of these theorems that we need in what follows.

Theorem 1.11. [Hahn-Banach] $[2,1,7,3]$ Let $(X,\|\cdot\|)$ be normed linear space over the field $\mathbb{F}$ and $W$ be a linear subspace of X. If $f:(W,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|)$ is a bounded linear functional then there is a bounded linear functional $F:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|)$ such that $\left.F\right|_{W}=f$, that is for all $x \in W, F(x)=f(x)$ and $\|F\|_{o p}=\|f\|_{o p}$.

Remark 1.12. The linear functional $F$ is called a norm preserving linear functional extension of the linear functional $f$. The important and the difficult part of the theorem is to get the norm preserving linear extension. Otherwise it is well-known that there are many linear extensions of $f$ easy to construct.

Theorem 1.13. [Riesz representation theorem] $[2,5,3,7]$ Let $(X,(.,)$.$) be a Hilbert space over$ the field $\mathbb{F}$ and $\|$.$\| be the norm generated by the inner product. Then a function f:(X,\|\cdot\|) \mapsto(\mathbb{F},||$. is a bounded linear functional if and only if there is a unique vector $a \in X$ such that $f(x)=(x, a)$ for all $x \in X$. Furthermore, the operator norm of the linear functional $f$ is $\|f\|_{o p}=\|a\|$.

Remark 1.14. By Lemma 1.10 and the Riesz representation theorem in a Hilbert space $(X,(.,)$. a codimension one linear subspace $W$ of the space $X$ is of the form $W=\left\{x \in X: \ell_{a}(x)=(x, a)=0\right\}$ where $a \in X$ is a fixed vector.

On finite dimensional normed linear spaces, the Riesz representation theorem provides more concrete information about the structure of linear functionals. In this context, we state a version of the Riesz representation theorem for the finite dimensional spaces and give its proof for the sake of completeness.

Theorem 1.15. [Riesz representation theorem] Let $1 \leq p, q \leq \infty$ and $\frac{1}{p}+\frac{1}{q}=1$. Then a function $f:\left(\mathbb{R}^{n},\|\cdot\|_{p}\right) \mapsto(\mathbb{R},|\cdot|)$ is a bounded linear functional if and only if there is constant vector $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$ such that $f(x)=(x, a)=a_{1} x_{1}+\cdots+a_{n} x_{n}$ for every $x \in \mathbb{R}^{n}$. Furthermore, the operator norm of $f$ is $\|f\|_{o p}=\|a\|_{q}$.

Proof. We first assume that for a constant vector $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$ and for every $x=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} f(x)=(x, a)=a_{1} x_{1}+\cdots+a_{n} x_{n}$. Since the inner product is a linear functional with respect to the first variable it follows that $f$ is a linear functional. On the other hand we assume that $f:\left(\mathbb{R}^{n},\|\cdot\|_{p}\right) \mapsto(\mathbb{R},|\cdot|)$ is a linear functional. If $f \equiv 0$ then for the vector $a=0, f$ is the required form $f(x)=a_{1} x_{1}+\cdots+a_{n} x_{n}=(x, a)$. Therefore we may assume that $f \neq 0$. For $j=1,2, \ldots, n$ let $e_{j}=\left(0, \ldots, 0,1_{j}, 0 \ldots, 0\right)$. The set $\mathcal{B}=\left\{e_{1}, \ldots, e_{n}\right\}$ is a standard (Hamel) basis of the space $\mathbb{R}^{n}$. Hence every vector $x \in \mathbb{R}^{n}$ has a unique representation of the form $x=\sum_{j=1}^{n} x_{j} e_{j}$. For $j=1,2, \ldots, n$ let $a_{j}=f\left(e_{j}\right) . a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$. Since $f$ is a linear functional we have $f(x)=\sum_{j=1}^{n} x_{j} f\left(e_{j}\right)=\sum_{j=1}^{n} x_{j} a_{j}=a_{1} x_{1}+\cdots+a_{n} x_{n}=(x, a)$. So $f$ is the required form.

For $1 \leq p<\infty$ and for each $x \in \mathbb{R}^{n}$ by the Cauchy-Schwarz inequality we have $|f(x)| \leq\|a\|_{q}\|x\|_{p}$. If $p=\infty$ then $q=1$ and $|f(x)| \leq\|a\|_{1}\|x\|_{\infty}=\|a\|_{q}\|x\|_{p}$. Hence by the definition of operator norm $\|f\|_{o p} \leq\|a\|_{q}$.

For $1 \leq p<\infty$, if $a_{j}=0$ we define $x_{j}(0)=0$, and if $a_{j} \neq 0$ we define $x_{j}(0)=\frac{\left|a_{j}\right|^{q}}{a_{j}}$ and let $x(0)=\left(x_{1}(0), \ldots, x_{n}(0)\right)$. Since $\|x(0)\|_{p}=\|a\|_{q}^{q / p}$ and $|f(x(0))|=\|a\|_{q}^{q}=\|a\|_{q}^{q\left(\frac{1}{p}+\frac{1}{q}\right)}=\|a\|_{q}\|a\|_{q}^{\frac{q}{p}}=$ $\|a\|_{q}\|x(0)\|_{p}$ from the Lemma1.7 it follows that $\|f\|_{o p}=\|a\|_{q}$.

For $p=\infty$, if $a_{j} \geq 0$ we define $x_{j}(0)=1$ and if $a_{j}<0$ we define $x_{j}(0)=-1$ and let $x(0)=$ $\left(x_{1}(0), \ldots, x_{n}(0)\right)$. Since $\|x(0)\|_{\infty}=1$ and $|f(x(0))|=\|a\|_{1}=\|a\|_{1}\|x(0)\|_{\infty}$ from the Lemma 1.7 it follows that $\|f\|_{o p}=\|a\|_{1}$. Therefore we have $\|f\|_{o p}=\|a\|_{q}$ for all $1 \leq p \leq \infty$.

## 2 Operator Norms and Extension of Linear Functionals

The Hahn-Banach theorem states that a bounded linear functional on a linear subspace of a normed linear space can be extended to the whole space without changing its operator norm. On the other hand, the Riesz representation theorem provides formulas both for the linear functional and its operator norm on a Hilbert space. But, as far as I know there is no such a formula for the operator norm of a linear functional defined on a linear subspace of a normed linear space.

By analyzing the orthogonal decomposition theorem and the Riesz representation theorem [5], [7](4.11 Theorem, 4.12 Theorem) we get two methods of the unique norm preserving linear extension of a linear functional defined on a closed linear subspace a Hilbert space. We note and state these methods without proofs.

Lemma 2.1. Let $(X,(.,)$.$) be a Hilbert space over the field \mathbb{F},\|$.$\| be the norm generated$ by the inner product, $W$ be a closed linear subspace of the space $X$ and $f:(W,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|)$ be a nontrivial bounded linear functional. Let $M=\operatorname{ker}(f)$ be the null space of $f$ and $M^{\perp}=$ $\{x \in W:(x, y)=0$ for all $y \in M\}$ be the orthogonal complement of the space $M$ in $W$. Choose any vector $x_{0} \in M^{\perp} \backslash\{0\}$ and let $a=\frac{\overline{f\left(x_{0}\right)}}{\left\|x_{0}\right\|^{2}} x_{0}$. Then $f(x)=(x, a)$ for all $x \in W,\|f\|_{o p}=\|a\|$ and the norm preserving linear extension of the functional $f$ is the linear functional $F:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|), F(x)=$ $(x, a)$.

Lemma 2.2. Let $(X,(.,)$.$) be a Hilbert space over the field \mathbb{F},\|$.$\| be the norm generated by the$ inner product, $W$ be a closed linear subspace of the space $X$ and $f:(W,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|)$ be a bounded linear functional. Let $p: X \mapsto W$ be the orthogonal projection of the space $X$ onto the space $W$. Then $F:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|), F(x)=f \circ p(x)=f(p(x))$ is the norm preserving linear functional extension of the functional $f$.

The applications of these methods, without doubt, requires certain amount of work. In the case of a bounded linear functional defined on a codimension one subspace of a Hilbert space we provide simple formula both for the operator norm and for the norm preserving linear functional extension.

Theorem 2.3. [Formula for the operator norm and linear extension] Let $(X,(.,)$.$) be a Hilbert$ space over the field $\mathbb{F},\|\cdot\|$ be the norm generated by the inner product, $a, b \in X \backslash\{0\}$ be fixed vectors, $W=\left\{x \in X: \ell_{b}(x)=(x, b)=0\right\}$ be a linear subspace of the space $X$ and $f_{a}:(W,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|)$, $f_{a}(x)=(x, a)$ be a linear functional. Then the operator norm of the linear functional $f_{a}$ is $\left\|f_{a}\right\|_{o p}=$ $\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|=\frac{1}{\|b\|} \sqrt{\|a\|^{2}\|b\|^{2}-|(a, b)|^{2}}$ and the norm preserving extension of the linear functional $f_{a}$ is the linear functional $F:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|), F(x)=f_{a}(x)-\frac{(a, b)}{\|b\|^{2}} l_{b}(x)=\left(x, a-\frac{(a, b)}{\|b\|^{2}} b\right)$.

Proof. Since for each $x \in W, \ell_{b}(x)=0$ we have $F(x)=f_{a}(x)$. So the function $F$ is an extension of the function $f_{a}$. By the Riesz representation theorems $F$ is a linear functional on the space $X$ and its operator norm is $\|F\|_{o p}=\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|$. Since by the properties of the inner product

$$
\begin{aligned}
\|F\|_{o p} & =\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|=\sqrt{\left(a-\frac{(a, b)}{\|b\|^{2}} b, a-\frac{(a, b)}{\|b\|^{2}} b\right)} \\
& =\sqrt{\|a\|^{2}-\frac{2|(a, b)|^{2}}{\|b\|^{2}}+\frac{|(a, b)|^{2}\|b\|^{2}}{\|b\|^{4}}} \\
& =\sqrt{\|a\|^{2}-\frac{|(a, b)|^{2}}{\|b\|^{2}}}=\frac{1}{\|b\|} \sqrt{\|a\|^{2}\|b\|^{2}-|(a, b)|^{2}}
\end{aligned}
$$

it suffices to show that $\left\|f_{a}\right\|_{o p}=\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|$. Since for $x \in W, \ell_{b}(x)=0$ by the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
\left|f_{a}(x)\right| & =\left|f_{a}(x)-\frac{(a, b)}{\|b\|^{2}} \ell_{b}(x)\right|=\left|(x, a)-\frac{(a, b)}{\|b\|^{2}}(x, b)\right| \\
& =\left|\left(x, a-\frac{(a, b)}{\|b\|^{2}} b\right)\right| \leq\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|\|x\|
\end{aligned}
$$

By the definition of operator norm $\left\|f_{a}\right\|_{o p} \leq\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|$. Since the equality holds in Cauchy-Schwarz inequality when $x=a-\frac{(a, b)}{\|b\|^{2}} b \in W$ and $\left|f_{a}\left(a-\frac{(a, b)}{\|b\|^{2}} b\right)\right|=\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|^{2}=\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|\|x\|$ it follows from the Lemma 1.7 that

$$
\left\|f_{a}\right\|_{o p}=\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|=\frac{1}{\|b\|} \sqrt{\|a\|^{2}\|b\|^{2}-|(a, b)|^{2}}
$$

Remark 2.4. Since $a=\frac{(a, b)}{\|b\|^{2}} b+a-\frac{(a, b)}{\|b\|^{2}} b$ and $\left(a-\frac{(a, b)}{\|b\|^{2}} b, b\right)=0$, the vector $a-\frac{(a, b)}{\|b\|^{2}} b$ is the component of the vector $a$ orthogonal to the vector $b$. This observation gives the following results.

Corollary 2.5. In Theorem 2.3, if the vectors $a$ and $b$ are orthogonal, that is $(a, b)=0$ then the operator norm of the linear functional $f_{a}$ is $\left\|f_{a}\right\|_{o p}=\|a\|$ and its norm preserving extension is the linear functional $F:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|), F(x)=f_{a}(x)$.

Corollary 2.6. In Theorem 2.3., if the vectors $a$ and $b$ are collinear, that is $b=t a$ for a scaler $t \in \mathbb{F}$ then $f_{a} \equiv 0$, its operator norm $\left\|f_{a}\right\|_{o p}=0$ and its norm preserving extension is the linear functional $F:(X,\|\cdot\|) \mapsto(\mathbb{F},|\cdot|), F(x)=0$.

In the following result we assume that $\operatorname{dim}\left(\mathbb{R}^{n}\right)=n \geq 2$.
Corollary 2.7. Let $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right), b=\left(b_{1}, b_{2}, \ldots, b_{n}\right) \in \mathbb{R}^{n} \backslash\{0\}$ be fixed vectors, $W=$ $\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: \ell_{b}(x)=(x, b)=b_{1} x_{1}+b_{2} x_{2}+\cdots+b_{n} x_{n}=0\right\}$ be a linear subspace and $f_{a}:\left(W,\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|), f_{a}(x)=(x, a)=a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}$ be a linear functional. Then the operator norm of the linear functional $f_{a}$ is $\left\|f_{a}\right\|_{o p}=\sqrt{\|a\|_{2}^{2}-\frac{(a, b)^{2}}{\|b\|_{2}^{2}}}=\frac{1}{\|b\|_{2}} \sqrt{\|a\|_{2}^{2}\|b\|_{2}^{2}-(a, b)^{2}}$ and its norm preserving extension is the linear functional $F:\left(\mathbb{R}^{n},\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|), F(x)=f_{a}(x)-\frac{(a, b)}{\|b\|_{2}^{2}} \ell_{b}(x)=$ $\left(x, a-\frac{(a, b)}{\|b\|_{2}^{2}} b\right)$.

Remark 2.8. Since the computation of an operator norm is an extremum value problem we note that Corollary 2.7 may be used to solve certain type of extremum value problems.

Example 2.9. Let $W=\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}+x_{2}+x_{3}=0\right\}$ be a linear subspace of the space $\mathbb{R}^{3}$. Find the operator norm of the linear functional $f:\left(W,\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|), f(x)=2 x_{1}+3 x_{3}$ and its norm preserving linear functional extension $F:\left(\mathbb{R}^{3},\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|)$.

Solution. For the vectors $b=\left(b_{1}, b_{2}, b_{3}\right)=(1,1,1), a=\left(a_{1}, a_{2}, a_{3}\right)=(2,0,3) \in \mathbb{R}^{3}$ we have $W=\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: \ell_{b}(x)=(x, b)=x_{1}+x_{2}+x_{3}=0\right\}$ and $f(x)=f_{a}(x)=(x, a)=2 x_{1}+3 x_{3}$. Since $(a, b)=5,\|a\|_{2}=\sqrt{13}$ and $\|b\|_{2}=\sqrt{3}$ by the Corollary 2.7 the operator norm of the linear functional $f$ is $\|f\|_{o p}=\frac{1}{\sqrt{3}} \sqrt{39-25}=\sqrt{\frac{14}{3}}=\frac{\sqrt{42}}{3}$ and its norm preserving linear functional extension is $F:\left(\mathbb{R}^{3},\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|) F(x)=f_{a}(x)-\frac{(a, b)}{\|b\|_{2}^{2}} \ell_{b}(x)=2 x_{1}+3 x_{3}-\frac{5}{3}\left(x_{1}+x_{2}+x_{3}\right)=\frac{1}{3}\left(x_{1}-5 x_{2}+4 x_{3}\right)$.

We use Lemma 2.1 and Lemma 2.2 to give alternative solutions of this example.

Alternative solution. $\left(W,\|\cdot\|_{2}\right)$ is a Hilbert space. The kernel or the null space of the linear functional $f$ is the linear subspace $M=\operatorname{ker}(f)=\left\{\alpha\left(1,-\frac{1}{3},-\frac{2}{3}\right): \alpha \in \mathbb{R}\right\}$ and its orthogonal complement in $W$ is the linear subspace $M^{\perp}=\{\alpha(1,-5,4): \alpha \in \mathbb{R}\}$. Choose $x_{0}=(1,-5,4)$. and let $a=\frac{\overline{f\left(x_{0}\right)}}{\left\|x_{0}\right\|_{2}^{2}} x_{0}=\frac{1}{3}(1,-5,4)$. Then by Lemma 2.1 we have $f(x)=(x, a)=\frac{1}{3}\left(x_{1}-5 x_{2}+4 x_{3}\right)$ for all $x \in W$. By the Riesz representation theorem $\|f\|_{o p}=\|a\|_{2}=\frac{\sqrt{42}}{3}$ and by the uniqueness of extension the norm preserving linear extension of the linear functional $f$ is the linear functional $F:\left(\mathbb{R}^{3},\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|)$, $F(x)=(x, a)=\frac{1}{3}\left(x_{1}-5 x_{2}+4 x_{3}\right)$.

Alternative solution 2. Since the space $W$ is the kernel of the linear functional $\ell: \mathbb{R}^{3} \mapsto$ $\mathbb{R}, \ell(x)=x_{1}+x_{2}+x_{3}$ it is a closed codimension one linear subspace of $\mathbb{R}^{3}$ and hence dim $W=2$. The orthogonal projection of the space $\mathbb{R}^{3}$ onto the space W is the bounded linear operator $p: \mathbb{R}^{3} \mapsto W$, $p(x)=\left(\frac{2 x_{1}-x_{2}-x_{3}}{3}, \frac{2 x_{2}-x_{1}-x_{3}}{3}, \frac{2 x_{3}-x_{2}-x_{1}}{3}\right)$. So by Lemma 2.2 the norm preserving linear extension of the linear functional $f$ is the linear functional $F:\left(\mathbb{R}^{3},\|\cdot\|_{2}\right) \mapsto(\mathbb{R},|\cdot|)$,

$$
\begin{aligned}
F(x) & =f(p(x))=f\left(\frac{2 x_{1}-x_{2}-x_{3}}{3}, \frac{2 x_{2}-x_{1}-x_{3}}{3}, \frac{2 x_{3}-x_{2}-x_{1}}{3}\right) \\
& =2\left(\frac{2 x_{1}-x_{2}-x_{3}}{3}\right)+3\left(\frac{2 x_{3}-x_{2}-x_{1}}{3}\right) \\
& =\frac{1}{3}\left(x_{1}-5 x_{2}+4 x_{3}\right)=\left(\left(x_{1}, x_{2}, x_{3}\right), \frac{1}{3}(1,-5,4)\right) .
\end{aligned}
$$

By the Riesz representation theorem $\|f\|_{o p}=\|F\|_{o p}=\left\|\frac{1}{3}(1,-5,4)\right\|_{2}=\frac{\sqrt{42}}{3}$.
We give a different solution of this example which is also important in terms of the method used.
Alternative solution 3. By the definition of operator norm combined probably with the method of Lagrange multipliers we have

$$
\begin{aligned}
\|f\|_{o p} & =\sup \left\{|f(x)|: x=\left(x_{1}, x_{2}, x_{3}\right) \in W,\|x\|_{2}=1\right\} \\
& =\sup \left\{\left|2 x_{1}+3 x_{3}\right|: x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}, x_{1}+x_{2}+x_{3}=0,\|x\|_{2}=1\right\} \\
& =\sup \left\{2 x_{1}+3 x_{3}: x_{1}, x_{3} \geq 0, x_{1}+x_{2}+x_{3}=0,\|x\|_{2}=1\right\}=\frac{\sqrt{42}}{3}
\end{aligned}
$$

By the Hahn-Banach theorem there is at least one norm preserving linear functional extension $F$ of $f$ to the space $\left(\mathbb{R}^{3},\|\cdot\|_{2}\right)$. By the Riesz representation theorem this extension is of the form $F(x)=$ $(x, a)=a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}$ where $a=\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{R}^{3}$ is a constant vector and $\|F\|_{o p}=\|a\|_{2}$. For $x \in W$ by solving the linear extension equality $2 x_{1}+3 x_{3}=f(x)=F(x)=a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}$ and the operator norm equality $\frac{\sqrt{42}}{3}=\|f\|_{o p}=\|F\|_{o p}=\|a\|_{2}=\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}$ simultaneously we get $a_{1}=\frac{1}{3}, a_{2}=\frac{-5}{3}$ and $a_{3}=\frac{4}{3}$. Therefore the unique norm preserving linear extension of the linear functional $f$ is the linear functional $F(x)=\frac{1}{3}\left(x_{1}-5 x_{2}+4 x_{3}\right)$.

Example 2.10. Let $X=\mathcal{P}_{3}(\mathbb{R})$ be the linear space of all real polynomial functions of degree at most 3. The function (.,.) : X×X $\mapsto \mathbb{R}$ defined by $(p, q)=\int_{-1}^{1} p(x) q(x) d x$ is an inner product on $X$ and it generates the norm $\|p\|=\sqrt{(p, p)}=\left(\int_{-1}^{1}(p(x))^{2} d x\right)^{1 / 2}$. The inner product space $(X,(.,)$. is a Hilbert space. Let $W=\left\{p \in X: \int_{-1}^{1}(p(x)+x p(x)) d x=0\right\}$ and $\ell:(W,\|\cdot\|) \mapsto(\mathbb{R},|\cdot|), \ell(p)=$ $\int_{-1}^{1}\left(p(x)+x^{2} p(x)\right) d x$. Show that $W$ is a linear subspace of $X$ and $\ell$ is bounded linear functional. Find the operator norm of the functional $\ell$ and its norm preserving linear extension to the space $X$.

Solution. For the polynomial functions $a: \mathbb{R} \mapsto \mathbb{R}, a(x)=1+x^{2}$ and $b: \mathbb{R} \mapsto \mathbb{R}, b(x)=1+x$ we have $W=\left\{p \in X: \int_{-1}^{1}(p(x)+x p(x)) d x=0\right\}=\{p \in X:(p, b)=0\}$ and $\ell(p)=\int_{-1}^{1}\left(p(x)+x^{2} p(x)\right) d x=$ $\int_{-1}^{1}\left(1+x^{2}\right) p(x) d x=(p, a)$. Since the inner product is a bounded linear functional with respect to the
first variable it follows that $W$ is a closed codimension one linear subspace of the space $X$ and $\ell$ is a bounded linear functional. Since

$$
\begin{aligned}
\|b\| & =\left(\int_{-1}^{1}(b(x))^{2} d x\right)^{1 / 2}=\left(\int_{-1}^{1}(1+x)^{2} d x\right)^{1 / 2} \\
& =\left(\int_{0}^{2} t^{2} d t\right)^{1 / 2}=\sqrt{\left.\frac{t^{3}}{3}\right|_{0} ^{2}}=\frac{2 \sqrt{6}}{3} \quad \text { and } \\
(a, b) & =\int_{-1}^{1} a(x) b(x) d x=\int_{-1}^{1}\left(1+x+x^{2}+x^{3}\right) d x \\
& =\left.\left(x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\frac{x^{4}}{4}\right)\right|_{-1} ^{1}=2+\frac{2}{3}=\frac{8}{3}
\end{aligned}
$$

by the Theorem 2.3 the operator norm of the linear functional $\ell$ is

$$
\begin{aligned}
\|\ell\|_{o p} & =\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|=\|a-b\|=\left(\int_{-1}^{1}(a(x)-b(x))^{2} d x\right)^{1 / 2} \\
& =\left(\int_{-1}^{1}\left(x^{2}-x\right)^{2} d x\right)^{1 / 2}=\left(\int_{-1}^{1}\left(x^{4}-2 x^{3}+x^{2}\right) d x\right)^{1 / 2} \\
& =\sqrt{\left.\left(\frac{x^{5}}{5}-\frac{2 x^{4}}{4}+\frac{x^{3}}{3}\right) \right\rvert\,{ }_{-1}^{1}}=\sqrt{\frac{2}{5}+\frac{2}{3}}=\frac{4 \sqrt{15}}{15}
\end{aligned}
$$

and its norm preserving linear functional extension is the linear functional $L:(X,\|\cdot\|) \mapsto(\mathbb{R},|\cdot|)$ defined by

$$
\begin{aligned}
L(p) & =\left(p, a-\frac{(a, b)}{\|b\|^{2}} b\right)=(p, a-b) \\
& =\int_{-1}^{1}(a(x)-b(x)) p(x) d x=\int_{-1}^{1}\left(x^{2}-x\right) p(x) d x
\end{aligned}
$$

The following example shows that our formula works not just for finite dimensional Hilbert spaces but also works for infinite dimensional Hilbert spaces.

Example 2.11. Let $X=L_{2}([0,1])=\left\{f: f:[0,1] \mapsto \mathbb{R}\right.$, Lebesque measurable and $\|f\|_{2}=$ $\left.\left(\int_{0}^{1}(f(x))^{2} d x\right)^{1 / 2}\right\}$ be the linear space of Lebesque square integrable functions. The function (.,.): $X \times X \mapsto \mathbb{R}$ defined by $(f, g)=\int_{0}^{1} f(x) g(x) d x$ is an inner product on $X$ and it generates the norm $\|f\|=\|f\|_{2}$. Let $W=\left\{f \in X: \int_{0}^{1} f(x) d x=0\right\}$ and $\ell:(W,\|\cdot\|) \mapsto(\mathbb{R},|\cdot|), \ell(f)=\int_{0}^{1} x^{2} f(x) d x$. Show that $W$ is a linear subspace of $X$ and $\ell$ is bounded linear functional on $W$. Find the operator norm of the functional $\ell$ and its norm preserving linear extension to the space $X$.

Solution. For the functions $a:[0,1] \mapsto \mathbb{R}, a(x)=x^{2}$ and $b:[0,1] \mapsto \mathbb{R}, b(x)=1$ we have $W=\left\{f \in X: \int_{0}^{1} f(x) d x=0\right\}=\{f \in X:(f, b)=0\}$ and $\ell(f)=\int_{0}^{1} x^{2} f(x) d x=(f, a)$. Since the inner product is a bounded linear functional with respect to the first variable it follows that $W$ is a codimension one linear subspace of the space $X$ and $\ell$ is a bounded linear functional. Since $\|b\|=$ $\left(\int_{0}^{1}(b(x))^{2} d x\right)^{1 / 2}=\left(\int_{0}^{1} 1^{2} d x\right)^{1 / 2}=\sqrt{\left.x\right|_{0} ^{1}}=1$ and $(a, b)=\int_{0}^{1} a(x) b(x) d x=\int_{0}^{1} x^{2} d x=\left.\frac{x^{3}}{3}\right|_{0} ^{1}=\frac{1}{3}$ by
the Theorem 2.3 the operator norm of the linear functional $\ell$ is

$$
\begin{aligned}
\|\ell\|_{o p} & =\left\|a-\frac{(a, b)}{\|b\|^{2}} b\right\|=\left\|a-\frac{b}{3}\right\|=\left(\int_{0}^{1}\left(a(x)-\frac{b(x)}{3}\right)^{2} d x\right)^{1 / 2} \\
& =\left(\int_{0}^{1}\left(x^{2}-\frac{1}{3}\right)^{2} d x\right)^{1 / 2}=\left(\int_{0}^{1}\left(x^{4}-\frac{2}{3} x^{2}+\frac{1}{9}\right) d x\right)^{1 / 2} \\
& =\sqrt{\left.\left(\frac{x^{5}}{5}-\frac{2}{9} x^{3}+\frac{1}{9} x\right)\right|_{0} ^{1}}=\sqrt{\left(\frac{1}{5}-\frac{2}{9}+\frac{1}{9}\right)-0} \\
& =\sqrt{\frac{9-5}{9 \cdot 5}}=\sqrt{\frac{4}{9 \cdot 5}}=\frac{2}{3 \sqrt{5}}=\frac{2 \sqrt{5}}{15}
\end{aligned}
$$

and its norm preserving linear functional extension is the linear functional $L:(X,\|\cdot\|) \mapsto(\mathbb{R},|\cdot|), L(p)=$ $\left(f, a-\frac{(a, b)}{\|b\|^{2}} b\right)=\left(p, a-\frac{b}{3}\right)=\int_{0}^{1}(a(x)-b(x)) f(x) d x=\int_{0}^{1}\left(x^{2}-\frac{1}{3}\right) f(x) d x$.

We end the paper with the following question.
Question. Can we remove the codimension one hypothesis in Theorem 2.3? Is it possible to generalize these results to normed linear spaces under some smoothness conditions.
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#### Abstract

This paper deals with nonlinear fractional differential equation with boundary value problem conditions. We investigate the existence of solutions in Banach spaces with Hilfer derivative. To obtain such result we apply Mönch's fixed point theorem and the technique of measures of noncompactness. At the end an example is given.
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## 1 Introduction

In recent years, several papers have been devoted to the study of the existence of solutions for fractional differential equations, among others we refer the readers to the following references: Agarwal et al. [5, 4], Abbas et al. [3, 2], Sandeep et al. [32], Furati et al.[20], Benchohra et al. [17, 18], Gu et al. [21]. Moreover, it has been proved that differential models involving derivatives of fractional order arise in many engineering and scientific disciplines as the mathematical modeling of systems and processes in many fields, for instance, about physics, control theory, rheology, chemistry, and so on (see the monograph of Kilbas and al. [25], Hilfer and al. [22, 23], and Samko and al. [30]).

In this paper we focus on the existence of solutions of the following boundary value problem for a nonlinear fractional differential equation,

$$
\begin{equation*}
D_{a^{+}}^{\alpha, \beta} y(t)=f(t, y(t)), t \in J:=[0, T] . \tag{1.1}
\end{equation*}
$$

with the fractional boundary conditions

$$
\begin{align*}
& I^{1-\gamma} y(0)=y_{0}, I^{3-\gamma-2 \beta} y^{\prime}(0)=y_{1} \\
& I^{1-\gamma} y(\eta)=\lambda\left(I^{1-\gamma} y(T)\right), \gamma=\alpha+\beta-\alpha \beta \tag{1.2}
\end{align*}
$$

where $D_{0^{+}}^{\alpha, \beta}$ is the Hilfer fractional derivative, $0<\alpha<1,0 \leq \beta \leq 1,0<\lambda<1,0<\eta<T$ and let $E$ be a Banach space space with norm $\|\|, f:. J \times E \times E \times E \times E \rightarrow E$ is given continuous function and satisfying some assumptions that will be specified later. We will use the technique of measures of noncompactness. which is often used in several branches of nonlinear analysis. Especially, that technique turns out to be a very useful tool in existence for several types of integral equations; details
are found in Akhmerov et al. [7], Alvàrez [8], Banas̀ et al. [10, 11, 12, 13, 14, 15, 16], Benchohra et al. [17, 18], Mönch [27], Szufla [31].

The main idea used here is that on the Banach space $E$, we can not use Ascoli-Arzela theorem to prove the compactness of the operator, so we use the technique of measure of nocompactness to conclude.

Recently, considerable attention has been given to the existence of solutions of initial and boundary value problems for fractional differential equations with Hilfer fractional derivative [2, 3, 19], and other problems with Hilfer-Hadamard fractional derivative; see [1, 2, 33, 34]. Many existence results were established by the use of technics of nonlinear analysis such as Banach fixed point theorem, Schaefer's fixed point theorem, Lerayâ-Schauder nonlinear alternative, etc ..., and the technique of measures of noncompactness, see $[4,5,6,18,15,16]$.

In 2008, Benchohra et al. [17], considered the existence of solutions of an initial value problem for a nonlinear fractional differential equation

$$
\begin{cases}D^{r} y(t)=f(t, y), & \text { for each } t \in J=[0, T], 1<r<2  \tag{1.3}\\ y(0)=y_{0}, y^{\prime}(0)=y_{1}, & \end{cases}
$$

where $D^{r}$ is the Caputo fractional derivative, $f: J \times E \rightarrow E$ is a given function, and E is a Banach space. They obtained results for solutions by using Mönch's fixed point theorem and the technique of measures of noncompactness.

In 2018, S. Abbas et al. [2], studied the existence of solutions for the following coupled system of Hilfer fractional differential equations

$$
\left\{\begin{array}{l}
D_{0}^{\alpha_{1}, \beta_{1}} u(t)=f_{1}(t, u(t), v(t)), \quad t \in J=[0, T]  \tag{1.4}\\
D_{0}^{\alpha_{2}, \beta_{2}} v(t)=f_{2}(t, u(t), v(t)),
\end{array}\right.
$$

with the following initial conditions

$$
\left\{\begin{array}{l}
I_{0}^{1-\gamma_{1}} u(0)=\phi_{1}  \tag{1.5}\\
I_{0}^{1-\gamma_{2}} v(0)=\phi_{2}
\end{array}\right.
$$

where $T>0, \alpha_{i} \in(0,1), \beta_{i} \in[0,1], \gamma_{i}=\alpha_{i}+\beta_{i}-\alpha_{i} \beta_{i}, \phi_{i} \in E, f_{i}: I \times E \times E \rightarrow E ; i=1,2$, are given functions, $E$ is a real (or complex) Banach space with a norm $\|\cdot\|, I_{0}^{1 \gamma_{i}}$ is the left- sided mixed Riemann-Liouville integral of order $1-\gamma_{i}$, and $D_{0}^{\alpha_{i}, \beta_{i}}$ is the generalized Riemann-Liouville derivative (Hilfer) operator of order $\alpha_{i}$ and type $\beta_{i}: i=1,2$. They obtained results for solutions by using the technique of measure of noncompactness and the fixed point theory.

In 2018, D.Vivek et al. [34], studied the existence, uniqueness and stability analysis of Hilfer-Hadamard type fractional neutral pantograph equations with boundary conditions of the form

$$
\begin{cases}D_{1^{+}}^{\alpha, \beta} x(t)=f\left(t, x(t), x(\lambda t), D_{1^{+}}^{\alpha, \beta} x(\lambda t)\right), & t \in J=[0, T]  \tag{1.6}\\ I_{1^{+}}^{1-\gamma} x(1)=a, I_{1^{+}}^{1-\gamma} x(T)=b, & \gamma=\alpha+\beta-\alpha \beta\end{cases}
$$

where $D_{1^{+}}^{\alpha, \beta}$ is the Hilfer-Hadamard fractional derivative, $0<\alpha<1,0 \leq \beta \leq 1,0<\lambda<1$. Let $E$ be a Banach space, $f: J \times E \times E \times E \rightarrow E$ is a given continuous function. They obtained results for solutions by using Schaefer's fixed point theorem.

The principal goal of this paper is to prove the existence of solutions for the problem (1.1)-(1.2) using Mönch's fixed point theorem and its related Kuratowski measure of noncompactness.

## 2 Preliminaires

In what follows we introduce definitions, notations, and preliminary facts which are used in the sequel.
For more details, we refer to $[4,5,7,9,11,19,20,21,22,23,24,25,26,31,32]$.
Denote by $C(J, E)$ the Banach space of continuous functions $y: J \rightarrow E$, with the usual supremum norm

$$
\|y\|_{\infty}=\sup \{\|y(t)\|, t \in J\}
$$

Let $L^{1}(J, E)$ be the Banach space of measurable functions $y: J \rightarrow E$ which are Bochner integrable, equipped with the norm

$$
\|y\|_{L^{1}}=\int_{J} y(t) d t
$$

$A C^{1}(J, E)$ denotes the space of functions $y: J \rightarrow E$, whose first derivative is absolutely continuous.
Definition 2.1. [20] Let $J=[0, T]$ be a finite interval and $\gamma$ as a real such that $0 \leq \gamma<1$. We introduce the weighted space $C_{1-\gamma}(J, E)$ of continuous functions $f$ on $(0, T]$ as

$$
C_{1-\gamma}(J, E)=\left\{f:(0, T] \rightarrow E:(t-a)^{1-\gamma} f(t) \in C(J, E)\right\}
$$

In the space $C_{1-\gamma}(J, E)$, we define the norm

$$
\|f\|_{C_{1-\gamma}}=\left\|(t-a)^{1-\gamma} f(t)\right\|_{C}, C_{0}(J, E)=C(J, E) .
$$

Definition 2.2. [20] Let $0<\alpha<1,0 \leq \beta \leq 1$, the weighted space $C_{1-\gamma}^{\alpha, \beta}(J, E)$ is defined by

$$
C_{1-\gamma}^{\alpha, \beta}(J, E)=\left\{f:(0, T] \rightarrow \mathbb{R}: D_{0^{+}}^{\alpha, \beta} f \in C_{1-\gamma}(J, E)\right\}, \gamma=\alpha+\beta-\alpha \beta
$$

and

$$
C_{1-\gamma}^{1}(J, E)=\left\{f:(0, T] \rightarrow \mathbb{R}: f^{\prime} \in C_{1-\gamma}(J, E)\right\}, \gamma=\alpha+\beta-\alpha \beta
$$

with the norm

$$
\begin{equation*}
\|f\|_{C_{1-\gamma}^{1}}=\|f\|_{C}+\left\|f^{\prime}\right\|_{C_{1-\gamma}} . \tag{2.1}
\end{equation*}
$$

One have, see [20], $D_{0^{+}}^{\alpha, \beta} f=I_{0^{+}}^{\beta(1-\alpha)} D_{0^{+}}^{\gamma} f$ and $C_{1-\gamma}^{\gamma}(J, E) \subset C_{1-\gamma}^{\alpha, \beta}(J, E), \gamma=\alpha+\beta-\alpha \beta, 0<\alpha<$ $1,0 \leq \beta \leq 1$. Moreover, $C_{1-\gamma}(J, E)$ is complete metric space of all continuous functions mapping $J$ into $E$ with the metric $d$ defined by

$$
d\left(y_{1}, y_{2}\right)=\left\|y_{1}-y_{2}\right\|_{C_{1-\gamma}(J, E)}:=\max _{t \in J}\left|(t-a)^{1-\gamma}\left[y_{1}(t)-y_{2}(t)\right]\right|
$$

for details see [20].
Notation 2.3. For a given set $V$ of functions $v: J \rightarrow E$, let us denote by

$$
V(t)=\{v(t): v \in V\}, t \in J,
$$

and

$$
V(J)=\{v(t): v \in V, t \in J\} .
$$

Now let us recall some fundamental facts of the notion of Kuratowski measure of noncompactness.
Definion 2.4. ( $[7,11]$ ). Let $E$ be a Banach space and $\Omega_{E}$ the bounded subsets of $E$. The Kuratowski measure of noncompactness is the map $\mu: \Omega_{E} \rightarrow[0, \infty]$ defined by

$$
\mu(B)=\inf \left\{\epsilon>0: B \subseteq \cup_{i=1}^{n} B_{i} \text { and } \operatorname{diam}\left(B_{i}\right) \leq \epsilon\right\} ; \text { here } B \in \Omega_{E} .
$$

This measure of noncompactness satisfies some important properties [7, 11]:
(a) $\mu(B)=0 \Leftrightarrow \bar{B}$ is compact ( $B$ is relatively compact).
(b) $\mu(B)=\mu(\bar{B})$.
(c) $A \subset B \Rightarrow \mu(A) \leq \mu(B)$.
(d) $\mu(A+B) \leq \mu(A)+\mu(B)$
(e) $\mu(c B)=|c| \mu(B) ; c \in \mathbb{R}$.
(f) $\mu(\operatorname{conv} B)=\mu(B)$.

Now, we give some results and properties of fractional calculus. Definition 2.5. [26] Let $(0, T]$ and $f:(0, \infty) \rightarrow \mathbb{R}$ is a real valued continuous function. The Riemann-Liouville fractional integral of a function $f$ of order $\alpha \in \mathbb{R}^{+}$is denoted as $I_{0^{+}}^{\alpha} f$ and defined by

$$
\begin{equation*}
I_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, t>0 \tag{2.2}
\end{equation*}
$$

where $\Gamma(\alpha)$ is the Euler's Gamma function.
Definion 2.6. [25] Let $(0, T]$ and $f:(0, \infty) \rightarrow \mathbb{R}$ is a real valued continuous function. The Riemann-Liouville fractional derivative of a function $f$ of order $\alpha \in \mathbb{R}_{0}^{+}=[0,+\infty)$ is denoted as $D_{0^{+}}^{\alpha} f$ and defined by

$$
\begin{equation*}
D_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t}(t-s)^{n-\alpha-1} f(s) d s \tag{2.3}
\end{equation*}
$$

where $n=[\alpha]+1$, and $[\alpha]$ means the integral part of $\alpha$, provided the right hand side is pointwise defined on $(0, \infty)$.

Definion 2.7. [25] The Caputo fractional derivative of function $f$ with order $\alpha>0, n-1<\alpha<$ $n, n \in \mathbb{N}$ is defined by

$$
\begin{equation*}
{ }^{C} D_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} f^{(n)}(s) d s, t>0 \tag{2.4}
\end{equation*}
$$

In [22], R. Hilfer studied applications of a generalized fractional operator having the Riemann-Liouville and Caputo derivatives as specific cases (see also [23, 24]).

Definion 2.8. [22] The Hilfer fractional derivative $D_{0^{+}}^{\alpha, \beta}$ of order $\alpha(n-1<\alpha<n)$ and type $\beta$ $(0 \leq \beta \leq 1)$ is defined by

$$
\begin{equation*}
D_{0^{+}}^{\alpha, \beta}=I_{0^{+}}^{\beta(n-\alpha)} D^{n} I_{0^{+}}^{(1-\beta)(n-\alpha)} f(t) \tag{2.5}
\end{equation*}
$$

where $I_{0^{+}}^{\alpha}$ and $D_{0^{+}}^{\alpha}$ are Riemann-Liouville fractional integral and derivative defined by 2.2 and 2.3 , respectively.

Remark 2.9. (See [19]) Hilfer fractional derivative interpolates between the R-L (2.3, if $\beta=0$ ) and Caputo (2.4, if $\beta=1$ ) fractional derivatives since

$$
D_{0^{+}}^{\alpha, \beta}=\left\{\begin{array}{l}
D I^{1-\alpha}=D_{0^{+}}^{\alpha}, \beta=0, \quad I^{1-\alpha} D=^{C} D_{0^{+}}^{\alpha}, \beta=1, \\
I^{1-\alpha} D=C^{C} D_{0^{+}}^{\alpha}, \beta=1,
\end{array}\right.
$$

Lemma 2.10. Let $0<\alpha<1,0 \leq \beta \leq 1, \gamma=\alpha+\beta-\alpha \beta$, and $f \in L^{1}(J, E)$.
The operator $D_{0^{+}}^{\alpha, \beta}$ can be written as

$$
\begin{aligned}
D_{0^{+}}^{\alpha, \beta} f(t) & =\left(I_{0^{+}}^{\beta(1-\alpha)} \frac{d}{d t} I_{0^{+}}^{(1-\gamma)} f\right)(t) \\
& =I_{0^{+}}^{\beta(1-\alpha)} D^{\gamma} f(t), \quad t \in J
\end{aligned}
$$

Moreover, the parameter $\gamma$ satisfies

$$
0<\gamma \leq 1, \gamma \geq \alpha, \gamma>\beta, 1-\gamma<1-\beta(1-\alpha) .
$$

Lemma 2.11. Let $0<\alpha<1,0 \leq \beta \leq 1, \gamma=\alpha+\beta-\alpha \beta$, If $D_{0^{+}}^{\beta(1-\alpha)} f$ exists and in $L^{1}(J, E)$, then

$$
D_{0^{+}}^{\alpha, \beta} I_{0^{+}}^{\alpha} f(t)=I_{0^{+}}^{\beta(1-\alpha)} D_{0^{+}}^{\beta(1-\alpha)} f(t) \text {, for a.e. } t \in J
$$

Furthermore, if $f \in C_{1-\gamma}(J, E)$ and $I_{0^{+}}^{1-\beta(1-\alpha)} f \in C_{1-\gamma}^{1}(J, E)$, then

$$
D_{0^{+}}^{\alpha, \beta} I_{0^{+}}^{\alpha} f(t)=f(t) \text {, for a.e. } t \in J .
$$

Lemma 2.12. Let $0<\alpha<1,0 \leq \beta \leq 1, \gamma=\alpha+\beta-\alpha \beta$, and $f \in L^{1}(J, E)$. If $D_{0^{+}}^{\gamma} f$ exists and in $L^{1}(J, E)$, then

$$
\begin{aligned}
I_{0^{+}}^{\alpha} D_{0^{+}}^{\alpha, \beta} f(t) & =I_{0^{+}}^{\gamma} D_{0^{+}}^{\gamma} f(t) \\
& =f(t)-\frac{I_{0^{+}}^{1-\gamma} f\left(0^{+}\right)}{\Gamma(\gamma)} t^{\gamma-1}, \quad t \in J .
\end{aligned}
$$

Lemma 2.13. [25] For $t>a$, we have

$$
\begin{align*}
I_{0^{+}}^{\alpha}(t-a)^{\beta-1}(t) & =\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}(t-a)^{\beta+\alpha-1}  \tag{2.6}\\
D_{0^{+}}^{\alpha}(t-a)^{\beta-1}(t) & =\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}(t-a)^{\beta-\alpha-1},
\end{align*}
$$

Lemma 2.14. Let $\alpha>0,0 \leq \beta \leq 1$, so the homogeneous differential equation with Hilfer fractional order

$$
\begin{equation*}
D_{0+}^{\alpha, \beta} h(t)=0 \tag{2.7}
\end{equation*}
$$

has a solution

$$
h(t)=c_{0} t^{\gamma-1}+c_{1} t^{\gamma+2 \beta-2}+c_{2} t^{\gamma+2(2 \beta)-3}+\ldots+c_{n} t^{\gamma+n(2 \beta)-(n+1)} .
$$

Definion 2.15. A map $f: J \times E \rightarrow E$ is said to be Caratheodory if
(i) $t \mapsto f(t, u)$ is measurable for each $u \in E$;
(ii) $u \mapsto F(t, u)$ is continuous for almost all $t \in J$.

The following theorems will play a major role in our analysis.
Theorem 2.16. ([5, 32]). Let $D$ be a bounded, closed and convex subset of a Banach space such that $0 \in D$, and let $N$ be a continuous mapping of $D$ into itself. If the implication $V=\overline{\operatorname{conv}} N(V)$ or $V=N(V) \cup 0 \Rightarrow \mu(V)=0$ holds for every subset $V$ of $D$, then $N$ has a fixed point.

Lemma 2.17. ([32]). Let $D$ be a bounded, closed and convex subset of the Banach space $C(J, E)$, $G$ a continuous function on $J \times J$ and $f$ a function from $J \times E \longrightarrow E$ which satisfies the Caratheodory conditions, and suppose there exists $p \in L^{1}\left(J, \mathbb{R}^{+}\right)$such that, for each $t \in J$ and each bounded set $B \subset E$, we have

$$
\lim _{h \rightarrow 0^{+}} \mu\left(f\left(J_{t, h} \times B\right)\right) \leq p(t) \mu(B) ; \text { here } J_{t, h}=[t-h, t] \cap J .
$$

If $V$ is an equicontinuous subset of $D$, then

$$
\mu\left(\left\{\int_{J} G(s, t) f(s, y(s)) d s: y \in V\right\}\right) \leq \int_{J}\|G(t, s)\| p(s) \mu(V(s)) d s
$$

## 3 Main results

First of all, we define what we mean by a solution of the BVP (1.1)-(1.2).
Definition 3.1. A function $y \in C_{1-\gamma}(J, E)$ is said to be a solution of the problem (1.1)- (1.2) if $y$ satisfies the equation $D_{a^{+}}^{\alpha, \beta} y(t)=f(t, y(t))$ on $J$, and the conditions $I^{1-\gamma} y(0)=y_{0}, I^{3-\gamma-2 \beta} y^{\prime}(0)=y_{1}$, and $I^{1-\gamma} y(\eta)=\lambda\left(I^{1-\gamma} y(T)\right)$.

Lemma 3.2. Let $f: J \times E \times E \times E \times E \rightarrow E$ be a function such that $f \in C_{1-\gamma}(J, E)$ for any $y \in C_{1-\gamma}(J, E)$. A function $y \in C_{1-\gamma}^{\gamma}(J, E)$ is a solution of the integral equation

$$
\begin{align*}
y(t) & =I^{\alpha} f(t, y(t))+\frac{y_{0}}{\Gamma(\gamma)} t^{\gamma-1}+\frac{y_{1}}{\Gamma(\gamma+2 \beta-1)} t^{\gamma+2 \beta-2}+\zeta(\beta, \gamma, \eta, \lambda) \\
& {\left[y_{0}(\lambda-1)+\frac{\lambda T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)} y_{1}+\lambda I^{\alpha-\gamma+1} f(T, y(T))-I^{\alpha-\gamma+1} f(\eta, y(\eta))\right] t^{\gamma+2(2 \beta)-3} } \tag{3.1}
\end{align*}
$$

if and only if $y$ is a solution of the Hilfer fractional BVP

$$
\begin{equation*}
D_{a^{+}}^{\alpha, \beta} y(t)=f(t, y(t)), t \in J:=[0, T] \tag{3.2}
\end{equation*}
$$

with the fractional boundary conditions

$$
\begin{align*}
& I^{1-\gamma} y(0)=y_{0}, \quad I^{3-\gamma-2 \beta} y^{\prime}(0)=y_{1} \\
& I^{1-\gamma} y(\eta)=\lambda\left(I^{1-\gamma} y(T)\right), \gamma=\alpha+\beta-\alpha \beta \tag{3.3}
\end{align*}
$$

Proof. Assume $y$ satisfies (3.1). Then Lemma 2.18 implies that

$$
y(t)=c_{0} t^{\gamma-1}+c_{1} t^{\gamma+2 \beta-2}+c_{2} t^{\gamma+2(2 \beta)-3}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, y(s)) d s
$$

for some constants $c_{0}, c_{1}, c_{2} \in \mathbb{R}$.
From (3.3), by Lemma 2.16 (2.6), we have

- $I^{1-\gamma} y(0)=y_{0}$ implies that $c_{0}=\frac{y_{0}}{\Gamma(\gamma)}$
- $I^{3-\gamma-2 \beta} y^{\prime}(0)=y_{1}$ implies that $c_{1}=\frac{y_{1}}{\Gamma(\gamma+2 \beta-1)}$
- $I^{1-\gamma} y(1)=\lambda\left(I^{1-\gamma} y(T)\right)$ implies that

$$
\begin{align*}
\left(I^{1-\gamma} y\right)(\eta) & =\left(I^{1-\gamma} \frac{y_{0}}{\Gamma(\gamma)} t^{\gamma-1}\right)(\eta)+\left(I^{1-\gamma} \frac{y_{1}}{\Gamma(\gamma)} t^{\gamma+2 \beta-2}\right)(\eta)+c_{2}\left(I^{1-\gamma} t^{\gamma+2(2 \beta)-3}\right)(\eta)+I^{\alpha-\gamma+1} f(\eta, y(\eta)) \\
& =y_{0}+\frac{y_{1}}{\Gamma(2 \beta)} \eta^{2 \beta-1}+c_{2} \frac{\Gamma(\gamma+2(2 \beta)-2)}{\Gamma(4 \beta-1)} \eta^{4 \beta-2}+I^{\alpha-\gamma+1} f(\eta, y(\eta)) \\
\left(I^{1-\gamma} y\right)(T) & =\left(I^{1-\gamma} \frac{y_{0}}{\Gamma(\gamma)} t^{\gamma-1}\right)(T)+\left(I^{1-\gamma} \frac{y_{1}}{\Gamma(\gamma+2 \beta-1)} t^{\gamma+2 \beta-2}\right)(T)+c_{2}\left(I^{1-\gamma} t^{\gamma+2(2 \beta)-3}\right)(T)  \tag{T}\\
& +I^{\alpha-\gamma+1} f(T, y(T)) \\
& =y_{0}+\frac{y_{1}}{\Gamma(2 \beta)} T^{2 \beta-1}+c_{2} \frac{\Gamma(\gamma+2(2 \beta)-2)}{\Gamma(4 \beta-1)} T^{4 \beta-2}+I^{\alpha-\gamma+1} f(T, y(T)) \\
\lambda\left(I^{1-\gamma} y\right)(T) & =\lambda y_{0}+\frac{\lambda y_{1}}{\Gamma(2 \beta)} T^{2 \beta-1}+c_{2} \frac{\lambda \Gamma(\gamma+2(2 \beta)-2)}{\Gamma(4 \beta-1)} T^{4 \beta-2}+\lambda I^{\alpha-\gamma+1} f(T, y(T))
\end{align*}
$$

that is,

$$
c_{2}=\zeta(\beta, \gamma, \eta, \lambda)\left[y_{0}(\lambda-1)+\frac{\lambda T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)} y_{1}+\lambda I^{\alpha-\gamma+1} f(T, y(T))-I^{\alpha-\gamma+1} f(\eta, y(\eta))\right]
$$

With

$$
\zeta(\beta, \gamma, \eta, \lambda)=\frac{\Gamma(4 \beta-1)}{\Gamma(\gamma+4 \beta-2)\left(\eta^{4 \beta-2}-\lambda T^{4 \beta-2}\right)}
$$

The following hypotheses will be used in the sequel.
(H1) $f: J \times E \rightarrow E$ satisfies the Caratheodory conditions;
(H2) There exists $p \in L^{1}\left(J, \mathbb{R}^{+}\right) \cap C\left(J, \mathbb{R}^{+}\right)$, such that,

$$
\|f(t, y)\| \leq p(t)\|y\|, \text { for } t \in J \text { and each } y \in E
$$

(H3) For each $t \in J$ and each bounded set $B \subset E$, we have

$$
\lim _{h \rightarrow 0^{+}} \mu\left(f\left(J_{t, h} \times B\right)\right) \leq t^{1-\gamma} p(t) \mu(B) ; \text { here } J_{t, h}=[t-h, t] \cap J .
$$

Theorem 3.3. Assume that conditions (H1)-(H3) hold. Let

$$
p^{*}=\sup _{t \in J} p(t) .
$$

If

$$
\begin{equation*}
p^{*}\left[\frac{T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+2)}\left[|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right] T^{2(2 \beta)-2}\right]<1 \tag{3.4}
\end{equation*}
$$

then the BVP (1.1)-(1.2) has at least one solution.
Proof. We transform the problem (1.1)-(1.2) into a fixed point problem, then we consider the operator $N: C_{1-\gamma}(J, E) \rightarrow C_{1-\gamma}(J, E)$ defined by

$$
\begin{gathered}
N(y)(t)=I^{\alpha} f(t, y(t))+\frac{y_{0}}{\Gamma(\gamma)} t^{\gamma-1}+\frac{y_{1}}{\Gamma(\gamma+2 \beta-1)} t^{\gamma+2 \beta-2}+\zeta(\beta, \gamma, \eta, \lambda) \\
{\left[y_{0}(\lambda-1)+\frac{\lambda T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)} y_{1}+\lambda I^{\alpha-\gamma+1} f(T, y(T))-I^{\alpha-\gamma+1} f(\eta, y(\eta))\right] t^{\gamma+2(2 \beta)-3}}
\end{gathered}
$$

Clearly, the fixed points of the operator $N$ are solutions of the problem (1.1)-(1.2). Let

$$
\begin{equation*}
R \geq \frac{\frac{y_{0}}{\Gamma(\gamma)}+\frac{y_{1} T^{2 \beta-1}}{\Gamma(\gamma+2 \beta-1)}+|\zeta(\beta, \gamma, \eta, \lambda)|\left(\left\|y_{0}\right\||\lambda-1|+\frac{\lambda T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right)}{1-p^{*}\left(\frac{T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}-\frac{|\zeta(\beta, \gamma, \eta, \lambda)| T^{4 \beta-2}}{\Gamma(\alpha-\gamma+2)}\left(|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right)\right)} \tag{3.5}
\end{equation*}
$$

and consider

$$
D=\left\{y \in C_{1-\gamma}(J, E):\|y\| \leq R\right\} .
$$

The subset $D$ is closed, bounded and convex. We shall show that the assumptions of Theorem 2.4 are satisfied. The proof will be given in three steps.

## 1-First we show that $N$ is continuous:

Let $y_{n}$ be a sequence such that $y_{n} \rightarrow y$ in $C_{1-\gamma}(J, E)$. Then for each $t \in J$,

$$
\begin{aligned}
\| t^{1-\gamma}\left(N\left(y_{n}\right)(t)-\right. & N(y)(t))\left\|\leq \frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\right\| f\left(s, y_{n}(s)\right)-f(s, y(s)) \| d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)| t^{4 \beta-2}}{\Gamma(\alpha-\gamma+1)} \\
& {\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma}\left\|f\left(s, y_{n}(s)\right)-f(s, y(s))\right\| d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma}\left\|f\left(s, y_{n}(s)\right)-f(s, y(s))\right\| d s\right] } \\
& \leq\left(\frac{t^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)| t^{4 \beta-2}}{\Gamma(\alpha-\gamma+2)}\left(|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right)\right)\left\|f\left(s, y_{n}(s)\right)-f(s, y(s))\right\| \\
& \leq\left(\frac{T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)| T^{4 \beta-2}}{\Gamma(\alpha-\gamma+2)}\left(|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right)\right)\left\|f\left(s, y_{n}(s)\right)-f(s, y(s))\right\|
\end{aligned}
$$

Since $f$ is of Caratheodory type, then by the Lebesgue dominated convergence theorem we have

$$
\left\|N\left(y_{n}\right)-N(y)\right\|_{\infty} \rightarrow 0 \text { as } n \rightarrow \infty
$$

## 2-Second we show that $N$ maps $D$ into itself:

Take $y \in D$, by (H2), we have, for each $t \in J$ and assume that $N y(t) \neq 0$.

$$
\begin{aligned}
& \left\|t^{1-\gamma} N(y)(t)\right\| \leq \frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\|f(s, y(s))\| d s+\frac{\left\|y_{0}\right\|}{\Gamma(\gamma)}+\frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)} t^{2 \beta-1} \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right] t^{4 \beta-2} \\
& +\frac{|\zeta(\beta, \gamma, \eta, \lambda)| t^{4 \beta-2}}{\Gamma(\alpha-\gamma+1)}\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma}\|f(s, y(s))\| d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma}\|f(s, y(s))\| d s\right] \\
& \leq \frac{T^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s)\|y\| d s+\frac{\left\|y_{0}\right\|}{\Gamma(\gamma)}+\frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)} T^{2 \beta-1} \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right] T^{4 \beta-2} \\
& +\frac{T^{4 \beta-2}}{\Gamma(\alpha-\gamma+1)}|\zeta(\beta, \gamma, \eta, \lambda)|\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s)\|y\| d s+\int_{0}^{1}(1-s)^{\alpha-\gamma} p(s)\|y\| d s\right] \\
& \leq \frac{R T^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) d s+\frac{\left\|y_{0}\right\|}{\Gamma(\gamma)}+\frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)} T^{2 \beta-1} \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right] T^{4 \beta-2} \\
& +\frac{R T^{4 \beta-2}}{\Gamma(\alpha-\gamma+1)}|\zeta(\beta, \gamma, \eta, \lambda)|\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} p(s) d s\right] \\
& \leq \frac{R p^{*} T^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s+\frac{\left\|y_{0}\right\|}{\Gamma(\gamma)}+\frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)} T^{2 \beta-1} \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right] T^{4 \beta-2} \\
& +\frac{R p^{*} T^{4 \beta-2}}{\Gamma(\alpha-\gamma+1)}|\zeta(\beta, \gamma, \eta, \lambda)|\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} d s\right] \\
& \leq \frac{R p^{*} T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{\left\|y_{0}\right\|}{\Gamma(\gamma)}+\frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)} T^{2 \beta-1} \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right] T^{4 \beta-2} \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\frac{|\lambda| R p^{*} T^{\alpha-\gamma+4 \beta-1}}{\Gamma(\alpha-\gamma+2)}+\frac{R p^{*} \eta^{\alpha-\gamma+1} T^{4 \beta-2}}{\Gamma(\alpha-\gamma+2)}\right] \\
& \leq R .
\end{aligned}
$$

## 3-Finally we show that $N(D)$ is bounded and equicontinuous:

By Step 2, it is obvious that $N(D) \subset C_{1-\gamma}(J, E)$ is bounded. For the equicontinuity of $N(D)$, let $t_{1}, t_{2} \in J, t_{1}<t_{2}$ and $y \in D$, so $t_{2}^{1-\gamma} N y\left(t_{2}\right)-t_{1}^{1-\gamma} N y\left(t_{1}\right) \neq 0$. Then

$$
\left\|t_{2}^{1-\gamma} N y\left(t_{2}\right)-t_{1}^{1-\gamma} N y\left(t_{1}\right)\right\| \leq \frac{1}{\Gamma(\gamma+2 \beta-1)}\left\|y_{1} t_{2}^{2 \beta-1}-y_{1} t_{1}^{2 \beta-1}\right\|+|\zeta(\beta, \gamma, \eta, \lambda)|
$$

$$
\begin{aligned}
& \left\|\left[y_{0}|\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)} y_{1}+|\lambda| I^{\alpha-\gamma+1} f(T, y(T))-I^{\alpha-\gamma+1} f(\eta, y(\eta))\right]\right\| \\
& \left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right) \\
& +\left\|\frac{t_{2}^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} f(s, y(s)) d s-\frac{t_{1}^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} f(s, y(s)) d s\right\| \\
& \leq \frac{1}{\Gamma(\gamma+2 \beta-1)}\left\|y_{1}\right\|\left(t_{2}^{2 \beta-1}-t_{1}^{2 \beta-1}\right)+|\zeta(\beta, \gamma, \eta, \lambda)| \\
& {\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right]\left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right)} \\
& +\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma}\|f(s, y(s))\| d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma}\|f(s, y(s))\| d s\right] \\
& \left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right) \\
& +\frac{1}{\Gamma(\alpha)}\left[t_{2}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{2}-s\right)^{\alpha-1}\|f(s, y(s))\| d s-t_{1}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}\|f(s, y(s))\| d s\right. \\
& \left.+t_{2}^{1-\gamma} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1}\|f(s, y(s))\| d s\right] \\
& \leq \frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)}\left(t_{2}^{2 \beta-1}-t_{1}^{2 \beta-1}\right)+|\zeta(\beta, \gamma, \eta, \lambda)|
\end{aligned}
$$

$$
\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|+\frac{1}{\Gamma(\alpha-\gamma+1)}\right.
$$

$$
\left.\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s)\|y\| d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} p(s)\|y\| d s\right]\right]\left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right)
$$

$$
+\frac{1}{\Gamma(\alpha)}\left[t_{2}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{2}-s\right)^{\alpha-1} p(s)\|y\| d s-t_{1}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} p(s)\|y\| d s\right.
$$

$$
\left.+t_{2}^{1-\gamma} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} p(s)\|y\| d s\right]
$$

$$
\leq \frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)}\left(t_{2}^{2 \beta-1}-t_{1}^{2 \beta-1}\right)+|\zeta(\beta, \gamma, \eta, \lambda)|
$$

$$
\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|+\frac{R}{\Gamma(\alpha-\gamma+1)}\right.
$$

$$
\left.\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} p(s) d s\right]\right]\left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right)
$$

$$
+\frac{R}{\Gamma(\alpha)}\left[t_{2}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{2}-s\right)^{\alpha-1} p(s) d s-t_{1}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} p(s) d s\right.
$$

$$
\left.+t_{2}^{1-\gamma} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} p(s) d s\right]
$$

$$
\leq \frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)}\left(t_{2}^{2 \beta-1}-t_{1}^{2 \beta-1}\right)
$$

$$
+|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|\right.
$$

$$
\left.+\frac{R p^{*}}{\Gamma(\alpha-\gamma+1)}\left[|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} d s\right]\right]\left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right)
$$

$$
+\frac{R p^{*}}{\Gamma(\alpha)}\left[t_{2}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{2}-s\right)^{\alpha-1} d s-t_{1}^{1-\gamma} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} d s+t_{2}^{1-\gamma} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} d s\right]
$$

$$
\begin{aligned}
& \leq \frac{\left\|y_{1}\right\|}{\Gamma(\gamma+2 \beta-1)}\left(t_{2}^{2 \beta-1}-t_{1}^{2 \beta-1}\right) \\
& +|\zeta(\beta, \gamma, \eta, \lambda)|\left[\left\|y_{0}\right\||\lambda-1|+\frac{|\lambda| T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)}\left\|y_{1}\right\|+\frac{R p^{*}\left(|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right)}{\Gamma(\alpha-\gamma+2)}\right] \\
& \left(t_{2}^{2(2 \beta)-2)}-t_{1}^{2(2 \beta)-2)}\right)+\frac{R p^{*}}{\Gamma(\alpha+1)}\left(t_{2}^{\alpha-\gamma+1}-t_{1}^{\alpha-\gamma+1}\right)
\end{aligned}
$$

As $t_{1} \rightarrow t_{2}$, the right hand side of the above inequality tends to zero.
Hence $N(D) \subset D$.
Now we show that the implication holds:
Let $V \subset D$ such that $V=\overline{\operatorname{conv}}(N(V) \cup\{0\})$.
We have $V(t) \subset \overline{\operatorname{conv}}(N(V) \cup\{0\})$ for all $t \in J . N V(t) \subset N D(t), t \in J$ is bounded and equicontinuous in $E$, the function $t \rightarrow v(t)=\mu(V(t))$ is continuous on $J$.
By assumption (H2), and the properties of the measure $\mu$ we have for each $t \in J$.

$$
\begin{aligned}
& \left.t^{1-\gamma} v(t) \leq \mu\left(t^{1-\gamma} N(V)(t) \cup\{0\}\right)\right) \leq \mu\left(t^{1-\gamma}(N V)(t)\right) \\
& \leq \mu\left[t ^ { 1 - \gamma } \left[I^{\alpha} f(t, y(t))+\frac{y_{0}}{\Gamma(\gamma)} t^{\gamma-1}+\frac{y_{1}}{\Gamma(\gamma)} t^{\gamma+2 \beta-2}+\zeta(\beta, \gamma, \eta, \lambda)\right.\right. \\
& \left.\left.\left(y_{0}(\lambda-1)+\frac{\lambda T^{2 \beta-1}-\eta^{2 \beta-1}}{\Gamma(2 \beta)} y_{1}+\lambda I^{\alpha-\gamma+1} f(T, y(T))-I^{\alpha-\gamma+1} f(\eta, y(\eta))\right) t^{\gamma+2(2 \beta)-3}\right]\right] \\
& \leq \mu\left[\frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, y(s)) d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\right. \\
& \left.\left(|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} f(s, y(s)) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} f(s, y(s)) d s\right) t^{2(2 \beta)-2}\right] \\
& \leq\left[\frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \mu(f(s, y(s))) d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\right. \\
& \left.\left(|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} \mu(f(s, y(s))) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} \mu(f(s, y(s))) d s\right) t^{2(2 \beta)-2}\right] \\
& \leq\left[\frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) \mu(V(s)) d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\right. \\
& \left.\left(|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s) \mu(V(s)) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} p(s) \mu(V(s)) d s\right) t^{2(2 \beta)-2}\right] \\
& \leq\left[\frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) v(s) d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\right. \\
& \left.\left(|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s) v(s) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} p(s) v(s) d s\right) t^{2(2 \beta)-2}\right] \\
& \leq\|v\|\left[\frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} p(s) d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\right. \\
& \left.\left(|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} p(s) d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} p(s) d s\right) t^{2(2 \beta)-2}\right] \\
& \leq p^{*}\|v\|\left[\frac{t^{1-\gamma}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} d s+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+1)}\left(|\lambda| \int_{0}^{T}(T-s)^{\alpha-\gamma} d s+\int_{0}^{\eta}(\eta-s)^{\alpha-\gamma} d s\right) t^{2(2 \beta)-2}\right] \\
& \leq p^{*}\|v\|\left[\frac{t^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+2)}\left(|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right) t^{2(2 \beta)-2}\right]
\end{aligned}
$$

This means that

$$
\|v\| \leq p^{*}\|v\|\left[\frac{T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+2)}\left(|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right) T^{2(2 \beta)-2}\right]
$$

By $p^{*}\left[\frac{T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+2)}\left[|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right] T^{2(2 \beta)-2}\right]<1$ it follows that $\|v\|=0$, that is $v(t)=0$ for each $t \in J$, and then $V(t)$ is relatively compact in $E$. In view of the Ascoli-Arzela theorem, $V$ is relatively compact in $D$. Applying now Theorem 2.16 , we conclude that $N$ has a fixed point which is a solution of the problem (1.1)-(1.2).

## 4 Example

We consider the problem for Hilfer fractional differential equations of the form:

$$
\left\{\begin{array}{l}
D^{\alpha, \beta} y(t)=f(t, y(t)),(t, y) \in([0,1], \mathbb{R})  \tag{4.1}\\
I^{1-\gamma} y(0)=y_{0}, I^{3-\gamma-2 \beta} y^{\prime}(0)=y_{1}, I^{1-\gamma} y(\eta)=\lambda\left(I^{1-\gamma} y(T)\right)
\end{array}\right.
$$

Here

$$
\begin{array}{lll}
\alpha=\frac{1}{2}, & \beta=\frac{1}{2}, & \gamma=\frac{3}{4} \\
\lambda=\frac{1}{2}, & \eta=\frac{1}{4}, & T=1
\end{array}
$$

With

$$
f(t, y t))=\frac{1}{4}+\frac{c t^{2}}{e^{t+4}}|y(t)|, \quad t \in[0,1]
$$

and

$$
c=\frac{e^{3}}{10} \sqrt{\pi}
$$

Clearly, the function f is continuous. For each $y \in E$ and $t \in[0,1]$, we have

$$
\|f(t, y(t))\| \leq \frac{c t^{2}}{e^{t+4}}\|y\|
$$

Hence, the hypothesis (H2) is satisfied with $p^{*}=c e^{-3}$. We shall show that condition 3.4 holds with $T=1$. Indeed,

$$
p^{*}\left[\frac{T^{\alpha-\gamma+1}}{\Gamma(\alpha+1)}+\frac{|\zeta(\beta, \gamma, \eta, \lambda)|}{\Gamma(\alpha-\gamma+2)}\left[|\lambda| T^{\alpha-\gamma+1}+\eta^{\alpha-\gamma+1}\right] T^{2(2 \beta)-2}\right]<1
$$

Simple computations show that all conditions of Theorem 3.1 are satisfied. It follows that the problem 4.1 has a solution defined on $[0, T]$.
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