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Praface

The ICOMAA conference, organized for the first time in 2018, helds its second conference in 2019 with participants
from all over the world. The targeted success was achieved as a result of the returns received for the two conferences
and the studies produced. As a result of these achievements, both the richness of the invited speaker staff composed
of world-renowned scientists as well as the increase in the scientific quality of the study indicate that the new 2020
conference should be held. There are participants from 11 different countries in their presentations at the 2019
conference. In addition, a successful conference was held in 2019 with 8 invited speakers from 5 different countries.

The main objective of the conference is to bring scientists and researchers together with recent studies in pure
and applied mathematics. In addition, inter-scientific communication is provided with the applications of math-
ematics in the major engineering fields. This volume contains the proceedings of the selected contributions of
the participants of the 2th International Conference on Mathematical Advances and Applications (ICOMAA-2019)
scheduled during May 3-5, 2019 in Istanbul, Turkey.

The selection of papers included in this volume is based on a rigorous peer review process by the committee
of experts in various disciplines. Every submitted paper was first screened by the members of the editorial board
and once it clears the initial screening, it was sent for peer review to at least two potential reviewers in the related
area of expertise from the pool of potential reviewers. The paper is accepted if at least two reviewers recommend
it for acceptance. We thank all the invited speakers and the authors for their valuable contributions towards the
success of the conference ICOMAA-2019. We are very much grateful to the members of the program committee for
their continuous guidance and support which led to the selection of the contributed talks and the papers published
in this volume.

Hope to see you at the next conference,
Assoc. Prof. Dr. Yusuf ZEREN
Editor in Chief
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Ozet: A performance indicator of the relative activity measurements are classified into two groups, parametric and nonparametric
methods. Nonparametric methods measure the distance between the value of the efficiency obtained from the calculation and the
distance from the efficiency limit by using techniques of linear programming. Data Envelopment Analysis (DEA) which is frequently
used in nonparametric measurement methods. Data Envelopment Analysis is a method used to measure the relative effective-
ness of economic or non-profit organizations that convert the input called the decision-making unit into output. In this study, health
performances of provinces were examined by using statistical yearbook published by Ministry of Health. CCR and BCC models,
which are the basic models of data envelopment analysis, were examined according to the cases of constant returns to scale and
variable returns to scale.

Keywords: Data Envelopment Analysis, Health performance, Efficiency, Turkey

1 Introduction

The main problem of many countries is the limited resources to meet the needs of the growing population. Therefore, it is very important
to use the resources in the most appropriate way and to obtain the maximum output. The ability to use resources effectively determines the
level of productivity. Being productive has become important for the health sector like other sectors. As it is known, hospitals have high input
costs. There is intense competition in the health services market. In this competitive environment, hospitals need to reduce their costs and
get more output in order to survive. In such a case, the efficiency levels of the hospitals should be determined and the input variables that
should be reduced and the output variables that should be increased should be determined if they are below the effective limit. The desire to
be productive and efficient production is not only the problem of the undeveloped and developing countries. Especially in health systems and
health institutions, most of the efforts to increase efficiency are carried out by developed countries. Evaluating health institutions in terms of
efficiency has a very recent history. The number of studies in this field is rapidly increasing in order to examine the health performances of
countries and formulate the necessary health policies. Due to the unique characteristics of health services, the number of inputs and outputs is
quite high. In addition, these input and output factors do not have the same unit of measurement. Data Envelopment Analysis (DEA), which is a
parameterless method, was used to analyze all these variables together, to make comparisons, to determine the most effective, and to determine
what should be done for those who fall below the effective limit. DEA is a technique that determines the efficiency levels of decision-making
units with similar characteristics according to the input and output amounts. DEA is applied in healthcare institutions, military areas, schools,
banks and similar institutions. DEA limits the most effective decision-making unit and evaluates other decision-making units according to this
limit. With DEA program, it is possible to calculate which variable to change in order to become effective. In this context, efficiency levels
of public hospital associations, factors causing inefficiency and the steps to be effective for those who are below the effective limit have been
determined. Therefore, in this study, it is aimed to calculate the most appropriate input composition to be used in DEA using health indicators
of our provinces. As a model; Data-Envelopment Analysis’s input-oriented model is used under the assumption of variable returns to scale.
The aim of the study is to determine which variables should be used more effectively in the health variables of the provinces and the necessary
health performance policy.

2 Data envelopment analysis

If there are more than one decision points for a decision maker, it is important to estimate the efficiencies of these decision points and to
shape the decision based on these efficiencies. Indeed the efficiency ranking of the decision points are important for the decision maker and the
decision maker wants to know how scenarios that will increase the efficiency of decision points of those with less efficiency than the others will
affect the overall efficiency of the decision. Here, the Data Envelopment Analysis can be defined as a linear programming-based method that
utilizes similar inputs to obtain an output or outputs to evaluate the relative efficiency of responsible decision points. The primary characteristic
that sets the Data Envelopment Analysis apart from other similar purpose methods is that it enables evaluation in cases where there are many
inputs and outputs. As a result of the analysis, information regarding the efficiency value of each decision point, how to increase the efficiency
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of decision points that are not efficient using which input/output ratios (scenarios), and decision points that can be used as a reference are
obtained.

The Data Envelopment Analysis first took form in 1957 by Farrell with the Boundary Production Function suggestion that was put forward
in reply to the Mean Performance scale [1]. Based on Farrell’s piecewise linear convex envelopment approach to effective boundary predictions,
Charnes, Cooper and Rhodes introduced the Data Envelopment Analysis (DEA) technique to the literature with their study in 1978 [2]. Linear
programming is a mathematical technique that aims to determine the most optimal out of the different alternatives for the efficient use of limited
resources for a certain objective. This technique is used more often in the solution of optimal resource distribution problems.

DEA, which is a mathematical programming based approach, is a method based on linear programming principles that is used to transform
the input also known as a decision making unit (DMU) to an output and to measure the relative efficiency of establishments or financial
institutions [3]. DEA is a linear programming process that can be defined as the boundary analysis of multiple inputs and multiple outputs.
The process requires no prior determination of weighting for the inputs and outputs, and aims to determine the efficient and inefficient decision
making units. In the method, which is based on the distribution of weights to the inputs and outputs of each individual DMU, after the weights
have been determined the calculated efficiency scores of the DMU’s cannot exceed 1.

DEA is a non-parametric linear programming based technique. In DEA, an assumption regarding the production function is not required as
in parametric methods. Another feature is that it considers the boundaries rather than the central tendency; meaning that DMU’s are compared
not with units with mean efficiency values but rather units with full efficiency.

Data Envelopment Analysis is a very effective tool when used correctly. The advantages of Data Envelopment Analysis can be listed as
follows:

e Data Envelopment Analysis is capable of processing multiple inputs and multiple outputs.

e Data Envelopment Analysis does not require a functional form that associates inputs and outputs, except for the linear form.

e With Data Envelopment Analysis, decision-making units whose activities are calculated are compared to those with relatively full
effectiveness.

e Inputs and outputs may have very different units. In this case, it is not necessary to use various assumptions and make transformations in
order to measure them in the same way.

Disadvantages of Data Envelopment Analysis can be listed as follows:

e Data Envelopment Analysis is very sensitive to measurement error.

e Data Envelopment Analysis is sufficient to measure the performance of decision points, but does not provide clues about the interpretation
of this assessment on the basis of absolute effectiveness.

e Since Data Envelopment Analysis is a non-parametric technique, it is difficult to apply statistical hypothesis tests to the results.

e Since a separate linear programming model is required for each decision point, the solution of large-scale problems with Data Envelopment
Analysis can be time consuming in terms of calculation.

2.1 Application phases of the data envelopment analysis

The main phases in the implementation of the Data Envelopment Analysis is as given below:

2.1.1  Selection of decision making units: A decision making unit is defined as a unit that analyzes the efficiency of homogenous
elements such as businesses, institutions, companies and establishments that, in the DEA, produce similar outputs by use of similar inputs. Two
factors affect the selection of DMU’s. The first of these are that DMU’s must be homogenous units that have similar aims and undertake the
same task. The other is the number of DMU’s. According to Ramanathan [4], the number of DMU’s must be at least 2 or 3 times the total
number of input and outputs. Another view states that there must be at least m + s + 1 DMU’s, where m is number of inputs, s is the number
of outputs. The number of DMU’s is dependent on the aim of the DEA study. If the number of DMU’s increases, the number of DMU’s that
determine the effective boundary also increases.

2.1.2  Selection of inputs and outputs: Input can be stated as the necessary personnel, consumable resources, capital and cash necessary
for any economic or institutional system to perform its services or to enable production. Output is the products and services that result from the
projects and activities of the system in question.

One of the most frequently encountered problems in the implementation of the DEA is the selection of the inputs and outputs. The selection
of input and outputs are related to the personal perspective of the decision maker, there are no special rules defined for the selection of input
and outputs. However, there are certain suggested rules. First of all, the input and outputs relevant to the study must be extensively listed.
Subsequently, input and outputs of appropriate levels must be selected and integrated to the variable solution system. The decomposition ability
of the DEA increases as a result of this process. Another problem that is encountered in the selection of input and outputs is the classification
of which variable is to be an input and which variable is to be an output. Additionally, a variable can be both an input and an output. In this
case, one way of variable classification is related to whether the variable in question increases the DMU’s performance or not. If the variable in
question increases the performance of the DMU it is used as an output, otherwise it is used as an input.

2.1.3  Selection of the data envelopment analysis model: After the selection of DMU’s, inputs and outputs, the decision maker must
select the DEA model most suited according the data structure and production planning. If there are uncontrollable input factors, it is more
appropriate to prefer the output oriented models in which the amount of input is constant. On the other hand, if the outputs are not selected
to show the best performance but rather determined according to the objectives of the decision maker, it is more appropriate to select input
oriented models in which the amount of output is constant. If the inputs and outputs are desired to be specifically determined in the analysis,
then the multiplicative models must be used; if the relationship between DMU’s are desired to be determined, the envelopment models must be
used. Another model selection criterion is whether the performance of the DMU’s are dependent on the economy of scale. If the performance
of the DMU’s are not dependent on the economy of scale, the assumption of constant return to scale is appropriate. In other situations, variable
return to scale is more appropriate.

2.14  Measurement of efficiency with the data envelopment analysis model: After the most appropriate DEA model for the obser-
vation set is determined, the selected model is solved for each DMU and the results regarding the efficiency values, idle variable values and the
reference DMU’s consisting of the efficient DMU’s are obtained. The efficiency value for each DMU is between 0 and 1. The DMU’s whose
efficiency score is equal to 1 form the best group of the implementation.
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2.1.5  Determination of the reference set: In DEA, the DMU’s are compared with each other and the efficient and inefficient DMU’s are
determined. The set that consists of the efficient units is called the reference set. The main assumption in DEA, is that inefficient DMU’s try to
regularly regulate resource consumption and become efficient by taking reference to efficient DMU’s. The strength of the efficient DMU’s that
are in the reference set is dependent on how much these units are taken reference by inefficient units.

2.1.6  Determining an objective for inefficient decision making units: Determining an objective for inefficient DMU’s in order to make
them efficient is one of DEA’s important features. These objectives are defined as the weighted mean of the inefficient DMU’s and the efficient
DMU’s that make up the reference set.

2.1.7  Evaluating the results of the model: As a result, a general evaluation is done considering the entire input and outputs for each
DMU.

2.2 Data envelopment analysis models

DEA is a combination of ideas, thoughts and methods that are intertwined with several models. Charnes Cooper Rhodes (CCR) and Banker
Charnes Cooper (BCC) models are the main two models of this method. These models can be studied in two groups as “input oriented” and
“output oriented”. Input and output oriented DEA models are very similar in principle. Input oriented DEA models investigate the most optimal
combination of inputs in order to produce a determined output combination in the most efficient way. Output oriented DEA models investigate
the highest obtainable output combination from a determined input combination.

2.2.1  Charnes, Cooper, Rhodes (CCR) models: Tt is the model developed by Charnes, Cooper and Rhodes in 1978 [2]. It forms the
basis of the DEA. The analysis is conducted under the assumption of constant return to scale. This model makes a general evaluation of total
efficiency. The total efficiency value; consists of technical efficiency and scale efficiency.

The objective function and constraints of the input oriented CCR model is as follows:

S
FEj = max Z UrYrk

r=1

s.t.
m
Z Vilik = 1
=1

S m
Zuryrj —Zvﬂzj <0 (j=1,...,n)
r=1 i=1

UL, U, - ..y Us > 0

V1,02, ..., Um > 0

The scores obtained from the solving of the model are the relative efficiency scales. This score being 1 means that the DMU whose efficiency
is being analyzed is efficient, and the score being less than 1 means that the DMU is not efficient.

The inefficient DMU is rendered efficient in order to match the DMU’s that make up the reference set. As forming reference sets in this
model is difficult, the enveloping model, meaning a dual model is developed. The use of which and what amount of input and/or output for the
DMU studied is observed in the enveloping model. Additionally in this method, the determination of the reference set is easier in comparison
to the weighted method.

The objective function and constraints of the input oriented envelopment CCR model is provided below:

m S
Ek:minafsg s;fsg s?L
i=1 i=1

S.t.
n
ZXU)\J'—&—Sz —aX;=0, i=1,2,....m
=1
n
DV — st =Y =0, r=1,2,...,s
J=1
)\3203]:]-’27 P
s; >20,i=1,2,...,m
st >0,T=12...s
Here;

a: contraction coefficient that determines how much the inputs of can be reduced for DMU k whose relative efficiency is being measured
Aj: density value for DMU j
s; : residual value for input ¢ of DMU k

s;7: residual value for output r of DMU k

© CPOST 2019 3



If the evaluated DMU is efficient, the relative efficiency level Fj = 1, no changes are made in the input and output vectors
(a =1,s"=0,s" = O). Additionally it is found in its own reference set and \j, = 1. If the evaluated DMU is inefficient, the contraction
coefficient « that determines the level of efficiency is less than 1. This means that the input vectors can be reduced radially.

Output oriented CCR model
It investigates the highest amount of output attainable from a determined input combination. Ek being equal to 1 means that DMU k is efficient,
whereas being greater than 1 means that it is inefficient.

The objective function and constraints of the output oriented CCR model is provided below:

m
FEj;, = min E ViTif
i=1

S.t.
S m
Zuryrj —Zviﬂfij <0 (j=1,...,n)
r=1 i=1

s
Z UrYrg = 1
r=1

UL, U,y e vy Us = 0
V1, V2, ..., Um > 0
As the identification of the reference sets for inefficient DMU’s in this model is time-consuming, the envelopment model has been developed.

The output oriented CCR envelopment model is obtained by taking the duality of the output oriented DEA model. With the help of this model,
it is easy to determine which inefficient DMU’s leave residuals in their inputs and outputs and define the DMU’s that the inefficient DMU must

refer to in order to become efficient.

m S
Ek:maxﬁ—&—aZs; —&—aZs,‘f
i=1

r=1
s.t.
n
Zmij)‘j+5;_wik:07 i=1,2,....,m
j=1
n
Zym’)‘j_sj—ﬂyrk=07 r=1,2,...,s
i=1
Aj>0, j=1,2,...,n
57,85 >0
Here;

[3: expansion coefficient that determines how much the outputs of can be increased for DMU k whose relative efficiency is being measured
A: density value for DMU j
s; : residual value for input 5. of DMU k
s;7: residual value for output r. of DMU k
If the evaluated DMU is efficient, the relative efficiency level Ey, is equal to 1. The efficiency level of inefficient DMU’s are greater than
1. If the measured DMU is inefficient, the expansion coefficient 5 that determines the level of efficiency is greater than 1. This means that the

output vectors can ben increased radially.

2.2.2  Banker, Charnes, Cooper (BCC) models: This model, which was put forward by R.D. Banker, A. Charnes and W.W. Cooper in
1984 and is depicted with the first letters of the surnames of these people, is based on the assumption of variable return to scale [5]. A return
to scale type can also be identified for all DMU’s using the BCC model. The BCC boundary is always below the CCR boundary. Therefore the
CCR efficiency value is equal to or less than the BCC efficiency value.

The only difference of the BCC model from the CCR model is that under the variable return to scale assumption, the total sum of the A;
values (the value that provides the necessary information to establish the possible efficient input output combination for an inefficient decision
point) obtained from the solution of the linear program for each DMU is equal to 1 [5]. The BCC model is formed by placing the u0 variable
in the input oriented model and v0 variable in the output oriented model of the CCR model. Due to the u0 and vO0 variables, the BCC model is
based on the assumption of variable return to scale.

Input oriented BCC model

S
Fj;, = max Z UrYrk — UQ

r=1

4 © CPOST 2019



s.t.
m
D viw =1
=1

S m
Zury'rj —Zvﬂz‘j—uo <0, j=1,...,n
r=1 =1

Uy, uU2,...,Us >0
V1,025.-.,Um >0
ug, free

The input oriented BCC envelopment model is obtained with the mathematical formulation given below by taking the duality of the in-
put oriented weighted model. Additionally as ug is in the objective function of the input oriented weighted BCC model, the input oriented

envelopment BCC model has a 2?21 A; = 1 convexity constraint.

m S
Ek:mina—sg s;—sg sff
i=1 r=1

s.t.

n
> @A+ s, — awi, =0
=1

n

Zyrjkj_sj_ —Yrk =0
Jj=1

n

Z)\j =1

j=1

Aj>0,57 >0,55 >0

As a result of solving this model, if the DMU in question is efficient, the relative efficiency measure F, is equal to 1, and no change is made
to the input and output vectors (a =1,s" =0,s" = 0). Additionally it is found in its own reference set and \;, = 1. If the evaluated DMU
is inefficient, the contraction coefficient « that determines the level of efficiency is less than 1. This means that the input vectors can be reduced

radially.
Output oriented BCC model

m
Ek = min Z Vi Tk — VO
i=1

s.t.

s
Z UrYrg = 1
r=1

m S
Zvixzj _Z'U«v"yrj —v 20, j=1,...,n
i=1

i=1

UL, U,y - oo, Us >0
V1,02, -, Um = 0
Vg, free

The output oriented envelopment BCC model is obtained with the mathematical formulation given below by taking the duality of the output

oriented weighted model.
Additionally as vg is in the objective function of the output oriented weighted BCC model, the input oriented envelopment BCC model has

a> " | Aj = 1 convexity constraint.
lele output oriented envelopment BCC model is given below:

m S
Ek:maxﬁ+5Zs;+{-:Zsr+
i=1 r=1
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Inputs | Total number of doctors | Number of nurses | The number of other health staff
Outputs | Number of operations Bed occupancy rate | Crude death rate

Tablo 1 Input and Output Variables

Provinces CCR Score | BCC Score Provinces CCR Score | BCC Score
Adana 0,9025 0,9423 Konya 0,7953 0,8094
Adiyaman 0,5188 0,5202 Kiitahya 0,7668 0,8256
Afyonkarahisar 0,8071 0,8083 Malatya 0,7779 0,7785
Agn 0,5758 0,6242 Manisa 0,6839 0,807
Amasya 0,769 0,8055 Kahramanmarag 0,746 0,747
Ankara 0,7658 0,9363 Mardin 0,7393 0,7415
Antalya 0,8821 0,9281 Mugla 0,5704 0,5795
Artvin 0,8279 0,961 Mus 0,6378 0,6968
Aydin 0,7124 0,7135 Nevsehir 0,8652 0,879
Balikesir 0,7941 1 Nigde 0,5884 0,5886
Bilecik 0,8811 1 Ordu 0,9515 0,9544
Bingol 0,5299 0,5795 Rize 0,8468 0,8481
Bitlis 0,8643 0,8755 Sakarya 0,8252 0,8262
Bolu 0,7576 0,7605 Samsun 0,7808 1
Burdur 0,8542 0,8638 Siirt 0,7006 0,7451
Bursa 0,7805 1 Sinop 0,8983 0,9662
Canakkale 0,7023 0,7027 Sivas 0,595 0,5951
Cankir1 0,8736 1 Tekirdag 0,8351 0,8428
Corum 0,5532 0,6014 Tokat 0,7016 0,7022
Denizli 0911 0,9142 Trabzon 0,7382 0,7451
Diyarbakir 0,6618 0,664 Tunceli 0,7244 0,9394
Edirne 0,7022 0,7042 Sanliurfa 0,8879 0,8948
Elazig 0,6308 0,6396 Usak 0,9293 0,9495
Erzincan 0,6824 0,6838 Van 0,7028 0,7224
Erzurum 0,9384 0,94 Yozgat 0,4472 0,4545
Eskisehir 0,8442 0,8512 Zonguldak 0,7892 0,7908
Gaziantep 1 1 Aksaray 0,8955 0,9049
Giresun 0,6793 0,6904 Bayburt 1 1
Glimiighane 0,8644 1 Karaman 0,9255 0,9377
Hakkari 0,6728 0,7536 Kirikkale 0,7648 0,783
Hatay 0,833 0,8402 Batman 0,9849 0,9865
Isparta 0,8846 0,8992 Sirnak 0,7549 0,791
Mersin 0,7709 0,7754 Bartin 0,9629 1
Istanbul 1 1 Ardahan 1 1
Izmir 0,7695 0,9687 Igdir 0,777 0,8799
Kars 0,6599 0,6942 Yalova 1 1
Kastamonu 0,6709 0,761 Karabiik 0,8075 0,8591
Kayseri 0,7186 0,7194 Kilis 1 1
Kirklareli 0,6395 0,6489 Osmaniye 0,9743 0,9777
Kirsehir 0,5448 0,5572 Diizce 0,9263 0,9365
Kocaeli 0,762 0,8276

Tablo 2 Efficiency Scores

s.t.
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If the evaluated DMU is efficient, the relative efficiency level E}. is equal to 1. The efficiency level of inefficient DMU’s are greater than
1. If the measured DMU is inefficient, the expansion coefficient S that determines the level of efficiency is greater than 1. This means that the
output vectors can ben increased radially.

The efficiency values in the BCC model are equal or greater than the CCR model. The reason for this is that the BCC model obtains a local
technical efficiency value, whereas the CCR model obtains a general technical efficiency value.

Provinces | Input Re- | Reference Province and Refe- | Provinces | Input Re- | Reference Province and Refe-
duction rence Rate duction rence Rate
Rate Rate

1 0.05 27 (0,94) 34 (0,03) 77 (0,03) 42 0.19 27 (0,99) 34 (0,01)

2 0.47 27 (0,07) 79 (0,93) 43 0.17 27 (0,09) 77 (0,76) 79 (0,15)

3 0.19 27(0,23) 79 (0,77) 44 0.22 27 (0,40) 79 (0,60)

4 0.38 27 (0,01) 79 (0,99) 45 0.19 10 (0,24) 27 (0,22) 34 (0,01) 55
(0,13) 77 (0,40)

5 0.19 27 (0,03) 77 (0,29) 79 (0,68) 46 0.25 27 (0,36) 79 (0,64)

6 0.06 27 (0,39) 34 (0,42) 77 (0,19) 47 0.25 27 (0,16) 79 (0,84)

7 0.07 27 (0,91) 34 (0,04) 77 (0,05) 48 0.42 27 (0,27) 69 (0,66) 77 (0,07)

8 0.03 11 (0,46) 69 (0,20) 74 (0,01) 77 49 0.30 27 (0,01) 79 (0,99)

(0,33)

9 0.29 27 (0,39) 69 (0,18) 77 (0,43) 50 0.12 27 (0,02) 79 (0,98)

12 0.42 69 (0,45) 79 (0,55) 51 0.41 27(0,02) 69 (0,53) 77 (0,05) 79
(0,40)

13 0.13 27 (0,05) 79 (0,95) 52 0.04 27 (0,30) 77 (0,06) 79 (0,65)

14 0.24 27 (0,05) 77 (0,46) 79 (0,49) 53 0.16 27 (0,04) 77 (0,76) 79 (0,20)

15 0.13 27 (0,02) 79 (0,98) 54 0.17 27 (0,28) 69 (0,05) 77 (0,67)

17 0.29 27 (0,11) 77 (0,81) 79 (0,08) 56 0.26 27 (0,02) 79 (0,98)

19 0.40 27 (0,04) 77 (0,63) 79 (0,33) 57 0.03 69 (0,49) 77 (0,35) 79 (0,15)

20 0.09 27 (0,53) 69 (0,23) 77 (0,24) 58 0.40 27 (0,17) 69 (0,05) 77 (0,51) 79
(0,28)

21 0.34 27 (0,53) 79 (0,47) 59 0.15 27 (0,31) 69 (0,38) 77 (0,31)

22 0.30 27 (0,11) 77 (0,30) 79 (0,59) 60 0.29 27 (0,15) 79 (0,85)

23 0.36 27 (0,20) 79 (0,80) 61 0.25 27 (0,40) 77 (0,22) 79 (0,38)

24 0.31 27 (0,04) 69 (0,91) 77 (0,04) 62 0.06 69 (1,00)

25 0.06 27 (0,47) 79 (0,53) 63 0.10 27 (0,53) 79 (0,47)

26 0.15 27 (0,46) 77 (0,22) 79 (0,32) 64 0.05 27 (0,08) 77 (0,28) 79 (0,64)

28 0.31 27 (0,07) 77 (0,13) 79 (0,80) 65 0.28 27 (0,25) 79 (0,75)

30 0.25 69 (0,60) 79 (0,40) 66 0.55 27 (0,03) 79 (0,97)

31 0.16 27 (0,59) 77 (0,29) 79 (0,12) 67 0.21 27 (0,21) 77 (0,24) 79 (0,55)

32 0.10 27 (0,26) 77 (0,29) 79 (0,45) 68 0.09 27 (0,05) 79 (0,95)

33 0.23 27 (0,65) 77 (0,21) 79 (0,14) 70 0.06 27 (0,02) 79 (0,98)

35 0.03 10 (0,02) 34 (0,31) 77 (0,67) 71 0.21 27 (0,08) 69 (0,52) 77 (0,40)

36 0.31 27 (0,05) 69 (0,95) 72 0.01 27 (0,17) 79 (0,83)

37 0.24 69 (0,06) 77 (0,94) 73 0.21 27 (0,04) 69 (0,18) 79 (0,79)

38 0.28 27 (0,58) 79 (0,42) 76 0.12 69 (0,90) 79 (0,10)

39 0.35 27 (0,06) 69 (0,65) 79 (0,29) 78 0.14 27 (0,02) 77 (0,41) 79 (0,58)

40 0.44 27 (0,01) 69 (0,80) 77 (0,20) 80 0.02 27 (0,14) 79 (0,86)

41 0.17 10 (0,15) 16 (0,09) 27 (0,56) 55 81 0.06 27 (0,11) 69 (0,71) 77 (0,18)

(0,09) 77 (0,11)

Tablo 3 Inefficient Provinces, Their Input Variable Reduction Rates and the Provinces They Must Take as Reference

3  Application

This study consists of the annual health statistics of 2017 whose data sets are published by the Ministry of Health [6]. The aim of the study is to
measure health performance using health statistics of Turkey. The data set is comprised of 81 provinces. The data envelopment analysis of the
provincial health performance was done with the EMS program. The input oriented BCC model of the Data Envelopment Analysis was used.

The input and output variables used in the study are provided in Table 1.

Table 2 gives the total (CCR) and technical (BCC) efficiency scores of the provinces. Provinces that are efficient in CCR are also efficient in
BCC. According to the CCR model, 6 provinces (Gaziantep, Istanbul, Bayburt, Ardahan, Yalova and Kilis); and according to the BCC model
13 provinces (Balikesir, Bilecik, Bursa, Cankiri, Samsun, Bartin In addition, Table 2 shows how much inactive provinces should reduce each
input. For example; Ankara needs to reduce its inputs by 7% in order to become active (given the BCC score). The mean efficiency score of the
provinces was 0.82. The province with the lowest activity score and the farthest from the activity limit was Adiyaman. In order for Adiyaman to
be active, its inputs must be reduced by 48%. Because the outputs obtained in response to the inputs used do not meet each other. Giimiishane,
Gaziantep, Istanbul, Bayburt, Ardahan, Yalova and Kilis) were found to be efficient.

It is possible to increase the efficiency levels of provinces that were not found to be efficient by saving on the inputs or by increasing the
output levels. Information regarding the over-consumed input ratios of provinces and the level an inefficient province should take reference
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from which efficient province is provided in Table 3. Additionally, the last column of Table 3 gives the provinces that the inefficient provinces
should take reference from.

4 Result

In this study was applied by selecting data envelopment analysis method which is one of the most widely used performance measurement
methods, which can measure multiple input and output variables and carry the analysis results of decision making units to numerical values.
DEA enables health managers to view production and service processes and make more effective decisions by using existing input and output
variables. As a result of the analysis with DEA, the amount of input variables that are required to decrease the input variables were determined
in order to become effective in the provinces below the efficiency limit. It has been determined which active provinces should take reference
as well as the actions that inefficient provinces need to do in order to become effective.This study aims to evaluate the health performance of
our provinces and the Data Envelopment Analysis method which is one of the non-parametric measurement methods is used. It was concluded
that many of our provinces are not at a good level in terms of health performance. In terms of technical efficiency, 13 provinces were efficient
whereas 68 provinces were below the efficiency limit and the mean was determined to be 0.82. As the input oriented model was preferred
to evaluate performance, the conclusion was that the input variables used in the model must be reduced by an average of 0.17. Although the
low amount of resources allocated to the Turkish health sector is known and accepted, this study has revealed the importance of resource
consumption in hospitals and the necessity that they must be examined. Proper employment policies, managers placing emphasis on optimal
use of resources and an effective auditing mechanism will prevent the wasting of resources. Finally, our recommendation; the efficiency levels
of health care providers should be continuously examined by the Ministry of Health and related persons and organizations. The reasons for
ineffectiveness should be identified and preventive actions should be initiated. It depends on the correct acquisition of activity and financial
data in order to make accurate performance measurements in health institutions. Although the data is collected and analyzed regularly, these
data must be properly analyzed and have the human resources to take the necessary steps.
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Abstract: In this study, we construct a new subclass of m-fold symmetric bi-univalent functions using by Hadamard product and
generalized Salagean differential operator in the open unit disk U = {z € C : |z| < 1}. We establish upper bounds for the coeffi-
cients |am+1] and |azm,+1| belonging to this new class. The results presented here generalize some of the earlier studies.
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1 Introduction

Let A be the family of analytic functions, normalized by the conditions f(0) = f’(0) — 1 = 0 and having the following form
f(2) =2+ a2 + a3z’ + - 0))
in the open unit disk D. We also denote by S the subclass of functions in A which are univalent in U (see for details [4]).

According to the Koebe-One Quarter Theorem [4], it provides that the image of U under every univalent function f € A contains
a disk of radius 1/4. Thus every univalent function f € A has an inverse f~ ' satisfying f~!(f(z)) =2z and f (f_l (w)) =w

(lw| < 7o (f), ro(f) > 1), where
F(w)=f""(w)=w —axw’ + (2(1% - 113) w® — (5a% — bagaz + a4> whg o @)

A function f € A is said to be bi-univalent in U if both f and f ~! are univalent in U. Let X denote the class of bi-univalent functions in U/
given by (1). The detailed information about the class of ¥ was given in the references [2], [6], [7] and [10].
o0

[ee]

The Hadamard product or convolution of two functions f(z) = z + >_ apz® € Aand g(z)=z+ > bpz® € A, denoted by f * g, is defined
k=2 k=2

by

(f*9)(2) =2+ apbpz” (2 €U).
k=2
For§ > 1and f € A, Al-Obodi [1] introduced the following differential operator:
D§f(z) = f(2),
Dy f(2) = (1= 8)f(2) +62f'(2) = Ds (), 3
) /
DEf(2) = (1— 8D f(2) + 02 (Dg—lf(z)) =D(D2f(2)) (2€U, neNg=NU{0}).
If f is given by (1), we see that
Dif(z) =2+ > [L+ (k—1)8]" apz"
k=2

with D £(0) = 0. It is worthy mentioning that when § = 1 in (3), we have the differential operator of Salagean [9].
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Let m be a positive integer. A domain F is said to be m-fold symmetric if a rotation of E about the origin through an angle 27 /m carries
E on itself. It follows that, a function f analytic in U is said to be m-fold symmetric if

f(627l'i/mz) — ezﬂl/mf(z)

A function is said to be m-fold symmetric if it has the following normalized form:

oo
fz)=z+ Zamk+1z7”k+l (z €U, meN). )
k=1

Let Sim, the class of m-fold symmetric univalent functions in U, which are normalized by the series expansion (4). In fact, the functions
in the class S are one-fold symmetric. Analogous to the concept of m-fold symmetric univalent functions, we here introduced the concept of
m-fold symmetric bi-univalent functions. Each function f € 3 generates an m-fold symmetric bi-univalent function for each integer m € N.
The normalized form of f is given as in (4) and the series expansion for f _1, which has been recently proven by Srivastava et al. [9], is given
as follows:

F(w) = f_l (w) = w — am+1wm+1 + [(m + 1)a?n+1 _ a2m+1>i| w2mtl
- [l(m+1)(3m+2)a3 — (3m + 2)am41a2m+1 +a ]w3m+1 .
2 m+1 m+102m+1 + a3m+1 )

We denote by Xy, the class of m-fold symmetric bi-univalent functions in U. For m = 1, the formula (4) coincides with the formula (2) of the
class 3. Some examples of m-fold symmetric bi-univalent functions are given as follows:

1 1
Zm e 1 1 14 2m\m
(l—zm) ’ [—log(l—zm)]’”, |:210g(1—zm) :|

The coefficient problem for m-fold symmetric analytic bi-univalent functions is one of the favourite subjects of Geometric Function Theory in
these days, (see, e.g., [3], [5], [11], [12]).

Here, the aim of this study is to determine upper coefficients bounds |ay,+1| and |agm 1| belonging to the newly defined subclass.

Firstly, in order to derive our main results, we require the following lemma.

Lemma 1. (See [8]) If a function p € P is given by
p(z) =1+ecrz+e’+--- (2€U),

then |c;| for each i € N, where the Caratheodory class P is the family of all functions p analytic in U for which ®(p(z)) > 0 and p(0) = 1.

2  Coefficient bounds for the functions class X:"° (7, a, \)

Definition 1. A function f given by (4) is said to be in the class
E%"’é(r,a,)\) (reC\{0},0<a<1,A>0,t,n €Ng,t >n,0 >1,z,weU)

if the following conditions are satisfied:

1 Dy (f * 9)(2) D} (f % 9)(2))’ am
€ Xm, 1+ (1~ + —1 < — 5
and
1 DF(F xg)(w) = (Dg(F *g)(w)) am

14+- (11— + -1 < —, 6
arg < S |1=a) DL(E * h)(w) o (DL(F+ )(w) 5 (6)

where g(z) = z + § gmk+1zmk+1, h(z) =z+ icj hmk+1zmk+1 and the function F is extension of f ' 10 U.

k=1 k=1

We start by finding the estimates on the coefficients |ay,+1| and |a2m, 1] for the functions in the Efﬁ"’é(n a, N).
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Theorem 1. Let the function f given by (4) be in the class Eﬁﬁn’é(T, a, N). Then

2|7 A

|am+1| <
VIA|

and
2|7 A 2(m + 1)1\
1+ 2ma) [(1 + 2md)"gam+1 — (1 + 2md)thom 41| |A] ’

azm11] < (
where

A =71+ m)(1+2ma) [(1+2mb)" gam41 — (1 + 2m5)th2m+1]

—27A(1 + 2ma + m?a) [(1 +m8) T hnt1gma1 — (1 + md)zth%n_,_l] — (A=D1 +ma)? [(1+md)"gms1 — (L +m8) hymi1] 2

Proof: Suppose that Efﬁ"’é(T, a, A\). From the conditions (5) and (6), we can write

g _ 23U 9@, (DRG0 (]

T YD e T e ) 1} P N
g DiExgw) | (DFE=g)w) ||

L+ - )Dg(F*h)(w)Jr DL(F % h)(w))' 1} el v

where F' = f -1 P, q in P and have the following forms

p(z) =1+ pmz™ +pamz"" + -+,
q(w) = 1+ gmw™ + gamw®™ + - -
Clearly, we deduce that

A(A—1
P = 1+ Apm=" + (Amm + 20D ) 2my

2 Pm

A(A—1
[q(w)]* =1+ Agmuw™ + (Aqgm + %qﬁ) w4
Additionaly,
T (fag)(z n(fxg)(2)) 1
T % (1 - a) Zz((;*:isz)) ta ((’1;;s ((Jf*Z;((zg/ - 1:| = m [(1 + mé)"gm+1 - (1 + m5)thm+1} am+1zm+
5

{(1 + 2ma) [(1 +2mé)"gom4+1 — (1 + 2m5)th2m+1} azm+1 — (1 4+ 2ma + mza) [(1 + m6)t+"hm+1gm+1 -1+ m5)2thfn+1} afnJrl} o
z

T

+...

and

2 DI (Fxg)(w) (D (P ) | _ . (1+ma) n _ ¢ m
1+ 2 |[(1-a D (Fem) () + (Dg(F*h)(w))/ 1l =1 — (A +m8) " gms1 — (1 +m&) hmy1] amprw™+

{1+ 2ma) [(1 + 2m8)"gamt1 — (1 + 2md)*hami1] [(1 +m)al, y — azmi1] — (1 + 2ma + m?e) [(1 +m&)* T " hpmy1gmir — (1 +md)**h7 1] al 1}
w2 -

T

Now, equating the coefficients in (7) and (8), we have

(1+ ma) [(1 +mdé) " gm41 — (1 + m&)thm_H} = TApm, 9)

(1+2ma) [(1 +2md)"gom+1 — (1 + Qmé)th2m+1] a2m+1

(10)
—(1+2ma + m2a) [(1 + m5)t+"hm+1gm+1 -1+ m5)2th3n+1] a?n+1 =T ()\pzm + #p?n) ,
AA—1
m(1—A) [202m+1 - (Am + 1)“72n+1] =7 (/\p2m + %pgn)
and
~(1 4 ma) [(1 +m8) " gmi1 — (1 +m6)thm+1] — TAgm, (11
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(1+ 2ma) [(1 +2md)"gom+1 — (1 + 2m5)th2m+1] [(1 + m)a?n_H — a2m+1]

(12)
—(1 + 2ma + m?a) [(1 +m&) i 1gmy1 — (1+ m6)2thfn+1] a12n+1 =7 ()\qgm + #qﬁl) .
From (9) and (11), we obtain
Pm = —QGm, (13)
214+ ma)” [(1+md)"gms1 = (14 m0) by | @l = 72X (01 + ). (14)
Next, by adding Eqs. (10) and (12), we obtain
{(1 + m)(l + 2ma) [(1 + 2m5)n92m+1 -1+ 2m5)th2m+1]
—2(1 4 2ma + m2a) [(1 +mO) T hp 1 gmar — (1 + m5)2th?n+l] } a1 =T ()\ (P2m + g2m) + )\(AT*U(;D%L + q?n)) .
Therefore, from (14), we get
242
TN +
@Gy = TP T 2m), (15)

where

A=71A1+m)(1+2ma) [(1+2m8)"gamt1 — (1 + 2md) hom1]

—2rA(1 + 2ma + m2a) [(1 +mO) T h 1 g1 — (1 + ma)%h;H] — (A= 1)(1+ma)? [(1+m8)"gmi1 — (1 +md) hyni]”
Now taking the absolute value of (15) and appying Lemma 1 for the coefficients p2,, and g2,,, we have the following inequality

2|7 A

N Tk

Next, so as to obtain solution of the coefficient bound on |a2., 41/, we subtract (12) from (10). We thus have

A(A —
(1 4 2ma) [(1 +2mé8) " gam+1 — (1 + 2m5)th2m+1] [2a2m+1 -1+ m)afnJrl} =T <>\ (P2m — q2m) + %(?il - qi)) . (16)
Also using (15) in (16) we obtain that
LT 21+ 2ma) [(1 + 2mb) " gomy1 — (L + 2md)thom 1] 24 '

Taking the absolute value of (17) and applying Lemma 1.1 again for coefficients p2,,,, pm and g2, gm we get the desired result. This completes
the proof of Theorem 1. O

3 Concluding remark

Various choices of the functions h, g as mentioned above and by specializing on the parameters m, T, t, n, § we state some interesting results
analogous to Theorem 1. The details involved may be left as an exercise for the interested reader.
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Abstract: Recently, Fibonacci polynomials, Chebyshev polynomials, Lucas polynomials, Pell polynomials, LucasaASLehmer poly-
nomials, orthogonal polynomials and other special polynomials became more and more important in the field of Geometric
Function Theory. The Theory of Geometric Functions and that of Special Functions are usually considered as very different
fields. In this study, by using Lucas polynomials of the second kind, subordination and Ruschewey differential operator,these dif-
ferent fields were connected and a new class of bi-univalent functions was introduced. Also coefficient estimates were obtained
for this new class.
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1 Introduction

Let A denote the class of functions of the form
oo
f(z) =2+ Z:amzm7 M
m=2

which are analytic in the open unit disk U = {z : |z] < 1}, andlet S = {f € A: f isunivalentin U}.
The Koebe one-quarter theorem [11] states that the range of every function f € S contains the disc of radius { w: |w| < i} . Thus every
such function f € S has an inverse f~! which satisfies

FHR) =2 (z€U)

and
£t @) = (ll<r@) oz 1).
where
! (w) =w — asw? + (Qa% - ag) w — (5@% — bagas + a4) w4 ?2)

Definition 1. If both f and f~ are univalent in U, then a function f € A is said to be bi-univalent in U. We say that f is in the class  for
such functions.

Some functions in the class 3 are given in [23]. In 1986, Brannan and Taha [9] introduced certain subclasses of the bi-univalent function
class similar to the familiar subclasses of starlike and convex functions of order. In 2012, Ali et al. [22] widen the result of Brannan and Taha
by using subordination. The estimates on the first two coefficients |az| and |ag| in the Taylor Maclaurin series expansion (1) were found in
several recent studies (see [1]-[6], [17], [19]-[20]) and still an interest to many researchers.

Definition 2. For analytic functions f and g , f is said to be subordinate to g, denoted

f(z) < 9(2), ©)

if there is an analytic function w such that

© CPOST 2019 13



Definition 3. ([14, 15]) For q € (0, 1), the g-derivative of function f € A is defined by

2#0 4)
and

g f(0) = f'(0).

Thus we have

o0
0gf(2) =1+ [k,qlapz""" )
k=2
where [k, g] is given by
_k
hal == g =0 ©)
and the g-fractional is defined by
k
gt ={ I fmodls kEN %
1, k=0

Also, the g—generalized Pochhammer symbol for p > 0 is given by
k

-1 keN
[p»Q]k: mH:I[p+m ,q]7 €
1, k=0

In addition, as ¢ — 1, we have [k, q] — k. If we choose the function g(z) = 2*. then we have

k k—1
8‘19(2) :8‘12 = [k7Q]Z :gl(z)7
where ¢’ is the ordinary derivative.
Now, we point out the g-analogue of Ruscheweyh operator:

Definition 4. [10] Let f € A. The qg—analogue of Ruscheweyh operator is defined by

oo

k+p—1,q! %
REF(2) =2+ [7’akz , 8)
i) =2 2 =
where [k, g]! is given by equation (7).
From the definition we observe that if ¢ — 1, we have

[k+p—14] [k+u 1]! .
(}l_ﬂanlf( _Z+(}1_>111127_1q} Z+Z Tk —1)! T i YkZ :R‘f(z), ©)

where RY f(z) is Ruscheweyh differential operator defined in [29].

Some of special polynomials, for example Fibonacci polynomials, Lucas polynomials, Chebyshev polynomials, Pell polynomials, Lucas—
Lehmer polynomials, orthogonal polynomials and the other special polynomials, are of great importance in several papers from a theoretical
point of view (see, for example [7, 8, 12, 13, 18, 24-28]).

Definition 5. [16] Let calP(x) and calQ(x) are polynomials with real coefficients. The (calP,calQ) Lucas polynomials Lp o m(x) are defined
by the reccurence relation

Lp,om(z) =Px)Lp,om-1(z) + Q@) Lp o m-2(x) (m=2), (10)

from which the first few Lucas polynomials can be found as

Lpgo(z) = 2,

Lpoi(z) = P(z),

Lpoa(x) = P(z)+20(x),

Lpos(z) = P*(z)+3P(x)Q(x) (1n

14 © CPOST 2019



In this article, we aim at introducing a new class of bi-univalent functions defined through the (P, Q)—Lucas polynomials of the second
kind.

Definition 6. [16] Let Gy, ()} (2) be the generating function of the (P, Q)—Lucas polynomial sequence Lp o m (). Then

- m 2—-P(x)z
Gt ()= 2 Lpom(@)™ = 15y "oy (12)

m=0

2 The class Q%(q, i1; )

We begin this section by defining the class calQZ(q, w; x) and by finding the estimates on the coefficients |az| and |a3| for functions in this
class.

Definition 7. The function f is said to be in the class QE (g, p; ) if the following conditions are satisfied:

99(Rq f(2))
% <G(Lpom@}(2) ~1

and
wdq(Ry f(w))

Ry f(w)
where RY f(z) is Ruscheweyh differential operator defined in [29].

< G{Lp omxp(w) —1 (13)

Theorem 1. Let f given by (1) be in the class 0> (g, ;). Then,
[P (@) V2[P(z)]

lag| <
\/q g+ 1) | {20+ 2], = [0+ 1], Ba + 1) } P2(e) — dglu+ 1], Qx)

(14)

and
P?(x) |P(z)]
(14+6)2m (14¢)?  (1+20)™(1420)

la| < (15)

Proof: Let f € Q(q, u; ). Then from Definition 7, for some analytic functions £, A such that Q(0) = A(0) = O and |Q(z2)| < 1, |A(w)| <
1 for all z, w € U, we can write

W = G{Lp.om@} () —1 6
and
W = G{Lp g (@} (A(w)) = 1 )
or equivalently
W =1+ Lp,go(@)+ Lp,o,1(x)Q2) + Lp,go(x)(2) + - s
and
W = —1+4 Lp,g0(z) + Lp,01(2)A(w) + Lp,0 2 (1)A*(w) + -+ (19)
From the equalities (18)and (19), we obtain that
W =1t Iroalhat [LRQJ(”:)Z? + LP,Q,2($)l%] PR (20)
and
W =1t irorl@nws [LPval(””)’"Z + LP,Q,2($)T%] w4 Q1)

It is known before that if for z, w € U,

Q(z) = <1

m .
e
i=1

and
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m
Aw) = Zriwl <1
=1
than
il <1
and
Aw) =1rs| <1

where 7 € N. Also, we can write

204(Ry f(2))
R4 f(2)
and
wdq(Ry f(w))
R f(w)

Now, comparing the corresponding coefficients in (20)and (21), we get

qlu+1,a2 = Lpgi(z)h,
glu+1],n+2 a3 —qlp+12a3 = Lpoi(@)la+ Lpga(2)f,
—qlp+1]gaz = Lpga(@)r,

— qlp+ 1, [n+2, a3 +qu+1], (2[u+2]q - [u+1]q) a3
= L7J7Q71(CC)72+L73,Q,2(:C)T%'

From (22)and (24)
l1 = -7

)

20 [0+ 115 3 = Lp 0.1(2) (1 +77) .
Adding (23)and (25) we get
2qu+2 [+ 1]q a% =Lpgi(z)(2+r2)+ Lpga(x) (l% + r%)
By using (27) in (28) we have

203 0.1(@)¢" ™2 [+ 1], = 2Lp 0 2(2)” [+ 17| a3 = L} 0.1(2) Iz + 72)

which gives
[P ()] VIP(x)]

o 1, = @bt 2] P20) 2 e 112 0]

Also, by subtructing (25) from (23) , we get

lag| <

(2l + 1], 1 +2],) (a3 - a3) = Lp,o,a(@) (I = 7).

Then, by using (26) and (27) in (30), we have

L,0.1(2) (l% + T%) Lp,g1(z) (2 —2)
2% [+ 1] 2q[p+ 1], [n+2],

a3 =

and by the help of (9), we conclude that
P@) ,  IP@l
A+ aln+ 1,k +2],

lag| <

Remark 1. Choosing . = 0 in Theorem 8, we obtain following corollary

16

:1+q[,u+1]qa22+{q[,u+1]q[u+2}qa3—q[u+1}3a%}z2+...7

=1—qlu+ 1 a0+ {=qlu+ 1], [u+2 a5 +alp+ 1], (20n+2, — [o+1],) adfw’ +- -

(22)

(23)

(24)

(25)

(26)

@7

(28)

(29)

(30)
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Corollary 1. Let f € Q%(q,0;2) = Q”(q; x). Then,

and

3
[
(2]
3]

[4]
[5]

[6]
(7]
[8]
[9]
(10]
[11]
[12]

[13]
[14]
[15]
[16]
[17]
(18]
[19]

[20]
[21]
[22]
(23]
[24]
[25]
[26]
[27]
(28]
[29]

[P(z)| /|P(z)]
< DOVITE 31
lag] < 2 —20(0)| (31)
2
jag < @) P@I (32)

q q(1+q)
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1 Introduction

Let C' be a nonempty closed convex subset of a Banach space X and 7' : C' — C' a mapping. An element z in C' is said to be a fixed point of
Tif Tx = x.

Definition 1. ([1]) Let (M, d) be a metric space. A mapping T : M — M is said to be weak-contraction if there exist § € [0,1) and L > 0
such that

d(Tz,Ty) < dd(z,y) + Ld (y,Tz), forall x,y € M.

Theorem 1. ([1]) Let (M, d) be a complete metric space and T : M — M a weak-contraction for which there exist 6 € [0,1) and Ly > 0
such that

d(Tz,Ty) < éd(z,y) + Lid (z,Tx), forall z,y € M. (1)
Then, T' has a unique fixed point.

Definition 2. (/2]) Let {zn},;2 1 and {yn}, - be sequences in C. We say that these sequences are equivalent if limn oo ||Tn — yn| = 0.

Definition 3. (/3]) Let {xn}zozl be an iterative sequence produced by operator T

z1 €C,
Tn+1 = f(T7 in), n €N,
where f is a function. Assume that {zn} ., converges to a p* = Tp*. If for any equivalent sequence {yn}r- 1 C C of {zn}, 21,
li - f(T = li =p*,
L lynsr1 = f (T, yn)ll =0 = Jm oy =p
then the iterative sequence {xn}o-_, is said to be weak w?—stable w.rt. T.

Over the past few decades, many research papers are devoted to the study of stability of various well-known iterative algorithms for different
classes of operators, see, e.g. [3—6] and references therein.
Recently, Karakaya et al. [7] introduced a three-step iterative algorithm as follows:

z1 € C,
xn-ﬁ-l = Tyn, (2)
Yn = (1 - Oln) zn + anT'zn,
zn =Txn,n €N,

where {an},2 ; is a real sequence in [0, 1].
Karakaya et al. [7] showed that iterative algorithm (2) strongly converges to the fixed points of weak-contraction mappings. More precisely,
they proved the following result.

Theorem 2. ([7]) Let C be a nonempty closed convex subset of a Banach space X and T : C — C a weak-contraction satisfying condition
o0
(1). Let {zn},> | be an iterative sequence generated by (2) with real sequence {am}oo 1 C [0, 1] satisfying > an = oo. Then, {zn}toe
n=1
converges to a unique fixed point p*of T.

18 © CPOST 2019



2  Main result
Here, we prove that iterative sequence generated by (2) is weak w? —stable w.r.t. a weak-contraction mapping 7' satisfying condition (1).

Theorem 3. Let C be a nonempty closed convex subset of a Banach space X and T : C — C with p* = T'p* a weak-contraction satisfying
o0
condition (1). Let {xn}o. 1 be an iterative sequence generated by (2) with real sequence {an},- 1 C [0,1] satisfying Y. on = oo. Let

n=
{rn};2 | be an equivalent sequence of {xn}ro | and en = |rnt1 — Tsnll, sn = (1 — an) pn + anTpn, pn = Ty for all n € N. Suppose

that limy,—y o0 €n, = 0. Then, the sequence {xn}zozl is weak w”> —stable w.r.t. T.

Proof: From (1) and (2), we have

||Tn+1 —p*H = |Irn41 — @ngall + Hxn-&-l —p*H

< a1 = Tsnll + 1 Tsn = zpga || + [[zn41 — 07|

< en+|Tsn — Tyl + ||znt1 — 2|

< 5n+5||5n_yn“+L||yn—TynH‘f'Hxn-&-l_p*H

< en+0|(1—an)(pn —2n) +an (Tpn —Tzn)|| + L Hyn *P*H
L5 = Tyl + nss -

< en+6{(1—an) o — zall + an [Tpn — Tzal}
49 Ll =] + o -]

< en+0{(l —an)|[Trn — Tanll + an [|[Tpn — Tznll}
+(1+68)L||(1—an)zn+ anTzn — p*|| + ||ns1 — 07|

< en+6{(1 —an)||Trn — Tzn| + an |Tpn — Tznl|}
+(14+0) L1 —an(l-19)] Hzn fp*H + Hxn+1 fp*H

< en+ 81— an (1=0)]|lrn — znl|

+6L{1 —om + (1= an) 6+ and + and® + and (1 +5)} lzn —p*|
(L4 8)L[1— an(1=8)]6||zn —p"|| + ||znt — 27| 3)

Since sequences {zn}o.; and {rn}.., are equivalent, therefore we have limn ;oo ||[rn — @n|| =0. By Theorem 2, we have
limp—soo ||#n —p*|| =0. Now taking limit on both sides of (3) and then using the assumption limp—so0€n =0 leads to
limp—o0 ||[rn41 — p*|| = 0. Thus {z,}°°  is weak w? —stable w.r.t. T. O
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1 Introduction

Let C' be a nonempty closed convex subset of a Banach space X and 7" : C' — C a mapping. An element z in C' is said to be a fixed point of
TitTx = x.

Iterative approximation of fixed points has become a useful tool for solving many problems which arise in various branches of science and
engineering.

Recently, Karakaya et al. [1] introduced a three-step iterative algorithm as follows:

T € C,
Tn4+1 = Tyn, 1)
Yn = (1 - Oén) zn + anT'zn,
zn =Txn,n €N,

where {an }oo 4 is a real sequence in [0, 1].

Definition 1. (/2]) Let (M, d) be a metric space. A mapping T : M — M is said to be weak-contraction if there exist § € [0,1) and L > 0
such that

d(Tz,Ty) < dd(z,y) + Ld (y,Tz), forall x,y € M.

Theorem 1. ([2]) Let (M, d) be a complete metric space and T : M — M a weak-contraction for which there exist § € [0,1) and L1 > 0
such that

d(Tz,Ty) < éd(z,y) + L1d (z,Tx), forall z,y € M. 2)
Then, T has a unique fixed point.

Karakaya et al. [1] showed that iterative algorithm (1) strongly converges to the fixed points of weak-contraction mappings. More precisely,
they proved the following result.

Theorem 2. ([1]) Let C' be a nonempty closed convex subset of a Banach space X and T : C' — C a weak-contraction satisfying condition
o0

(2). Let {mn}zczl be an iterative sequence generated by (1) with real sequence {an}zozl C [0,1] satisfying > an = oc. Then, {xn}fbozl
n=1
converges to a unique fixed point p*of T.

2 Main result

Theorem 3. Let C be a nonempty closed convex subset of a Banach space X and T : C — C with p* = T'p* a weak-contraction satisfying
condition (2). Let {zn},— | be an iterative sequence generated by (1) with real sequence {can}o. ; C [0,1]. Then, the sequence {zn} -,

converges to a unique fixed point p* of T.
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Proof: The following inequality was obtained in ([1], Theorem 2.1):

|zns1 —p*|| < |lzr = p*|| 6" J] 1 — i (1 = 8)] . foralln € N. 3)
i=1

Asd €[0,1) and {an}oy C[0,1] implies 1 — an (1 — &) < 1foralln € N, so inequality (3) becomes

||$n+1 —p*H < 52n Hac1 —p"||, foralln € N. 4)
Taking limit on both sides of inequality (4), we have limn— o0 |[|[zn — p*|| = 0. O
3 Conclusion
o0
Theorem 2 was proven under the condition Y, an = co. In Theorem 3, we remove this condition. Therefore, Theorem 3 is an improvement
n=1

of Theorem 2.
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1 Introduction

The amalgam of LP and [? on the real line is the space (L, 19) (R) (or briefly (L?,1?) ) consisting of functions f which are locally in L” and
have {4 behavior at infinity. Several authors studied special cases of amalgams on some sets including R and a locally compact abelian group
G. The first appearance of amalgam spaces can be traced to Wiener [13]. A generalization Wiener’s definition was given by Feichtinger in [6],
and it can be found a good summary of some results about amalgam spaces in [10], [11]. For a historical background of classical amalgams we
refer [7]. The variable exponent Lebesgue spaces L () and the classical Lebesgue spaces LP have many common properties but a significant
difference between these spaces is that L” () is not invariant under translation in general, see [4], [12]. Recently, there are many interesting and
important papers appeared in variable exponent amalgam space (LT(') , ES) such as Aydin [1], Aydin and Gurkanli [3], Gurkanli and Aydin

[9].

2  Main results
Definition 1. For a measurable function r(.) : R — [1,00) (called a variable exponent on R), we put

r = essinfr(z), 1T = esssupr(z).

zER reR

Also the convex modular function Or() I8 defined as
oy (D) = [1£@)"
R

The variable exponent Lebesgue space L) (R) is defined as the set of all measurable functions f on R such that Or () (Af) < oo for some

A > 0, equipped with the Luxemburg norm
s , f

Letrt < co. Then f € L"() (R) ifand only if 0,.( ) (f) < oo, that is, the norm topology is equivalent to modular topology. The space L) (R)
is a Banach space with respect 10 ||.||,. . Moreover, it is well known that if we take 7(.) = r (const.), then the space L0 (R) coincides with

+

the classical Lebesgue space L (R), see [12]. In this paper, we will assume that r™ < co.

Definition 2. Let1 < r(.),s < coand Jy = [k, k + 1), k € Z. The variable exponent amalgam space (LT('),K‘S) is a normed space defined
as

(£ ) = {7 € L33 ®) 17l (1o ey < 00}

where

® =

Hf”(m(-),[s) = Z HfXJk”i(,)

kEZ
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It is well known that (LT'(‘),€S> does not depend on the particular choice of Jy. This follows Jy, can be equal to [k, k + 1), [k, k + 1] or
(k,k + 1). Thus, we have same amalgam spaces (LT(') , ES).

Theorem 1. The space (LT(') , ZS) is a Banach space with respect to the norm ||.|| (Lr(),5) -

Proof: Let { frn },,cn be a Cauchy sequence in (LT(') , ZS). Then given € > 0 there exists N € N such that if n,m > N, then we have

anf.fm”(Lr(,)’gs) = Zan*fm”i()Jk <e. (€))]

kEZ

Hence, for any fixed k, we get
Ifn = fmllpcy, 5, <€ (nym=N).

Thus { fn},,cp is a Cauchy sequence in Q) (Jg) for k € Z. Let us define f = > kaJk where f* e L"() (Jg). Now, we will show that
kEZ

fe (LT(') , ES). Using Fatou’s Lemma (applied to the right-hand series viewed as integral over the integers),we obtain

ipoe = 2 |7

. . S
Jim mean(Lr(.),gs) : (@5

S
= i il
() ,;anmoo Fnllr), 7

IN

Since {fn}, cn is a Cauchy sequence (hence { fn},, ¢y is bounded in norm), the last quantity is finite. Therefore, the left side of (2) is finite,
thatis, f € (LT(‘),ES). By (1), we have

I fm — f||:‘(),Jk = ngmm fm = fn”;()"]k

and
| fm — f||‘ZLr(.)7gs) = Z nlgmm | frn — ani(,),J;c
kEZ
. . S
< nll>moo inf Z | fr — fn”r(.),.]k
keZ

< €

for m > N. Thus the Cauchy sequence { fn },, oy converges to f, which is desired result. ]

Now, we will show that L"() #* (Lr(')7 fs) and that these two spaces are not translation invariant in general. Also, we will prove new two
examples which are associated with this.

Example 1. Letr () : R — [0, 00) be a function such that for k € Z

1, zeAp=[2k—1,2k)
r(z) = 2, z€B=[2k—-22k—1)

Hence, we have v+ < 0o and A, N By, = ¢ for all k € 7. Also let us define a function f as
, z € Ag,keN

, T€Bp,keN,(k#0)
, <0 (z¢ApUByg)

fl2) =

ox— O

Therefore, we have

or()(f) = J|f(m)|r(x) dx = Z J |f($)|r(x) da

R k=17,
o0
= 3 ()" da
k=1 JxNBy
oo o

Il
N
—
7~
oy
Il
g
x|
AN
8
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This follows that f € L") (R) . Now, we will show that f ¢ (LT(')JI). By using the definition ofH.H(LT(,) oy we obtain
o0
\|f||(LT(_)7€1) - kez% fo[k’kH)Hr(.) = ]; HfX[Qk—Q,Qk‘—l)HT(‘)

o0
= > HfX[2k—2,2k71) H2
k=1

1
o 2k—1 2 00
1 1
- Y| | g =X -
k=1 \ 9" k=1

Therefore, we have [ ¢ (LT('),El).

Example 2. Letr (.) : R — [0, 00) be a function such that for k € Z

(1, zeAL=[2k+1,2(k+1))
r(z) = 2, x € By, = [2k, 2k + 1)

Then, we define the space as
L"O®) = {f:f=fi+fo, L L' (R), fa € L* (R) suppfi = Urer Ay and suppfz = Upez By | -

If we denote T f as the translation of given any function f € L0 (R), then we obtain

f x+1 :f x), zeA
Tlf(fﬂ):{ fE:c-l—l%:ffEl’g, xGB’;

It is easy to see that T1 f ¢ L") (R) .That means the space L") (R) is not translation invariant. Now, we quote this idea to the amalgam
space. To show this we take same function r(.) and same space L) (R) . Let p > 1. Let us define a function f as

0, T € Ag

f@) =3 e z € By,
0, <0 (z ¢ Ar U By)

Then, we obtain

k+1 9 % 00 1
1l (o 1) = kgz ,}[ F@Fdep =3 grgp <co =€ By
0, x € Ag

Therefore we have f € (LT(‘) , Kl) . By the definition of T f, we get

_ 1
Tif (z) = { fla+ 1)0_ (k+1)7° iig:

This follows that

k+1 oo
Dldep =Y tp <oo, z€A
HTlf”(LT(-)’el) = k:%:Z{ ,]_[ |f(x+ )| 17} kgl (k+1)1’ o0 X k

0, T € By

Therefore, we have Ty f € (LT(')7 Zl> . This follows that the space (LT(') , El) is translation invariant. As an alternative method, it is easy to

see that (Ll, Z1> =L'or (LQ, El) C L'and the space L' is translation invariant. Therefore, the same result is satisfied.

Remark 1. If we consider the Theorem 3.3 in [8], then ) = (LT(')7 KS) holds for some special cases. Therefore, the amalgam space

(Lr(‘) , és) is not translation invariant in general.

Definition 3. LZ(‘) (R) denotes the functions f in L) (R) such that suppf C R is compact, that is,

LE(') (R) = {f er ™ (R) : suppf compact} .
Now, let K C R be given. The cardinality of the set
S(K)y={Jy: JyNK # 2}

is denoted by |S(K)| where {Jy. } 1.7 is a collection of intervals Jy, = [k, k + 1] = k + [0, 1], and also cover R.
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The following proposition was proved by Aydin [2].
Proposition 1. Ifg € LZ(') (R) and K is the compact support of g, then we have

1
(i) lgll(zrer g5y < ISED]= gl ) for 1 < s < oo.
(D) Ngll(Lrer goey S ISED gl -

Moreover, we have LZ(') (R) C (LT(') (R) ,ES) Jorl < s < oo

The main result of this study is to show that the space (L"('), I ) be a special case of Banach function space, in other words, the norm

of (LT(‘),KS) satisfies the following properties, where f, g, fn in (LT('),ES) for all n € N, A > 0 and E is any measurable subset of R
(|E| < oo):

Al e g5y 20

. Hf“(y(-),gs =0ifandonlyif f =0ae.inR

A zroresy = AN zre )

M+l e ey S M llrer ey + gl zrer e

gl < [flae in R, then [lgll prey goy < 1l (Lrer g0
IO < fot f e in B then |full (1 oy TNz o)
AxBll(Lre gy < o0

. }f;‘fldx <C(r(.), E) ”f”(LT(-),ZS) for some C' > 0.

0 NN R W=

Theorem 2. The space (LT(') , ES) is a Banach Function space with respect to the norm ||. | (L) 5) -

Proof: We have to prove the properties (1)-(8). The first three properties follow directly from the definition of the norm ||.|| (Lr() 5) -
Proof of Property 4. Let f,g € (Lr(') , és) be given. It is well known that f, g € (L"(') , és) if and only if

{Hf”r(.),J,c }keZ ) {HQHT(,),J,c }kez € ¢° (Z). Then we have

1+l ey = |15 +9hecyn ],
< |ty +lglecyn o
< Wtcy.a],, + |sleconl],.
= Wfllzro esy Mgll(zrer esy -
Proof of Property 5. Let |g| < |f|. Then we obtain
lgll(zrer ey = H||9||r(.),1k /o
< [0ty ],, = 10 zr ey -

Proof of Property 6. It is well known that L' isa BF-space by Proposition 1.3 in [5]. Since 0 < fy, T f a.e. in R, then an||r,»(.)7.]k 0
[1£1l(.),,- If we consider this property for £°, we have

1Fall o ery = [1Fnlecy. | 1 1500y, = N 2 -

Proof of Property 7. Since |E| < co and suppxg = E C R is compact, then x g € LZ(') (R) and

1
IxEll(Lro) ey S ISEN= IxEl ()8 <0

by Proposition 1.
Proof of Property 8. By Holder’s inequality for variable exponent amalgam spaces (see, Corollary 2.4, [3]), we get

J | f] dz J|fXE| dx < C||f||(Lr(.),gs) HXEH(LT/(.),gs’)

E R

Cr() E) Il Lre o)

IN

for some C' > 0 where % + T,l(‘) = % + % =landC =C(r(.),E) = CHXEH(LT’(.),gs’) . O
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Abstract: The main goal of this paper is to study for a fourth-order hyperbolic equation with logarithmic nonlinearity. We obtain
several results: Firstly, by using Feado-Galerkin method and a logaritmic Sobolev inequality, we proved local existence of solu-
tions. Later, we proved global existence of solutions by potential well method. Finally, we showed the decay estimates result of the
solutions.

Keywords: Decay of solution, Existence, Logarithmic nonlinearity.

1 Introduction
In this paper, we study the following fourth order hyperbolic equation with logarithmic nonlinearity

utt+A2u—Au+ut=uln|u|k, zeQ t>0
u(z,0) =wug (z), ut(z,0)=uy(z), x€9Q, ¢))
u(z,t) = Zu(z,t) =0, zedN, t>0

where Q C R? is a bounded domain with smooth boundary 0f2, and k is a costant to be chosen later.

This type of problems has many applications in many branches physics, such as quantum mechanics, nuclear physics, supersymmetric field
theories, optics and geophysics [2—4, 6, 11].

In [5], Cazenave and Haraux studied the existence of the solution following equation

utthquu:ulan 2)

in R, Later, Gorka [6] studied the global existence of the solution of Eq. (2) in the one dimensional case. Furthermore, existence of the
solutions were studied in [1-3].
Hiramatsu et al. [9] is introduced the following equation

Ut — A+ u+ ug + ulul? = ulnful?. 3)

In [8], Han showed the global existence of weak solutions to the initial boundary value problem (3) in R3.

Recently, Hu et al. [14] studied exponential growth and decay estimates of the solutions for Eq. (1), without the fourth-order term (A2u).
Al-Gharabli and Messaoudi [12, 13] proved existence and decay of the solutions for Eq. (1), without the Aw term.

Motivated by the above studies, we established the local and global existence, growth and decay estimates of the solution for problem (1).

The rest of our work is organized as follows. In section 2, we gave some notations and lemmas which will be used throughout this paper. In
section 3, we established the local existence of the solutions of the problem. In section 4, we established the global existence of the solutions
of the problem. The decay estimates result were presented in section 5.

2  Preliminaries
In this section we will give some notations and lemmas which will be used throughout this paper. We denote ||.[| and |.||,, the usual L% (Q)

norm and LP (Q) norm, respectively. We denote by C and C; (i = 1,2, ...) varius positive constants.
We define energy function as follows

B0 = 5l + 5 180l + 5 190l = § [ nful*udo + 5 ul?. @)
Q
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Lemma 1. E(t) is a nonincreasing function for t > 0 and
B (t) = —[lu* <0. ®)

Proof: Multiplying the equation (1) by u; and integrating on €2, we have

Juttutdx + JAzuutdx — J Auudr + Jututdx = Jln |u\k uurdz,

Q Q Q Q Q
1 1 1 1 k
5 Tl + 5 1l 5 4wl = 5 [nful o+ ¥ g | = jual?,
Q
B (§) = = ui]*.

Lemma 2. [7] (Logarithmic Sobolev Inequality). Let u be any function u € Hol () and a > 0 be any number. Then,

1 2
[ wlalde < 5l 1o ful + 5 90l - (14 na) ul .
Q

Lemma 3. [5] (Logarithmic Gronwall Inequality).

Letc > 0, v € L*(0.T, R") and assume that the function w : [0, 7] — [1, oc] satisfies

t
w(t) <c 1+J’y(5)w(s)lnw(s)ds ,0<t<T,

where

3 Local existence
In this section we state and prove the local existence result for problem (1). The proof is based on Faedo-Galerkin method.

Definition 4. A function u defined on [0, T} is called a weak solution of (1) if
we C(10,7);H3 (), u e C ([0,7); 1 (@)

and u satisfies
Juit (z,t) w (z) de + [ Au(z,t) Aw (z) dz

Q Q
+ [Vu(z,t) Vw (z) dz + [ us (z,t) w (z) do
Q Q

= [In|u (=, 15)|]C u (z,t) w (z) dz,
Q

forw e HZ ().
Theorem 5. Let (ug,u1) € HE () x L? (Q), then the problem (1) has a weak solution on [0, T] .

Proof: We will use the Faedo-Galerkin method to construct approximate solutions. Let {wj }Joil be an orthogonal basis of the “separable”
space H2 (Q) which is orthonormal in L? () . Let

Vin = span {w1, w2, ..., wm }

and let the projections of the initial data on the finite dimensional subspace Vi, be given by

m

ug' (z) = Z ajwj () — ug in HE (),
j=1
m

uit (r) = z bjw; () — uq in L? (),
j=1

forj=1,2,...,m.

28 @© CPOST 2019



We look for the approximate solutions

of the approximate problem in V,,

[ wiwdz + Au™Aw + Vu"Vw + ui*w) dz = [In [u™ ¥ wwda, w € Vi,

Q m Q
W) =u = 3 (uo,w;) wj, ©)
T
uf' (0) = uf* = 35 (u1,wy) wy.
j=1

This lead to a system of ordinary differantial equations for unknown functions h;"’ (t). Based on standard existence theory for ordinary
differantial equation, one can obtain functions

hj: 0,tm) = R, 7=1,2,....,m,

which satisfy (6) in a maximal interval [0, %), 0 < &, < 7. Next, we show that ¢, = T and that the local solution is uniformly bounded
independent of m and ¢. For this purpose, we replace w by w3 in (6) and integrate by parts we obtain

d 2

B0 =— " <0 ©)
where

1 k

E™ (1) = 5 (IIU?’H2 [l a4+ ™| 4 5 | Jln | Iu’"}de> : ®
Q
Integrating (7) with respect to ¢ from O to ¢, we obtain

E™(t) < E™(0). )

The last inequality and the Logarithmic Sobolev Inequality lead to
R | e I R e R e

k|1, my2 my2 o mi|2 m||2
—5 [P o 5 9 - 0 e 7).

1 2 2 ko 2
= 5 (I Jawm o+ (1= 55 ) o

+ (g +k(1 +lna)> Jl™1* - g | m Humug) ’

2
" + 2 ? + (1= 5 ) 7P

n (g R+ lna)) ™|

ko m2 m2
< o B P . (10
where C' = 2E™(0).
Choosing
_3 2
eica<y|Z (an
k
will make
ka?
1-—>0
o > %
2—ﬂ->oz
k
and
k+2

T+k(1+1na)>0,
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This selection is possible thanks to (A). So, we have
| 4[| ™ | 4 {7 [ 4 flu™ * < € (14 ™| ] |%) (12)

‘We know that

We make use of the following Cauchy-Schwarz inequality

(a+b)2§2(a2+b2),

we obtain
¢ 2
m
™ @) = um(,0)+JagT (,7)dr
0
t(’) . 2
m 2 U
< 2um O +2|| % (rar
0
t
< 2Hum(0)}|2+2TJ{|u;”“(T)H2dT (13)
0
So if we write inequality (12) instead of inequality (13), we get
o2 < 2fum ) +27¢ (14 | 1n [ |?) 14

If we put C; = max{zTC, 2 lu™ (o)HQ} , (14) leads to
t
N | e e P
0

Without loss of generality, we take C'; > 1, we have

t
[ < 201 1+J (14 ™) (01 + [u™2) ar
0

Thanks to Logarithmic Gronwall inequality, we obtain
||um”2 < 2016201T = (5.
Hence, from inequality (12), it follows that
ot |[* + | aw™|* 4+ [ Fu™ " 4 ™| < O = C (14 C2In o)
where C'3 is a positive constant independent of m and ¢. If these operations (12) are applied to each term of inequality, this implies

sup Hu?”2+ sup HAumH2+ sup HVumH2+ sup Hum||2§403. (15)
te(0,tm) te(0,tm) te(0,tm) te(0,tm)

So, the approximate solution is uniformly bounded independent of m and ¢. Therefore, we can extend ¢, to 7'. Moreover, we obtain

u™, is uniformly bounded in L (0, T; Hg (Q)) ,

(16)
u, is uniformly bounded in L*° (0, T; L? (Q)) .
Hence we can infer from (15) and (16) that there exists a subsequence of (u"™") (still denoted by (u"™")), such that
u™ — u, weakly*in L= (0,T; HZ () ),
uy® — ug, weakly* in L™ (O, T: L? (Q)) , an
17

u™ — u, weakly in L2 (O,T; HZ (Q)
u — ug, weakly in L2 (o, T; L% (Q)

)

)
)
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Then using (17) and Aubin-Lions’ lemma, we have

u™ — u, strongly in L? (0, T, L? (Q))
which implies
u™ =, Qx(0,7T).

. k. .
Since the map s — sln |s|” is continuous, we have the convergence

umln‘um’kﬁuln\uﬁ, Qx(0,T). (18)

By the Sobolev embedding theorem (HZ (€2) < L (), it is clear that ‘ ™ In |um| —uln |ul ‘ is bounded in L™ (€2 x (0, 7)) . Next,
taking into account the Lebesgue bounded convergence theorem, we have

u™ In |um|k — uln |ul*, strongly in L2 (O,T; L? (Q)) .

(19)
We integrate (6) over (0, t) to obtain, Vw € Vi,
t t
len |u kuMwdedr = J'u;nwdxdr - Jul wdxdT + J J Au" Awdzdr
0Q 0Q
t t
+ J J Vu"Vwdxdr + J J uy wdxdr. (20)
0Q 0Q
Convergences (17), (19) are sufficient to pass to the limit in (20)
t t
J upwdr = Julwdx JJ AuAwdxdr — JJ VuVwdzdr
Q 0Q 0Q
t t
Jjutwdde +len|u|kuwdmdr 21
0Q 0Q

which implies that (20) is valid Yw € HO () .Using the fact that the terms in the right-hand side of (21) are absolutely continuous since

they are functions of ¢ defined by integrals over (0, t), hence it is differentiable for a.e. t € R™. Thus, differentiating (21), we obtain, for a.e
t € (0,T) and any w € H3 (),

Jl | ﬂct| u (z,t) w (x) dedr
Q

ugt (x,t) w (x) doe + J Au(z,t) Aw (z) dedr
Q

De— O~

oceﬁ

JVU z,t) Vw (z) dedr —
Q

o;,“

J ut (z,t) w (z) dedr.
Q
If we take initial data, we note that

W™ = wu, weakly in L? (0, T; H3 (Q))
u/" = uy, weaklyin L2 (o, T, L? (Q))
Thus, using Lion’s Lemma [10], we have

u™ = u,C (([O,T} ;L2 (Q))) .

Therefore, u™ (z, 0) makes sense and

™ (2,0) — u(x,0), L*(Q).
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We have
u™ (z,0) = ug (z,0), H3 Q)
hence
u(z) = up ().
Now, multiply (1) by ¢ € C§° (0,T) and integrate over (0, T'), we obtain for Vw € Vjy,, and because of

(uf" o (1)) = ubte () +uf"¢’ (1)

we get

T
u" Awe (t) dzdt — JJVu Vwe (t) dzdt
0

Juznwgzﬁl( )dzdt =
Q Q

D_w

ui we (t) dedt +

QDe—

e
l

SIS

As m — oo, we have for Vw € HZ (Q) and ¢ € C§° (0,T)

T
AuAwe (t) dedt — J J VuVwe (t) dedt
0Q

J J utw¢ t)dxdt =
0Q

O%H O%H
Qe—

T
Jutwqb t) dxdt + JJ \u| uwe (t) dzdt.
Q 0Q

This means

u € L2[0,T), H 2 (Q),
on the other hand, because of

up € <L2 0,T),L> (Q)) ,

we obtain
w € C ([O,T),H_2 (Q)) .
So that
ug' (2,0) = ut (z,0), H™2 (),
but
upt (2,0) = ul® (x) = u1 (z), L2 ().
Hence

ut (z,0) = uy (z).
This finishes the proof of the theorem.

4 Global existence

Jln |um‘k uwe (t) dadt.
Q

In this section we study global existence of problem (1). We prove a global existence result using the potential wells corresponding to the

logarithmic nonlinearity.
Now, we define the following functionals

1 2 2k 2 k2
70 = 5 (180l + vl + § ful® - [l u?do |
Q

1) = [|Au)? + | Vul]? - Jln lul* u2da.

Q
Then, it is obvious that
1 k 2
=7 z
J(t) =31 () + 5 [l
and
1 2
E(t) = 5 lutl®+ T (u)
32

(22)

(23)

(24)

(25)
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According to the Logarithmic Sobolev inequality, J(u) and I(u) are well defined. The potential well depth is defined as

0<d—inf{supJ()\u):u€H§ Q) || Aul| #0} (26)
w A>0
and the well-known Nehari manifold
N ={u:ue HY (9)/1(w) =0,]|Au] # 0}, @7)
= inf . 2
0<d ;IelNJ (u) (28)

Then, we introduce
W = {u:ue HZ () /I (w) >0, J () <d}u{0}.
Lemma 6. Forany u € H2 (Q), |Jul| # 0 and let g(\) = J (Au). Then we have
>0, 0< <A\,
ITOw)=X' (N =0, A=\,
<0, A<A <o

where
||Au\|2 + ||Vu\|2 — [In |u|k wldx
Q

A = exp
2
klull

Proof: By the defination of J (u) , we obtain

g() = J(w)

= IAAu|? + [[AVul? 4+ — Jln ul® () de | + g [ Au||?
Q
N > o\, A [k s kA2 )
= (1l 1val?) + % (5 = k)l = 55 [l juf? do
Q

Since ||u|| # 0, ){imog (A =0, Alim g (A) = —oo. Now, differentiating g () with respect to A, we have
—

—00
g ) = | Aul? + [Vul? = kIn A ul? - len luf (u)? do
Q

We can see clearly that

dJ ()
A =g (N)=1(Au).
) a0 = 10w)
We can derive I (Au) = 0 when
| Aul|® + || Vul? - [In lu|® u?dx
\* =exp Q

2
K Jull

Thus, we have
>0, 0< <A\,
I(Mu) =X () =0, A=)\
<0, A< A <oo.

Lemma 7. Letu € Hi (Q) and | = e%+227".
DIFO < |lul|* <1, then I (u) > 0;

i) If 7 (u) = 0 and |Ju|| # 0, then |Ju||* > I;
iii)The constant d in (26) satisfies

Bl
o
+
L
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Proof: Thanks to Logarithmic Sobolev Inequality to the last term of the I (u) function, we have

[(w) = |\Au||2+|\Vu||27Jln|u\ku2dac,
Q
2 2 k2 2
> Al + [ 9ul? = &l in )
ka? 2 2
O Ful 4 k(1 + ) .
ka? 1
> (1= 55 ) 1w+ (@ me) - Fin ol ) ul? 29)

Taking any « satisfying 0 < a < 2?” in (29), we have

I (u) > (k(Hln ) - Slnlul2> lull® - (30)

)If0 < ||u||2 < I, then I (u) > 0 from the above inequality.
ii) If I (u) = 0 and ||u|| # O, then

2 22T
>e“ " =1
ull? > 22

iii) Because of (26), we write

sup J () = T (\u) = ST (\u) + 5 (3%)2 ul? 31)
A>0 2 4
By the Lemma 7 and (30), we obtain
0=1(\u) > (K1 +Iny/25) = B a3l
- k 2 )
Therefore; we have
2m k * 2
0> k(l—l—lny/?) — 5111”)\ uH ,
In[|\ul® > 24 2104/ 2)
n ul||” > ny/ 7
A ) > 622% = (32)
Thus, by using of (26), (31) and (32) , we obtain
d> 2%62

]
Lemma 8. Let (ug,u1) € Hj (Q) x L? (Q) and | = 622% such that 0 < E (0) < %l < dand I (ug) > 0. Then any solution of (1), u € W.

Proof: Let T' be maximal existence time of weak solution of u. From (25) and (9), we have

1 1
5 lut))® + J (u) < 3 url|® + J (uo) < d, ¥t € [0,T). 33)
Then we claim that u(t) € W forall t € [0,T). If it is false, then there is a tg € [0,7T) such that u (tg) € OW, so we have

(a) either I (u (tp)) = 0 and ||Au (to)|| # 0, or (b) J (u (t9)) = d.

By (33), (b) is impossible, thus we have I (u(tp)) = 0 and ||Aw (t9)|| # 0. However, at least one J (u (tg)) > d exists if 0 < d =
in]fv J (u) . Because of this contradiction, u(t) € W is found for V¢ € [0, T"). O
ue

5 Decay of solution

In this section, we will prove decay of solutions to problem (1).
For this purpose, we use the Lyapunov functional

L) =E(t)+e J wupdz + % Ju2d:c (34)
Q Q

where € is a positive constant. We will show the L (t) and F (t) are equivalent:
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Lemma 9. For e > 0 small enough, the relation
BIL(t) < E(t) < BoL (1) (35)

holds for two positive constants 51 and (2.
We can choose ¢ small enough such that L ~ E.

Theorem 10. Let ug € W, uy € L? (Q) . Assume further 0 < E (0) < al < d., where

2
12%62

=
3

Q
(NI
[

and 0 < a <
then there exist two positive constants c1 and cg such that
—cat
0< E(t) <cre” " t>0.

Proof: By taking the time derivative of the L (¢) and using Eq. (1), we obtain

L't = E/(t)—f—aJ(uttu—i—u?)daz—i—ajuutdw
Q Q
= (= furl? - e (20 + [Val) + & [ n]ul* o, (36)
Q

Adding and subtracting e 3E (t) into (36) where 3 is a positive constant, we get

L) = (e42p-1) lul?+e (g - 1) |oul? + (g - 1) Va2

k
+e (1 - g) Jln ul® u® + 18 lull® = eBE (t). (37)
Q

By the Logarithmic Sobolev inequality and embedding theorems and choosing cp is smallest enough positive constant, we have

L't < (5 + gﬂ - 1) ||UtH2 +e (g - 1) HAuHQ

k

+e (5 =1) Ivul® + e ll® - esE )
_B 1 2 2 Oﬁ 2 2

b (1= ) b (G bl mul + - 190l = 1+ e )

= —eBE(t)+ (5 + %B - 1) s
2 k
+e(§f1)(kfk%0vaﬁ+s(5:p+§gﬂ)ﬂﬁﬂﬁ

ek {(1 - g) . (% In fJul|? = (1+ lna))} 2.

Noting that since § = min {2, 24_%} , and € > 0 sufficiently small so that
-P

s+§571<0,

we get

2
L'(t) < —eBE(t)—¢ (1 - g) <1 - k%r) [Vul? = ¢ (1 - g - ﬁ’ffp) | Au)?

Stk [(1 - g) (%muuH? — +lnoz)>] 2. (38)

Using (4), (5), (22) and assumption in the Theorem 10, we have
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Taking « satisfying

we guarantee

1
3 In[[u]* = (1 +Ina) < 0.

Consequently, inequlatiy (38) becomes

L' (t) < —eBE(t).

By (35), we have

1
L' (t) < —eB2L (t) (39)
setting co = £68832 > 0 and integrating (39) between (0, t) gives the following estimate
L) <c e cet
Consequently, by using (35) once again. This completes the proof. ]
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1 Introduction

We show that when inf . g» p(z) = 1 Hardy integral operator is a bounded linear operator from the Morrey space with variable exponent to
the weak Morrey space with variable exponent. In this work, we obtain the weak type estimates for Hardy integral operators on Morrey spaces

with variable exponents. We introduce the weak(w) Morrey spaces with variable exponent ij,(u} (see Definition 2.2) and show that H is a
bounded linear operator that maps MZ ) to MS’(u? The weak Morrey spaces has applications on the study of Navier-Stokes equations, see

[7,10]. The duality of weak Morrey space is investigated in [11]. Furthermore, we also have the atomic decompositions of weak-Hardy Morrey
spaces in [4].
2 Definitions and Auxillary Statements
For any p(.) : R™ — [1, 00], we define p™ = sup ¢ pn p(z) and p~ = inf e g p(x) and also
RYY = (& € R" : p(z) = oo}

And also any z € R" and r > 0, write B(z,7) = {2 : |z — z| < r}.
Define ¥ = {B(z,r) : « € R",r > 0}.Furthermore we define

Liog = {p(.) : R" — [1,00] : L is globally log — Holder continuous}.

p(.)
()

Definition 2.1.The weak Lebesgue space with variable exponent L%, consists of all Lebesgue measurable functions f satisfying

1Al e = sup Allx a1 @)1 >a1 e

We call p(.) the exponent function of Lﬁ,(').

Lemma 1. (See [5]) If p(.) : R" — [1,00], then ||.||, »() is a quasi-norm. We now recall some basic results for LPY) | For some details on

the study opr('). the reader is referred to [2, 8]. For any exponent function p(.) : R™ — [1, 00|, define p/ (.) by

[y
—_

=1

with the convention that é =0.
Lemma 2. (See [5]) Let p(.) : R™ — [1, 0o]. For any Lebesgue measurable set E with |E| < co, we have

IxEllLee) = IxEl 00
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Theorem 1. (See [8, Theorem4.3.8]) Let p(.) : R™ — [1,00]. If p(.) € T'1oq with p~ > 1, then the Hardy-Littlewood maximal operator
M is bounded on LP() .

Lemma 3. (See [5]) Let p(.) : R" — [1, 00| be a globally log-Holder continuous with 1 < p~ < pT < oo. Then, there exists a constant
C' > 0 such that for any B € 1) we have

1Bl < lIxsllro lIxsll, ., < CIBI.
Lemma 4. (See [8, Corollary4.5.9]) Let p(.) € T'o4. There exist constants K, C > 0 such that for any B € ), we have

1 1
K[B|75 <|[xBllLs¢) < C|B[75.

Theorem 2. (See [1, Theorem1.8(for « =1)]).Letp(.): R" — [1, 00]. Suppose that p(.) is globally log-Holder continuous and satisfies
1 <p~ <p' < n. Defineq(.) by

1 1 1

_ == ey
p() al) n

We have a constant C > 0 such that for any f € LP ('),

IH fllLacr < Cllfllpee
We see that whenever p(.) and q(.) satisfy (1), we have

11 1
— - —=-, VBey 6)
pPB 4B n

Theorem 3. (See [1, Theorem1.8(for « =1)]).Letp(.): R" — [1, 00]. Suppose that p(.) is globally log-Holder continuous and satisfies
1<p~ <pT < n. Letq(.) be defined by (1). We have a constant C' > 0 such that for any f € Lp(‘)7

IHfI o) < Cllfllpec-

)

Definition 2.2. Let p(.) : ™ — [1,00) and u : R™ x (0,00) —> (0, 00). The Morrey space with variable exponent M, ) consists of all

Lebesgue measurable functions f satisfying

171 Sip (X Bl ee) < 00
p(.) = TN B ()
My B(z,r)ey k(z,r) (@) liLe

)

The weak Morrey space with variable exponent M ,f o

consists of all Lebesgue measurable functions f satisfying

1
LIl 0 = sup  ——I|fxgp I, »() < oo
MES) Blar)ew k(z,r) (z,r)ll

3 Main Result

Theorem 4. Let p(.) : R™ — [1,00) and k : R™ x (0,00) — (0, 00). Suppose that p(.) is globally log-Holder continuous and satisfies
1<p~ <pT < n. Letq(.) be defined by (1).If there exists a constant C > 0 such that for any © € R"™ and v > 0, k satisfies

> ||XB(:L’ ’I")HL‘Z(-) i1

= . k(z,2'"r) < Ck(z,7) 3)
= IxBEaiinlLo

then we have a constant C' > 0 such that for any f € M. ]f ('),

I fllppacr < ClEll e

Proof: Let f € MIZ;(‘). For any z € R™ and r > 0, write fo = Xp(z,2r)f and fj = Xp(z 2i+1r)/B(z,2ir) f+ 7 € N/{0}. We have f =
Z;io ;- In view of Theorem 2.7, we find that

IXB(zr) Hfoll o) < Cllfollpee) = CllfxB =20 lLro) “)
Notice that there exists a constant C' > 0 such that for any 2 € R™ and r > 0,
XB(Z,Q’I”) S CMXB((I?,T)

Moreover, whenever p(.) is globally log-Holder continuous with 1 < p~ < pT < oo, then ¢(.) is globally log-Holder continuous with 1 <
p~ < pT < 0. Therefore, Theorem 2.3 asserts that

IXB(z2mlLac) < CliMxpem | < CliXar) Lo

for some C' > 0. Consequently, (3) gives k(z, 2r) < Ck(z,r) for some C' > 0 independent of z and r. As a result of the above inequality, (4)
yields
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Z7H q <C zZ,aT P
i, )HXB( yH foll pac G, )”XB( 2 fllLee)

1
< CWHXB(Z,QT)f”LP(«) < CHf”M)f(‘) (5)
Next, for any j > 1, we have that for any x € B(z,r)
Hfj) < 2 )y
B(z,2i+17)

The Holder inequality for L” ©) gives
XB(z,r) (@) |H f;(2)]

—j(n—1), —n+1
< C2 DT Ly B (@) X IXB(z,20+17) fll Lo IXB(z 204 10) | o (6)
Since p(.) is globally log-Holder continuous with 1 < p~ < pT < oco. Lemma 2.4 ensures that

Dj < 027]‘(”71) —n41 n(]+1 ||XB(z 2i+1y f“LP() 02] HXB(Z 27+1r)fHLp<>
- HXB(Z,QJHT)HLM - IXB (22041 LrC)

Lemma 2.5 and (2) show that

|B(z, 27+ r)| = 1 |B(z, 27| =
IXB(z2i+17) lLr() — IXBz20+1m) lLae) = IXB(z,20+15) [ LrO)

for some C, K >0 irlldependgnt of z and r.
Since | B(z,2/1r)|» = C27r, where C' > 0 is a constant independent of z and r > 0, we obtain

IXB(z,20+17) Fll e

7= 7 lIxsee2+my e

Consequently,
o0

XB (=) (@) Y _Hfj ()| < CXps (@
i=1
By applying the quasi-norm ||. || a( on both sides of the above inequality, we get

Z IXB(z,29+1r) fll Lo

IXB(z,2041m) [ Loy

oo

IXB () (@) D_IHf(@)| o) < Clixae, nllpac) Z

j=1

IXB(z2i+1) fll Lre)

HXB(Z72-7+17‘)||L’1(-)

oo

Sj;\

“ IXB (2,201l Lat

”XB(z,r)fHL;IU(-)

K 2 DI o

Lemma 2.2 gives
(2, 2J+1 )y Ixsem fllpao

1
k(yr ||XBZT Z‘Hfj H'LQ()<Z zr

[FalvYs!
IXB(z20+10) I pac) MK

i 2, 2]+1 HXB(z,r)f”LII(v)

£l oo
k(z,r)  lIXB(z2it1mllpac ML

Therefore, (3) and (5) yield

1
W”XB(ZJ) (@) Hfll ac)

1
C(WHXB(Z,T)(JU)HfoHLgU«) + G )”XB(z (@ Z|ny|\|Lq< ) < C||f|\Mp<>

for some C' > 0 independent of B(z,r) € 1. By taking the supremum over z € R”and r > 0, we obtain
HHfHM,ZfJ < Cllfllppeo-
Thus the proof of Theorem 3.1 is completed.

O

The reader is referred to ([6], pp.366 — 367) for some examples of k that satisfies (3) and the relation between (3) with the conditions
imposed on k for the results obtained in [3, 9].
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1 Introduction

The theory of variable exponent Lebesgue spaces are started by Orlicz in 1931 and by Nakano in 1950 and 1951. However, the variable
exponent function space, due to the failure of translation invariance and related S)roperties, is very difficult to analysis. Nowadays there is
an evident increase of investigations related to both the theory of the spaces Lt (R™) themselves and the operator theory in these spaces
(See[1-8]). This is caused by possible applications to models with non-standard local growth in elasticity theory, fluid mechanics, differential
equations and is based on recent breakthrough result on boundedness of the Hardy-Littlewood maximal operator in these spaces.

Let S™ ! denote the unit sphere in Euclidean space R and ® € L"(S" 1)
(r > 1) be homogeneous of degree zero on R™. For 0 < 8 < n, the homogeneous fractional integral is defined by

101w = |

It is obvious that Tg just be the Riesz potential I % when ® = 1. Let E be a measurable set in R™. We denote pg = nfzepp(z) and
prC = supyc gp(z). Especially, we denote p~ = p~ (R") and p™ = pT(R™). Let p(.) : R™ — (0, 00) be a measurable function with 0 <
p~ <pT < ooand A°(R™) be the set of all these p(.). Let A(R™) be the set of all measurable functions p(.) : R™ —» [1, o) such that
1<p <pT < oo

The variable Lebesgue space LP() (R™) is defined as the set of all measurable function f for which the quantity Jpnlof(x)P () 4z is finite
for some § > 0 and

n

1o (my = inf{A> 0 j

As a special case of the theory of Nakano and Luxemburg, we see that LP(-) (R™) is a quasi-normed space. Especially, when p~ > 1, LP ) (R™)
is a Banach space. We say that(Log-Holder condition) p(.) € LH(R") if p(.) satisfies

c 1
p(x) —py)| < ———, |z—yl <=
Ip(z) — p(y)| “log(le =) | <3
and
- <= <
Ip(z) —p(y)| < rEET ly| < |z

Let By ={z € R" : |z| < ok }, Ap = Bp\Bg_1, k€ Z Let f be alocally integrable function on R". The n-dimensional Hardy operator
is defined by
1

el

Hf(x) J ftdt, =€ R™\{0}.
[t]<|z|

In 1995, Christ and Grafakos [2] obtained the result for the boundedness of H on LP(R"™), (1 < p < oo) spaces, and they also found the
exact operator norms of H on this space. In 2007, Fu et al. [8] gave the central BMO estimates for commutators of n-dimensional fractional

and Hardy operators.

Now, we define the n-dimensional fractional Hardy-type operators of variable order 3(z) as follows.
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Definition 1.1. Let f be a locally integrable function on R™, 0 < (z) < n. The n-dimensional fractional Hardy-type operators of variable
order 3(x) are defined by

1
Ho) () = s J\t|<|z\ Jwa
and
HE o\ f(x) —J ﬂdt
POT T e 1tn—P@

where 2 € R™\{0}. Obviously, when 3(z) = 0, Hg,) is just H and denote by H* = H;(_) = H{. And when B(z) is constant, Hg( y and
HY 3() will become, Hg and H 5 respectively.
We say that w € A(p, ¢) with 1 < p, g < oo, if there exists a constant C' > 0, such that for any cube Q € R",

1 11 o N
(@JQw(:r)qdw)q (@JQW(I) Pdz)r < C < oo.

Let wy(€) be the integral modulus of continuity of order  of ® defined by

wr(e) = sup (j B(pr’) — @) do(e))?,
lpl<e Jsn-1

where p is rotation in R™ and |p| = ||p — I||.
Lemma 1.2. [1] T denote a family of ordered pairs of non-negative measurable functions (f, g). Assume that for some pg and gp with

0 < po < go < oo and every weight w € A,

n

(| s@re@dn® <o g@mu@h . (1) e

Given p(.) € AY(R™) such that pg < p~ < pT < poqo\(qo — po). the function ¢(.) is defined by ﬁ - % = i - q% forany z € R™.
If p(.) € LH(R™), then for any (f,g) € T and f € LI0)(R™), we have
11l iy < Clgllzoco -
1 -1 !
Lemmal.3.[7] Suppose that 0 < 3 < n, 1 <7’ < p<n\B and =5 % If & e L"(S" ) and w" € A(&, %), then there exists a

constant C' independent of f such that
(J T3 f () ()| "da) 7 < C(J | () (@) P da) 7.
Rn R’Vl

2  Result and Discussion
Now let us declare and prove the theorem that gives boundedness of the fractional Hardy-Type integral.

Theorem 2.1. Let p(.),¢(.) € A(R"), 0<B<n, 1<p <p" < 7 and ﬁ = ﬁ - g for any € R™. If p(.) € LH(R"), ®
L™(S" 1 and 1 <+’ < p~, then
1HS I Lae> (rmy < CIFllLoes my
Proof. Choose 0 < pg < qo < oo such that 7’ < py < p~ and = w0 p% — ﬁ . For any weight function W (z) = w(z)% € A; and any cube
Q € R" we have

1 q0 : g
— | w(z)?dz < C inf w(z)?®
|Q|JQ @) T zEQ @)

and
1
(LJ' w(z)™" el dz) P < sup w(z)™" = (inf w(z))™".
Q z€Q z€Q

These follow that

r

L @ (20 deys (L wie) T B g
<|Q|jQ (@) (2))dz) o <|Q|jQ (2) i)W < .

Thus we see that w” € A(E%, 19). By Lemma 1.3, we obtain that

(| @l <o (@l

R™
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Finally, we choose the exponent function p(.) and ¢(.) such that pg < p~ < pT < %, p(.) € LH(R"™) and for any x € R"

qo—Po

1 1

[
px) q(z) po

By Lemma 1.2, we have

IHE N Lacy (ny < CNENlLoe (n)-

This completes the proof of Theorem 2.1.

3

Conclusion

Under the given conditions, we obtained the boundary of the homogeneous fractional Hardy-type integral in variable exponential spaces. This
method can also be applied to different operators and integrals.
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Abstract: In this work, we consider the spectral problem for a second-order discontinuous differential operator with a spectral
parameter in the boundary condition in Ly, 1 < p < co. We study a method for establishing the basicity of eigenfunctions for such
a problem. Such spectral problems arise while one solves the problem of a loaded string fixed at both ends with a load placed in
the between ends of the string by the Fourier method.

Keywords: Completeness, Eigenfunctions, Minimality, Spectral problem.

1 Introduction

The spectral problems with discontinuity conditions inside the interval play an important role in mathematics, mechanics, physics and other
fields of science. The applications of boundary value problems are related to discontinuous material properties.

The study of spectral properties of many discrete differential operators requires new methods for constructing a basis. This was the motiva-
tion for many mathematicians to study intensively the basis properties (such as completeness, minimality, basicity) of the systems of special
functions mostly eigen and associated functions of differential operators. For this purpose, various methods were developed for these properties
[1]-[8]. However, in the case of a discontinuous differential operator, a system of eigenfunctions emerges, which cannot be demonstrated the
basicity properties by standard methods. An example of this situation has been the subject of our study.

In this paper, we consider the following spectral problem with a point of discontinuity

v () + My(z) =0, z € (—1,0)U(0,1), e))
y(=1) =y(1) =0

y(=0) = y(+0) @)
y'(=0) — ¥/ (+0) = Amy(0)

where ) is the spectral parameter,m is a non-zero complex number. This problem comes from the problem of vibrations of a loaded string with
the fixed ends with a load placed in the middle of a string when the problem was solved by applying Fourier methods [[9]-[11]]. For these
methods, basis properties of the eigenfunctions system should be studied suitable spaces of functions (generally Lebesgue spaces or Sobolev
space).

Grand Lebesgue Spaces introduced by Iwaniec and Sbordone come from integrability properties of the Jacobian determinant ([12]), and the
spaces play an important role in PDEs theory (see e.g. [13]) and in Functions Spaces Theory (see e.g. [14]). There are many applications in
analysis, see [12]-[19]. These spaces attracted the interest of many researchers, either in Harmonic Analysis (see [20],[21]) and Interpolation-
Extrapolation Theory ([22]) or in P.D.Es ([23],[24]).

In subsequent years, quite a number of problems in Harmonic Analysis and the theory of non- linear differential equations were studied in
these spaces (see, e.g., the papers [25]-[29]). So, in this work, we study the basicity properties of the eigenfunctions system of the problem
(1),(2) in grand Lebesgue spaces. For this purpose, at first, we find corresponding spaces dense in grand Lebesgue spaces. Then we denote that
the eigenfunctions system of (1),(2) form a basis on these spaces.

2  Auxiliary informations

Let 2 C R™,n > 2 be a measurable set of Lebesgue measure |Q] < +oco. In 1992, grand Lebesgue space L™ (£2) was established by Iwaniec
and Sbordone [12] as space such that

IDf| € L™(Q) = |Jf] € L, ()
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for all Sobolev mappings f : @ — R"™, f = (f1, ..., fn). After that we will use letter p instead of n, supposing 1 < p < +oo. Grand Lebesgue
spaces are defined by

(@) = {f €My fy) =o(f) = swp 7 (ﬁ J, |f\”—fdx) "< +oo} :

where M is the set of all real-valued measurable functions on €2, Mgr show the subset nonnegative functions of Mg and p : M(}L — [0, +o0]
satisfy the following conditions for all f, g, fn(n =1,2,3,...), A < 0 constants, measurable subsets £ C 2

(f/)=0«& f=0ae.inQ,
(Af) = Ae(f),

(f+9) <olf) +olg)

<g< faeinQ = o(g) < o(f),
< fn? fae.inQ= o(fn) 1 o(f),
C Q= o(xp) < +oo,

C Q= [gfdx < Cro(f),

SEISEUS)

DEme e

where C'g,0 < Cg < oo depend on E and p but not to f. Grand Lebesgue spaces are a special category of Banach Function spaces: The
spaces are rearrangement-invariant:

prN) =H{x € Q:[fO)I > A}, for all X>0
itis o(f) = o(g) if puy = pg. Ly) is nonseparable spaces. Because for a € R

xil/' x «
fa(x)_{ Pz e|0,a)

0; x € o, 1]
functions satisfy the following inequality. For all o, 8 € R, (o # 3) there exists g > 0:

[ fa — fgllp)y > €0 >0,

80 Ly, (0,1) is nonseparable spaces. But these spaces must be separable so that we can talk about basicity properties. That’s why we should
study on separable subspaces of L,,y. Thus, for & > 0 we give shift operator in Ly,

) fx+0); z+d€]0,1]
(T51)(a) = {O; EPINRE

where f € L (0, 1). Let us define the following set

GP)(0,1) = {f € L,,(0,1) : | T5f — flly — 0,6 — 0}
then it is evident that

(ép)’ ”‘Hp)) = Gp) C Ly).

Hence we can express the following lemma.

Lemma 1. For1 < p < oo, the following expressions are true.

L. (0807H”p)):Gp)’
2. (C5% I1llp) = Lp

The proof of Lemma 1 can be easily shown.
Let us mention the continuous embedding and we can give the following inclusions from [30]

Lngp)ng_E, O<e<p—1.

Then we conclude that
LPng)ng)gLP*& 0<5<p_1'

Because we have the following example. Let us consider the series

flay =3 2,
n=1

T

—1/p 21). 1
v w e (e U Here £ ¢ Ly(0,1) since || full? = n2P.

0, zé (e ;1]

—n

where fp(x) = {
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Letus denote f € G (0,1).

1 ;1( —-1) pee 1
[frllpy < sup €J e P d = sup prc =p,
0<e<p—1 0<e<p—1

and we use the partial sum of the series,

n2
n=1
From here
m+p m—+p m—+p
fa(z) [l fn (@)l 1
P e I D RS DD R 2
n=m p) n=m n=m

then f € G,(0,1). Thus
LP(Ov 1) ; Gp) (07 1)
and from definitions

Gp) (07 1) & Lp) (07 1)

L,y and from Lemma 1, G,y is separable for 1 < p < co.

‘We conclude that p) =

Let us recall the definition of completeness, minimality, basicity and theirs criterions from [31] in any Banach space. Let X be a Banach
space.
"A system {zn }nen C X is called complete in X if L[{zn},en] = X."

Completeness Criterion. Let X be a normed space. A system {xn },eny C X is complete in X if and only if forall f € X™* :< zp, f >=0
for each n € Nimplies f = 0.

"A system {zn},en C X is called minimal in X if x, ¢ L[{zn}pen,] forall k € N, where N, = N\{k}."
"Systems {zn }pen C X and {z}; }en C X ™ are called biorthogonal if < x,, zy, >= dnm foralln,m € N."
Minimality Criterion. A system in a Banach space is minimal if and only if it has a biorthogonal system.
Minimality Criterion. A system {xn}ncn C X form a basis for X if and only if the following conditions are satisfied:
1. {zn}nen is complete in X;
2. {xn}nen is minimal in X;
3. The projectors Py (.) = anzl < .,xy, > xn are uniformly bounded, i.e., there exists M > 0 such that
[Pmzllx < Mllzlx, — VeelX,

where {x}, }neny C X ™ is a system biorthogonal to {xy } pen.

Let’s give the Dirac delta functional that can find from many sources.

o(z) = {(J)r,oo; j;g

imposing that

For § to satisfy the above property, we define §¢ as

where J¢ is a generic function of both z and ¢ such that

. +oo0; =0
1 = ’
g 0@ {o; £ 40’

and

J—HX) de(z)dz = 1.

—00
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From here
—+oo

“+o0
Jioo 6(z)f(z)dz = Egr(f)lJr J;OO 0 (z) f(z)dx,
for any function f(x) and

+oo
| s - ar@ac = 5o

— 00

Also, we will use the Muckenhoupt condition [32] in this work. So we mention Hardy’s inequality for 1 < p < coand bp < —1,

I

Later several authors such as Tomaselli, Talenti and Artola investigated the problem of for what functions, U(x) and V' (x), there is a finite
constant C' such that
oo P % oo »
U U(x) J f@t)dt dx] <C U |V(m)f(x)|pdx} . 3)
0 0 0

where U(z) and V' (z) are weight functions. In 1972, Muckenhoupt gives a condition for the inequality (3):

pdm} v < P UOO |wb+1f(x)|pda:} '
0

b J”f(t)dt < i1

0

Theorem 1. [32]If1 < p < oo, there is a finite C for which (3) is true if and only if

1 1
Y

s [ “wipas]” [} v ] < .

r>0

1,1
wherep—i—p, =1

Now we need to give some notation and results from [33] that will use throughout the paper.

Let us take A = p2 and denote the following designation for boundary forms of (2)

Uv(y) = Up1(y) + Up2(y), v=1,4
where

Ui =y(-1) U2 =0,

U1=0 Uz =y(l),

Usi =y(0—)  Usz =y(0+),

Un =y (0-) Uiz =—y(0+) — Amy(0).

Lemma 2. [33] Spectral problem (1),(2) has two series of simple eigenvalues:
A = (7m)27 n=12..and \o , = (p2,n)2, n =0,1,2,... where pa ,,has asymptotic form

2 1
P2 =Tn+ ——+o0| 5 |.
mmn n

The eigenfunctions un(z), n =0,1,2,... prescribed by formula

U2n—1(z) = sinnez, n=12,..,

o () = sinpa n(14+2) atx e [—1,0]
27 sin pan(l —x) atz€0,1]

correspond to them.

Lemma 3. [33] For Green function components G (z,&, p) the following expressions

o f%smp(x75)+ )smp(ler)smp(lJrf) pbmpsmp(1+ x)sinpg, —-1<¢<z< )
1(z,§,p) = ;smp(xfg)Jr (p) sin p(1 4+ z)sinp(1+§) — pbmpsmpmsmp(lJrf) —1<z<€e<0’
—Lsinp(z—¢) + smp(l—:c)smp(l—f)—i—%sinpxsinp(l—f), 0<¢<z<1
Ga(x,6,p) =4 1" e ~ ;
Esmp( -8+ ()smp(l—x)smp(l—ﬁ)—msmp(l—x)smp:ﬁ, 0<z<£E<1
Gia(2,£,p) = ﬁsmp(l +a)sinp(l—€), we[-1,00,¢ €0, 1];
Go1(z, &, p) = ﬁsinp(l —x)sinp(1+¢), x€]0,1],£€[-1,0].
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Let (a, b) be an interval on R and let us define G-Sobolev spaces
WP (a,0) = { £, € GP(a,b)  Iflw,y = 1flp) + 1/ 1) } -

GWP)(=1,0) x GWP)(0,1) denotes a space functions whose shrinkages on intervals [—1,0] and [0, 1] belong respectively to G-Sobolev
Spaces GWP)(—1,0) and GWP) (0, 1). We define the operator L in G,y (—1, 1) spaces as

D(L) = {i € Gy (~1,1) @ C i = (w,mu(0));w € WE5u(~1) = u(1) = 0;u(0-) = u(0+) } @)

where W5 = GWP)(—1,0) x GW?)(0,1) and for @ € D(L)
Lia = (—u";u'(0-) — ' (04)) . )
Let us take the following equation to construct the resolvent of L.

La— M= f, 6)

where & € D(L), f = (f; 8) € G,)(—1,1) & C. This equation can be expressed as follows.

—u" =X u+f,
v (0—) — v/ (04) — Amu(0) = B, 7
U'U(u):()’ U:132’3

We shall use the following Lemma to prove basicity in grand Lebesgue spaces.
Lemma 4. [33] For solution 4 = (u; mu(0)) of the equation (6) it holds the following representations

0

_ Bsinp(l+x) 1 (¢ . 1 .
u(wp) = B 2 f©)sinplo — e+ - | ) sin plo — €)de+

0 T
ﬁ Jil f(&)sinp(l 4 z)sinp(l+ &)dE — psilnp J—l f(&)sinp(1 + ) sin p£d€— (8)

+

1 . . 1t . .
i | 1€ sinpsinp(1+ €0+ 1 [ 1€ sinp(1-+ w)sinp1 ),

ifr € [-1,0]

1

_ PBsinp(l—x) 1(* . 1 .
uep) = oo B | (€ sinpla — e+ | (€ sin plo — )+

1 ! ) ) 1 @ . |
Alp) L J(€)sin p(1 — x) sin p(1 — £)d€ + osinp JO f(&) sin pxsin p(1 — &)dé+ )

+

1 ! y 1 0 ;
inp(1 — x)si NP in p(1 — ) sin p(1
i | F(€ s = a)sinptde + i [ (€ sinp(1 - ) s pl1 -+ €1

ifz € [0,1);
1

0
u(0, p) = ! [6 sin p + L F©)sinp(1 + €)de +j F(©)sinp(1 - E)dé} . (10)

p(2cos p — pmsin p) 0
Finally, let us give the Riesz theorem, which we will apply to the Hilbert transformation. This theorem can be reached from many sources.

Theorem 2. (Riesz Theorem) Let T € LP(X, n)*, where 1 < p < oo and p is o—finite. Then if % + % =1, there exists a unique g €
LY(X, pu)* such that

T(f) = jX fody = By (f).

Moreover ||| = |lgllq-
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3  Main results

Lemma 5. The operator defined by (4),(5) is a linear closed operator with dense definitional domain in Gp)(—l, 1) ® C. Eigenfunc-
tions of the operator L and problem (1),(2) overlap, and 1y are eigenvectors of the operator L, where tiogn—1 = (uan—1(2);0)bay =
(uzn (2); msin pa, ).

Proof: For the proof of dense, we take 4 = (u; @) € Gp,y(—1,1) @ C and define functional /(%) as follows
F(4) = mu(0) — a.

Assume that
Up(@) = Uy(u), v=1,23.

Let us show that F' and U, are bounded linear functionals on Wg) @ C, but unbounded on Gp)(—l, 1) ® C. For boundedness of F' and

Uy, v = 1,2, 3 it is sufficient to prove that dz, (f) = f(xo) Dirac functional is bounded on Wg) where z¢ € (—1, 1) is any fixed point. For
)

any f € W,

|f(zo)| =

jgg P (0t — f(z)

Zo

gr FOlde+ | (2)

Zo
1

1 T 1 1
2@l < || If@lade+ | 1p@lar<2[ 17O+ | 1@ < @17 w0t

Zo

1

1——1 21 o=
1 Fllp—e02 ™ 750 < 277720 (If'llp) + 1£1lp)):

then
1

2——L1_ =¢
820 (£)] < 277508 | flly -

S0 d4, is bounded on WP but unbounded on G —1,1) because for f € G, (—1,1),
G p) j2)

£l < (0= 12" [1£llp = Coll Fllps

then for g € Lp(—1,1)

sup |0z (9)l = sup |dao(Cpf)l =Cp sup  |0ao(f)] < Cp sup |dao(f)-
lgllp<1 Coll fllp<1 Cpll fllp<1 171, <1

We conclude that 5, is unbounded on Wg) (—1, 1) since it is unbounded on Lp(—1, 1) [10]. It is evident that F, U,, v = 1,2, 3 are bounded
on Wg) @ C and unbounded on GP) (—1, 1) & C. Therefore the set

D(L) = {ﬁ: (u, @) :u € W F(@) = Up(@) = 0,0 = 1,2,3}

is everywhere dense in GP) (—=1,1) ® C and L is a closed operator as a contraction of the corresponding closed maximal operator. The second
part of the lemma is certified directly. (]

Theorem 3. Eigenvectors of operator L form a basis in spaces GP) (-L,1)®eC,1<p<oo.

4 Conclusion

In this study, the problem (1),(2) is discussed in grand spaces and basic properties are examined. It is foreseen that these properties can be
examined in more general cases of this problem as arbitrary point for discontinuity.
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Abstract: In this presentations, the definition of new metric space with neutrosophic numbers is given. Several topological and
structural properties have been investigated. The analogue of Baire Category Theorem is given for Neutrosophic metric spaces.
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1 Introduction

Fuzzy Sets (FSs) put forward by Zadeh [1] has influenced deeply all the scientific fields since the publication of the paper. It is seen that this
concept, which is very important for real-life situations, had not enough solution to some problems in time. New quests for such problems have
been coming up. Atanassov [2] initiated Intuitionistic fuzzy sets (IFSs) for such cases. Neutrosophic set (NS) is a new version of the idea of the
classical set which is defined by Smarandache [3]. Examples of other generalizations are FS [1] interval-valued FS [4], IFS [2], interval-valued
IFS [5], the sets paraconsistent, dialetheist, paradoxist, and tautological [6], Pythagorean fuzzy sets [7] .

Using the concepts Probabilistic metric space and fuzzy, fuzzy metric space (FMS) is introduced in [8]. Kaleva and Seikkala [9] have
defined the FMS as a distance between two points to be a non-negative fuzzy number. In [10] some basic properties of FMS studied and the
Baire Category Theorem for FMS proved. Further, some properties such as separability, countability are given and Uniform Limit Theorem
is proved in [11]. Afterward, FMS has used in the applied sciences such as fixed point theory, image and signal processing, medical imaging,
decision-making et al. After defined of the intuitionistic fuzzy set (IFS), it was used in all areas where FS theory was studied. Park [12] defined
IF metric space (IFMS), which is a generalization of FMSs. Park used George and Veeramani’s [10] idea of applying t-norm and t-conorm to
the FMS meanwhile defining IFMS and studying its basic features.

Bera and Mahapatra defined the neutrosophic soft linear spaces (NSLSs) [13]. Later, neutrosophic soft normed linear spaces(NSNLS) has
been defined by Bera and Mahapatra [14]. In [14], neutrosophic norm, Cauchy sequence in NSNLS, convexity of NSNLS, metric in NSNLS
were studied.

In present study, from the idea of neutrosophic sets, new metric space was defined which is called Neutrosophic metric Spaces (NMS). We
investigate some properties of NMS such as open set, Hausdorff, neutrosophic bounded, compactness, completeness, nowhere dense. Also we
give Baire Category Theorem and Uniform Convergence Theorem for NMSs.

2  Preliminaries

Let’s consider that K is a space of points(objects). Denote the T/ (a) is a truth-MF, I;;(a) is an indeterminacy-MF and Fy;(a) is a falsity-MF,
where U is a set in K with a € K. Then, if we take J =]0~, 1]

Ty(a) : K — J,
Iy(a) : K — J,
Fy(a): K — J.

There is no restriction on the sum of 7Ty (a), Iy (a) and Fyy(a). Therefore,
0~ < supTy(a) + sup Iy (a) + sup Fyr(a) < 37.
The set U which consist of with Ty (a), I;7(a) and Fyy(a) in K is called a neutrosophic sets(NS) and can be denoted by
U={<a,(Ty(a), Iy(a), Fy(a)) >: a € K,Ty(a), Iy (a), Fy(a) € J} M

Clearly, NS is an enhancement of [0, 1] of IFSs.
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An NS U is included in another NS V', (U C V), if and only if,

inf Ty (a) < inf Ty (a), supTy(a) < supTy(a),

inf Iy (a) > inf Iy (a), suply(a) > suply(a),

inf F7(a) > inf Fy (a), sup Fy(a) > sup Fy (a).

for any a € K. However, NSs are inconvenient to practice in real problems. To cope with this inconvenient situation, Wang et al [15] customized
NS’s definition and single-valued NSs (SVNSs) suggested. Ye [16], described the notion of simplified NSs, which may be characterized by

three real numbers in the [0, 1]. At the same time, the simplified NSs’ operations may be impractical, in some cases [16]. Hence, the operations
and comparison way between SNSs and the aggregation operators for simplified NSs are redefined in [17].

According to the Ye [16], a simplification of an NS U, in (1), is

U={<a,(Tu(a),Iy(a), Fy(a)) >:a € K},

which called an simplified NS. Especially, if K has only one element < Gy (a), By (a), Yy (a) > is said to be an simplified NN. Expressly,
we may see simplified NSs as a subclass of NSs.

An simplified NS U is comprised in another simplified NS V (U C V), iff Gy (a) < Gy (a), By(a) > By (a) and Yy (a) > Yy (a) for
any a € K. Then, the following operations are given by Ye[16]:

U+V = (Gula)+Gv(a) — Gu(a).Gy(a), Bu(a) + By (a) — Bu(a).By(a), Yy (a) + Yy (a) — Yy (a).Yv(a)),
uv (Gu(a).Gy(a), Bu(a).By(a), Yy (a).Yv(a)),
aU = (1-(01-Gy(a)*1—-(1-By(a)*1—-(1-Yy(a)) for a>0,
U® = (Gg(a),Bi(a), Y (a)) for a>0.

Definition 1. Give an operation o : [0,1] x [0, 1] — [0, 1]. If the operation o is satisfying the following conditions, then it is called that the
operation o is continuous TN: For s,t,u,v € [0, 1],

i. sol=s,

ii. Ifs<wuandt<v,thensot<wuouv,
iii. o is continuous,

iv. o is commutative and associative.

Definition 2. Give an operation e : [0,1] x [0,1] — [0, 1]. If the operation e is satisfying the following conditions, then it is called that the
operation e is continuous TC:

i. se0=s,

ii. Ifs<wuandt<wv, thenset<uewv,
iii. e is continuous,

iv. e is commutative and associative.

Form above definitions, we note that if we choose 0 < £1,e2 < 1 for €1 > €2, then there exist 0 < €3,e4 < 0,1 such that e1 o3 > €9,
€1 > €4 ® £9. Further, if we choose €5 € (0, 1), then there exist eg,e7 € (0,1) such thateg o > 5 and ey @ e7 < 5.
3 New metric spaces
Definition 3. Take K be an arbitrary set, N = {< a,T(a), I(a), F(a) >: a € K} be a NS such that N : K x K x RT — [0, 1]. Let 0 and

o show the continuous TN and continuous TC, respectively. The four-tuple (K, N, 0, @) is called neutrosophic metric space(NMS) when the
following conditions are satisfied. Va,b,c € K,

i 0<T(a,b,N) <1, 0<I(a,b,A)<1, 0<F(a,bA)<1 VAeRT,
ii. T(a,b,\)+ I(a,b,\) + F(a,b,\) < 3, (for A\ € RT),

iii. T(a,b,\)=1 (forA>0) Lfandonlylfa =0,

iv. T(a,b,\) =T(b,a,\) (forXA>0),

v. T(a,b,A) o T(b,c, ) <T(a,c, A+ p) (VA > 0),

vi. T(a,b,.):[0,00) — [0, 1] is continuous,

vii. limy_ 00T (a,b,\) = (VA >0),

viii. I(a,b,\) = (for A > 0) if and only if a = b,

"
ix. I(a,b,\)=1(b,a,\) (forA>0),
x. I(a,by\) @ I(byc,u) > I(a,c, A+ u) (VA u>0),

I(a,b,.) : [0, oo) — [0, 1] is continuous,
xii. limy_ool(a,0,2) =0 (VYA >0),
xiii. F(a,b,\) =0 (forA>0)ifandonlyifa =10,
xiv. F(a,b,\) = F(b,a,\) (VA>0),
xv. F(a,b,\)e F(b,c,u) > F(a,e,A+p) (VA u>0),
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xvi. F(a,b,.):[0,00) — [0,1] is continuous,
xvii. limy o0 F(a,b,A) =0 (for A > 0),
xviii. If X <0, then T(a,b,\) =0, I(a,b,\) =1 and F(a,b,\) = 1.

Then N = (T, I, F) is called Neutrosophic metric(NM) on K.

The functions T'(a, b, \), I(a,b, ), F'(a,b, \) denote the degree of nearness, the degree of neutralness and the degree of non-nearness
between a and b with respect to A, respectively.

Example 1. Ler (K,d) be a MS. Give the operations o and e as default (min) TN a o b = min{a, b} and default(max) TC a b = max{a, b}.

_ A _ d(a,b) _
T(aﬂby)‘)* )\—i-d(a,b)’ I(a7b7A) - )\—i—d(a,b)’ F(a7b7)\)7

d(a,b)
)\ )

Ya,b € K and A > 0. Then, (K, N, o, ®) is NMS such that N : K x K x R™ — [0, 1]. This NMS is expressed as produced by a metric d the
NM.

Example 2. Choose K as natural numbers set. Give the operations o and ® as TN a o b = max{0,a+b— 1} and TCaeb=a+ b — ab.
VYa,be F, A>0

’ (a’ S b)a

T(a,b,)\):{ (<),

Qoo

— < )
F(a,b,/\):{ o b (b<a)
Then, (K, N, 0, ) is NMS such that N : K x K x Rt — [0, 1].

Example 3. N = {< a,G(a), B(a),Y (a) >: a € K} defined in Example 1 is nota NM with TN a o b = max{0,a +b— 1} and TCa e b =
a+b—ab.

Example 4. N = {< a,G(a),B(a),Y (a) >: a € K} defined in Example 2 is not a NM with TN a o b = min{a,b} and TC aeb =
max{a, b}.

Definition 4. Give (K, N,0,0) bea NMS, 0 <ec <1, A\ >0anda € K. The set O(a,e,\) ={b€ K : T(a,b,\) >1—¢, I(a,b,\) <
e, F(a,b,\) < e} is said to be the open ball (OB) (center a and radius € with respect to \).

Theorem 1. Every OB O(a, e, \) is an open set (OS).
Theorem 2. Every NMS is Hausdorff.

Definition 5. Ler (K, N, o, ) be a NMS. A subset A of K is called Neutrosophic-bounded (NB), if there exist A > 0 and € € (0, 1) such that
T(a,b,\) >1—¢, I(a,b,\) < cand F(a,b,\) <e (Va,b€ A).

Theorem 3. Every compact subset A of a NMS is NB.

If (K, N, o,e) is NMS produces by a metricd on K and A C K, then A is NB if and only if it is bounded. Consequently, with Theorems
2 and 3, we can write:
Corollary 1. In a NMS, every compact set is closed and bounded.
Definition 6. Take (K, N, o, ) to be a NMS. A sequence (ar) in K is called Cauchy if for each € > 0 and each \ > 0, there exist N € N such
that T(an, am,A) > 1 —¢, I(an,am,\) <&, F(an,am,\) <e Vn,m > N. (K, N o,e) is called complete if every Cauchy sequence

is convergent with respect to Tys.

Theorem 4. Take (K, N, 0, ) to be a NMS. Let’s every Cauchy sequence in K has a convergent subsequences. Then the NMS (K, N, 0, ) is
complete.

Theorem 5. Let (K, N, 0, e) is NMS and let A be a subset of K with the subspace NM (T4, Ia, Fa) = (T| a2+, | a2 xpts Fl a2 xg+)-
Then (A, N 4,0, ) is complete if and only if A is closed subset of F.

Theorem 6. (Baire Category Theorem) Let {yn : n € N} be a sequence of dense open subsets of a complete NMS (K, N, o, ®). Then Ny cnyn
is also dense in K.
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4 Conclusion

The aim of this presentations is to define a neutrosophic metric spaces and examine some properties. The structural characteristic properties
of NMSs such as open ball, open set, Hausdorffness, compactness, completeness, nowhere dense in NMS have been established. Analogue of
Baire Category Theorem is given for NMS.

This new concept can also be studied to the fixed point theory, as in metric fixed metric theory and so it can constructed the NMS fixed point
theory. As is well known, in recent years, the study of metric fixed point theory has been widely researched because of the this theory has a
fundamental role in various areas of mathematics, science and economic studies.
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Abstract: In this paper, we demonstrate the exact solutions of the generalized (3+1)-dimensional shallow water-like (SWL)
equation by using Bernoulli sub-equation function method. Some new solutions are successfully constructed. We carried out
all the computations by Wolfram Mathematica.
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1 Introduction

In this paper, generalized (3 + 1)-dimensional shallow water-like (SWL) equation [1, 2] which is one of nonlinear evolution equations will be
discussed and new solutions will be examined.

Uzzay + 3Uzz * Uy + Uz * Uzy — Uyt — Uzz = 0 )

There are several studies on this equation. Rational solutions and lump solutions are obtained for equation(1) by Zhang et.al.[1] and Grammian
and Pfaffian solutions are obtained by Tang et.al.[2]. Also, this equation solved by Tian and Gao[3] via the tanh method,by Zayed[4] via the
(G’ /G)-expansion method. Lump-type solutions and their interaction solutions are generated by Sadat([5].

2 Material and method

In this part, we use the Bernoulli sub-equation function method[6, 7]. for solutions equation(1).
Step 1. Let’s consider the following partial differential equation;

P(u, ugz, uy, Uz, Ut, Uzz, Uy, --.) = 0 2

and take the wave transformation;
u(z,y,z,t) =U(m),n=x+ ky + mz —wt 3)

where k, m and w are nonzero constants.Substituting equation(3) into equation(2), gives the following nonlinear ordinary differential equation:
N=wu U u", . )y=0 o
Step 2. Considering trial equation of solution in equation(4), it can be written as following;
n .
U(n):ZaiFl(n):ao—l—al*F+a2*F2+...+an*Fn (5)
=0
According to the Bernoulli theory, we can consider the general form of Bernoulli differential equation for as following;

F=aF+8+FM a#0,#40,MeR—0,1,2 )

where F' = F'(n) is Bernoulli differential polynomial. Substituting equation(5,6) into equation(4), it converts an equations of polynomial (F')
as following;
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QF)=psF° +...+p1F+pp=0 )

According to the balance principle, we can determine the relationship between n and M.
Step 3. The coefficients of (F') all be zero will yield us an algebraic system of equations;

pi=0,i=0,..,s ®)

Solving this system , we will specify the values of ag, ..., an. Step 4. When we solve nonlinear Bernoulli differential equation equation (6), we
obtain the following two situations according to and ;

— E 1
F() =[—+ m] =M, # )

(E —1) + (E + 1)tanh(L=20n

1- tanh(%

F(n) = |7, = EecR (10)

3 Implementation of proposed method

In this section, application of the Bernoulli sub-equation function method to SWL equation is presented. Using the wave transformation on
equation(1)

(u(z,y,2,t) =U(n),n ==z + ky + mz — wt, amn

we get the following nonlinear ordinary differential equation:

(kU* +6kU' U + (kw —m)U =0, (12)

Integrating the equation in equation (12), we get
kU + 36U + (kw —m)U =0, (13)

Finally, If we write V' instead of U’, the equation (13) becomes a second order nonlinear ordinary differential equation:

(V" +3kV? + (kw — m)V =0, (14)
Balancing equation(14) by considering the highest derivative ( VN) and the highest power (VQ) , we obtain n + 2 = 2M. When determining
the value of M, we pay attention to the fact that it is greater than two and take the smallest M value for easier calculation.Choosing M = 3
gives n = 4. Thus, the trial solution to equation(1) takes the following form:
Choosing M = 3,m = 1, gives n = 3. Thus, the trial solution to Eq.(1) takes the following form:

U(n) = ao +a1 * F+ag % F* +ag x F° + ag » F* (15)

where ' = wF + dF?3, # 0, # 0. Substituting Eq.(15), its second derivative and power along with F = wF + dF®, # 0, # 0 into
equation(14), yields a polynomial in F'. Solving the system of the algebraic equations, yields the values of the parameter involved. Substituting
the obtained values of the parameters into equation (15), yields the solutions to equation (1). We can find following coefficients: Case 1

ag = —(1 + k)w/3k; a1 = 0;a = (4w(32))/(k/(1 + k)); a5 = 03 a4 = —8w®; = —w/(2(k/(1+ k))) (16)

Case 2
ap = 0;a1 = 0;a3 = (4w(—(1 + k)w))/k; a3 = 0y a4 = —8w”; = —(—(1 + k)w)/(2k) (17)

Case 3
ap = —(4%)/3;a1 = 0;a2 = —(32k%) /(1 + k);a3 = 0;aq = —(128k*Y) /(1 + k)% w = (4k3) /(1 + k). (18)
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Substituting equation(16) into Eq.(15), gives

Vw(z+ky+mz—wt)

5 kb
4(1+k)w? | 2dy/ i —e 1+k Vwe
ul (2,9, 2,t) = 2w (atkytmz—wt) 3w (ztkytmz—wt)
k k
d| —4d?k+e I+k we2+e 1+F kwe?

_ (14+k)w(z+ky+mz—wt) + 2(1+k)w2(w+ky+mz—wt)
3k d 2 /W (2t hytmz—wt)

k
. 2 e 1tk VIFRVwE
_2(14+k)w (z+ky+mz—wt) 2w 2 Arctanh] 2dvh ]
FEle P (19)
T+k
2 w(ztkytmz—wt)
k
5 T+k
2v/1+kw?2 Arctanh[< 2% VIthVwe)
d2V'k
2Vw(z+ky+mz—wt) 2Vw(x+ky+mz—wt)
3 _k_ _k
w2 Logl4d*k—e 1+k we?—e 1+k kwe?]
k
d T+k
2Vw(x+ky+mz—wt) 2Vw(x+kyt+mz—wt)
5 . _k_ _k_
w?2 Log[4d®k—e 1+k we?—e 1+k kwe?]

+ E

Substituting Eq.(17) into Eq.(15), gives

vV —(A+k)w(z+ky+mz—wt)
NG

8d?kw—A4de \/Ew\/—(1+k)w6
V= (O +k) w(ztky+mz—wt)
vV —(1+k)w | 4d2k+e Vi (1+k)we?
+2(7d+w)(z+ky+mz7wt)
N
(1 + k) w? V=T R w(a+ky+mz—wt)
2(d—w)Arctan | e Vi Vwe
+ Vitkyw
V= +k)w(z+ky+mz—wt)
(d—w)Log | 4d%k+e VE (1+k)we?
+
V—-(1+k)w
u m:y7z7t = (20)
( ) d2vk
Substituting Eq.(18) into Eq.(15), gives
48k*€o*
N (z + ky +mz —wt) + 42 (1+k)2 (de2(eHRytmz—wio _cg)
us (z,y,z,t) = 37 12ko (d4dk—4ko) Log |:d62(.7:+ky+mz—wt)o'760_] (21)
+ d2(1+k)?

4

Result and discussion

New solutions are obtained for the SWL equation using the Bernoulli sub-equation function method. We have seen that the results we obtained
are new solutions when we compare them with previous ones.
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Abstract: A function g(z) is said to be univalent in a domain D if it provides a one-to-one mapping onto its image, g(D). Geometri-
cally , this means that the representation of the image domain can be visualized as a suitable set of points in the complex plane. We
are mainly interested in univalent functions that are also regular (analytic, holomorphik) in U . Without lost of generality we assume
D to be unit disk U = {z : |z| < 1}. One of the most important events in the history of complex analysis is Riemann’s mapping
theorem, that any simply connected domain in the complex plane C which is not the whole complex plane, can be mapped by any
analytic function univalently on the unit disk U. The investigation of analytic functions which are univalent in a simply connected
region with more than one boundary point can be confined to the investigation of analytic functions which are univalent in U. The
theory of univalent functions owes the modern development the amazing Riemann mapping theorem. In 1916, Bieberbach proved
that for every g(z) = z + >_>2 5 anz" inclass S, |az| < 2 with equality only for the rotation of Koebe function k(z) = ﬁ .

We give an example of this univalent function with negative coefficients of order i and we try to explain B% (1,%,—1) with convex
functions.

Keywords: Class s, Convex functions, Univalent functions.

1  Introduction
A indicates the class of the functions of form g(z)
g(z) =z + as2? + azz® + asz* + a52° + ag2® + arz” +ag2® + ...

that are analytic and univalent in the open unit disk U = {z : |2| < 1}.
Let A(n) show the A subclass of form’s functions

9(2) = z + agz® + a3z + agz* + a52® + agz® + a7z’ + ag2® + ... (a, > 0).

Let T'(n) denote the subclass of A(n) consisting of functions which are univalent in U. Further a function in 7'(n) is said to be starlike of
order % if and only if satisfies

WD)y Gen

and such a subclass of A(n) consisting of all the starlike functions of order % is denote by T'1 (n). Also, g(z) € T'(n) is said to be convex
4

of order i if and only if satisfies

9 @1,
%{1+ g,(z)}>4 (z € U),

and the subclass by C% (n)[1][2][3][6]-
For n = 1, these notations are usually used as T% 1=1" (i) this form with starlike function and show us we have this form for convex
functions with C% (1) =Cc*($H)5)-

Theorem 1. [1] A function g(z) in A(n) is in T% (n) if and only if
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4

~lco

Zzoszrl (k_ %)ak <1-

3

Theorem 2. [1] A function g(z) in A(n) is in C’% (n) if and only if
-

Sk (k=) ap <1—7

We introduced subclass A(n, ) of A, and the subclass T (n, 0) and C 1 (n,0) of A(n,0) in the we define the subclass with this way. Let

A(n, 0) denote the subclass of A consisting of function of the form

9(z) = 2= L1 € 0ay2" (a >0, neN)[4].
We note that A(n, ) = A(n), thatis A(n, 6) is the subclass of analytic functions with negative coefficients. We denote by T'7 (n, 6) starlike
4
functions and C' 1 (n, ) the subclass of A(n, 8) of convex functions of order % inU.

Theorem 3. A function g(z) in A(n,0) is in T3 (n, ) if and only if
4
S (k=) ar <1—F =4[]

Theorem 4. A function g(z) in A(n, 0) is in C% (n, 0) if and only if
Zzé";nﬂk(k—%)ak <1-

=

Theorem 5. If g(z) is in C% (n,0), then
)|Z|n+1‘

3 n+1 3
12|l = Gy 4l <9 <2+ Gy

The right hand equality holds for the function

+1 (z = re_i(0+%), r< 1)

inf 3 n
9() = 2 = " En e *

and the left hand equality holds for the function
g(z) =z — einei(n+1)?4n+3) Pan (z = refie, r< 1) [4].
Theorem 6. (Main theorem) If g(z) € B1(1, 5, —1), then we have

9(z) = = — 24
Proof:

Let B 1 (n, 8, h) denote the subclass of A(n, #) consisting of functions of the form

g(z) =z E]i;“;nJr] ei(k_l)eakzn (h Z _n)7
where
_ (1-1)° _ . f5___ 6
be,p = C-1-De+i+1-1)(2-1)2 ~ Z.1.72 7~ 19
6

If we put in place at that by, j, = 19
(h>n, neN, n>1).

o o) i(k—1)0 6 _n
g(z)_Z_Zk:n+1e( ) ng

6e'3 2 6e25 3 63 63 5 655 6

9(z) =2z — 552" — 49227 52— 49427 4952 - ..
6cis T 6cis =T i 6cis =T 6cis 2T

o . N o X
2(l+ﬂ) 2(,;+@ 2(l+ﬂ>

2T 2 22 292 23—;2,24— 27T 2 25_

=z — ..
19 I
343iv3 .2 | 3-3iv3.3 |, 6 .4 , 3+3iv/3.5 _ 3—3iV3 _6
— T At T At gr t T T4 %t
) s0 g(z) is convex function.

—
—
wlx

s
(1,%,—1)and B
g

We have proved the desired answer and we show that g(z) € B 1
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Abstract: A function g(z) is said to be univalent in a domain D if it provides a one-to-one mapping onto its image, g(D). Geometri-
cally , this means that the representation of the image domain can be visualized as a suitable set of points in the complex plane. We
are mainly interested in univalent functions that are also regular (analytic, holomorphik) in U . Without lost of generality we assume
D to be unit disk U = {z : |z| < 1}. One of the most important events in the history of complex analysis is Riemann’s mapping
theorem, that any simply connected domain in the complex plane C which is not the whole complex plane, can be mapped by any
analytic function univalently on the unit disk U. The investigation of analytic functions which are univalent in a simply connected
region with more than one boundary point can be confined to the investigation of analytic functions which are univalent in U. The
theory of univalent functions owes the modern development the amazing Riemann mapping theorem. In 1916, Bieberbach proved
that for every g(z) = z + >_>2 5 anz" inclass S, |az| < 2 with equality only for the rotation of Koebe function k(z) = ﬁ .

We give an example of this univalent function with negative coefficients of order i and we try to explain B% (1,%,—1) with convex
functions.

Keywords: Class s, Convex functions, Univalent functions.

1 Introduction
Let A denote the class of functions f(z) of the form
f() =2+ sanz" (neN={1,2,3,..}).

f(z) is a function in unit disk U = {z : |z] < 1}and analytic.
Let A(n) denote the subclass of A consisting of functions of form

f2)=2—Nk=n+1%a,2" (ap >0, neN=1{1,2,3,..}).
Let T'(n) denote the subclass of A(n) consisting of functions which are univalent in U. Further a function in 7'(n) is said to be starlike of

order ) if and only if

$B > L(zev)

and such a subclass of A(n) consisting of all the starlike functions of order % is denote by T% (n). Also, f(z) € T(n) is said to be convex

1
of order 5 if and only if satisfies

R(1+22) > %(z e U

and the subclass by C% (n) [1][2][3][6]-

1 1
For n = 1, these notations are usually used as 7'y 1)=1" <§) and C% (n) =C* (5) [5].
Theorem 1. A function f(z) in A(n) is in T% (n) if and only if
00 1
Zk:nJrl (k - 2)% <1- 9= 51l
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Theorem 2. A function f(z) in A(n) is in C’% (n) if and only if

1 1 1
Zi?;nﬂ (k_ 5) ap < 1—5 = 5[1}

We introduced the subclass A(n,f) of A, and the subclass T'1 (n,0) and C% (n, 0)of A(n, ) in the following manner. Let A(n, #) denote
the subclass of A consisting of function of the form :

f@) =2-30, e V028 () >0, neN) 4.

We note that A(n, 0) = A(n), that is A(n, 0) is the subclass of analytic functions with negative coefficients. We denote by 7’7 (n, ) and
2

1
C'1 (n, 0) the subclass of A(n,0) of starlike and convex functions of order 3 inU.
2

Theorem 3. A function f(z) in A(n,0) is in TT (n, 0) if and only if
2

1 1 1

> hent1 (k - 5) ap < 1—o =5[]

Theorem 4. A function f(z) in A(n,0) is in C% (n, 0) if and only if
1 1 1
Theorem 5. f(2) € A% (n,0,h) then f(z) € T (n,0).
2
Proof:
1
1 1 1
leozmtl <k - 5) ak,h = Zl?;nﬂ (k - 5) 1 4 1 1
<k+h—§> <k+h+§> (k—§>
_ lzoo ( 2 B 2 ) 11 1
T 4 Zk=n+1 \2kF2R—1 ~ 2%F2hF1) T Anthtl | Antdht2
1/2° _
1 h=_
_ 1/2 29 ’I’L,
(1/2)? 1/2? _
=2 h > —n.
n+h+1/2 1/2
Hence we know that f(z) is an element of 7 (n, 0). O
2

Theorem 6. (Main theorem) If f(z) € A% (1, %, O), then we have starlike function and A% (1, %, O) € S*.

143, 13 3 2 4 14+4V/3 5
flz) == 5 z+ TR Ay T A

Proof: Let f(z) € A

[N

(1, g, O) denote the subclass of A (1, g) consisting of functions of the form

f(2)=2- Y021 etk=1)0g, 2P (h>-n,neN=1{1,2,3,...})

<1_1>

Ap,.p = a2,0 = 2

k,h = = )

’ ’ 1 1 1 5 45
2(2+0,§>(2+0+1,5)(2,5) 3

J@ ==, e (k2 neNn21)

N oL, V3
_\2 2 )2 2 2 )53 _=24_

5 - " 15 s

where

1
4 2
i =
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2e 3 2e 3 2¢ 3 2¢ 3

€ 2 €2 3_z=€ 4_2€° 5

T s ST s T s a5 °
_ _1+Z\/§Z2+1—Z\/§)Z3_3Z4_1+Z\/§Z5_'“
45 45 45 45

We show the results we’ve achieved our proof.

2

(1]
[2]

[3]
[4]
[5]
[6]
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1 Introduction

Fuzzy Sets (FSs) put forward by Zadeh [23] has influenced deeply all the scientific fields since the publication of the paper. It is seen that this
concept, which is very important for real-life situations, had not enough solution to some problems in time. New quests for such problems
have been coming up. Atanassov [1] initiated Intuitionistic fuzzy sets (IFSs) for such cases. Neutrosophic set (NS) is a new version of the
idea of the classical set which is defined by Smarandache [17]. Examples of other generalizations are FS [23] interval-valued FS [19], IFS [1],
interval-valued IFS [2], the sets paraconsistent, dialetheist, paradoxist, and tautological [18], Pythagorean fuzzy sets [21] .

Using the concepts Probabilistic metric space and fuzzy, fuzzy metric space (FMS) is introduced in [12]. Kaleva and Seikkala [8] have
defined the FMS as a distance between two points to be a non-negative fuzzy number. In [5] some basic properties of FMS studied and the
Baire Category Theorem for FMS proved. Further, some properties such as separability, countability are given and Uniform Limit Theorem
is proved in [6]. Afterward, FMS has used in the applied sciences such as fixed point theory, image and signal processing, medical imaging,
decision-making et al. After defined of the intuitionistic fuzzy set (IFS), it was used in all areas where FS theory was studied. Park [14] defined
IF metric space (IFMS), which is a generalization of FMSs. Park used George and Veeramani’s [5] idea of applying t-norm and t-conorm to the
FMS meanwhile defining IFMS and studying its basic features.

Bera and Mahapatra defined the neutrosophic soft linear spaces (NSLSs) [3]. Later, neutrosophic soft normed linear spaces(NSNLS) has
been defined by Bera and Mahapatra [4]. In [4], neutrosophic norm, Cauchy sequence in NSNLS, convexity of NSNLS, metric in NSNLS were
studied.

New metric space was defined which is called Neutrosophic metric Spaces (NMS) from the idea of neutrosophic sets [11]. In [11], some
properties of NMS such as open set, Hausdorff, neutrosophic bounded, compactness, completeness, nowhere dense are investigated. Also we
give Baire Category Theorem and Uniform Convergence Theorem for NMSs.

In this paper, fixed point results for NMSs are given.

2 Preliminaries
Some definitions related to the fuzziness, intuitionistic fuzziness and neutrosophy are given as follows:
The fuzzy subset F' of R is said to be a fuzzy number(FN). The FN is a mapping F' : R — [0, 1] that corresponds to each real number a to
the degree of membership F'(a).
Let F'is a FN. Then, it is known that [9]
e If F(ap) = 1,forag € R, F is said to be normal,
e If for each pu > 0, F~1{[0, 7 + 1)} is open in the usual topology ¥V € [0, 1), F is said to be upper semi continuous, ,
e Theset [F]" ={a€R: F(a) > 7}, 7 €[0,1] is called T—cuts of F.
Choose non-empty set F'. An IFS in F'is an object U defined by

U={<a,Gy(a),Yy(a) > a € F}
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where Gy (a) : F — [0,1] and Yy (a) : F — [0, 1] are functions for all @ € F such that 0 < Gy (a) + Yy (a) <1 [1]. Let U be an IFN.
Then,

e an IF subset of the R,

e If Gy(ap) = 1and, Yy (ag) = 0 for ag € R, normal,

o If Gy(Aai + (1 — A)az) > min(Gy(a1),Gy(az2)), Yai,az € R and X € [0,1], then the membership function(MF) Gy (a) is called
convex,

o If Yy (Aay + (1 — Nag) > min(Yy(a1), Yy (az)), Vai, az € Rand A € [0, 1], then the nonmembership function(NMF)Y7; (a) is concav,
e (G is upper semi continuous and Y7; is lower semi continuous

o suppU = cl({a € F : Yy (a) < 1}) is bounded.

AnIFS U = {< a,Gy(a),Yy(a) >: a € F'} such that Gy (a) and 1 — Yy (a) are FNs, where (1 — Yy7)(a) =1 — Yy (a), and Gy (a) +
Y7 (a) < 1is called an IFN.

Let’s consider that F' is a space of points(objects). Denote the G;(a) is a truth-MF, By (a) is an indeterminacy-MF and Yy (a) is a
falsity-MF, where U is a set in F' with a € F. Then, if we take I =]0~, 17|

GU((I) P =1,
By(a): F — 1,
Yy(a): F — 1,

There is no restriction on the sum of G7(a), By (a) and Yy (a). Therefore,
0~ < sup Gy (a) + sup By (a) + sup Yy (a) < 3%,
The set U which consist of with Gy (a), By (a) and Y7 (a) in F is called a neutrosophic sets(NS) and can be denoted by
U ={<a,(Gu(a),Bu(a),Yu(a)) >:a € F,Gy(a), Bu(a),Yy(a) € I} e
Clearly, NS is an enhancement of [0, 1] of IFSs.

An NS U is included in another NS V', (U C V), if and only if,
<
> sup By (a),

for any a € F. However, NSs are inconvenient to practice in real problems. To cope with this inconvenient situation, Wang et al [20]
customized NS’s definition and single-valued NSs (SVNSs) suggested.

To cope with this inconvenient situation, Wang et al [20] customized NS’s definition and single-valued NSs suggested. Ye [22], described
the notion of simplified NSs, which may be characterized by three real numbers in the [0, 1]. At the same time, the simplified NSs’ operations
may be impractical, in some cases [22]. Hence, the operations and comparison way between SNSs and the aggregation operators for simplified
NSs are redefined in [15].

According to the Ye [22], a simplification of an NS U, in (1), is
U= {< a, (GU(a)7BU(a)7YU(a)) >ia € F}7

which called an simplified NS. Especially, if F' has only one element < G (a), By (a), Yy (a) > is said to be an simplified NN. Expressly,
we may see simplified NSs as a subclass of NSs.

An simplified NS U is comprised in another simplified NS V (U C V), iff Gy (a) < Gy (a), By(a) > By (a) and Yy (a) > Yy (a) for
any a € F'. Then, the following operations are given by Ye[22]:

U+V = (Gula)+Gv(a) — Gu(a).Gy(a), Bu(a) + By (a) — By(a).By(a),Yy(a) + Yy (a) — Yy (a).Yv(a)),
UV = (Gu(a).Gy(a),By(a).By(a),Yy(a).Yy(a)),
aU = (1-(01-Gy(a)*1—-(1-By(a)*1-(1-Yy(a)) for a>0,
U® = (Gf(a),Bi(a), Y (a)) for a>0.

Triangular norms (t-norms) (TN) were initiated by Menger [13]. In the problem of computing the distance between two elements in space,
Menger offered using probability distributions instead of using numbers for distance. TNs are used to generalize with the probability distribution
of triangle inequality in metric space conditions. Triangular conorms (t-conorms) (TC) know as dual operations of TNs. TNs and TCs are very
significant for fuzzy operations(intersections and unions).

Definition 1. Give an operation o : [0,1] x [0, 1] — [0, 1]. If the operation o is satisfying the following conditions, then it is called that the
operation o is continuous TN: For s,t,u,v € [0, 1],
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i. sol=s

ii. Ifs<wuandt<w,thensot<wuow,
iii. o is continuous,

iv. o is commutative and associative.

Definition 2. Give an operation e : [0,1] x [0,1] — [0, 1]. If the operation e is satisfying the following conditions, then it is called that the
operation e is continuous TC:

i. se0=s,

ii. Ifs<wuandt<wv, thenset<uewv,
iii. e s continuous,

iv. e is commutative and associative.

Form above definitions, we note that if we choose 0 < €1,e2 < 1 for €1 > €9, then there exist 0 < 3,64 < 0,1 such that £ o €3 > €9,
€1 > €4 ® £9. Further, if we choose €5 € (0, 1), then there exist eg,e7 € (0,1) such thateg o > 5 and ey @ e7 < 5.

Definition 3. [11] Take F be an arbitrary set, V. =N = {< a,G(a), B(a),Y (a) >: a € F} be a NS such that N : F x F' x R — [0,1].
Let o and e show the continuous TN and continuous TC, respectively. The four-tuple (F, N, o, ®) is called neutrosophic metric space(NMS)
when the following conditions are satisfied. Va,b,c € F,

bA) <1, 0<B(a,bA)<1 0<Y(a,bA) <1 VXeRT,
)+ B(a,b,\) + Y(a,b,\) <3, (for \ € RT),

iii. G(a,b,\)=1 (forA>0)ifandonlyifa =10,

iv. G(a,b,\) =G(bya,\) (for X >0),

v. G(a,b,\)oG(b,c,u) < G(a,e,A+p) (VA pu>0),
vi. G(a,b,.)

: [0, 00) — [0, 1] is continuous,
byA)=1 (YA>0),
viii. B(a,b,A\) =0 (for A\ > 0)ifand only if a = b,
ix. B(a,b,\) = B(b,a,\) (forx>0),
x. B(a,b,\) @ B(b,c,uu) > B(a,c,A+pu) (VA pu>0),
xi. B(a,b,.):[0,00) — [0, 1] is continuous,
Xii. limy_o0oB(a,b,A) =0 (VA >0),
xiii. Y(a,b,\) =0 (for A\ >0)ifand only ifa = b,
xiv. Y(a,b,\) =Y (b,a,\) (VA >0),
xv. Y(a,b,\) @Y (bc,u) >Y(a,e, A+ p) (VA u>0),
xvi. Y(a,b,.):[0,00) = [0, 1] is continuous,
xvit. limy_ oY (a,0,0) =0 (for A > 0),
xviii. If XA <0, then G(a,b,\) =0, B(a,b,\) =1and Y (a,b,\) = 1.

Then N = (G, B,Y) is called Neutrosophic metric(NM) on F.

The functions G(a, b, \), B(a, b, \), Y (a,b, A) denote the degree of nearness, the degree of neutralness and the degree of non-nearness
between a and b with respect to A, respectively.

Definition 4. [11] Give V be a NMS, 0 <e <1, A >0 and a € F. The set O(a,e,\) ={b€ F :G(a,b,\) >1—¢, B(a,b,\) <
g, Y(a,b,\) < e} is said to be the open ball (OB) (center a and radius  with respect to \).

Lemma 1. [11] Every OB O(a, ¢, \) is an open set (OS).

3  Fixed point results

Definition 5. [7] Let F' be a set. A non-negative real-valued function f on F' X F is called as a quasi-metric on F' if it satisfies the following
axioms:

i. f(a,b) = f(bya)=01ifandonlyifa =",
ii. f(a,b) < f(a,c)+ f(cb),

foralla,b,c € F.
From this definition we can understand: It is possible f(a,b) # f(b, z) for some a,b € F.

A quasi-metric is a distance function which satisfies the triangle inequality but is not symmetric in general. Quasi-metrics are a subject of
comprehensive investigation both in pure and applied mathematics in areas such as in functional analysis, topology and computer science.

Proposition 1. Let V be the NMS. For any € € (0,1], define h : F x F — R™T as follows:
he(a,b) = inf{A > 0: G(a,b,\) >1—¢, B(a,b,\)<e, Y(a,bN) <e}

Then,
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i. (F,he:e€(0,1))is a generating space of quasi-metric family.
ii. The topology Tar on (F, he : € € (0, 1]) coincides with the N'—topology on 'V, that is, he is a compatible symmetric for Ts.

Definition 6. Ler V be a NMS. The mapping f : F' — F is called neutrosophic contraction(NC) if there exists k € (0, 1) such that

1 1
ORI BT

), B(f(a), f(b),A) < kB(a,b,A), Y (f(a),f(b),A) <kY(a,b,A)
foreach a,b € F and X\ > 0.

Definition 7. Let V be a NMS andlet f : F — F be a NC mapping. Then there exists ¢ € F such that c = f(c). That is, cis called neutrosophic
fixed point (NFP) of f.

Generally, we claim that the contractions have fixed point. If all contractions(including NC) have fixed points, then we can easily say that
f 2 Should have a fixed point. In below proposition, we will show that if ™ is a NC then, f™ has fixed point.
Proposition 2. Suppose that f is a NC. Then f" is also a NC. Furthermore, if k is the constant for f, then k" is the constant for f™.

Remark 1. From Proposition 2, we can say that each f™ has the same fixed point. Because, if we take f(a) = a, then f? = f(f(a)) =
f(a) = a and by induction, f"(a) = a.

Proposition 3. Ler f be a NC and a € F. f[O(a,e,\)] C O(a, e, A) for large enough values of e.

Remark 2. From Proposition 3 and the definitions neutrosophic open ball and neutrosophic closed ball, if the inclusion f[O(a,e,\)] C
O(a, g, \) is hold, then the inclusion also f[O(a,e, )] C O(a,e, A) is hold.

Proposition 4. The inclusion f"[O(a,e,\)] C O(f™(a), €, A) is hold for all n, where ¢ = k™ X «.

Remark 3. It is fact that if the inclusion f"[O(a,e, )] C O(f"(a), €, \) is hold, then the inclusion also f*[O(a,e,\)] C O(f™(a), €, \) is
hold.

Propositions 2-4 are proved as similar in [10].
Theorem 1. Let V be a complete NMS. Let f : F — F be a NC mapping. Then, f has a unique NFP.

Theorem 1 is a consequence of Theorem 3.6 in [16]. Hence, using the consept of neutrosophy, Theorem 1 is proved as similar Theorem 3.6
in [16].

4 Conclusion

The purpose of this paper is to apply the NMS which defined by Kirisci and Simsek [11]. NC mapping is defined. After the properties related
to NC are proved, fixed point theorem is given.
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1 Introduction

Sister Celine [1] has introduced the polynomial f, (z)

ai,...,Qp; -n,n+1,a1,...,ap;

.fn x =p+2 Fq+2 z ) (1)
b, ..., bg; 12,61, by

oo A1, ..., Qp; N Qal, ..., Qp;
> fa "M==t aFyte a—nz | Itl<1, @
n=0 bly"'qu; bl,...,bq;

where p, F; denotes the generalized hypergeometric function [2].
Forp=1,¢=1, a1 = %, b1 = 1 the following integral representation of Sister Celine polynomials is given by

fn(l; Liz) =

o0
5 Jy_l/Qe_yfn(—; 1 zy)dy.
0

SlI-

Equation (1) with no a’s and no b’s denotes simply

1 n
fn(z) =2 Fo |:_n7n+ Ly 575”] = Z

For the fn(x) the generating function (2) becomes

> ot = (1= 0 exp (2 )l < 1. ®
n=0

In the view of above results, we define the generalized Sister Celine polynomial in following manner [3]

al,...,ap;

1(;%5) z 4)
b17 '7bf1;

(14 a+B)n —n,n+a+p+1,a1,..., ap;

= g »+2lgee . z
’ 1+047§7b17~~7bq§
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Equation (4) with no a’s and no b’s denotes simply [3]

—n,n+a+pp+1;
oy z )
1+a, 33

(1+06+6)n

n!

£3528) (z)

_ (1 +a+Bnx~ (—n)r(n+a+B+1)ra’
nl ; (1+a)r(3)rr! '

Indeed [3]
F00) = fula).

The following generating function can be easily obtained [3]

1+a+p 2+a+p,
2 ’ 2 ’

o0
S @t =17 R =iy
n=0 L+a, g
Itatp 2+a+f.
> (e, ) n —C—a—p C’ 3 ﬁ’ (; 67 —4dxt
D Onfa P @t = (1 -1) 3F3 e |- ©)
n=0 L+a,l+a+p,3;

Obviously for C' = 1, a« = 8 = 0, equation (6) reduces to the generating function (3), and (see, [3])

ai,...,ap;

00
S g o i = g
n=0 b1, ..., bg;
a17"'7apa%7w;
> F —4xt
p+24q+2 (1—¢)2
blv"'vb(hl—’—a?%?

The main object of this paper to study several properties of the Sister Celine polynomials fy,(z) and the generalized Sister Celine’s poly-

nomials fr(la’ﬁ ) (z). Various families of multilinear and multilateral generating functions, miscellaneous properties and also some special cases
for these polynomials are given.

2 Generating and Special Functions

In this section, we derive several families of bilinear and bilateral generating functions for the Sister Celine polynomials fr(z) and the

generalized Sister Celine’s polynomials fr(La’B ) () generated by using the similar method considered in (see, [4] - [10]).

We begin by stating the following theorem.

Theorem 1. Corresponding to an identically non-vanishing function Q;,(y1, ..., yr ) of v complex variables y1, ..., yr (r € N) and of complex
order p, let

oo
A;L,?/)(yla "'ayT;C) = Z akQu-‘rwk(yh "'7y"“)§k7 (ak 7é 0, lu‘7¢ € (C)

k=0
and
[n/p] .
9%:;&} (@591, 0y yr; &) = Z akfn—pk(x)Qu+wk(yl» )€
k=0
Then, for p € N, we have
S 1 n -1 —4xt P
DOy (@yr, oyt = (1= 1) exp =2 Ay (Y1, yrimt?), @)
n=0

provided that each member of (7) exists.

© CPOST 2019 69



Proof: For convenience, let H denote the first member of the assertion (7). Then,

oo [n/p]
k

H=2">" apfopk(®) gk W1, yr)n 1"

n=0 k=0

Replacing n by n + pk, we may write that
k k
H = Z Z ag fn u+¢k(y17 “eey y’f’)n tn+p
oo

= Y fal@)t" Z ki (Y1, s yr) (7))
n=0 k=0
4xt

= (1- t)_l exp <(1__72

D) )A#,w(yh.-wyr;ntp)?

which completes the proof. (]

If we setr = 1 and
Q1) = futrpr(y1)

in Theorem 1, where the Sister Celine’s polynomials fr, (), generated by [3]
& m —1 —4dat
> fale)tt = (-0 exp (gt ) 1 <1
n=

Thus, we have the following result which provides a class of bilinear generating functions for the Sister Celine’s polynomials fr, (), as follows:

Corollary 1. If

Ay w) = Zakf,quwk(yl)wk (ap #0, m,9 €C),
k=0

then, we have

oo [n/p]

ST anfa(@) fupory)w® (8)

n=0 k=0

—1 —4axt
= (1—t) eXp((1_t)2>A#’¢(y17“'ayT§w)7

provided that each member of (8) exists.

Theorem 2. Corresponding to an identically non-vanishing function Q. (y1, ..., yr ) of 7 complex variables yu, ..., yr (r € N) and of complex
order p, let

(o)
A,u,,w(y17 »Z/MC) = Z a‘kQ/L-‘rwk’(ylv "'ayT’)Ck (CLk- 7& 0 Mw € C)?

k=0
and
[n/p] (@.8) .
Oy (@1, yri &) = Y ap 0 (@) gk (W1, yr)E".
k=0
Then, for p € N, we have
oo
ST ey @y, oy " )
1+a+B 2+a+p.
l—a—p 2 ’ 2 ’ —4daxt P
= (l_t) F W A;L,i/,'(ylv"'ay’l";nt )7
l+a,g;

provided that each member of (9) exists.
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Proof: For convenience, let S denote the first member of the assertion (9). Then,

oo [n/p]

S=>>" %fﬁ’ﬁ;i(fmwwk(yl, eyt
7=0 k=0

Replacing n by n + pk, we may write that

o0 [oe]
s = S a 1P @y
n=0 k=0

oo o0
, k
= S A @S Qg (1, e yr) (0f7)
n=0 k=0
14+a+8 24a+p.
—1-a—p 2 ’ 2 ’ —4axt p
= (1-1¢) 2 (1-1)2 A#,¢(y1,~--,yr;nt )s
l+a, g

which completes the proof. (]

If we set
Q,u—i—d)k(yla ce Yr ) = (I)g)_[gwk(yl7 EE) y”‘)
a)

in Theorem 2 , where the multivariable polynomials <I>L ok (z1,...,xr) , generated by [9]

io: <1>§f“) (1, xr)t" = (1 — xlt)_ae(m"'“""“) t
n=0 (10)

(accslt<{laal™}).

Thus, we have the following result which provides a class of bilateral generating functions for the multivariable polynomials @Lojr) Wk (z1y .0y r)
and the generalized Sister Celine’s polynomials as follows:

Corollary 2. If

o
A,Lb,dl(yl, ---,wa) = Z ak(bgj_)wk(yh “'7y7“)wk (ak 7£ 0, ue€ (C)7

k=0
then, we have

2 ws g g

Z Z ak‘f’na7 (x)él:j_wk(ylw"?yr)w tn
n=0 k=0

1+a+pB 2+a+p.
l—a-p 2002
= (1-1) o a0z | Auw@i - urw), 1)

1+ a, 5;
provided that each member of (11) exists.

Remark 1. Using the generating relation (10) for the multivariable polynomials @%a)(m, .y @r) and getting ap, =1, p=0,¢ =1 in
Corollary 2, we find that

oo [n/p]
S AP @ @,
n=0 k=0
1+3+ﬁ 2+%+ﬁ.
_ (1 _ t)—l—a—ﬁ o Fy (l—ilgiz (1 _ mlw)—ae(wg-ﬁ—.“-ﬁ—ay\)w’

1+a,3;

(aj eC, |u| < {|x1|_1}, It < 1).
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Theorem 3. Corresponding to an identically non-vanishing function Q. (y1, ..., yr ) of 7 complex variables yu, ..., yr (r € N) and of complex
order p, let

(oo}
Au,iﬂ(yla ay’l"vg) = Z ak:Q,u,-‘r?/)k(ylv 7yT)Ck (a‘k 7£ 07 )uvw € (C)a

k=0
and
[n/p] (o.8) .
o,
O (L341, vy yri ) 1= ak(C)n—pr Sy~ pie (@)L (Y1, - yr )€
k=0
Then, for p € N, we have
oo
ST ey @iy, yrsm) " (12)
n=0
. HatB 2+a+p,
_ 1 —C—a—p F ’ 2 2 ’ —4axt A - P
- ( _t) 343 (I—t)2 /4,,'([)(?/17“'7y7"7nt )7
l+o,l+a+p,3;
provided that each member of (12) exists.
Proof: For convenience, let K denote the first member of the assertion (12). Then,
oo [n/p] (@.8) X
K=" ap(Cnphfy 2 od (@) i (Y1, oo yr)n L™
n=0 k=0
Replacing n by n + pk, we may write that
Shs (a,8) ok
K o= 3 a O™ @ ur s y)n "
n=0 k=0
o0 o0 k
= D (OnFTP @D Qs s ) (787)
n=0 k=0
C 1ta+B 2+a+f.
_ —C—a—p F ’ 2 ’ 2 ' —4xt A - mtP
= (17t) 313 (1—t)2 /L,w(yla"'ayr7nt )7
1.
I1+a,1+a+8,3;
which completes the proof. (]

Furthermore, for every suitable choice of the coefficients aj, (k € No), if the multivariable functions €,k (y1,...,4r), 7 €N, are
expressed as an appropriate product of several simpler functions, the assertions of Theorem 1, Theorem 2 and Theorem 3 can be applied
in order to derive various families of multilinear and multilateral generating functions for the family of the Sister Celine’s polynomials and the
generalized Sister Celine’s polynomials given explicitly by (1) and (5).

3 Conclusion

In this paper, we establish some properties for the generalized Sister Celine’s polynomials. Various families of multilinear and multilateral
generating functions and their miscellaneous properties are obtained. With the method used here, it is possible to obtain bilinear and bilateral
generating functions for other polynomials.
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1 Introduction

Shivley (see, for example, [1]; see also [[2], p. 298, Eq. 152 ()];[[3], p. 127, Eq. (47)] and [[4], p. 1758, Eq. (3)]) has defined the polynomial

Rn(a, ) by
(a+n)n

Rn(a,x) :== o

\Fi(=nia + ni )

in which n is any non-negative integer, and a is independent of n.
The pseudo-Laguerre polynomial Ry, (a,x) may also be written as

(a)2n
nl(a)n

Ry(a,z) = 1F1(=n;a+ n;x)

which are related to the proper simple Laguerre polynomial
Ln(x) = 1F1(—n;1; )

by

Rp(a,z) = L Z (a _kl!)"_k Ly, _p(x).

Toscano [5] had already shown that

iR (a,2)" = (1—4dt)~1/2 (2>a_lex et
e - 14+ v1—4t P (1+vi—an?)’

Shively obtained Toscano’s other generating relation

o0
) ?n(af o g 0F1(=; % * %a? t* —at),
n=0 (7 + fa)n
and extended Toscano’s (2) to
oo 1/2 9 a—1 a1, ..., Qp; At
S suor — a-we (2) e |
1+ vI_dat (1+VI-1i)
n=0 p Blw"qu;
in which
—n, a1, ..., Qp;
a
Sn(z) = # p+1g+1 z
Tl.(a)n a+n7/617"'7ﬂq;
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For the particular choicep =0, ¢ =1, by =1, a = 1 the S, (z) becomes

—~

2n)!
(n))?

on(z) = 1Fo(=n;1+n, 1 w)

for which Shively has the additional generating relation [6]

= on(z) n t — Azt + 2 t+ Azt — 2
Z tU=oF | L —F—— o1 | ——— |-

' 2 2

The Rp(a,z) of (1) is of Sheffer A-type zero, as pointedout by Shively. He obtains many other properties of Ry (a,z). Here ,Fy denotes,
as usual, a generalized hypergeometric function with p numerator and ¢ denominator parameters and as usual, (\), denotes the Pochhammer
symbol or the shifted factorial, since

(I)n = n! (n € Np),

which is defined (for A, v € C and in terms of Gamma function) by

A +v) 1, v =0; XA € C\{0})

HAty) (
WNvi=—ray" = { AA+1)(A+n—1), (v=neN; reC),
it getting understood conventionally that (0)g := 1.
The main object of this paper is to study several properties of the pseudo-Laguerre polynomial Ry, (a, z). Various families of multilinear and
multilateral generating functions, miscellaneous properties and also some special cases for these polynomials are given.
2 Generating functions
In this section, we derive several families of bilinear and bilateral generating functions for the pseudo-Laguerre polynomial Ry, (a, ) generated
by using the similar method considered in (see, [7] - [12]).

We begin by stating the following theorem.

Theorem 1. Corresponding to an identically non-vanishing function Q;(y1, ..., yr ) of v complex variables y1, ..., yr (r € N) and of complex
order p, let

o
Au,’d)(yh "'7yT‘;C) = Z akQu-‘rd)k(yla "'7y7')<k (ak # 0, ,U,,’l/J € (C)v

k=0
and
[n/p] .
9#1% (a7 T3YLs s Yrs 5) = Z akRn—pk(av ‘T)Q;L-'r’(/)k(y17 ) yT)€ .
k=0
Then, for p € N, we have
SO (0,21, g 7 = (1— 1) ( 2 )al exp ( —dat ) A (U1 o i) 3)
n,p s L3YLy ooy Yrs = - R D —— o, p\Y1ls ey i)
= I+vi-4t (1+v1—41)
provided that each member of (3) exists.
Proof: For convenience, let S denote the first member of the assertion (3). Then,
co [n/p] k
S = Z Z akRn_pk(a, m)Qu-HlJ/c(ylv“"yT‘)n t".
n=0 k=0
Replacing n by n + pk, we may write that
oo o0
S = Z Z ag Rn(a, 2)yn(x,a —n, B)Q gk (Y1, s yr )"
n=0 k=0
o0 oo k
= Z Rp(a, z)t" Z ar k(Y15 s Yr I
n=0 k=0

a—1
_ 2 —4axt
= -7 (1+\/71—41t) exp<(1+\/%)2> Bl

which completes the proof. o
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If we set

QH‘H/Jk(yL -"7y7“) = q)fﬁfd,k(yh '--7y7“)

in Theorem 1 , where the multivariable polynomials @LO;) Wk (z1,...,xr) , generated by [10]

io: q:'gla) (’rlz '~~7x7‘)tn = (1 - xlt)_ae(x2+..-+wr) tv
n=0 @

(a €C; |t < {|a:1|*1}) .
(@)

Thus, we have the following result which provides a class of bilateral generating functions for the multivariable polynomials ® e (z1y.yxr)
and the pseudo-Laguerre polynomial Ry, (a, x) as follows:

Corollary 1. If

oo
A/»L,T,[)(y].? 7y’l”7w) = Z akél(;:?wk(ylv "'ay"")wk (ak # Olu’vw € C)?

k=0
then, we have

oo [n/p] &

Z Z akRn—pk (av $) q),(;i)wk (y17 ceey yr)w t" ®)
n=0 k=0

_ 2 a=l —4xt
= (1—4t) Y2 (7> exp Ay (Y1, s yrim),
1+ 14t (1+vi—m)?) " '

provided that each member of (5) exists.

Remark 1. Using the generating relation (4) for the multivariable polynomials @%a) (x1,...,xr) and getting a, =1, p=0,¢Y =1 in
Corollary 1, we find that

oo [n/p]
Z Z Ry _pi (a,x) @Eﬂa)(xl, e xr)wktn
n=0 k=0
_ 2 ot —dat
= (1—ap) Y (7) exp | et
1++1—4¢ (1+m)2

x (1 . xlw)foce(:m«k“.«ka:,.)w’

_ 1
(aj eC, |w < {|x1| 1},|t\ < 1).

3 Conclusion

In this paper, we esteblish some properties for the Shively’s Pseudo-Laguerre polynomials. Various families of multilinear and multilateral
generating functions and their miscellaneous properties are obtained. With the method used here, it is possible to obtain bilinear and bilateral
generating functions for other polynomials.
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tion is studied. The first order of accuracy difference scheme for the approximate solution of the Bitsadze-Samarskii type nonlocal
boundary value problem is investigated. Theorem on well-posedness of this difference scheme in difference analogue of Holder
spaces with a weight is established.

Keywords: Bitsadze-Samarskii type nonlocal boundary value problem, Difference scheme, Elliptic equation, Well-posedness.

1 Introduction

The simply nonlocal boundary value problem was presented and investigated for the first time by A.V. Bitsadze and A.A. Samarskii in the paper
[1] . Further in papers [2-13], the Bitsadze-Samarskii type nonlocal boundary value problem and its generalizations for various differential and
difference equations of elliptic equations were investigated by many scientists. Coercivity inequalities in Holder norms with a weight for the
solutions of an abstract differential equation of elliptic type were established for the first Sobolevskii in the paper [12]. Further, in papers [14—
25] coercive inequalities in Holder norms with a weight were obtained for the solutions of various local and nonlocal boundary-value problems
for differential and difference equations of elliptic type. In the present paper, we consider the Bitsadze-Samarskii type nonlocal boundary value
problem with the integral condition

— D) | Au(t) = f(1), 0 <t <1,

1
u(0) = ¢, u(l) = {p(A)u(A)dx + 1

ey

for the differential equation of elliptic type in a Hilbert space H with the self-adjoint positive definite operator A with a closed domain
D (A) C H. Here, let f (t) be a given abstract continuous function defined on [0, 1] with values in H, ¢, and v are elements of D (A) and
p (t) is a scalar continous function. A function u(¢) is called a solution of problem (1) if the following conditions are satisfied:

i. u(t) is twice continuously differentiable on the segment [0, 1].

ii. The element u(t) belongs to D(A) forall ¢ € [0,1], and the function Aw(¢) is continuous on the segment [0, 1] .

iii. u(t) satisfies the equation and nonlocal boundary conditions (1).
A solution of problem (1) defined in this manner will from now on be referred to as a solution of problem (1) in the space C' ([0, 1], H) . Here,
C ([0,1], H) stands for the Banach space of all continuous functions ¢(t) defined on [0, 1] with values in H with the norm

= t .
lelleqo,n,m) onax, o)l

We say that the problem (1) is well-posed in C ([0, 1], H), if there exists the unique solution u(t) in C ([0, 1], H) of problem (1) for any
f(t) € C(]0,1], H) and the following coercivity inequality is satisfied:

+ I Aull oo, u,1ry < Me [IIF] +llAell,, + 4yl ]

[[u"]
c([0,1],H) o([0,1],H)

where M. does not depend on f(¢) and ¢, ¥. Unfortunately, the problem (1) is ill-posed in the space C' ([0, 1], H).
In this paper, positive constants, which can differ in time (hence: not a subject of precision), will be indicated with M. On the other hand
M (a; B;...) is used to focus on the fact that the constant depends only on «;f3;....
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Let us denote by C; ([0,1], H), 0 < o < 1, the Banach spaces obtained by completion of the set of all smooth H —values functions ¢(t)
on [0, 1] in the norms

(1 _ t)a (t + 7_)04 Hgﬂ (t + 7') — ¥ (t)HH
. _ + su .
el o.01.2) = 1l 0.1, o<tetir< ™

We say that the problem (1) is well-posed in C; ([0, 1], H), if there exists a unique solution u(¢) in C§ ([0, 1], H) of problem (1) for any
f(t) € C§; ([0,1], H) and the following coercivity inequality is satisfied:

1 s, o111y + Al cgy 0,11, < MG @) [1A@lgr + 1A%+ 1 £ gy 0,171

We will study the problem (1) under the assumption:

1
[Iovrar <. @
0

In the present paper, the well-posedness of the nonlocal boundary value problem (1) in Cg ([0, 1], H) spaces is established. The first order
of accuracy difference scheme for the approximate solution of this problem (1) is presented. The coercive inequalities for the solution of this
difference scheme in difference analogue of C§; ([0, 1], H) spaces are established. In applications, difference scheme for approximate nonlocal
boundary value problem for elliptic equation is investigated.

2 The Bitsadze-Samarskii type nonlocal boundary value problem

In this section, let B = Az, Then, it is clear that B is a self-adjoint positive definite operator and B > §I. The following lemmas will be
needed below.

Lemma 1. [8] The following estimates hold:

|B* exp(—tB)||;__ <t % 0<a<1, ©)

Ja—e25, , <m @

Lemma 2. [I7] Forany0 <t <t+7 < 1and0 < o < 1 one has the inequality

(0%
-
llexp(—tB) —exp (—(t + 7)B)ll g < Mm- ®)
Lemma 3. Let
1
D= Jp()\)(I —em2B)"L(~(1=NB _ ~(140)By gy
0
Then, under the assumption (1), the operator I — D has an inverse
P=(I-D)"!
and the following estimate is satisfied:
1Pl < M(5). (©6)
It is clear that (see [17]) the boundary value problem for elliptic equation
d?u(t
- dng ) 4 Ault) = £(t), 0 < t < 1,u(0) = uo, u(1) = us %
has a unique solution
u(t) — (I _ 6—23)—1 {(e—tB _ 6_(2_03)(,0 + (e—(l—t)B _ e—(l-‘rt)B)u(l) _ (e—(l—t)B _ e—(l-‘rt)B) (8)
1 1
X(ZB)flj (ef(lfs)B _ 67(1+S)B)f(8)d8} + (23)71J (efltfslB _ ei(t+S)B)f(S)d8,
0 0
1
u(l) = P |+ Jp(A)(I —e (e — eI ©
0
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1
_(6_(1_)\)3 . 6_(1+)\)B) (ZB)_l J(e—(l—S)B _ 6_(1+S)B)f(5)d5} d\

0
1 A 1 1
-1 e (A=s) p e (s—\)B s (A+s) s)ds
+lp<x> (2B) (l f(s)d +1 f(s)d i f(s)d ) dA] ,

where

p(N) (I _ 6—23)—1 (6_(1—>\)B _ e—(1+>\)B) dA)

e,

Il
//
~
|
O — =

Theorem 1. Suppose p,¢ € D(A), f(t) € C§ ([0,1], H) (0 < a < 1) . Then, for the solution u (t) of the boundary value problem (1) the
coercivity inequality

1
1o 010+ 14l oy i < M) [l + 149 + o 11 ey o

holds.
Proof: By [17], we had the following coercivity inequality

M(5)

||u'/||cgl([0 1,m) + 1 Aullgs (jo,17,8) < m“f”c& 0,17, 1) + M(8) { [ Au(0) || + [ Au(1) ]|z } (10)

for the solution of boundary value problem (7). Then the proof of Theorem 1 is based on coercivity inequality (10) and on the following estimate
Au (1 _ME©) M) {||A A 11
[Au (D)l < a(l—a) Ifllcg, (o,,60) + MO {1 Al g + A%l } - (1)

Therefore, we will prove (11). First, applying formula (9), we can write
1
Au(l) =P (Jp(A)(I — 6_23)_1 {(e_kB — e_(Q_A)B) Ap + (I — e_>‘3> (I — e_(l_’\)B)
0

A
(I _ 672(14\)3) J' (ef(Afs)B (I B 67253)) (f(s) = F(N)ds

0

+§ (I — 6_2>‘B) j (e_(s_)‘)B (I — 6_2(1_5)3)) (f(s) — f()\))ds} dX\ + Aw)
A

=J1+J2+ J3+ Jg,

|

X (I— efB) f) +

where
1
Ji=P (J'p()\)(] R A CEN L Y Aw) ,
0
1
Jy=P (Jp(/\)(l 2Byt (I - e—*B) (I - e—(l—A)B) (I - e_B) f(A)dA) ,
0
1 A
Jy = %PJp(A)(I 2Byt J (Be_(’\_S)B (1 - 6—2(1—”3) (1 - 6—233)) (f(5) — f(N)dsdA,
0 0
1 1
%PJP 723)—1 J’ (ef(sf,\)B (I B 672(175)3) (I _ 672/\8)) (F(s) — F(\))dsdA.
0 A
Let us estimate Ji, for k = 1, - -, 4, separately. First, we estimate J;. Using estimates (4), (5) and (6), we obtain

-y

o He—)\B _ 6—(2—/\)BHHHH 1Al 7 dX + |A¢|H)

1
Il < 1Pl (jmm
0
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1
< M(9) [J [PV dX Al + |A¢IIH] :
0

Thus, from condition (2) it follows that
[Tl < Mi(8) [l Apll g + 1A% ] -

Let us estimate Jo.

1
—2B —AB
< _ _
lJ2llz < ||P||H—>HJ\P(/\) H(T e ) HH_)HHI e HH_>H
0
H HoH HoH e
H), we get

Further, using estimates (3), (5), (6) and the definition of the norm of the space Cg; ([0, 1],
1
J: < Ms (6 A)| dA t .
2l < Ma(8)| IOV 4 ma, 1£0)]
0

Thus, from (2) it follows that
12l < M2(6) 1f Ol ojo,1), 1) < M200) [ fllog, (0,11,

To estimate J3, we will put J3 = J3 1 + J3 2, where

3 A
ua = PJor - (B (1) (1Y) 16— f,
0 0
1 A
hia = Plotr =L (e (1m0 (1Y) ) g
1 0

First, we will estimate J3 1. Applying estimates (3), (5), (6) and the definition of the norm of the space C§; ([0, 1], H), we obtain

M(3)

A
ds
|p()\)|i()\s)1_a/\a(1s) M leg, 0. < 51 - o)

lpMdX 1 Fll s, (10,11,21) -

O =

1 J3.11la < M(5)

O —— =

Second, we will estimate J3 2. For J3 2, using estimates (3), (5), (6) and the definition of the norm of the space C ([0, 1], H), we get

1 A
2l < M@ [ 100 | 57— = W les, o

dAHchﬂ ([0,1],H) a(l—a)

1
2

1 1

ESY TS M ()2~
| < 2O 1oV Al flleg, o,
2

Applying estimates for ||.J3.1| 7 and || J3 2| i, we get

1
< S [1o a1 g, o,

J:
H 3HH > (1
0

Using condition (2), we get
My
sl < 205 e, o,

Let us estimate J4. We will put Jg4 = Jy 1 + J4 2, where

PT'D % —23) 1 J1 (Be_(S_A)B (I B 6_2(1_5)3) (I _ 6—2AB)) (F(s) — F(N)dsdA,
0 A
1 1
PJp % *23)71 J (Be*(S*”B (1 - 672(178)3) (I - e*”B)) (f(s) — F(N))dsdA.
A
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The estimates (3), (5), (6) and the definition of the norm of the space C§7 ([0, 1], H) give

1

o1 | (1=s)"ds

I allr < M) J =N s (s =) 2= s - 0"

dX [ fllcs, (0,11, 1)

O

3 1
< M(5)J lp(3) J(S as dX [ fllce, (jo,17,8) < I
0 A

A (=" (s— a1 a(—ay) PV leg, qoy.m) -

o

Finally, we estimate Jy 2. For J4 2, applying estimates (3), (5), (6) and the definition of the norm of the space C; (0, 1] , H), we obtain

lp(N)

Al

1
M(6)2072
ANl o, < ey | 101 Il o0,

1
2

1
nhﬂHSM@j

Applying estimates for ||J4 1|z and || J4 2|z, we get

1
Mg (9)
Il < 22 [ 10 a1 e .1
0
So, from (2) it follows that
M:(3)
alar < 577 Wl o,

Combining estimates for || Ji ||z, k = 1, - -, 4, we obtain estimate (11). Theorem 1 is proved. ]

Now, we consider the application of Theorem 1. .
Let Q is the unit open cube in R"™ {x = (21, - ,zn) : 0 < 7 < 1,1 < k < n} with boundary S, Q = QU S.In [0, 1] x £, the Dirichlet-
Bitsadze-Samarskii type mixed boundary value problem for the multidimensional elliptic equation

—Utt — i (ar(@)ug, )z, = f(t,2),0<t <1, = (21,...,2n) € Q,
r=1
u(0,z) = p(z), fp u(\, z)dA+ 1 (z), z € Q, (12)

w(t, ) |zes= 0,7 € Q, 0§t§1

is considered. We will study the problem (12) under the assumption (2). The problem has an unique smooth solution w(t, ) for the smooth
f(t,z) (t €(0,1),z € Q), p(x) and o (z) functions, and ar(z) > a >0 (z € Q) . We introduce the Hilbert space Lz ({2) of all square-
integrable functions f defined on 2, equipped with the norm

2
£ 1= J N J 1f (@) doy - - - don
zeQ
We can reduce the Dirichlet-Bitsadze-Samarskii type mixed boundary value problem (12) to the nonlocal boundary problem (1) in Hilbert
space H = L2(Q2) with a self -adjoint positive definite operator A defined by (12) .

Theorem 2. The solution of the nonlocal boundary value problem (12) satisfies the coercivity inequality
lueellcg, (01,2, @) * 1llcg, (0.0, w3 @)

M (6)
a(l—

= 1 e o a@) +M O 10l + 14 hwp ]

Here, the Sobolev space W22 (Q) is defined as the set of all functions f defined on Q such that f and all second order partial derivative
Sunctions fg, .z, ,v = 1,...nis both locally integrable in L2(Y), equipped with the norm

1/2

|UMWFWMmﬁtL~JZWMﬁde%

— 1
e =
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The proof of Theorem 2 is based on Theorem 1, on the symmetry properties of the space operator A generated by the problem (12), and the
following theorem on the coercivity inequality for the solution of the elliptic differential problem in L2 (£2).

Theorem 3. For the solution of the elliptic differential problem

u(z) =0, z €S,
the following coercivity inequality holds [22]:

HUHW22(§) < MHW||L2(§)~

3 The first order of accuracy difference scheme

The nonlocal boundary value problem (1) is associated with the corresponding first order of accuracy difference scheme

=L upg1 — 2up + up—1] + Aug = @y,
op = f(tg), ty =k7, 1 <k < 1

N 13)
ug = p, Uy = le(tj)uj7+1/}~
]:

A study of discreatization over time of the nonlocal boundary value problem also permits one to include general difference schemes in
applications, if the differential operator in space variables, A is replaced by the difference operators A;, that act in the Hilbert spaces Hy,
and are uniformly self-adjoint positive definite in i for 0 < h < hg. It is known that for a self-adjoint positive definite operator A it follows
that B = %(TA + VAA + 72A2) is self-adjoint positive definite and R = (I + 7B) ! which defined on the whole space H is a bounded
operator. Here, I is the identity operator. We will study the problem (13) under the assumption:

N
Sle(t)| <1 (14)
j=1

Now, let us give some lemmas and theorem that will be needed below.
Lemma 4. The estimates hold [17]

0], s

IR*| i < M(8)(1+67) %, kr||BR*| g < M(8),k > 1,5 >0, a5)
1% (R*7 = R¥) o < M) 551 <k <k+r<N,0<a,B< 1.

Lemma 5. Suppose A is the positive operator in Hilbert space H. Then, the following estimate holds [17]:

N-1
- ] 1
; H(I ~ R)R! HH%H < M min (ln(;)7 1+ 7| ||B|\H_>H}) . (16)
Lemma 3.3. The operator
N
1= p(t)r(1-rN) (RN - V)
=1
has an inverse
N -1
Kr= (1= p(t;)r (1 _ RzN)* (Rij _ RN+j>
j=1

and the following estimate is satisfied under the assumption (14)

Kl g g < M(0)T. (17
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Theorem 4. For any g, 1 < k < N — 1, the solution of the problem (13) exists and the following formula holds fork =1,--- N — 1,

L = (I — R?N)~1 {(Rk B RZka) o+ (Rka _ RN+k) u
- (RN—k - RN““) (I+7B)2I+7B)"'B! Nzl ( N=1=i RN‘W) goﬂ'} (18)
i=1
+(I+7B)(2I +7B)~ NZ (R = REFY) g

un = Ky éép@ﬁT(Ime—l{O#}fNﬂ)w(RN—jRNﬂ)

N—-1
x(I+7B)2I+7B)* Y B! (RN‘H - RN‘“”') gon} +(I+7B)"'B7!
=1
x(I +71B) ZRJ o+ Z Ri=I71, ZR]'H Loir | +v

1=j+1

fork = N.
Let F([0,1] ., H) be the linear space of the mesh functions ¢ = {cpk}iv_l with values in the Hilbert space H. We denote by C([0,1] ., H)
and C§1([0,1] ., H), 0 < a < 1, Banach spaces with the norms

le™ oo, oy = (s Nowlla

(N = B)7)*((k +7)7)*

H%DTHC;;I [0,1].,H) = H%"THC([OJ]T,H) + 1§k§:}:5§N—1 (rr)e [oktr — Pkl -

Theorem 5. The solution of the difference problem (13) in C([0, 1] ., H) under the assumption (14) obeys the almost coercive inequality

{72 (s — 2upe +up—1)}y leqo,,,m i {Au 1 oo, I, (1

7

. 1
< M(9) [mln{ln ot In| B ||H—>H|} ™ leqoa,,m) + I1A¢lly + HA¢||H] :

Proof: By [17],
I {7 2 (wgpsr — 2up + up_1) 3~ ||c (o.1],,8) Tl {Aug ) leo., 20

. 1
< M) [min {in 214 0 B g 167 Lo, + 146l + ||AuN||H]
was proved for the solution of the boundary value problem

—y[upq1 — 2ug + up_1] + Aug = @, 1 <k <N —1,N7 =1,

21
ug = @, uN are given.
Using the estimates (15), (17), and the formula (18), we obtain
. 1
I Auy < M) (min {in 214 ) B gl P17 Do, + 1460 + 14unls 22)
for the solution of difference scheme (13). Applying formula (18) and A = B%R, we get
Aun = J1 + Jo,
where
N . .
S p) - RPN (R - RV ) Ap - av | (23)

Jj=1
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N
Jo =K 3 p(ty) {1 = B*N) 7 ((=RVT + RYY) (14 7B) 24)
j=1

N—-1
x(2+7B)"'B Y (RN—‘ - RN“) <pn> +(I+7B)2I+7B)'B
=1

j—1 N-1 N-1
X ZRj_itpiT—F Z R — Z Ritipr
i=1 i=j i=1
To this end, it suffices to show that
[Tl < M)Al g + 1A% ]| 7] (25)
and
lJ2ll < M () min {ln; 1+ |ln| B HH—>H‘} | " HC([O,l]T,H)' (26)

The estimate (25) follows from formula (23) and estimates (15), (17). Using formula (24) and estimates (15), (16), and (17), we obtain

N
IN\—1 N—j N+j
12l < 1l ; o (tj)|7—<H(I_R ) HH%H{(HR ]HH%H + HR ]HHaH)

N-1
<Na+rmrereen, 3 (jo-mr

I—R RN+¢—1H ) )
S ot E=R) ) il

J
—1 Z j—i—1
+H(I+TB)(21+TB) HH%H H(I_R)Rj z HH%H lill
i=1

N-1 N-1
~R)R"! : ‘ _ j+i—1H _
+ Z H(I R) R HH%H lspaller + Z )(I R) R HoH il e
i=j+1 i=1
. 1 -
< M () min ln;,1+‘ln|\B||H_>H| ™ lleqoy, .-
So, from the last estimate and the estimate (16) it follows the estimate (26). Theorem 5 is proved. O

Theorem 6. The difference problem (13) is well posed in the Hélder spaces C§;([0,1]. , H) under the assumption (14) and the following
coercivity inequality holds:

7 (e = 2wk + w3 g oym + I AW lleg, 0,11, 1) @7)

T

1.
< M(9) al—a) [l HC{ﬁ([O,l]T,H) + [|Ap|| g+ AV g | -

Proof: By [17],

{7 (g = 2 + e )3 Dl oo, mn + 1 AW s o010 (28)

L
< M@)m [l HCé‘l o],y T MO A¢l g+l Auyll 4]

was proved for the solution of difference scheme (21). Then the proof of (27) is based on (28) and on the estimate

| Aun ||l < M(5) )II ¢ lles (o1, ) T MO Al 5+ AP ).

a(l—a
Applying the triangle inequality, formulas (23), (24), and estimate (25), we get
[ Aun (<l Jillg + | J2 [l <Il J2 |z +M@)[||A¢l g+ AD]| ]

To this end, it suffices to show that

I J2 < M(5) - (29)

T

L
ot —ay 19" leg, qo

© CPOST 2019 83



Applying formula (24), we get

N ) . j—1 . )
Jy = KTZp(tj)T(I— R2N)~1 {_ (RN—J _ RN+,7) I R2S 42 (RN—z _RN-H)
Jj=1 1

%
N-1

x (1~ Rz)f1 (pi—wi) + (= (RY7 =RY™)) 720 - R - 7 (RN = RYT)
i=j+1

x (1~ 32)71 (i — j) + (I = R*N)r=2(1 - R)2§ P (R - R (1- R2)71 (i — 0;)

i=1
N-1 B
+I - RN)r (1 -R)? Y 12 (Ri_j - Rj“) (1 - RQ) i — o)) (RN_j - RN+j) 772(I - R)?
i=j+1

i1 , , -1 , .
x 372 (RN‘Z - RN“) (1 - R2) 0; — (RN‘J - RN“) 721 - R)?
=1

N-1 A ‘ 1 i1 . L -1
x 3 7 (RNﬂ - RN“) (1 - R2) o+ (I— RN)yr (1= R)?Y +2 (RH - RJ“) (I - R2) 0
i=j+1 i=1
N—-1 o o _1 4
I = RN 2 =Ry Y P (R - R (1-R) g0 =Y 5,
i=j+1 z=2
where
T3 =K. > p(ty) (1 - R*N)~! (RZN*J*1 (I ~R-R*+ R3) + RPN (I +R-R - R*l)) 0,
j=1
N .
B =K. > p(t;) (I - R*N)" (1 R) (I - RQN‘QJ)
j=1
xS R (I=R) (14 R (pi — ) = I3+ U5,
=1
(5] N ,
TPt =K > p(ty) = RPN TN U= R) (1= RN SR (1= RY) (14 R) 7 (0 - y)
j=1 i=1
B N .
=K. Y p(ty)r(I-R*N)"N(1-R) ([ - RQN‘QJ)
s={Eln
i1 _
S ) e e,
i=1
N ) N—-1 o )
T3 =K p(ty) (1 - R*N)"1 (1 - R) (I - sz) 3 R (1 - RQN*’“)
=1 i=j+1
x(I+R) ™ (pi —pj) = T3t + J372,
(5] L N-1 ,
T =k, S p(t) T - R NI - R) (I - RQJ) S R (I - RQN‘QZ) (T+R) ™" (i — ;)
j=1 i=j+1
N ) N—-1 o )
BE=Kr Y p() =R U=R) (1-RY) S R (1= RN U+ R) T (- w).
s 5
Second, let us estimate J3" for any m = 2, - - -, 4, separately. We start with J22, using estimates (15), (17), and the definition of the norm of the

space C§ ([0, 1]+, H), we obtain
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N N
13|, < M) Z B)|7 max el < M) Z 197 s o)

From (14) it follows that
2 T
<
2], = 226 e llog, o,

Now, let us estimate Jg ! Using the estimates (15), (17), and the definition of the norm of the space C81([0,1]7, H), we obtain

2]
([ Y P S P (1 (G b
j=1
D L Gt LUl PR L M (SR P L
i=1

<G (N = )7 2= (G- 17l g, 0.1, .11 -

The sum

<.
=

_]—Z

=

1=
is the lower Darboux integral sum for the integral
JT

]

It follows that

v|Z

[

o (t)] 7

HJS’IHHSM@) WH lleg, o, -

7j=1

By the lower Darboux integral sum for the integral, it concludes that

2@—1 -
HJ§1HH < M@m o ()71l oo 0,11, 1)

For JS’ 2, applying (15), (17), and the definition of the norm of the space C; ([0, 1]+, H), we get

3.2 lp ()] 2% ((N = j) 7)°
HJZ HH < M((S)]_%-H ((N—j)T)"‘(jT)O‘
j—1 i
- ; ((G—)T) " ((N=j—i+N)™)* le ”C& [0,1],.H)

The sum

S TN = —i+N)7)?

is the lower Darboux integral sum for the integral

jT
J ds
) (i~ Y1 —jr—s+ 1)

Since

jT
ds M

(jT—S)l_a(NT—jT—S—FNT) 1J7'al jT—S - Of(jT)a7
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it follows that
3,2 al 2¢
HJZ7 HH s M(é) % !p (tj)’T(jT)a (NT —jT)a Ot(jT)_a HSO HC(‘)"l([O,l]T,H) :
j=|%|+1

By the lower Darboux integral sum for the integral it follows that

3.2 M(6)22a71 N .
HJQ HH S a(l—a) %H‘P(tj)“uﬂo Hcgl([o,uT,H)'
=lz

Applying estimates for HJ23’1 HH and HJS’2 HH’ we get

N
18] < 1_aZ 71 g oy en -

From (14) it follows that
M4(5) T
HJQHH “a(l-a) le™ g, o, 1y

Next, let us estimate Jg ! Using estimates (15), (17), and the definition of the norm space C§1([0,1] ., H), we obtain

ol

L o) v =7 X .

<.
Il

The sum

is the lower Darboux integral sum for the integral

Since
1

1
J ds < 1 J' ds
J (s =)' T @N —jr—s)* T (NT—=47)% ) (s —jr)' ™
JT 5T
(N7 —j7)°
= a(Nt—j7)%’
we have that
(5]
4,1 o)y +
HJ2 HH = M(‘S)Z (1) Il Hcgl([ml]r,H)‘

v[Z

By the lower Darboux integral sum for the integral, it follows that

vl

(5]
4, M(5)22 -
HJQ 1HH = a(l—a) = o ()] 7 [le HC&H (0.1, H

Finally, let us estimate J;l 2. Using estimates (15), (17), and the definition of the norm space Cp1([0,1] ., H), we get

N N-1
J4’2 < M(S ‘p'(tj)(};—. - T . )
70, < ()j_%ﬂ @) G 2z, gy 1 e,
The sum
86

{ (N=)n)" ()" 51, (G=)m)' " (N =5 =i+ N)7)* 19Nl o
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N-1

> e

i=j+1 (G =g)r

1

J ds

) (=)™
JT

is the lower Darboux integral sum for the integral

Thus, we show that

N .
"Jg’QHHSM(é) > MH Tch ([0,1].,H) *

JT)%
=zl 7
By the lower Darboux integral sum for the integral, it follows that
49 2&71 N
) . T
|20, =m0 5= X )l logqom.m-
=¥+
Applying estimates for HJ;L1 HH and HJ§’2 HH’ we get
4 20471 N
HJ2HHSM(6)(0¢(1—O¢) 1—a )Z T lelleg, qo, -
From (14) it follows that
], < 7255 171
H — (l—a Cq([0,1),,H)
Combining the estimates for || J3"|| 7, m = 2, - - -,4 we get the estimate (29). Theorem 6 is proved. O

Now, we consider the applications of Theorems 3.2- 3.3.
The Bitsadze-Samarskii type nonlocal boundary value problem for the multidimensional elliptic equation (12) is considered. The
discretization of problem (12) is carried out in two steps. In the first step, let us define the grid sets

ﬁh = {.W:.’L'm = (h’lmla' ’ '7h’ﬂm”)7m: (mlv' ) '7mn)70 <mp < NT’a

hT'NT‘Zla TZI,"',H},QhZthQ,Sh:Qhﬂs.

We introduce the Hilbert spaces Loj = L2(€2),) and W;h(ﬁh)of the grid functions ¢"(z) = {p(him1, - -, hnmn)} defined on €,
equipped with the norms

h ‘ ‘ 1/2
x ... h ,
ng Lo, Qh) Z ¥ 1 n)
z€Qy,
1/2
h’
= ~ Tt E E h .. h
ng H W3, (Qn) ng Lon (§) ~ O me | n
x h

To the differential operator A generated by the problem (12), we assign the difference operator A} by the formula

n

Aiuh =— Z(ar(m)u,hf ) mrs G0

r=1 "

acting in the space of the grid functions uh(x), satisfying the conditions uP =0forall z € Sp. It is known that A7 is a self-adjoint positive
definite operator in Lop (€2p,). With the help of A7, we arrive at the nonlocal boundary value problem for an infinite system of ordinary
differential equations

2 h
—%(f’x)—k/lﬁuh( ) = fh(t 2),0<t<1, z€Qy,
- 3D
uP(0,2) = " (z); u” fp ht, z)dt + " (x), = € Q.
In the second step, (31) is replaced by the difference scheme (13), and we get the following difference scheme:
_upg (m)—2uf (r)+u (w) h h
- = hug (z) = ¢p(z),

@k() f(tk7 )7m€Qh7k:kT71§k§N_17NT:17

hig) = oM Q (32)
ug (z) = " (z), x € Qp,

N ~
ul (z) = le (t5) TU?(JJ) + ¢l (z), = € Q.
]:
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Theorem 7. Let 7 and |h| be sufficiently small positive numbers. Under the assumption (14), the solution of the difference scheme (32) satisfies
the following almost coercivity estimate:

-2 h h h h
max T Ugy1 — 2Uf + U1 + max Up,
1<k<N-1 Loy, 1<k<N-1 w2,

< M) [m o}

h h
il e g, 1 )
T+ |h 1gk§§—1‘ Lan N7 w3, v W3,
The proof of Theorem 3.4 is based on Theorem 3.2 on the estimate

_
T+ bl

min{ln%,lJr ‘ln” BiHLZh—M% } < Mln

on the symmetry properties of the difference operator A7, defined by (30) in Loy, and on the following theorem on the coercivity inequality for
the solution of the elliptic difference problem in Loy, .

Theorem 8. For the solution of the elliptic difference problem
Aﬁuh(x) = wh(aj),x € Qp, (33)

uh(x) =0,z €5
the following coercivity inequality holds [22]:

h h
(T S LY

Theorem 9. 7 and |h| be sufficiently small positive numbers. Then under the assumption (14) the solution of the difference scheme (32)
satisfies the following coercivity stability estimate

N-1 N-1
-2 h h h h
[ {T (Uk+1 —2ug + uk—1)}1 llce (0,11, ,2an) + |l {Uk}l leg (0.1, w2,

{sah}N71
k 1

The proof of Theorem 9 is based on Theorem 6, on the symmetry properties of the difference operator A7 defined by the formula (30), and
on Theorem 8 on the coercivity inequality for the solution of the elliptic difference equation (13) in Loy,

<M ("], + [y, + ﬁ

Cs1([0,1] Lan)

4 Conclusion

In this paper, the well-posedness of problem (1) in Holder spaces with a weight is established. The coercivity inequality for the solution of the
nonlocal boundary value problem for elliptic equation is obtained. The first order of accuracy difference scheme for the approximate solution of
the Bitsadze-Samarskii type nonlocal boundary value problem with integral condition for elliptic equation is studied. Theorems on the almost
coercive stability estimates and coercive stability estimates for the solution of difference scheme for elliptic equations are proved.
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1 Introduction and background

Lindenstrauss and Tzafriri [1] used the idea of Orlicz function M to construct the sequence space £, of all sequences of scalars (xy,) such that

Dyl M(%) < oo for some p > 0. The space £,; with the norm

|x|=mf{p>o:§:M(|""p’f|) g1}

k=1

is a Banach space and it is called as Orlicz sequence space. The space £} is closely related to the space £p = {(z) : > peq |Tg|P < 0o}
which is an Orlicz space with M (z) = 2P, for 1 < p < co.

Definition 1. [2] A function M : [0, 00) — [0, 00) is called an Orlicz function if it is continuous, non-decreasing and convex with M (0) = 0,
M(z) > 0 forall x > 0 and M(z) — oo as x — oo.

An Orlicz function M is said to satisfy the Aa-condition if there exists a constant K > 0 such that M (2z) < KM (z) forall z > 0. It is
easy to see that always K > 2.

Equivalently, an Orlicz function M is said to satisfy the Ay-condition if M (Iz) < K(I)M(x) forall z > 0, where [ > 1.

A simple example of an Orlicz function which satisfies the Ag-condition is given by M (z) = a|z|* (a > 1), since we have M (2z) =
a2%z|* = 2“M(x).

Definition 2. [2] Let X be a linear space over R. A function p : X — [0, o] is called a modular if the following conditions hold:
(1) p(z) = 0 < x = 0 (zero vector of X),
(2)p(z) = p(—=z) forall z € X,
(3)plax + By) < p(x) + ply) forall x,y € X and a, 3 > Owitha+ = 1.
If the condition
(3")plazx + By) < ap(x) + Bp(y) forallx,y € X and a, 8 > Owitha+ =1
holds instead of (3), then p is called a convex modular.
If p is a modular on X, then the linear space

Xp={z € X : lim p(éz) = 0}
6—0
is called a modular space.

Definition 3. [2] A sequence (xn) in X is called p-convergent to xg € X if p(6(xn — o)) — 0 as n — oo for some § > 0.
A sequence (xn) in X is called p-Cauchy if p(6(xn — xm)) — 0 as n,m — oo for some § > 0.
The space X is called p-complete if every p-Cauchy sequence in this space is p-convergent.
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Definition 4. Let E be a Lebesgue measurable subset of R. The generalized Orlicz space is defined as follows:
Ly = {f:E — R: fisLebesgue measurable andJ M| f(z)|)dz < oo for some § > 0}.
E

The function pyp : Ly — [0, 00) defined by
put(1) = | M(f@)Dda
E

is a modular on Ly and the space Ly is ppr-complete.

The generalized Orlicz space L j; is a Banach space with the Luxemburg norm given by

1£lar = inf{y > 0: pas (g) <1).

Throughout the study, by w(L ), we denote the space of all sequences in L.
Let ¢ denote the Euler function. For every m € N with m > 1, p(m) is the number of positive integers less than m which are coprime with
mand (1) = 1. If p* p32...py" is the prime factorization of a natural number m > 1, then

Also, the equality

holds for every m € N and p(mima) = o(m1)p(ms), where my, ma € N are coprime [4]. One can consult to [5] for more details related
to these functions.

The ®-summability was introduced by Schoenberg [3] for the purpose of studying the Riemann integrability of a generalized Dirichlet
function in the range [0, 1]. This method is called y-convergence which is a weaker form of usual convergence. The infinite matrix ® = (¢;;)
is defined as

bij = { Eol ity
0 , ifjts

The matrix P satisfies the following conditions:

L. SUPieN(Z;‘;1 |9i5]) < oo,
2. lim; o0 ¢;; = O for each fixed j € N,
3. limiee Yoo bij = 1

and so it is a regular matrix.
By using this matrix, Ilkhan and Kara [6] have introduced the sequence spaces £ (P) and oo (D) as

P
p(®) = u:(un)Ew:Z%Zcp(k)uk <oy (1<p<o)

n k|n
and
1
loo(@) = u=(un) Ew: 5171Lp - %:go(k)uk < 00
n

In the literature, there are many papers on sequence spaces using Orlicz function. Later these spaces are generalized by using the Lebesgue
integral with Orlicz function. In [7], the authors have generalized the Cesaro sequence spaces in the classical Banach space Ly to the generalized
Orlicz space L. In this paper, we generalize Euler sequence spaces to the generalized Orlicz space and obtain a modular space. Also, we
examine some topological properties of these spaces by using the Luxemburg norm.

2 Main results

Now, we introduce the Euler Totient sequence spaces in generalized Orlicz space as follows:

WM, @) = {(fr) €w(Ln): lim % > @(k)prr (Al fi — fol) = 0 for some A > 0, fo € L},
k|n
WROL®) = {(fo) € o) : sup -3 @(k)oas (ML fi]) = 0 for some X > o).
n k|n
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Theorem 1. If the Orlicz function M satisfies the Ao-condition, then the following equalities hold:

W(M, ®) = {(fx) € w(lp) : lim — Zso )pa (| fi = fol) = 0, fo € Lar},
k|n

W(M, @) = {(f) € w(Lnm) Psup o ZLP )onm (1 fx|) = 0}
k\n

Proof: Denote the right hand side of the first equality by Wy (par, ®). It is clear that Wy (ppr, @) C W(M, ®).

Now, choose (fx) € W (M, ®).If X > 1, we have (fx) € Wo(pas, P) since M is a non-decreasing function. If A < 1, there exists K (\) >
0 such that M () < K(A)M (x) for all = > 0 since M satisfies Aa-condition. Hence, we deduce that

;%w(mj (310 = fotwl) o

*ZSD )om (|fx = fol)

k|n
K(A
B S o) [ M Olsuto) = fo@)) dz =0
k|n 2
as n — oo. This proves that (fx) € Wo(par, ). Hence, we conclude that W (M, ®) = Wo(par, ). O

Remark 1. Note that if the Orlicz function M is defined by M (x) = |z|P for 1 < p < oo, then the space is reduced to the following space

W(p,®) = {(fi) € w(Ly) ~nhrg0;2w )| 1@ = @)z = 0. 1o € 1),

where Ly = {f : E > R: [, |f(z)[Pdz < co}.
Using the fact that p, is a convex modular on L );, we obtain the following results.

Theorem 2. The function p : w(Lyps) — [0, 00) given by

p(f) = sup — ZPM fr)

neN T kln

is a convex modular, where f = (fi) € w(Lay).

Theorem 3. The space
W (M, ®) = {f € w(Lnr) : p(Af) < 00, A > 0}

is a modular space.

Proof: Clearly, the space W (M, ®) is linear. Also, (w(Lyas))p = {f € w(Lyas) : limy_0 p(Af) = 0} C W (M, ®) holds. To prove the
inverse inclusion, choose f € W (M, ®) which means p(Af) < oo for some A > 0. By convexity of p, for |§| < 1, we have

«
lim p(af) = lim +p(Af)
This implies that f € (w(Laz))p- O

Since p is a modular, we can define the Luxemburg norm |||, on W (M, ®) as

1fllp = int{y >0 p (g) <1, e WR(M, D)},

Definition 5. Let (™) be a sequence in W (M, ®).
It is said to be p-convergent or modular convergent to f € W (M, @) if there exists X > 0 such that limp—s 00 p(A(f™ — f)) = 0.
It is said to be p-Cauchy if there exists A > 0 such that limn m—sco p(A(f™ — f™)) = 0.

Theorem 4. The space W (M, ®) is p-complete.

Theorem 5. The space W° (M, ®) is complete with the Luxemburg norm ||.| p.

Theorem 6. If the Orlicz function M satisfies Ao-condition, then the norm convergence and modular convergence are equivalent.
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Theorem 7. The space W (M, ®) is a closed subspace of W (M, ®).

Proof: 1t is clear that W (M, ®) is a linear subspace of W (M, ®). Now, let ( f ") be a convergent sequence in
W (M, @) for each m € N, then there exists f"* € Ljs and A > 0 such that lim,, = >k PR o (AR = f0")) =
convergent, then p(A(f™ — f)) — 0as m — oo for some f = (fi) € W (M, ®). Hence, we have

*ZSO )pm AL = fi)) —

k|n

. It follows that

sto Afr — 5) =

k|n
as n — oo which implies that f = (f) € W(M, ®). Thus the space W (M, ®) is closed.
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1 Introduction

In this study, we provide a meshfree algorithm for the numerical solution of Riesz fractional differential equation by taking advantageous of
radial basis function interpolation [5], [6]. The aim of this scheme is to acquire approximate solution of Riesz fractional differential equation
with RBF collocation method. Of course this approach would provide an insight the solution of more complex cases.

The remainder of this work is organized as follows: In Section 2, the conformable derivatives are summarised, along with the conformable
fractional calculus. In Section 3, the RBF interpolation method is reviewed while in Section 4 the numerical scheme of solving conformable
ordinary differential equation using meshfree method is introduced and we also review the RBF collocation technique. Numerical examples are
given in Section 5, while some conclusions are discussed in Section 6.

2 Conformable fractional calculus

In this manuscript, meshfree solution of Riesz fractional differential equation will be presented and tested via conformable fractional calculus.
More detail, conformable derivatives for o € (0,1] and ¢ € [0, 00) given by

. RGN B0 . o
D () (t) = lim ~———~——— D () (0) = imD* () (¢), M

e—0 ) t—0

provided the limits exist (for more detail see, [1]). If f is fully differentiable at ¢, then

l—aﬁ

GIOR

(t). 2)
A function § is ac—differentiable at a point ¢ > 0 if the limit in (1) exists and is finite. This yields the following consequences.

Theorem 1. Ler o € (0,1] and f, g be av—differentiable at a point t > 0. Then

1. D% (af 4+ bg) = aD< (f) + bD* (g) , for all a,b € R,

2. D (X\) = 0, for all constant functions f (t) = X,

3. D% (fg) = fD* (g) + vD* (f),

oo (1) - 00
g g
5. DX (t") = nt" "% foralln € R,

6. D* (fog) (t) =7 (g(t) D (q) (t) for f is differentiable at g(t).

)
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3 Meshless method
In this part, the basic facts of the meshless radial basis function interpolation are explained. Consider a function f : R? — R a real valued
function with d variables, which is to be approximated by Zy : RY — R, for given values f(x;) : i =1,2,--- ,n, wherex; : 1 =1,2,--- | n

is a set of distinct points in RY, named the center set X'
Then the approximation to the function f is of the form

N
Ix(x) =Y apme(llx — xg ), (©)
k=1

where 7, : R? — R is a univariate radial basis function. Then the interpolation condition can be constructed as Jx (Xm) = f(Xm), m =
1,2,--., N. Namely, the interpolation condition is

N
Zuka(”XHL_Xk”) :f(xm), m=12--- N 4)
k=1

In other words the system of matrix for interpolation condition can be written as

[Al{a} = {7} ®)
where the entries of the matrix A are A, ; = 7% (|[Xm — Xg||) such that m,k=1,2,--- N, a={ag,az,---, an}? and f=
{f1,f2,--- ,fn} . The interpolant of f(x) is unique if and only if the matrix X is non-singular. It has been discussed about sufficient conditions
for 7(r) to guarantee non-singularity of the a matrix [2], [3]

Well known radial basis functions are given below:
RBFs 7(r)

Piecewise Polynomial (R,) | ||, nodd

Thin Plate Spline (7'P.Sy,) |7|™In|r|, n even

Multiquadric (M Q) ViFr2
1
Inverse Multiquadric (I M [
uadie (IMQ) | s
. 1
Inverse Quadratic (1Q) T2
Gaussian (GA) e
Bessel (BE) Jo(2r)

4  Numerical approach

In this section, we provide a numerical scheme to solve Riesz fractional differential equation via meshless method. To begin with, consider the
following Riesz fractional differential equation [4],

Of(;, t) if(x,t)y zelo,n], te(0,T),

]c(‘rv 0) = f0($)7

f(ov t) = f(ﬂ—vt) =0,

where kq represents the dispersion coefficient and f(x,t) is a solute concentration. Let x; be equally spaced grid points in the interval
0 < z; <msuchthat1 <i < N,z; = 0and 2 = 7. Then by solving the equation w(z) = 7(2)A ™ for w(z) = (w(2))1<p<n, () =
(7(lz — zx]))1<k<n and XA = (7(|z; — zx]))1<i<N,1<k<n one can construct the Lagrange basis w1 (z), w1 (), -+ ,wpn () of the span
of the functions (7(|z — xx|))1<x<n- If © is a differential operator, and if the radial basis function 7 is sufficiently smooth to to allow
implementation of ®, the desired derivatives Dwy, of the Lagrange basis wj, come via solving (Dw)(z) = (D7)(z)A~L. So one can write the
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approximation solution as
N-1
flz,t) = > er(t)wr (@)
k=2

where ¢(t) = ¢ (t),2 < k < N — 1, which yields

Z

N-1 o
S Gh(twn(@) = —ka 3. sok@)(,ﬂ%wk(m, o1 (0) = fo(w),
k=2 k=2

Hence one obtain the following system of ordinary differential equation:

(o3

o' (t) = —ka {Ww * go(t)} ,(0) = Ap.

where
(8%

aa
w= 7%(”)}
O|z|™ [3|$|°‘ “ocicN—10<k<N-1

and

fo(@)

fO(.mN—l)

5 Numerical experiments

2<kE<N-1.

Now, in order to validate our approach, we present a numerical experiment which performed by MATLAB. Here, let consider the parameter
a=0.5ka =0.25,T7 = 0.4 and fo(z) = sin(m — 3z). In Figure, we present the numerical solutions of given fractional differential equations

by using the Gaussian RBF with ¢ = 1, and taking 101 discretization grids.

Fig. 1: f versus « using Gaussain RBF with € = 1 taking 101 discretization grids

6 Conclusion

In this article, we presented and tested the numerical solution of Riesz fractional differential equation with the help of meshless method.
Here, we benefit the radial basis functions (RBFs) interpolation method and conformable fractional calculus. We finally present the results of

numerical experimentation to show that presented algorithm provide successful consequences.
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Abstract: The main purpose of this article is to introduce new sequence spaces p (A(m)), Pe (A(m)) and pg (A(m)) which

are consisted by sequences whose m'" order differences are in the Pascal sequence spaces peo, pe and pg, respectively. Fur-
thermore, the bases of the new difference sequence spaces p. Al™) and PO (A(m)) , and the a-, 8- and «-duals of the new

difference sequence spaces poo (A(m)) ) Pe (A(m)) and pg (A(m)) have been determined. Finally, necessary and sufficient con-

ditions on an infinite matrix belonging to the classes (p. (A(m)) : o) and (pe (A(m)) : ¢) are obtained.

Keywords: Difference operator of order m, Matrix mappings, Pascal difference sequence spaces, a-, 5- and ~-duals.

1 Introduction

By w, we shall denote the space of all real or complex valued sequences. Any vector subspace of w is called as a sequence space. We shall
write [0, ¢ and cq for the spaces of all bounded, convergent and null sequences, respectively. Also by bs, cs and [; we denote the spaces of all
bounded, convergent and absolutely convergent series, respectively.

Let X, Y be any two sequence spaces and A = (a,j) be an infinite matrix of real or complex numbers a,j, where n, k € N. Then,
the matrix A defines a transformation from X into Y and we denote it by A : X — Y, if for every sequence z = (z) € X the sequence
Az = {(Azx)n}, the A-transform of z, is in Y, where

(Az), = Zankl’k ey
%

for each n € N. For simplicity in notation, here and in what follows, the summation without limits runs from 0 to co. By (X : V'), we denote
the class of all matrices A such that A : X — Y. Thus A € (X :Y) if and only if the series on the right side of (1) converges for eachn € N
and every « € X, and we have Az = {(Az),} € Y forallz € X.

In the study on the sequence spaces, there are some basic approaches which are determination of topologies, matrix mapping and inclusions
of sequence spaces [2]. These methods are applied to study the matrix domain X 4 of an infinite matrix A in a sequence space X is defined by

Xpg={z=(2) ew: Az € X},

which is a sequence space. Although in the most cases the new sequence space X 4 generated by the limitation matrix A from a sequence space
X is the expansion or the contraction of the original space X, in some cases it may be observed that those spaces overlap. Indeed, one can
easily see that the inclusions Xg C X and X C X, strictly hold for X € {ls, ¢, co} [1]. Especially, the sequence spaces and the difference
operator which are special cases for the matrix A have been studied extensively via the methods mentioned above.

Define the difference matrices A = (6,,,) by

s ) -1k <),
nk = 0, 0<n—1orn>k),

foreach k,n € N.

In the literature, the difference sequence spaces loc (A) = {z = (2x) € w: Az Eloc}, ¢ (A) ={z = (zx) €Ew : Az € c}and ¢y (A) =
{z = (z) € w: Az € ¢o} are first defined by Kizmaz [3]. Difference sequence spaces have been defined and studied by various authors
[9]-[20]. The idea of difference sequences was generalized by Et and Colak [9] and Murseelan [10]. Let A denotes one of the sequence
spaces loo, ¢, and cg. They defined the sequence spaces A (A(m) ={z=(z) ew: Al g e A}, where m € N and (A(m)x) =

n
m

> (fl)i(T)xk_i. The operator A™) : w — w is defined by (A(l)x) = (xp — Tp41) and Al g = (A(l)x) o (A(mfl)x) (m >
i=0 k k k
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2). Throughout the article, we shall use the convention that a term with a negative subscript is equal to naught. Also throughout this work, by
F and K, respectively, we shall denote the collection of all finite subsets of V.
Let P denote the Pascal means defined by the Pascal matrix [4] is defined by

P:[pnk]:{ (n— —n)— ,(n,k’GN)

and the inverse of Pascal’s matrix P, = (p,,) is given by

n—k( n
Py = { VT QSRS ke ),

There is some interesting properties of Pascal matrix. For example; we can form three types of matrices: symmetric, lower triangular, and
upper triangular, for any integer n > 0. The symmetric Pascal matrix of order n is defined by

i+j—2

it ),fori,j:1,2,....,n, 2)

Sn = (si5) = (

we can define the lower triangular Pascal matrix of order n by

i—1
' 0 <)
Lo = (L) = (3—1)7( J 3
n = i) { 0, (j >1) ’ @
and the upper triangular Pascal matrix of order n is defined by
ITH0<i<y)
U, = (u::) = (271)7( Sr2J) 4
n = ) { 0, (j >1) @

We notice that Uy, = (Ly )7, for any positive integer n.

i. Let S5, be the symmetric Pascal matrix of order n defined by (2), Ly, be the lower triangular Pascal matrix of order n defined by (3), and
Un, be the upper triangular Pascal matrix of order n defined by (4), then S, = L, Uy, and det(Spn) = 1 [5].

ii. Let A and B be n X n matrices. We say that A is similar to B if there is an invertible n X n matrix P such that

P'AP = B6].

iii. Let S;, be the symmetric Pascal matrix of order n defined by (2), then Sy, is similar to its inverse .S, 1 [5].

iv. Let Ly, be the lower triangular Pascal matrix of order n defined by (3), then L,, L= ((=1)" 1) [71.

Recently Polat [8] has defined the Pascal sequence spaces pc, pc and pg like as follows:

< oo} |

n
n—=k
k=0
n
= = : lim " T}, exists
Pe = xf(mk)ewnﬁoo ’I’L—k} k )
k=0
n
=Sz =(z3) €w: lim " V=0
Po r k 'n—>ook_0 n—k k ’

In the present paper, we define Pascal difference sequence spaces poo (A(m)) , Pe (A(m)> and po (A(m)) which consist of all sequences

n

poo—{x—(mk)Ew:sup
and

whose m*" order differences are in the Pascal sequence spaces Poo, pc and pg, respectively. Furthermore, the Schauder bases of the sequence
spaces pc (A(m)) and pg (A(m)), and the a-, 8- and - duals of the sequence spaces poo (A(m)), Pe (A(m)) and pg (A(m)) have been

determined. The last section of the article is devoted to the characterization of some matrix mappings on the sequence space pc A(m)).

2 New Pascal difference sequence spaces of order m

The triangle matrix A™) = (67(5;)) is defined by
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s(m) _ (—1)”_k ((nTk)) , (max{0,n —m} <k <n),
nk 0, (0 <k < max{0,n —m}orn > k),

for all kK, n € N and for any fixed m € IN. Using this matrix, we introduce the sequence spaces poo (A(m)), Pe (A(m)) and pg (A(m)) as

the set of all sequences such that AU™)_transforms of them are in the Pascal sequence spaces poc, Pe and pg, respectively, that is,
Poo (A(m)) = {m = (xg) Ew: Ay e poo},
Pe ( A(m))

{m = (zp) Ew: Ay e pc} ,

and
Do (A(m)> = {ac = (zg) Ew: Ay ¢ po}.

Define the sequence y = {yy }, which is frequently used, as the H- transform of a sequence z = (xy), i.e.,

yn = (Hz)pn = Y (n " k) > (-1 (T) Th—i Q)

k=0 i=0

U U

for each n, m € N. Here by H, we denote the matrix H = PAM) = (hpp ) defined by

n( i i—k(m
hy e = { iZ:k (L) D7), (0<k<n) (n,k € N).
0, (k> n)

It can be easily shown that poo (A(m)) , Pe (A(m)) and pg (A(m)) are normed linear spaces by the following norm:

S

Theorem 1. The sequence spaces poo (A(m)), De (A(m)) and pg (A(m)) are Banach spaces with the norm (6).

[zlla = l[Hzllo = sup
n

6)

Proof: Let {:rz} be any Cauchy sequence in the space poo (A(m)), where {1:1 = {x}c} = {a:é, xli, } € Poo (A(m)) for each i € N.

k

Then, for a given € > 0 there exists a positive integer Ng (&) such that ’ xy — A < gforall k, n > Ny(e). Hence

|H (ot — )

<e

for all k, n > Np(e) and for each ¢ € N. Therefore, {(Hx)f} = {(ng:)gJ , (Hoc)z1 , (Hx)? , } is a Cauchy sequence of real numbers for
every fixed ¢ € N. Since the set of real numbers R is complete, it converges, say

lim (Hxi);C — (Hz)p
1—> 00

for each k € N. So, we have

lim ‘H(zf —x?)‘ = ’H(mf —xz;)| <e

n—oQ

for each k > No(e). This implies that ka - CL‘HA < efork > No(e), thatis, z° — x as i — oc.

2o

Now, we must show that z € peo (A(m)>. We have

lzlla = lHz|y = sup
n
< sup‘H(x?c —xk)’ +sup’Hx2‘
n n
< ‘xifa:HA+‘PA(m)m§€ < 00

for all 4 € N. This implies that z = (x;) € poo (A(m)). Therefore poo (A(m)) is a Banach space. It can be shown that p. (A(™)) and
Do (A(m)) are closed subspaces of poo (A(m)), which leads us to the consequence that the spaces pc (A(m)) and po (A(m)) are also
Banach spaces with the norm (6). Furthermore, since poo (A(m)) is a Banach space with continuous coordinates, i.e., P(ask — as)HA —

0 implies ‘H(:cf —x;)

— 0 for all, it is a BK -space. ]
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3 The bases of sequence spaces p.(A™)) and p,(A™)

In this section, we shall give the Schauder bases for the spaces pc(A(m)) and po(A(m)). First we define the Schauder bases. A sequence

{b(k ) }k in a normed sequence space X is called a Schauder bases (or briefly bases), if for every 2 € X there is a unique sequence (A ) of
€

scalars such that

lim ||z — (Aozo + A121 + ... + Anzn)|| = 0.
n—oo

Theorem 2. Define the sequence p(k) = {b%k)} N of the elements of the space pQ(A(m))for every fixed k € N by
ne
(k) - 0(n<k)
U= E RS EDTH L) (2 k) @
=

Then, the following assertions are true:
i. The sequence {b(k) }k N is bases for the space pg (A(m)) and for any x € pg (A(m)> has a unique representation of the form
€

T = Z (Hzx) (k).

k

ii. The set {t, b(l)7 b(2), } is a basis for the space pc (A(m)) and for any x € pc (A(m)> has a unique representation of form

x—lt-l-z Hz), b(k)

where t = {tn} = Zozk( ) (DR, (m,neN),l:kli{r;o(Hm)kandH:PA(m).

Theorem 3. The sequence spaces poo (A(m)), Pe ( m)) and pg (A(m)) are linearly isomorphic to the spaces l~o, ¢ and cq respectively,

i.e., Poo (A(m)) >, Pe ( (m)) ~ ¢ and py (A(m)) co.

Proof: To prove the fact pg (A(m)> 2 ¢p, we should show the existence of a linear bijection between the spaces pg (A) and cg. Consider the

transformation T defined, with the notation (5), from pg Al o co by x — y = T'x. The linearity of T is clear. Further, it is trivial that
2 = 0 whenever T'z = 0 and hence T is injective. Let y € cp and define the sequence © = {xn} by

=3 [znj <m i 1) (—1) (Z ! k)] i ®)

for each m, n € N. Then,

= Jim > [Z (Z j k) (=" (z mk)] o = im yn =0

k=0 Li=k
Thus, we have that x € pg (A(m)) . Consequently, T is surjective and is norm preserving. Hence, T is a linear bijection which implies that the

spaces pg (A(m)) and cg are linearly isomorphic. In the same way, it can be shown that poo (A(m)) and p. (A(m)) are linearly isomorphic
to loo and c, respectively, and so we omit the detail. ]

4  The a-, 5- and y- duals of the sequence spaces p.. (A™), p. (A™) and p, (A™)

In this section, we state and prove the theorems determining the a-, 8- and 7y- duals of Pascal difference sequence spaces poo (A(m)),

Pe (A(m)) and po (A(m)) . For the sequence spaces A and (. , define the set S (A, i) by

S\ p) ={z=(z) Ew:zz= (zpz) € p forallz € \}. )
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The a-, 8- and - duals of a sequence space )\, which are respectively denoted by A<, M and \7 are defined
2 =S (A1), A =S (A es) and AT = S (), bs).

We shall begin with some lemmas due to Stieglitz and Tietz [21] that are needed in proving (4)-(6).
Lemma 1. A € (cg : 1) if and only if

Is(lé%; Z Apk| < 00. (10)

keK
Lemma 2. A € (¢ : ¢) if and only if
strllp; lank| < oo, (11)
nlgmmank —ap =0. (12)
Lemma 3. A € (¢ : loo) if and only if
Sl’rleZ lank| < oo. (13)
k

Theorem 4. Let a = (ag) € w and the matrix B = (byy,) by
bk = EZZ("Vﬁﬁi?_l)(—4Ji_k(ifk)an:(0 <k<n)
= =
" 0, (k> n)
forallm, n € N. Then the «- dual of the spaces poo (A(m)), Pe (A(m)) and pg (A(m)) is the set

D=<{a=(an) €w: supz ank < oo

o

Proof: Let a = (an) € w and consider the matrix B whose rows are the products of the rows of the matrix H -1 (PA(m))_

(A(m))71P71 and sequence a = (an ). Bearing in mind the relation (5), we immediately derive that

antn =y {Z (m +:__Z - 1) (- " <Z _Z k:) an] vk = Y bukyr = (By), (14)

k=0 Li=k k=1

m,n € N, we therefore observe Lemma 1 and by (14) that ax = (anxn) € l; whenever z € poo (A(m)) , Pe (A(m)) and po A if and
« « «
only if By € I} whenever y = (yi) € loo, ¢ and cg. This means that a = (an) € [poo (A(m))] , [pc (A(m)>] and [pg (A(m)>]

[0

if and only if By € ([poo (A(m))]a 1), ([ o0 (A(m)>]a :11) and ([poo (A(m))] :11) which yields the consequence that
N N T T :
Theorem 5. Ler a = (a) € w and the matrix C = (cpy) by
w1 5 LE_Z (e ‘1><—1>j"“<j1'f)} wOskE
0, (k >n)

and define the sets c1, ca, c3 and cyq by

C1

a=(ap) €w:su c <00,
o= o) cwsomp S e <o}

k

C2

o = oz ew i St = 3 el .

a=(ar) € w: lm cyy, exists foreach k € N,
n—roo

and

© CPOST 2019 101



= {a = (a) Ew: nl;moo chk exlsls}
Then [poo (A(m))] B, [pc (A(m))] g and [po (A(m))] ’ is co Nc3, c1 Necg Neq and cq N ey, respectively.

Proof: We only give the proof the space pg (A(m)). Since the rest of the proof can be obtained by the same way for the spaces pc (A(m))
and poo (A(m)). Consider the equation

n k k . .
Sapmp = D> Z<m+:__;_1>(1)ji<j]_i> aryi (15)
k=1 j=1

I
NE
NE

/N
3
+

S s

b

<L
|
—

~—
|

—_
e

|
>
~—
<
| <
B
~_
£
<
ES

Thus , we deduce from Lemma 2 and (15) that ax = (agxy) € cs whenever x = () € ho (A(m)) if and only if C'y € ¢ whenever y =
B
(yr) € co. That is to say that a = (ag) € [po (A(m) ] if and only if C' € (¢g : ¢) which yields us [pg (A(m))]’g = c¢1 N cy. The - dual

of the sequence spaces [pc (A(m))] and [poo (A(m))] may be obtained in the similiar way, we omit their proofs. O

Theorem 6. The - dual of the spaces po (A(m)), De (A(m)) and po (A(m)) is the set c1.

Proof: This may be obtained in the similiar way used in the prof of Theorem (5) together with Lemma 3 instead of Lemma 2. So, we omit the
detail. |

5 Matrix transformations on the sequence space p. (A™)
We shall write throughout for brevity that

ank—z <m+n J—1>( 1)j—k<jzk>anj,

and
(m+n 7—1 ; 7
g :§ —J- _1)—k ,
Ink e ( n— ,] )( ) (] _ k‘) Qp 5

for all m, n, s € N.
In this section, we give the characterization of the classes (pc (A(m)) : loo) and (hc (A(m)) : c). Following theorems can be proved
using standart methods, we omit the detail.

Theorem 7. A € (pc (A(m)) : loo) if and only if

sup > [gnk| < oo, (16)
"ok
nli)moo ; Jnk exists for all m € N, (17)
sup Z |Gank| < oo, (n € N), (18)
neN
and

lim G, exists foralln € N. (19)

n—roo
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Theorem 8. A € (pc (A(m)) : c) if and only if (16)-(19) hold, and

6
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