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A B S T R A C T  A R T I C L E  I N F O   

Emulsion type liquid membrane process is a new and effective method for separation of 
mixtures with applications in the nuclear industry, hydrometallurgy and wastewater treatment. 
The emulsified liquid membrane is made by forming an emulsion of two immiscible phases and 
then dispersing the emulsion in a third phase (i.e. continuous or feed phase). Phenol is mainly 
found in the wastewaters of such industries as petroleum refineries and petrochemicals. In 
addition phenol is also contained in the wastewaters of industries of resins, explosives, paper, 
plastics, glass and rubbers. Numerous solvent extraction techniques using various ligands are 
also used as commercial in such processes as hydrometallurgy and wastewater treatment. 
However one of the disadvantage of solvent extraction is the necessity of solvents and ligands 
of large quantities. Water-oil-water (W/O/W) type of liquid membrane system provides 
excellent separation techniques and thus this causes a substantial reduction in the amount of 
ligands and solvents, Liquid membrane phase consist of a surfactant (Span 80) and solvent 
(kerosene). In this study the most important parameters that provide the extraction of phenol 
from aqueous solutions and their effect on extraction efficiency were examined by liquid 
membrane process. These parameters are determined to be as membrane viscosity, treatment 
ratio (feed volume/emulsion volume), surfactant concentration, feed concentration and pH, 
mixing speed and phase ratio (stripping solution volume / membrane volume). The phenol was 
extracted from the aqueous feed solutions in which phenol concentration ranged from 100 to 
550 mg/L. Optimum parameters were found to be as: pH = 4; phase ratio, ϕ = 1; mixing speed 
(300 rpm); 3 % Span 80 and 2 % NaOH. Under the suitable conditions, about 96 % of the phenol 
in the feed solutions could be removed from the solution It has been possible that the phenol 
concentration were reduced from 550 mg/L to 5-10 mg/L within two minutes. 
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1. Introduction 

Phenol and its derivatives are used as raw materials for 
manufacturing a wide variety of useful chemicals including 
coal gasification, petrochemical, wood products, paints, dyes, 
polymers, pharmaceuticals and pesticides. The discharges 
from oil refineries and coal conversion processes are also rich 
in these contaminants. They are released in industrial 
wastewater and domestic water, and may directly or indirectly 
cause serious health and odour problems. As a result, phenols 
and phenolic compounds are prevalent industrial effluents and 
major source of water pollution. Therefore, both US 
Environmental Protection Agency (EPA) and the European 
Union (EU) directive number 80/778/EC consider phenol as a 
priority pollutant [1-4]. Most of the overall world production 

of phenol, which was 7.78x106 tons in 2001, is related to the 
production of  bisphenol A (39%), phenolic resins (27%), and 
the others [5].  
 
The various techniques available for the treatment of phenolic 
effluents can be subdivided into two main categories: 
destruction and recovery methods.  Among the destruction 
methods, there are biological treatments [7-8], incineration, 
ozonisation in the presence of UV radiation, and oxidation 
with wet air [6]. Treatment times with chemical or biological 
methods may be quite high and total mineralization of the 
effluent stream may not be possible. Existing wastewater 
treatment methods such as adsorption on activated carbon and 
chemical oxidation suffer from limitations, such as limited 
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applicability and low efficiency, hence imparting the need 
research into alternative treatment techniques such as 
membrane processes[13]. On the other hand, recovery 
methods include liquid-liquid extraction [3,9], ionic exchange 
with resins [10]. Solvent extraction is the most often used 
technique to recover phenol (pKa =10.0) in its neutral form 
[11]. This method requires expensive and hazardous organic 
solvents, which are undesirable for health and environment 
[12]. 
 
Development of new low-cost processes capable to substitute 
existing separation and purification technologies is a 
challenging task. Membrane technologies is used in many 
industrial sectors as important alternative to the classical 
separation and purification processes. The emulsion liquid 
membrane (ELM) technique has been regarded as an advance 
in relation to solvent extraction for separating and 
concentrating metal ions from aqueous dilute solutions. In this 
respect, liquid membranes have shown a great potential, 
especially in cases where solute concentrations are relatively 
low and other techniques cannot be applied efficiently since 
they combine the process of extraction and stripping in a 
single unit operation. The extraction chemistry is basically the 
same as that in solvent extraction, but the transport is governed 
by kinetics rather than equilibrium parameters, that is, it is 
governed by a non-equilibrium mass transfer. Moreover, the 
large specific interfacial areas associated with ELMs result in 
higher permeation rates, which together with the reaction 
rather than equilibrium restrain, enable the achievement of 
higher solute concentrations in fewer separation stages, 
maintaining the high selectivity of solvent extraction [14]. 
Several studies have reported the extraction of phenols by 
emulsion liquid membranes [13,15-18]  and by supported 
liquid membranes [2-3,12]. 
 
In this study the most important parameters that provide the 
extraction of phenol from aqueous solutions and their effect 
on extraction efficiency were examined by liquid membrane 
process. These parameters are determined to be as membrane 
viscosity, treatment ratio (feed volume / emulsion volume), 
surfactant concentration, feed concentration and pH, mixing 
speed and phase ratio (stripping solution volume/membrane 
volume).. 

2. Experimental  

2.1 Chemicals 

Surface active reagent sorbitan monooleate (Span 80, Fluka), 
petroleum fractions (kerosene, Tupras, Turkiye), stripping 
solution (NaOH, Merck), 4-aminoantipyrine, K3Fe (CN)6, 
K2HPO4 and NH3 (all being Merck)  for phenol analysis  were 
used. All salts and reagents were of  analytical  grade and used 
for without further purification. 

2.2 Experimental Procedure 

The liquid membrane phase is composed of a surfactant (Span 
80) and a solvent. The surfactant is a sorbitanmonooleate 
which is commercially known as Span 80. The solvent is a 
commercial kerosene, obtained from Tupras Corp., Turkiye 
(density 830 kg/m3 and viscosity 1.6 mPa.s at 20 oC). Batch 
extraction experiments of phenol were conducted in a 600 
mL-glass beaker, stirred vessel with four Teflon-coated baffle 
plates. A Teflon turbine impeller was used. Phenol stock 
solutions were prepared by dissolving analytical grade phenol, 
purchased from Merck, in double-disttilled water. Various 
feed solutions were prepared by diluting the stock solutions as 
desired. 
 
The extraction of phenol using emulsion type of liquid 
membrane (ELM) involves three steps, namely preparation of 
ELM, extraction of the solute (phenol) from the feed solution 
by contacting the emulsion, and separation of liquid emulsion 
from external phase by settling, as shown in Fig. 1.  
 
Sodium hydroxide solutions were used for strip phase. Feed 
mixture was prepared from the stock solution of phenol.  The 
buffer soution was essential for phenol extraction to maintain 
the desired feed pH, which was very critical. Unless otherwise 
stated, pH of feed solution, mixing speed and volume ratio of 
strip phase/membrane phase/feed phase (Vs/Vm/VF) were kept 
constant. The 25-mL of strip was added dropwise to the 25 to 
30 mL-membrane phase, stirred at 1900 for the period of 20 
minutes and passed through a burette in about 8 minutes. The 
prepared W/O emulsion was immediately dispersed into a 
500-mL feed solution.  The uptake of phenol was monitored 
by removing 1-2 mL of samples of the feed phase periodically 
for analysis with a UV-VIS spectrophotometer (Shimadzu, 
Japan). All the extraction experiments were carried out 
batchwise and at the ambient temperature of 20±1 oC. The 
aqueous phase pH measurements were determined with a pH 
meter (Thermo Scientific Inc., Eutech 150 & 450 Series, 
Singapore).   

 
Figure 1. The preparation of a W-O-W type of emulsion liquid 
membrane 
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2.3. Determination of phenol concentration 

The determination of phenol was determined according to the 
method of  Annadurai et al. (19), based on rapid condensation 
with 4-aminoantipyrine (4-AAP) followed by oxidation with 
alkaline potassium ferricyanide giving red color detected UV-
Vis spectrophotometer at 510 nm wavelength. The reaction is 
as follows: 
 

H3 CN

CC NH2

C

C

C6H5

N

O OH
K3Fe(CN)6

H3

H3

H3

C6H5

N
CN

CC N

C

C

O

O

Phenol 4-AAP  dye

+

4-AAP  

(1) 

 
In order not to be a color change in the solution, the phenol 
samples have to be read within 30 minutes. The 2-mL samples 
taken are diluted to 100 mL in volumetric flasks, before the 
2.5 mL of 0.50 M NH4OH solution is added to each of  the 
flasks, and pH of the solution is adjusted to 7.9 ∓ 0.1 using a 
phosphate buffer. 1 mL of 4-aminoantipyrine solution is 
added to all samples and is well mixed. 15 minutes later, 
absorbances of all the samples are measured by a UV-Vis 
spectrophotometer at 510 nm wavelength against the blank. 
Before the measurements are taken, the spectrophotometer is 
calibrated using standard phenol solutions and the obtained 
relation is given by Eqn. (2) as 
 

𝑦𝑦 = 7.962𝑥𝑥 + 0.1388 (2) 
 
where 𝑦𝑦: phenol concentration, mg/L, and 𝑥𝑥: absorbance of 
sample. 

3. Results and discussion 

3.1. Effect of surfactant concentration 

The effect of surfactant concentration on the behavior of the 
rate extraction and phenol removal was studied in the range of 
1 through 3 wt % Span 80, as shown in Fig. 2. From 2, the 
percentage removal of phenol in 5 min increased from 89.4 to 
96.2 % with an increase in the Span 80 from 1 to 3 wt %. After 
5 min, as the time increased the membrane stability tended to 
slightly decreased, as a result the emulsion stability increases 
as the surfactant concentration increases. 

Figure 2. Effect of surfactant (Span 80) on the rate of extraction 
(Feed conc.: 565.4 mg/L; strip solution: 25 mL 2 wt % NaOH; 
treatment ratio (VF/VE): 5/1; phase ratio: 1/1; pH: 4; mixing speed: 
400 min-1) 

3.2. Effect of mixing speed 

To investigate the mixing speed on removal of phenol the 
mixing speed increased from 300 to 400 min-1, as shown in 
Fig. 3. It is observed from Fig. 3 that mixing speed at 300 min-

1 provides maximum removal of phenol with higher emulsion 
stability. From Fig. 3, initially, that is, in the first 5 min the 
percentage of phenol removal slightly increases, but later 
there is a notable increase in the extraction efficiency.  The 
reason for that might be, with an increase in the mixing speed 
relatively smaller emulsion globules may have formed, and 
thus the phenol removal rate or mass transfer increases. 
However, after 15 min, the emulsion globules tend to break 
up, and as a result the extraction efficiency decreases.  
 

Figure 3. Effect of mixing speed on the rate of extraction (Feed 
conc.: 548.8 mg/L; surfactant conc.: 3 wt % Span 80; strip solution: 
25 mL 2 wt % NaOH; treatment ratio (VF/VE): 5/1; phase ratio: 1/1; 
pH: 4) 
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3.3. Effect of external solution pH 

The effect of external phase pH on removal rate of phenol was 
studied in the range of 2 through 6, as shown in Fig. 4. From 
Fig. 4, it is clearly evident that the most favorable case was 
obtained at pH 4, adjusted by concentrated hydrochloric acid. 
Similar behavior was also experienced and reported elsewhere 
(18). However, at pH 4 when the pH adjustment was made by 
H2SO4 instead of HCl, the percentage of phenol removal 
significantly deteriorated. At pH 4, the removal efficiency of 
phenol remained to be constant between 10 and 20 min, being 
about 95 %. 

Figure 4. Effect of external phase pH (Feed conc.: 542 mg/L; 
surfactant conc.: 3 wt % Span 80; strip solution: 25 mL 2 wt % 
NaOH; mixing speed: 300 min-1; treatment ratio (VF/VE): 5/1; phase 
ratio: 1/1; Note: pH 4* was adjusted using concentrated H2SO4) 

3.4. Effect of treatment ratio 

The effect of external phase to emulsion volume ratio 
(treatment ratio) in the range from 4 to 7 was studied on the 
removal of phenol and emulsion stability, and the results are 
indicated in Fig. 5. With an increase in the treatment ratio from 
4 to 7 (v/v), decrease in removal of phenol from 96.0 to 89 in 
the first 5 min. From Fig. 5, if the phenol removals for three 
treatment ratios in 5 min are compared, the phenol extraction 
efficiency decreased from 96.0 to 89.6 %. However, the 
membrane stability tends to break up and deteriorates as time 
as the time goes on. 
 

Figure 5. Effect of treatment ratio on the rate of extraction (Feed 
conc.: 500 mg/L; surfactant conc.: 3 wt % Span 80; strip solution: 
25 mL 2 wt % NaOH; mixing speed: 300 min-1; phase ratio: 1/1; pH: 
4) 

3.5. Effect of phase ratio (Vs/Vm) 

The effect of internal to membrane phase volume ratio, on 
removal of phenol and emulsion stability was studied 
experimentally in the range of 0.8 to 1.4, as shown in Fig. 6. 
As seen from Fig. 6, the best phase ratio was obtained at 
ϕ=1.0. The percentage removal of phenol increased from 95.3 
to 92.6 %, as the ratio increased from 0.8 to 1.4 in the first 5 
min. At the phase ratio of 1.0, the percentage of phenol 
removal from 5 to 20 min gradually decreases. 

Figure 6. Effect of phase ratio on the rate of extraction (Feed conc.: 
542.4 mg/L; surfactant conc.: 3 wt % Span 80; strip solution: 25 mL 
2 wt % NaOH; mixing speed: 300 min-1; treatment ratio (VF/VE): 5/1; 
phase ratio: 1/1; pH: 4) 

3.6. Effect of strip solution concentration 

The rol of stripping agent in strip phase in phenol removal was 
investigated in the concentration range from 0.5 through 2 wt 
% NaOH, and the results obtained are given in Fig. 7. As 
observed from Fig. 7, the percentage removal of phenol 
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increased from 91.2 to 96.6 % in 15 min. NaOH in the strip 
solution gives the following reaction: 
 

𝐶𝐶6𝐻𝐻5𝑂𝑂𝐻𝐻  +   𝑁𝑁𝑁𝑁𝑂𝑂𝐻𝐻 →  𝐶𝐶6𝐻𝐻5𝑂𝑂𝑁𝑁𝑁𝑁 + 𝐻𝐻2𝑂𝑂 (3) 
 
The reaction prevents the phenol from returning to the feed 
solution through the membrane phase. 2 % strip solution of 
NaOH was found to be more appropriate for the phenol 
extraction.  

Figure 7. Effect of strip solution (NaOH) on the rate of extraction 
(Feed conc.: 550 mg/L; surfactant conc.: 3 wt % Span 80; mixing 
speed: 300 min-1; treatment ratio (VF/VE): 5/1; phase ratio: 1/1; pH: 
4) 

3.7. Effect of external solution concentration 

Effect of initial phenol concentration in the feed solution on 
the extent of extraction is shown in Fig. 8, using the optimum 
parameters. The phenol concentration in the external or feed 
phase ranging from 100 to 550 mg/L is presented in Fig. 8. In 
5 min, the percentage of phenol removal from 100 through 550 
mg/L of the external phase concentrations is about 96.0 %. As 
the time passes from 5 to 20 min, the phenol removal 
decreases down to about 90 %. 

Figure 8. Effect of initial phenol concentration in the external phase 
(Feed concs.: 100-550 mg/L; surfactant conc.: 3 wt % Span 80; 
mixing speed: 300 min-1; strip solution: 25 mL 2 wt %  NaOH; 
treatment ratio (VF/VE): 5/1; phase ratio: 1/1; pH: 4) 

4. Conclusion 

Removal of phenol from aqueous solutions, containing 550 
mg/L phenol, using an emulsion liquid membrane (ELM) was 
investigated. EML consisted of surfactant Span 80, and 
diluent kerosene of a petroleum fraction, NaOH solutions was 
used as strip phase. Such parameters as surfactant (Span 80) 
concentration, feed solution pH and concentration, mixing 
speed, treatment ratio, internal phase ratio, and strip phase 
concentration were studied and from this study following 
conclusions could be drawn: 
 
1. As the surfactant concentration increased from 1 to 3 wt %, 
the membrane stability increased, as a result extraction 
efficiency also raised. 
 
2. As the mixing speed increased from 300 to 400 rpm, the 
extraction efficiency in the first 5 minutes increased, but later 
due to the breakages of the emulsion globules, the membrane 
stability was reduced, as a result the efficiency decreased. 
 
3. As the feed solution pH increased from 2 to 6, the extraction 
efficiency also increased, pH 4 gave the highest efficiency, 
that is, feed solution pH is of great significance.  
 
4. As the treatment ratio (VF/VE), that is the ratio of feed 
volume to emulsion volume, increased from 4/1 to 7/1, the 
extraction efficiency decreased from 96 % to 89.6 %. 
 
5. As the phase ratio ϕ (Vs/Vm), that is, the ratio of strip phase  
volume to membrane volume, increased from 0.8  to 1.4, the 
highest efficiency was obtained at  ϕ = 1, being  90 %. 
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6. As the strip solution (NaOH) concentration increased from 
0.5 to 2 %, the highest extraction efficiency was obtained at 2 
wt % of NaOH concentration. 
 
7. The optimum conditions, from examining the experimental 
parameters, were as follows : 

• Diluent: Petroleum fraction kerosene 
• Surfactant: 3 wt % Span 80 
• Feed solution pH: 4.0. 
• Strip phase concentration: 2 wt % NaOH 
• Treatment ratio : 4 
• Phase ratio ϕ (Vs/Vm): 1.0  
• Mixing speed : 300 min-1 

 
8. At the optimum conditions,  as the phenol concentration in 
feed phase increased from 108 mg/L to 550 mg/L, the 
extraction efficiency in this direction decreased. However, for 
542.4 mg/L of phenol concentration, 95.5 % of phenol  was 
extracted in 5 minutes, for 108.5 mg/L of  phenol feed 
concentration, 96.5 % of phenol was removed or extracted 
from the feed solution in 5 minutes. 
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A B S T R A C T  A R T I C L E  I N F O   

This study was compiled from the results of various researches performed on using diethyl ether 
as a fuel or fuel additive in diesel engines. Three different techniques are used for the reduction 
of the harmful exhaust emissions of diesel engines. The first technique for the reduction of 
harmful emissions is improved the combustion by modification of engine design and fuel 
injection system, but this process is expensive and time consuming. The second technique is the 
using various exhaust gas devices like catalytic converter and diesel particulate filter. However, 
the use of these devices affects negatively diesel engine performance. The final technique to 
reduce emissions and also improve diesel engine performance is the use of various alternative 
fuels or fuel additives. The major pollutants of diesel engines are oxide of nitrogen (NOx) and 
smoke or particulate matter (PM). It is very difficult to reduce NOx and PM simultaneously in 
practice. Most of the researchers declare that the best way to reduce is the use of various 
alternative fuels i.e. natural gas, biogas, biodiesel or using the additives with alternative fuels or 
conventional diesel fuel. Therefore, it is very important that the results of various studies on 
alternative fuels or fuel additives are evaluated together to practice applications. Especially, this 
study focus on the use of diethyl ether in diesel engines as fuel or fuel additive in various diesel 
engine fuels. This review study investigates the effects of diethyl ether addition on the smoke 
and PM emissions. 
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1. Introduction 

Diesel engines are widely used in both light and heavy-duty 
vehicles [1]. They are reliable, robust and the most efficient 
internal combustion engines [2]. However, diesel engines are 
suffer form their high emission drawbacks like particulate 
matters (PM), total gaseous hydrocarbons (THC), nitrogen 
oxides (NOx), sulfur oxides (SOx) and smoke [3, 4]. It is 
seemed that the most suitable way to reduce of these 
emissions is the using of alternative fuels made from 
renewable sources instead of the commercial fuels [5]. 
However, complete replacement of fossil fuels with 
renewable alternative fuels will require to a comprehensive 
modification of the engine hardware and their combustion in 
the engine results in operational and technical limitations [6]. 
The fuel side modification techniques such as blending, 
emulsification and oxygenation are the easy way for emission 
reduction without any modification on the engine hardware. 
Modification of diesel fuel to reduce exhaust emission can be 
performed by increasing the cetane number, reducing fuel 
sulphur, reducing aromatic content, increasing fuel volatility 
and decreasing the fuel density to have the compromise 

between engine performance and engine out emissions, one 
such change has been the possibility of using diesel fuels with 
oxygenates [7]. Among different alternative fuels, 
oxygenated fuel is a kind of alternative fuel. Diethylene 
glycol dimethyl ether (DGM), dimethoxy methane (DMM), 
dimethyl ether (DME), methyl tertiary butyl ether (MTBE), 
dibutyl ether (DBE), dimethyl carbonate (DMC), methanol, 
ethanol and diethyl ether (DEE) have played their role to 
reduce diesel emissions [7, 8, 9]. These fuels can either be 
used as a blend with conventional diesel fuel or pure. These 
additives can also be used in combination with biodiesel [10]. 
The presence of oxygen in the fuel molecular structure plays 
an important role to reduce PM and other harmful emissions 
from diesel engines. However, NOx emissions can be reduced 
in some cases and be increased depending on the engine 
operating conditions [11, 12]. Especially, DEE is a suitable 
fuel for diesel engines due to it is a cetane improver besides 
an oxygenated fuel [13]. Therefore, this review study is 
devoted to use of DEE in diesel engines as fuel or fuel 
additive in various diesel engine fuels. 
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2. Properties of diethyl ether 

Diethyl ether is the simplest ether expressed by its chemical 
formula CH3CH2-O-CH2CH3, consisting of two ethyl groups 
bonded to a central oxygen atom as seen in Fig. 1. 
 

 
Figure 1. Diethyl ether chemical structure [3] 

Diethyl ether (DEE) is regarded as one of the promising 
alternative fuels or an oxygen additive for diesel engines with 
its advantages of a high cetane number and oxygen content. 
DEE is liquid at the ambient conditions, which makes it 
attractive for fuel storage and handling. DEE is produced from 
ethanol by dehydration process as seen in Fig. 2 so it is a 
renewable fuel [14]. 
 

 
Figure 2. Production of diethyl ether from ethanol [14] 

As shown in Table 1, DEE has several favorable properties, 
including exceptional cetane number, reasonable energy 
density, high oxygen content, low autoignition temperature 
and high volatility. Therefore, it can be assist to improving of 
engine performance and reducing the cold starting problem 
and emissions when using as a pure or an additive in diesel 
engines [14, 15]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. The main fuel properties of diesel fuel and DEE [15]. 

Property Diesel DEE 
Chemical formula CxHy C4H10O 
Molecular weight 190-220 74 
Density of liquid at NTP* (kg/L) ~0.84 0.71 
Viscosity at NTP* (cP) 2.6 0.23 
Oxygen content (wt %) - 21 
Sulfur content (ppm) ~250 - 
Boiling temperature (°C) 180-360 34.6 
Autoignition temperature in air (°C) 315 160 
Flammability limit in air (vol %) 0.6-6.5 1.9-9.5 
Stoichiometric air-fuel ratio (AFRs)  14.6 11.1 
Heat of vaporization at NTP* 
(kJ/kg)  

250 356 

Lower heating value (MJ/kg) 42.5 33.9 
Cetane number (CN) 40-55 125 
*NTP: Normal temperature and pressure 

There are some challenges with DEE such as storage stability, 
flammability limits and lower lubricity. Storage stability of 
DEE and DEE blends are of concern because of a tendency to 
oxidize, forming peroxides in storage. It is suggested that 
antioxidant additives may be available to prevent storage 
oxidation. Flammability limits for DEE as seen in Table 1 are 
broader than that of diesel fuel, but the rich flammability limit 
of DEE is in question [14]. 

3. Studies on diethyl ether in literature 

There are a number of studies in literature on the use DEE in 
diesel engines as a fuel or fuel additive in various diesel 
engine fuels. For example; as pure, with diesel fuel, with 
diesel-ethanol blends, with diesel-ferric chloride blends, with 
diesel-kerosene blends, with diesel-acetylene gas dual fuel, 
with biogas, with liquefied petroleum gas, with diesel-natural 
gas dual fuel, with ethanol, with various biodiesel fuels, with 
biogas-biodiesel blends, with water-biodiesel emulsion fuel, 
with various biodiesel-diesel blends, with ethanol-biodiesel-
diesel blends and methanol-biodiesel-diesel blends [16-113]. 

4. PM and smoke emissions 

Rakopoulos et al declared that the soot emitted by all DEE-
diesel blends was lower than neat diesel fuel. The reduction 
was higher for higher the percentage of DEE in the blend. This 
might be attributed to the engine running overall leaner, with 
the combustion being now assisted by the presence of oxygen 
in DEE even in locally rich zones, which seemed to have the 
dominating influence. This decrease in smoke emissions was 
significant for the higher load and modest for lower loads as 
seen in Fig. 3(a) [17]. Banapurmath et al declared that smoke 
is direct indication of incomplete combustion in the engine 
and is formed in fuel rich regions in the combustion chamber. 
Smoke emission was higher at low loads, which might be due 
to short combustion cycle at high speed, long delay period and 
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shortage of oxygen which might be due to improper mixing or 
usage of rich fuel. The smoke emissions were reduced with 
DEE blends. This might be due to overall leaning operation of 
the engine as the combustion was assisted by the presence of 
the fuel-bound oxygen of DEE. Additionally, high volatility 
of DEE had a remarkable effect on the reduction of smoke 
emissions, especially at high engine loads; hence DEE20 
blend showed the lowest smoke emissions as seen in Fig. 3(b) 
[22]. 

 

(a) 

 

(b) 

Figure 3. Effect of diethyl ether additive on smoke emissions of 
diesel fuel [17, 22] 

 

(a) 

 

(b) 

Figure 4. Effect of diethyl ether additive on PM emissions [23] and 
smoke emissions [28] of diesel fuel 

Lee and Kim declared that diesel particulate matter (PM) 
consists principally of combustion generated carbonaceous 
material (soot) on which some organic compounds have 
absorbed. Unsaturated hydrocarbons, such as polycyclic 
aromatic hydrocarbons (PAHs) and acetylene, are the most 
likely precursors of soot particles. PM tended to increase with 
increasing engine load for all the tested fuels because the 
volume for fuel-rich regions became large as the amount of 
fuel injected increased with increased engine load. This 
resulted in high PM emissions due to the worsening air-fuel 
mixing in the combustion chamber. Also, diesel had the 
highest PM, which decreased with increasing DEE content as 
seen in Fig. 4(a). This might be attributed to the high volatility 
and the presence of fuel bound oxygen in DEE. DEE is more 
volatile and has a lower self-ignition temperature than pure 
diesel. So, DEE enabled better mixing of the air-fuel mixture 
and provided more complete combustion. The presence of fuel 
bound oxygen in the blended fuels created locally lean fuel-
air mixture environments and aided in the oxidation of 
unsaturated hydrocarbons during the diffusion flame phase 
rather than allowing them to act as precursors of soot particles 
[23]. Saravanan et al declared that the incomplete combustion 
of the fuel hydrocarbon increases the smoke opacity. The 
increase of DEE in diesel fuel increased the smoke opacity. 
This might be due to the phase separation of the blend [24]. 
Balamurugan and Nalini declared that the addition of DEE 
with diesel decreased the smoke density appreciably as seen 
in Fig. 4(b). This was because of the increase in combustion 
efficiency and the release of more CO2 due to increase in 
cetane number of the blend by blending of DEE with diesel 
[28]. Madhu et al declared DEE-diesel blends gave better 
smoke reduction which indicated that there was better 
combustion. Smoke emission showed minimum levels for 
DEE15, which was 17% less than diesel fuel. As the fuel 
injection pressure increased, smoke emission reduced. It was 
also found that with increase in composition of DEE at any 
injection pressure, the smoke levels were found reduced. 
DEE, being a volatile fuel could overcome poor mixing of the 
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fuel with air and leaded to improvement in diffusive 
combustion [29]. Cinar et al declared that smoke emissions 
were reduced with increasing in the premixed DEE fuel ratio. 
In HCCI-DI engine, premixed fuel charge was 
homogeneously introduced into the cylinder. Therefore, rich 
fuel regions in combustion chamber were minimized and 
formation of soot precursors was prevented. Also, DEE fuel 
was oxygenated and it had low carbon to hydrogen ratio. It 
had positive effect on the elimination of soot formation. 
Smoke emissions were decreased up to 76% with increase in 
the premixed fuel ratio of DEE as seen in Fig. 5(a) [32].  

 

(a) 

 

(b) 

Figure 5. Effect of diethyl ether premixed ratio on smoke emissions 
of diesel fuel [32] and ethanol-diesel blend [33] 

Iranmanesh declared that the general trend of smoke opacity 
displayed a reduction with addition of oxygenates as seen in 
Fig. 5(b) due to oxygen content in ethanol and DEE which 
helped in an improved combustion than neat diesel fuel. Since 
the smoke was produced mainly in the diffusive combustion 
phase, the addition of oxygenated fuel leaded to an 
improvement in diffusive combustion. On the other hand, 
enhancing the oxygen content in the charge, could overcome 
poor mixing of the fuel with air, which was responsible for 
smoke formation in diesel engines. E10DEE15 blend showed 
the lowest smoke opacity at all of the load conditions [33]. 
Sudhakar and Sivaprakasam declared that smoke density 
decreased for all test fuels while compare with diesel as seen 
in Fig. 6(a). The maximum decreased percentage 32 was 
achieved for 30% injection of DEE. This was due to the 
oxygen enrichment of ethanol and DEE improved reactions in 

diffusion phase of combustion reflected in reduction in smoke 
density [35]. Sudhakar and Sivaprakasam declared that smoke 
density of E15 decreased. The increasing percentage of DEE 
injection without EGR decreased the smoke density. 
However, the increasing percentage of hot EGR was resulted 
increased smoke density than in the case of without EGR [36]. 

 

(a) 

 

(b) 

Figure 6. Effect of diethyl ether premixed ratio on smoke emissions 
of ethanol-diesel blend [35] and PM emissions of ethanol-diesel 
blend [37] 

Paul et al declared that PM emission from the engine had 
drastically reduced with all the blends at medium and high 
load conditions. At low loads, diesel-DEE blends showed 
reduced or similar PM emission rates as compared to diesel. 
This might be due to lower in-cylinder temperature and 
pressure that reduced the quality of combustion. At medium 
and high load conditions, the PM emission from the engine 
decreased for all the tested fuel blends as seen in Fig. 6(b). 
The high cetane number and 21.6% oxygen content of DEE 
was advantageous to the combustion as the former reduced the 
ignition delay and the later helped in better combustion of the 
charge. As a result, the carbon and soot elements burned and 
reduced the PM emission. This was reflected in the drastic 
reduction in PM emission with diesel-DEE blends. It was also 
found that addition of ethanol further reduced the PM 
emission. This was because combustion of ethanol liberated 
the ‘OH’ radicals into the combustion chamber. These ‘OH’ 
radicals are instrumental in soot decomposition in diffusion 
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flame. Hence, with the increase of ethanol content in fuel, the 
PM emission reduced invariably [37]. Patnaik et al declared 
that the smoke opacity was reduced for DEE15 blend by 72% 
compared to diesel fuel at higher engine load as seen in Fig 
7(a). The blend of DEE advanced the combustion by reducing 
ignition delay which leaded to increase in combustion time 
resulting in the reduction of soot formation. The molecular 
oxygen content of DEE depromoted the formation of smoke 
during the diffusion phase of combustion [41]. Rakopoulos 
declared that the soot emitted by the DEE blends was lower 
than those of the neat biodiesel and diesel as seen in Fig. 7(b). 
This might be attributed to the presence of extra fuel bound 
oxygen in the blends even at locally fuel rich zones [50]. 

 

(a) 

 

(b) 

Figure 7. Effect of diethyl ether on smoke emissions of diesel fuel 
[41] and biodiesel fuel [50] 

Jawre and Lawankar declared that smoke intensity with diesel 
fuel was higher than biodiesel and DEE blends as seen in Fig. 
8(a). Smoke was formed due to incomplete combustion of 
fuel. Oxygen content in biodiesel was higher than diesel fuel. 
Improved and complete combustion could be the reasons for 
obtaining lower smoke emission values with biodiesel. 
Addition of DEE to biodiesel also improved oxygen content 
and reduced viscosity. Smoke emission with DEE10 and 
DEE15 blend gave lower value smoke and it was lower by 

21% and 28% compared to biodiesel [55]. Sivalakshmi and 
Balusamy declared that the smoke intensity decreased by 10% 
for DEE5 blend comparing to that of biodiesel as seen in Fig. 
8(b). Smoke was formed at rich region, the improvement in 
spray atomization and fuel-air mixing with the addition of 
diethyl ether decreased the rich mixture region and decreased 
the smoke emission. However, in case of DEE10 and DEE15 
blends, the smoke intensity seemed to increase but it was still 
lower than that of biodiesel and diesel. This might be due to 
phase separation of the blend, which resulted in incomplete 
combustion of fuel [59]. 

 

(a) 

 

(b) 

Figure 8. Effect of diethyl ether on smoke emissions of biodiesel fuel 
[55, 59] 

Rajan et al declared that the smoke emission decreased with 
increase of DEE in the blends with biodiesel at full load as 
seen in Fig. 9(a). The maximum smoke emissions for 10% and 
15% DEE were 3.4 BSU and 3.2 BSU, respectively, whereas 
the same for diesel and neat biodiesel were 3.6 BSU and 3.8 
BSU, respectively, at full load. The 10% reduction in smoke 
emission for biodiesel with 15% DEE might be due to the 
presence of more oxygen in the DEE which made the 
combustion complete and also since the biodiesel fuel itself 
contained 11% oxygen in it which might promote the 
oxidation of soot during the combustion process [64]. Geo et 
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al declared that the smoke emission was 6.1 BSU (Bosch 
smoke units) with neat biodiesel and 3.4 BSU with diesel at 
full load as seen in Fig. 9(b). With neat biodiesel due to its 
heavier molecular structure and high viscosity, atomization 
became poor and leaded to higher smoke emission. There was 
a drastic reduction in smoke emission of the engine fuelled 
with DEE operation. Smoke decreased from 6.1 BSU to 4 
BSU with DEE at a flow rate of 200 g/h at peak output. The 
volatility and oxygen enrichment provided by DEE was 
beneficial in improving the fuel evaporation and smoke 
reduction. Also high cetane number of the DEE resulted in 
shorter ignition delay. Shorter ignition delay reduced the 
accumulation of fuel in the combustion chamber and reduced 
the smoke emission. Thus, a small quantity of oxygenates 
injected with vegetable oil could be effective in reducing 
smoke emission [65]. 

 

(a) 

 

(b) 

Figure 9. Effect of diethyl ether on smoke emissions of biodiesel fuel 
[64, 65] 

Hariharan et al declared that smoke was due to the incomplete 
combustion of unsaturated hydrocarbons like polycyclic 
aromatic hydrocarbons that were present in the fuel. Smoke 
varied according to the type of fuel used, its composition, its 
carbon content and C/H ratio. It could be observed from Fig. 
10(a) that smoke increased with increase in the induction of 

DEE. For diesel operation, smoke emission varied from 0 at 
no load to 1.45 BSU at full load. It varied from 0.55 BSU at 
no load to 2.2 BSU at full load with biodiesel-DEE mode at 
65 g/h of DEE induction, from 1.8 BSU at no load to 3.2 BSU 
at full load at 130 g/h and from 0.45 BSU at no load to 2.4 
BSU at full load at 170 g/h. Smoke would be higher for fuels 
that have a value of hydrogen to carbon ratio lesser than 2. 
Current biodiesel had hydrogen to carbon ratio of 1.4. This 
was the main reason for a significant change in smoke 
emission for biodiesel-DEE operation than diesel fuel. Since 
biodiesel had higher aromatic content, the presence of 
unsaturated hydrocarbon like poly aromatic hydrocarbon 
resulted in higher smoke. Slow combustion of the biodiesel 
during the diffusion combustion phase and the pyrolysis of 
fuel at high temperature were also the reasons for higher 
smoke emission for biodiesel-DEE operation particularly at 
full load [66]. Devaraj et al declared that the smoke opacity of 
any fuel increased with the increase in load as seen in Fig. 
10(b). The smoke opacity of biodiesel was higher than that of 
diesel due to heavier molecules. The smoke opacity level was 
1.7% for 20% load and 53.5% at full load, in case of diesel. In 
case of biodiesel, the value was 2% at 20% load and 55.1% at 
full load. The smoke opacity for DEE5 and DEE10 at 20% 
load is 9.5% and 9.9% and at full load, it is 49.2% and 55.1%. 
The addition of DEE with biodiesel showed reduction in 
smoke opacity. This is due to the higher oxygen content of 
DEE depromoted the formation of smoke during the diffusion 
phase of combustion. The smoke opacity at high load obtained 
for DEE5 and DEE10 showed that there was an increment in 
smoke opacity. This indicated that beyond certain limit the 
addition of DEE had no effect in reduction of smoke opacity 
[67]. 

Sachuthananthan and Jeyachandran declared that smoke 
emission for 30% water-biodiesel emulsion was 2.5 BSU at 
full load and for 10% DEE it was 1.8 BSU and for 15% DEE 
it was 1.6 BSU as seen in Fig. 11(a). 
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(b) 

Figure 10. Effect of diethyl ether on smoke emissions of biodiesel 
fuel [66, 67] 

This reduction in smoke emission for water-biodiesel 
emulsion with DEE was due to presence of 21.6% oxygen by 
mass in DEE which made the combustion complete and also 
since the biodiesel fuel itself contains 11% oxygen in it which 
might promoted the oxidation of soot during the combustion 
process [70]. Kumar et al declared that BD has prolonged 
aromatic chain-like structure and it has poor combustion. 
Thus, it results in more amounts of smoke level increases it 
may be due to poor atomization of the BD. It is observed that 
the smoke opacity of BD20 blend is higher than diesel. Result 
shows at full loading condition smoke level of BD20 is 3.96 
FSN whereas for diesel its level is 3.15 FSN as seen in Fig. 
11(b). After addition of DEE with BD20 it is reduced. It has 
been found that smoke level of BD20DEE15 is 3.38 FSN. This 
is because improved viscosity resulting improve combustion 
rate of the DEE blends [74]. 
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Figure 11. Effect of diethyl ether on smoke emissions of biodiesel-
water emulsified fuel [70] and diesel-biodiesel blends [74] 

Srihari et al declared that smoke level for all the blends are 
fairly lower than that of diesel as seen in Fig. 12(a). But, at 
low and medium loads smoke level seems to be almost the 
same for all the blends. Nevertheless, for DEE10 and DEE15 
the smoke level is low for all the loads when compared to that 
of the others. Thus, DEE10 and DEE15 can be considered as 
better options as far as smoke concentration is concerned. 
Here, in the case of DEE15 a reduction in smoke concentration 
of 50% and 32% is observed when compared to that of diesel 
and BD20 at full load. The corresponding values for DEE10 
are 30% and 38.5%. The reason for this reduction in smoke 
concentration can be attributed to the reduction in density due 
to the addition of DEE and the corresponding altered spray 
pattern leading to better fuel-air mixing process. Another 
reason could be the absence of fuel rich zone in the cylinder 
that leads to reduced smoke [76]. 
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(b) 

Figure 12. Effect of diethyl ether on smoke emissions of diesel-
biodiesel blends [76, 81] 

The smoke opacity exhibited by different fuels is plotted in 
Fig. 12(b). It can be seen that the values are on the lower side 
for the BD20 blend with DEE additive. Lowest values are 
observed for the case of BD20 with DEE5 and highest being 
BD. Improved and complete combustion could be the reasons 
for obtaining lower smoke opacity values with DEE additive. 
Therefore, it can be concluded here that DEE has proven to be 
eco-friendly additive to improve the performance and 
emissions of BD20 blend [81]. It is observed from Fig. 13(a) 
that the smoke emission is decreased with increase of DEE in 
BD20 blend at full load. The maximum smoke emissions for 
DEE10 and DEE15 are 3.4BSU and 3.2BSU, whereas they are 
3.6BSU and 3.8BSU for diesel and BD20 blend respectively 
at full load. The 10% reduction in smoke emission for BD20 
with DEE15 may be due to the presence of more oxygen in 
the DEE which makes the combustion complete and also since 
the biodiesel fuel itself contains 11% oxygen in it which may 
promote the oxidation of soot during the combustion process 
[83]. The smoke emissions variation is shown in Fig. 13(b). 
The smoke is formed due to incomplete combustion. It is 
obvious that the smoke emissions are reduced with DEE 
additive. This may be attributed to the engine running overall 
leaner with the combustion being now assisted by the presence 
of the fuel-bound oxygen of the diethyl ether even in locally 
rich zones. Additionally, diethyl ether has a remarkable effect 
on the reduction of smoke emissions due to it is evaporating 
easily, especially at high engine loads. So, DEE5 blend shows 
the lowest smoke emissions at all engine loads [85]. 
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Figure 13. Effect of diethyl ether on smoke emissions of diesel-
biodiesel blends [83, 85] 

Smoke density of DEE5 is generally lower than that of BD20 
and diesel as seen in Fig. 14(a). That is, lesser amount of 
unburned hydrocarbon presents in the engine exhaust gas. 
Thus, the lower smoke density values are achieved with DEE 
blends as compared to that of biodiesel and diesel [87]. Fig. 
14(b) illustrates the smoke opacity of the test fuels. BD20 gave 
about 6.2% decreased smoke opacity than diesel fuel. It can 
be attributed to advanced start of combustion of BD20 for 
higher cetane number. Hence, the combustion started early, it 
allowed more time for the oxidation of soot. Soot formation 
takes place generally at the initial premixed combustion phase 
when the fuel-air equivalence ratio remains at stoichiometry. 
Therefore, higher oxygen content of BD20 provided oxygen 
in the fuel rich zones and reduced smoke opacity especially at 
higher speeds. BD15DEE5 and BD10DEE10 reduced smoke 
opacity about 30% and 38.5% on average than BD20. 
Therefore, it is obvious that such oxygenated blends reduced 
the probability of rich fuel zone formation and assisted to 
decrease the soot emission [91]. 
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(a) 

 

(b) 

Figure 14. Effect of diethyl ether on smoke emissions of diesel-
biodiesel blends [87, 91] 

Smoke emission in diesel engines occurs due to the 
incomplete combustion inside the combustion chamber and is 
normally formed in the rich zone. The variation of smoke 
emission, with brake power for diesel, BD40 and DEE4 
blends are depicted in Fig. 15(a). The smoke emission 
increases with increasing load. This is due to the increase in 
the mass of fuel consumed when brake power is increased. 
The smoke emission for BD40 blend is the highest at full load. 
The smoke emission reduces with adding of DEE to BD40 
blend. The volatility and oxygen enrichment provided by DEE 
is beneficial to improving the fuel evaporation and smoke 
reduction. The smoke emissions of DEE4 are approximately 
21% lower compared to that of diesel, and about 34% lower 
compared to that of the BD40 blend at full load [107].  
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Figure 15. Effect of diethyl ether on smoke emissions of diesel-
biodiesel blends [107] and PM emissions biodiesel-ethanol blends 
[110] 

Particulate matter (PM) is generated as a result of insufficient 
O2 content in fuel rich zones, especially during heterogeneous 
combustion. In general, in comparison with diesel, oxygenate 
blends lowers the PM emissions due to reduced aromatics, 
C/H ratio and the presence of readily available O2, which 
improves the combustion rate followed by lower PM 
formation. From Fig. 15(b), DEE10 blend has highest PM in 
comparison with other fuels. At lower loads, PM formation is 
less owing to less fuel fraction burnt, whereas PM formation 
increases with increasing load due to excess fuel 
accumulation resulting in higher burn duration. At all engine 
loads, the presence of DEE additive has raised the PM 
emission in comparison with BD40E20 blend [110]. 

5. Conclusion 

The effect of diethyl ether addition to various diesel engine 
fuels and fuel blends is investigated on the PM and smoke 
emissions in this review study. The following conclusions can 
be summarized as results of the study. 
• Smoke, soot or particulate matter is direct indication of 

incomplete combustion in the engine and these are formed 
in fuel rich regions in the combustion chamber. 
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• Smoke emissions increase with increasing engine speed and 
load due to short combustion duration, long delay period 
and shortage of oxygen as the amount of fuel injected 
increased. 

• DEE addition various diesel engine fuels reduces the PM 
and smoke emissions by enabling better mixing of air-fuel 
mixture and providing more complete combustion due to 
high cetane number  and oxygen content of DEE. The 
improvement in spray atomization and fuel-air mixing with 
the addition of diethyl ether decreased the rich mixture 
region and decreased the smoke emission. High volatility of 
DEE also has a remarkable effect on the reduction of smoke 
emissions. Moreover, DEE has positive effect on the 
elimination of soot formation because of the low carbon to 
hydrogen ratio. 

• In some studies, the increase of DEE in the blend increases 
the smoke emissions due to the phase separation of the 
blend. This shows that DEE addition beyond certain limit 
has no effect in reduction of smoke opacity. On the other 
hand, the increasing of hot EGR causes the increasing of 
smoke emissions than in the case of without EGR. 

• The neat biodiesel fuels generate the higher smoke 
emissions by causing poor atomization due to its heavier 
molecular structure, high viscosity and the presence of 
unsaturated hydrocarbons. However, important 
improvements achieve with biodiesel-diesel blends and 
DEE addition in smoke emission. 

 
ABBREVIATIONS  
BD  : Biodiesel 
BD−D  : Biodiesel−diesel blends 
BSU   : Bosch smoke units 
C/H   : Carbon to hydrogen ratio 
CNSO  : Cashew nut shell oil 
D   : Diesel 
D−BD−DEE : Diesel−biodiesel−diethyl ether blends 
DBE  : Dibutyl ether 
DEE   : Diethyl ether 
DGM   : Diethylene glycol dimethyl ether 
DMC   : Dimethyl carbonate 
DME   : Dimethyl ether 
DMM   : Dimethoxy methane 
E  : Ethanol 
EGR  : Exhaust gas recirculation 
FSN  : Filter smoke number 
HCCI  : Homogenous charge compression ignition 
K  : Kerosene 
kW  : Kilowatt 
MTBE  : Methyl tertiary butyl ether 
NG  : Natural gas 
PAHs  : Polycyclic aromatic hydrocarbons 
PCCI  : Partially charge compression ignition 
PM   : Particulate matter 
ppm  : Parts per million  
SOx   : Sulphur oxides 
THC   : Total gaseous hydrocarbons 
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Thermoplastic elastomer composite produced from low-density polyethylene (LD-PE) mixed 
with 150 μm pulverised rubber particles in varied proportions (5%, 10%, 15%, 20% and 25%) 
using stir casting technique was characterized for mechanical properties in relation to the base 
polyethylene. Tensile, impact, flexural, and hardness tests were conducted to investigate the 
mechanical properties of the elastomer. The results obtained showed that the reinforcement with 
up to 20% wt of pulverised rubber particle generated a composite with a higher modulus of 
elasticity of 374MPa and hardness of 14.06BHN relative to those of the base material which are 
227 MPa and 11.48 BHN respectively. However, the bending strength and the impact energy of 
the generated composite are 40MPa and 19.5 J, which are lower than those of the base material, 
which are 57 MPa and 20 J. This may be due to insufficient adhesion between the phases of the 
matrix and reinforcement. 
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1. Introduction 

Polymer modification for improved properties and 
applications are currently being researched worldwide [1–4] 
investigated the bonding characteristics of ground rubber 
(GR) blended with isotactic polypropylene (PP) and 
discovered that properties comparable with commercial 
thermoplastic vulcanizates were achieved when creating 
bonds between the rubber particles and the thermoplastic 
matrix. Xin et al. [5] prepared expanded composites from 
GR/PP using a single-screw foam extrusion setup and 
chemical blowing agent. Guo et al. [6] prepared and 
characterised thermoplastic elastomers from scrap rubber 
powder, and linear low-density polyethylene (PE-LLD) 
treated with dual compatibiliser consisting of PE-LLD grafted 
with maleic anhydride, methyl methacrylate and butyl acrylate 
and epoxidised natural rubber (ENR). Their findings revealed 
that the mechanical properties, especially elongation at break 
improved phenomenally after compatibilisation. Grigoryeva 
et al. [7] prepared thermoplastic elastomers based on recycled 
PE-HD, ethylene-propylene-diene terpolymer (EPDM) and 

ground tyre rubber (GR) treated with bitumen. The authors 
concluded that bitumen acts as an effective devulcanizing 
agent in the GR treatment stage. Li et al. [8] synthesised PE-
HD/ground rubber powder (GR) composites modified with 
various elastomers (ethylene-propylene copolymer, EPDM, 
ethylene-octylene copolymer) and dicumyl peroxide and/or 
dimethyl silicon oil. The rheological behaviour, dynamic 
mechanical properties, and morphology observation 
suggested that an enhanced adhesion between GR and 
polymer matrix formed in the modified PE-HD/GR 
composites.  
 
Naskar et al. [9] used rubber hydrocarbon of ground rubber 
tyre (GRT) as a partial substitute for EPDM in a dynamically 
vulcanised EPDM/acrylic-modified PE-HD blend. The 60:40 
rubber/plastic blends were found to behave like a 
thermoplastic elastomer, and it was observed that 50 wt. % of 
EPDM can be replaced by GRT without deterioration of 
properties. Low-density polyethylene (LD-PE) can be used for 
blending with ground waste rubber as well. Kumar et al. [10] 
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nvestigated TPEs based on ground tyre rubber (GTR, particle 
size 0.4 - 0.7 mm, untreated or thermomechanically 
decomposed), LD-PE and fresh rubber (natural rubber, 
styrene-butadiene rubber, EPDM) prepared with and without 
dynamic curing via sulfur or peroxide. Recipes containing 
decomposed GTR and EPDM gave the best performance. This 
was attributed to the dual compatibiliser effect of EPDM. 
Nevatia et al. [11] prepared thermoplastic elastomeric 
compositions from reclaimed rubber and scrap LD-PE. The 
50:50 rubber-plastic ratio proved to be the best for 
processability and ultimate elongation. 
 
A branch of waste tyre management is material recycling. 
Waste rubber is ground (at ambient temperature or 
cryogenically), and the product has vast application 
possibilities. It can be used to construct playground, parking 
lots, or produce railroad sleepers, bank stabilisers, noise 
barriers etc. A route to a high level of quality is offered by 
blending rubber powder with thermoplastics to form materials 
similar to thermoplastic elastomers.   
 
This work is aimed at producing thermoplastic reinforced with 
rubber obtained from waste automobile tyre with a view to 
producing elastomer usable for such applications as 
automobile bumper, cable and wire, jacketing, hydraulic 
engine mount and head shield where high hardness, high 
young’s modulus and good flexural and impact strengths are 
required. 

2. Materials and methods 

2.1. Materials 

The low-density polyethylene (LD-PE) pellets used were 
purchased from a commercial polymer Market in Ojota, Lagos 
Nigeria on which FTIR test was conducted to ascertain its 
chemical composition. Grounded Rubber Tyre waste was 
obtained from a local rubber factory. The rubber waste chips 
were passed through a conventional high powered, locally 
fabricated grinding mill. Natural Rubber was also obtained 
from the same rubber factory. This was also cut into a smaller 
piece. The compositional analysis of the ground rubber (waste 
tyre) is presented in Table 1. 

2.2. Methods 

2.2.1. Sample preparation 

Ground rubber powder was sieved using ASTM Standard 
sieve of 100 BSS to obtain the particle size of 150 μm. The 
calculated amount of this powder, the natural rubber as well 
as the polyethylene pellets was weighed and charged in the stir 
casting machine maintained at 200OC and continuously stirred 
until the homogeneous melt is obtained. The molten elastomer 
is then poured in the already prepared wooden mould and 
allowed to solidify. 

Table 1. Chemical Analysis of Rubber Used for Automobile Tyre 
[12] 

Ingredient Composition 

Natural rubber 43%w 
Synthethic rubber (styrene butadiene) 
rubber and butadiene rubber) 

<22.8%w 

Vulcanizing agent (sulphur) <0.8%w 
Accelerators (MBT/TMT) <0.8%w 
Inorganic activators (Calcium/zinc oxide) <3.3%w 
Carbon black <27%w 
Plasticizer(mineral oil)  
Antioxidant and antiozonant <1.3%w 
Other components <1% 

2.2.2. Microstructural analysis 

The optical microscopy of the samples was conducted by 
grinding and polishing the surfaces of the samples followed 
by observation using an optical microscope focused at a 
magnification of 200 to reveal the internal structure of the 
composites. The micrograph is thus obtained by the camera 
attached to the machine. 

2.2.3. Mechanical tests 

Three samples each were used for the mechanical tests 
reported below. The average of the values obtained was 
however used for the analysis. The resistance of the 
elastomers samples to indentation and penetration (Hardness 
test) were measured using Brinell hardness tester. The 
hardness was indicated by the diameter of the indentation 
made on the sample by a 10mm ball indenter pressed on the 
sample by a load of 1000N for 10seconds. The tensile test 
samples were prepared as a dumbbell test pieces and the 
testing procedure was carried out in accordance with the 
ASTM E8 specification. The test sample was held in the grips 
of Instron 3369M Tensometer and subjected to tensile load 
until it fractures. 
 
The flexural test was conducted using the 3-point ASTM 
standard specification method. The maximum stress absorbed 
to failure by the material was recorded along with other 
relevant data obtained from the test. The stress at fracture is 
known as the flexural strength, fracture strength, modulus of 
rupture, or the bending strength. The Izod impact test was 
carried out on the notched samples held in a vice while a heavy 
pendulum, mounted on ball bearings was allowed to strike the 
samples after swinging from a fixed height. The energy 
absorbed in breaking the sample is thus indicated on the 
machine as the impact energy. The impact energy is an 
indication of the fracture toughness of the material. 
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2.2.4. Fourier Transform Infrared Spectroscopy (FTIR) test 

The functional group of the low-density polyethylene was 
determined using the FTIR test. This was done to ascertain the 
quality of the material. An infrared (IR) spectrum, which 
consists of a plot of stretching frequency (in cm-1) versus 
intensity (as measured by percentage transmittance) was 
obtained from this test. The peaks in IR spectrum reveal the 
functional groups present in the molecule. 

3. Results and discussion 

The absorbance spectrum indicated in Fig. 1 corresponds to 
Isocyanate functional group. This confirmed the quality of the 
low-density polyethylene (LD-PE) used as a matrix for this 
study. 
 

 
Figure 1. FTIR of Polyethylene 

 

 

 
Figure 2. Mechanical properties variation with filler concentration 

 
The plots of filler concentration against the mechanical 
property parameters are shown in Figs. 2(a)-(d). From Fig. 
2(a), the impact strengths of the composites increase slightly 
with an increase in filler concentration to 20.94J at 15% filler 
and drop subsequently upon an increase in filler 
concentration. While Fig. 2(b) shows the plots of bending 
strength of the composite against filler concentration. This 
figure shows that the bending strength of the elastomer fell 
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between 0 - 5% filler concentration and continued with the 
trend up to 15% but peaked at 20% and decreased again at 
25% rubber particle addition. This unstable behaviour may be 
attributed to the fact that as the amount of reinforcement 
increases, there is a reduction in the total surface area available 
for matrix-filler interaction. Fig. 2(c) indicates the graph of the 
composites hardness versus the filler concentration. From this 
plot, the base material has hardness value of 11.48BHN and 
this slight increase to 12.98BHN when 5% of ground rubber 
filler was added and it dropped to 10.47 with 10% filler. 
However, it attained the highest of 14.06BHN when 20% filler 
was added. Fig. 2(c) shows the young’s modulus of elasticity 
of the composite against the filler concentration. The modulus 
follows the same trend as the bending strength. However, both 
the young’s modulus and the hardness values increased while 
the bending and impact strengths reduced with increasing 
rubber particles filler addition.  This shows the dependence of 
all these parameters on the percentage proportion of the filler.  
Fig. 3 shows the flexural stress-strain behaviours of all the 
samples. The Figure shows that all the samples reinforced 
(composites) have better flexural strength than the control 
sample (LD-PE). While the plots of filler concentrations 
against flexural test results are shown in Figs. 4 and 5. From 
these Figures sample with 5% filler addition has the highest 
flexural strength of 44.06MPa, while the sample with 20% 
filler addition exhibited significantly high flexural strength 
(40.07MPa) even though these values are lower than that of 
LD-PE which is 57.58MPa. 

 
Figure 3. Flexural stress-strain of the rubber particle reinforced 
elastomer 

 

 
Figure 4. Filler Concentration against various flexural test results 

 
Figure 5. Filler Concentration against various flexural test results 
from Fig.4 

The microstructures of the samples from 0 - 25% filler 
additions are shown in Fig. 6. The filler appears as additional 
black particles which already exist in the LD-PE. It can be 
seen that the volume of the particle increases with percent 
filler addition and their dispersion within the matrix is 
generally uniform. The rubbers are well agglomorated and 
evenly distributed within the matrix as  displayed in Fig.6. 

 
Filler concentration - 0% 

 
Filler Concentration - 5% 
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Filler Concentration - 10% 

 
Filler Concentration - 15% 

 
Filler Concentration - 20% 

 
Filler Concentration - 25% 

Figure 6. Optical micrographs of LD-PE thermoplastic elastomer 

4. Conclusion 

It was noticed that the least hardness value of 10.47 BHN was 
obtained in the composite with 10% ground rubber particle 
addition while the highest hardness value of 14.06 BHN was 
obtained in composite with 20% ground rubber particle 
addition.The above behavior may be due to the fact that at 
20% filler addition the microstructure comprises of highly 
homogeneous mixture of the rubber particle and the matrices. 
The filler is evenly distributed in the structure as shown in Fig. 
5. The highest young’s modulus value of 374 MPa was 
obtained in composite with 20% filler addition. The highest 
impact energy of 20.94 J was obtained in composite with 15% 
rubber filler concentration. It was also observed that 
composite with 5% rubber particle addition showed the 
highest flexural strength of 44.06 MPa before shattering 
relative to other composite samples. 
 
Nomenclature 
LD-PE Low density polyethylene 
PE-LLD  Linear low-density polyethylene   
PE-HD High density polyethylene   
GRT Ground rubber tire    
FTIR  Fourier transform Infrared spectroscopy  
EPDM Ethylene propylene-diene terpolymer 
MPa Mega Pascal 
J Joule 
ENR Epoxidized natural rubber 
GR Ground rubber 
PP Polypropylene 
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A B S T R A C T  A R T I C L E  I N F O   

In this study an eight-channel active analog beamforming structure is designed and developed 
in subsystems by using an Applied Wave Research (AWR) simulation program. This structure 
works in S-band and contains true-time-delay (TTD) systems. The simulation results and the 
results obtained from the manufactured structure are compared. In the comparison, the TTD 
values for different time delay steps and phase difference measurements between channels are 
analyzed and interpreted. The test results show that desired performance is obtained from the 
designed and manufactured PCB. However, it is observed that feeding each antenna element 
with single channel beamforming board would be more appropriate. 
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1. Introduction 

In electronic warfare (EW) systems, electronic scanning 
featured active phased-array beamforming systems are one of 
the most important structures necessary for vital functions 
like: self-protection and counter measure. The performance of 
these structures directly affects the performance of whole 
system. To be able to involve targets in different positions, the 
antenna beam should be directional. EW systems can be 
classified into two groups with respect to the type of 
beamforming as: mechanically directed systems [1] and 
phased array systems [1-5]. A large scaled, mechanically 
directed antenna and to feed that antenna a high powered RF 
amplifier is needed to generate a beam in conventional 
methods [1]. Only one beam can be generated when 
beamforming is done mechanically which takes milliseconds. 
On the other hand, in phased array systems the beamforming 
is done by exciting more than one antenna element in different 
phases [1]. Since beams are directed electronically with phase 
shifters in these systems, the time necessary for beamforming 
is in the order of microseconds. This provides efficiency in 
comparison to mechanically directed systems. 

Phased array structures are divided into two with respect to 
feeding status of antenna element as: passive phased array and 
active phased array structures. The advantage of active phased 
array structures against passive phased array ones is that they 
are able to control amplitude of each antenna element 
individually. Compared to passive phased array structures less 
powered transceiver modules are used to feed these antennas 
[1]. 
 
Photonic TTD beamformers provide solutions to many 
drawbacks for wireless radar and satellite communication 
systems. But with the increasing number of antennas, 
scalability limitations may arise. In [2] a concept of a photonic 
TTD beamforming network for phased array antennas (PAA) 
is presented. Rotman lens which increases the capabilities of 
multibeam antennas and photonic beamforming are compared 
in [3] for wideband radio frequency (RF) beamforming. In [4] 
optical phase-lock-loop (OPLL) is used to achieve tunable 
time delays and laser diodes are used to generate RF signal. 
This is the first example of an OPLL being used in TTD setup. 
An optical TTD beamformer is reported in [6, 7, 8] for various 
systems and in all successful results have been achieved. A 
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compact and high frequency TTD beamformer is applied by 
using bidirectional reflectance of the fiber gratings in [9]. In 
[10], a combination of time switching with non-orthogonal 
multiple access is reported by Gao et al. in order to cancel the 
inter-cluster interference.  
 
In this study, an eight-channel active beamforming structure 
is designed by using Applied Wave Research (AWR) 
simulation program. The designed and manufactured 
beamforming printed circuit board (PCB) operates in the S-
band and contains true-time-delay (TTD) systems. A good 
matching is observed, when the simulation results and the 
results obtained from the manufactured structure are 
compared with respect to TTD values for different time delay 
steps, and phase difference between channels.   

2. Analog beamforming 

In most of the phased array structures only one beamforming 
technique is used which is either analog, digital [11] or 
photonic [12]. On the other hand, there are some examples of 
hybrid systems in which more than one of these techniques are 
used [5]. The complexity of RF circuit can be reduced and 
same performance can be provided with the hybrid 
beamforming. An investigation is made [5] to prevent 
reduction in system bandwidth, where long delays are 
produced digitally and short delays with analog electric 
circuits.   
 
The phase value necessary for each antenna element is given 
by analog or digital phase shifters in analog beamforming 
technique, the block diagram of which is given in Fig. 1. When 
a breakdown occurs in one of the modules, the system 
continues to work properly with less performance; since each 
antenna is fed with a separate module. Phase shifters add a 
constant phase difference to the signal through the operating 
frequency band, without changing the signals amplitude. 
Theoretically, if the signal entering to the phase shifter is 
𝑉𝑉𝑒𝑒𝑗𝑗0, then the signal in the output is 𝑉𝑉𝑒𝑒−𝑗𝑗𝑗𝑗 [13]. In phased 
array systems, phase shifters are used to add proper phases to 
antenna elements in order to perform beamforming 
electronically. 

 
Figure 1. Block diagram of analog beamforming structure. 

 
Figure 2. Comparison between TTD and phase shifter. 

In analog beamforming, if the broadcasting frequency band is 
wide and the array is formed with multiple elements, TTD 
structures are used to reduce the loss of earnings caused by 
beam shifting. As TTD structures are independent of 
frequency, loss of earnings emerged during beamforming in 
wide band systems can be removed easily. Unlike phase 
shifter, there is an inverse relationship between frequency and 
phase for TTD which can be seen in Fig. 2. TTD expression 
can be identified in terms of time and phase as [1]: 
 

Δ𝑡𝑡 =
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝜃𝜃)

𝑐𝑐
 (1) 

Δ𝜙𝜙 = 2𝜋𝜋𝜋𝜋Δ𝑡𝑡 =
2𝜋𝜋𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝜃𝜃)

𝜆𝜆
 (2) 

 
where 𝜃𝜃 is the direction or steering angle, c is the speed of 
light, d is the distance between antenna elements, and f 
indicates the frequency. Time delay 𝜏𝜏 = 𝑖𝑖×𝑑𝑑×sin (𝜃𝜃)

𝑐𝑐
  indicates 

that TTD value is independent of frequency [14].   

3. Numerical results 

In this study, a structure with eight channels is designed and 
manufactured for beamforming process. The designed and 
manufactured beamforming PCB is shown in Fig. 3. As seen 
from the manufactured structure, the components of the 
beamforming circuit have a physically symmetrical design. 
 
Because of material over-density on the PCB, any short circuit 
that is possible to occur during alignment process may affect 
whole operating performance. For beamforming process each 
channel passes through power divider part of the structure. 
That is why an RF performance decrease in any channel will 
affect the overall performance of the system; since the 
channels are interactive of each other. The HMC594LC3B 
and HMC232LP4 amplifiers are used to compensate the 
interruption losses of the phase shifter and attenuator, and also 
to achieve the desired gain. Moreover, the LFCN3800 filter is 
used to provide the desired S-band frequency (2-4 GHz). In 
Fig. 3, the part of the circuit used for phase and amplitude 
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adjustment is given, where the aforementioned phase shifters 
and adjustable attenuator is implemented.  
 

 
Figure 3. Circuit schematic for the phase and amplitude adjustment 
block.  

As seen in Fig. 4, this design study consists of three blocks; 
which are phase and amplitude setting block, first TTD block 
and second TTD block. Each TTD block contains two levels 
in itself and connected to other TTD blocks with a time delay 
by using single pole four throw (SP4T) switching 
mechanisms. In switched time delay, when lines of switches 
are directly connected to each other via transmission lines, 
there occurs no time delay. This condition is accepted as 
reference channel, and the calculations are made with respect 
to this reference channel. In the measurements, some bits are 
unable to give the expected delays. The reason for that is the 
coupling effect; which is occurred as lines of switches with 
same lengths are inclined toward each other. 
 
First TTD block measurements are made for 100, 200, 300 ps 
time delay steps as shown in Fig. 5. The measurements are 
made between 2-4 GHz frequency range, since the structure 
operates at S-band. The maximum difference between 
measured TTD values and simulation results is 10 ps. 
Similarly, second TTD block measurements are made for the 
time delay steps values of: 100, 200, 400 ps. Second block of 
the system has two levels. First and second level of second 
block TTD test results are depicted in Fig. 6(a) and (b), 
respectively. As seen from the graphs, very close results are 
obtained between measured and simulated values, where the 
maximum difference is 15 ps. This shows the accuracy and 
usability of the proposed system.    
 
According to the simulation results, the phase difference 
between channels is expected to be in the same phase for each 
channel. On the other hand, when measurement results in Fig. 
7 are analyzed, at the end of the band in some of the channels 
there occurs 20 degrees of phase difference. The line length of 
each channel is expected to be equal; however, for the 
manufactured PCB, some lines are not in equal length with a 
very small difference. This is one of the reasons for the phase 
difference between channels. Secondly, since RF connectors 
and other circuit materials are not precisely soldered and 
contacted to the PCB, it also causes the phase difference 
between channels.       
 

 
Figure 4. Manufactured beamforming PCB. 

 

 
Figure 5. First block TTD test results. 

 

(a) 
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(b) 

 

Figure 6. (a) First level of second block TTD test results. (b) Second 
level of second block TTD test results. 

 

 
Figure 7. Phase difference test results between channels. 

4. Conclusion 

In this study a novel analog beamforming structure is designed 
in sub-blocks by using a simulation program, which is also 
manufactured as a PCB. Measurements of TTD and phase 
difference between channels are made for different time delay 
steps. When the simulation results are compared with the 
measured ones, the maximum time differences between them 
are: 10 ps for first level TTD with 100, 200, 300 ps time delay 
steps; 15 ps for each block of second level TTD with 100, 200, 
400 ps time delay steps. According to measurement results, 20 
degrees of phase difference is observed at the end of the bands 
for some channels. Test results confirm the success in the 
performance and accuracy of the manufactured PCB. 
Furthermore, similar values are obtained for the simulated 
design and manufactured PCB. However, it is observed that 
for the reported system, feeding each antenna element with 
single channel beamforming board would be more 
appropriate. This helps to achieve more successful results with 

less time difference between the simulated and fabricated 
system. 
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A B S T R A C T  A R T I C L E  I N F O   

This research focuses on the analysis of the submarine geomorphology in the Mariana Trench 
located in west Pacific Ocean. The research question is to identify variations in the geomorphic 
form and bathymetry in different segments of the trench. Technically, the paper applies Python 
and R programming statistical libraries for geospatial modelling of the data sets. The 
methodological approach of the statistical data analysis by scripting libraries aimed to visualize 
geomorphic variations in the 25 transect profiles of the trench. Multiple factors affect submarine 
geomorphology causing variations in the gradient slope: geological settings (rock composition, 
structure, permeability, erodibility of the materials), submarine erosion, gravity flows of water 
streams, tectonics, sediments from the volcanic arcs, transported by transverse submarine 
canyons. Understanding changes in geomorphic variations is important for the correct geospatial 
analysis. However, modelling such a complex structure as hadal trench requires numerical 
computation and advanced statistical analysis of the data set. Such methods are proposed by R 
and Python programming languages. Current research presented usage of statistical libraries for 
the data processing: Matplotlib, NumPy, SciPy, Pandas, Seaborn, StatsModels by Python. The 
research workflow includes following steps: Partial least squares regression analysis; Ordinary 
Least Square (OLS); Violin plots and Bar plots for analysis of ranges of the bathymetric data; 
Isotonic Regression by StatsModels library; Data distribution analysis by Bokeh and Matplotlib 
libraries; Circular bar plots for sorting data by R; Euler-Venn diagrams for visualizing 
overlapping of attributes and factors by Python. As a result of the data analysis, the 
geomorphology of the trench slopes in 25 transecting profiles was modelled. The results 
achieved by the statistical data modelling show differences in the gradient slope in various 
segments of the trench depending on its spatial location. This shows complex geological 
structure of the trench. The paper contributes towards the methodological development of the 
data analysis in marine geology through the stepwise workflow explanations with a case study 
of Python and R applications 
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1. Introduction 

The geomorphology of the ocean trenches and continental-
shelf submarine canyons plays crucial role for the deep-sea 
ecosystems, because, along with other environmental factors, 
steep gradient slopes create conditions for the downward 
transport from the flat abyssal plains and accumulation of the 
organic matter and sediments along the hadal trench axis [1, 
2, 3]. Therefore, understanding geomorphic slope processes is 
of particular interest to the geoscientists, since slopes form 
conditions for the ecosystem life [4] and reflect changes in 
lithology [5]. However, the geomorphology of the submarine 
slopes of the ocean trenches is often overlooked, due to the 
unreachable nature of the study object that can only be studied 

by means of the remote sensing and computer based 
modelling.  
 
Existing studies on the landform geomorphology are mostly 
focused on the landforms structure and variations, land 
surface processes [6], classification of the geomorphic classes 
as land forms existing on the Earth in general [7, 8, 9, 10]. 
Nevertheless, the submarine landforms as a particular class of 
the geomorphic shapes on the ocean seafloor have lesser 
attention comparing to the land geomorphology. Some 
existing works report recent findings on the on hadal trench 
geomorphology used in the current work [11, 12, 13, 14, 15, 
16, 17, 18]. The particular focus of this study lies on the 
calculations of the slope gradients and classification of the 
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hadal trench’s slope steepness by multi-disciplinary approach 
of GIS and data analysis using programming libraries. 
Estimation of slopes and ranking data were performed by R 
language with auxiliary statistical analysis by Python libraries. 

2. Methods and materials 

The methodology of this work is illustrated by the workflow 
chart (Fig. 1). The core methods used in this work are based 
on the machine learning algorithms provided by Python and R 
programming languages and statistical libraries. 

 
Figure 1. The methodological workflow in 10 steps. 

The research started from the installing Python and necessary 
libraries. Following steps are described in the relevant 
subsections below.  

2.1. Spatial data processing using GIS 

The first step included GIS based analysis performed in QGIS 
where geospatial layers were stored, re-projected and 
visualized. These include vector .shp files of thematic data: 
geology, bathymetry, tectonics, sediment thickness covering 
study area of Mariana Trench, Pacific Ocean (Fig. 2). The next 
step included plotting profiles crossing the study area (Fig. 3) 
plotted by ‘ProfileFromPoints’ QGIS plugin. The data pool 
now consisted in 25 cross-section profiles within a 1.000km 
length each and a distance of 100 between each couple in the 
area which extend from Philippine Sea crossing Mariana 
Trench (Fig. 2) in a perpendicular direction. The visualization 
of the profiles and calculations of the deepest gradient slope 
angle by profiles are shown on the facetted plot of Fig. 3 for 
each profile, respectively. The attributes values of the the 
digitized layers were stored in a table (.csv) and exported to R 
and Python libraries for further processing.  

 
Figure 2. Study area: Mariana Trench. Geomorphic and geological 
features. 

2.2. Installing tools and preparing data  

The following step consists in the statistical data processing 
by libraries StatsModels, Matplotlib, Pandas, using existing 
methodologies on Python data processing [19, 20, 21, 22]. The 
general syntax of Python and solutions of the statistical 
algorithms by libraries were derived from the existing 
literature on data science [23, 24, 25, 26, 27, 28] and modified 
for the particular case study. The research is technically based 
on versions of Python 3.7.2 and R 3.6.1. The installation of 
the Python libraries and dependancies was done via the 
command line of the bash terminal. Because this process is not 
trivial, a brief explanation of the crucial installation steps is 
provided below. Upon installing core package of Python, the 
settings tools were adjusted. The package installer for Python 
‘pip’ 19.0.3 and Xcode were installed. These steps are 
illustrated in the following command: $ curl 
https://bootstrap.pypa.io/get-pip.py -o get-pip.py $ python 
get-pip.py $ xcode-select –install  
 
Then, important Python libraries were installed via the 
console utility 'pip'. First, NumPy, a Python's package for the 
scientific computing providing fast N-dimensional array 
processing. Second, a SciPy package version 1.1.0, depending 
on NumPy 1.14.5, was installed. SciPy was used for the 
computations. Third, Pandas 1.11.0, the package for data 
manipulation in tabular format was installed. Plotting 
packages for data visualization, Matpotlib and Seaborn, were 
installed via pip using commands lines, stepwise: $ pip install 
scipy $ pip install numpy $ python3 -m pip install pandas $ 
sudo python3 -m pip install matplotlib $ python3 -m pip install 
seaborn 
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Figure 3. 25 cross-sectioning profiles transecting Marian

a Trench in perpendicular direction. 
The advantages of the Matplotlib library of Python for 
geographic studies consists in its versatility and capability of 
creating a variety of plots. Seaborn package is build atop the 
Matplotlib. It combines the power of the Matplotlib with more 
intuitive approach for data visualization.  
 
After all necessary libraries were installed, the statistical 
analysis was performed using previously made geographic 
dataset on the Mariana Trench. Importing data using table 
with variables was done using Pandas library, installed in the 
previous step. The data were stored and transformed in the 
.csv file format. The table was received from the QGIS project 
containing vector layers and attribute tables. The Pandas 
ability to read-in, manipulate and write data to and from csv 
file is a key feature enabling effective data analysis. Three data 
frames are data type for storing tabular 2D data in Pandas. 
Using read_csv() function the files were read into Pandas 
DataFrames.  

2.3. Using Python Pandas library for  logical queries for 
geospatial analysis in data frame  

A Pandas library of Python was used for manipulations with 
geological data: loading from the csv table, viewing and 
editing its content, analysing data range and structure, 
selecting target rows and columns, automatization of the data 
processing, manipulation and inquiries, examining the 
descriptive statistics on data. Therefore, the start of this 
project initialized with the loading an existing geospatial data 
set into Pandas environment.  
 
First, the csv file was imported into Pandas Data Frame using 
command: df = pd.read_csv("Tab-Bathy.csv"). The table for 
the bathymetry had 517 rows and 18 columns. Second, the 
data were analysed using logical queries by Pandas. Selecting 

necessary columns or rows and their attributes in Pandas is 
relatively straightforward. Thus, using ‘iloc’ and ‘loc’ as 
operations for retrieving data from data frames, necessary 
columns were selected for modelling by logical selections. For 
example, X = df.iloc[ : , 1:13] was done to select 12 first 
columns in the Bathymetry table. Alternative syntax would be 
(for the case of 4 columns) X = df.iloc[ : , [1, 2, 3, 4]] for 
smaller data sets where the number of columns can be defined 
manually. Similarly, selecting necessary row during the data 
analysis was done using loc[] function, e.g. B = df.loc[12] 
returned the bathymetric observation nr. 13 (starting from 0). 
For instance, selecting the slope classes fir geomorphic 
analysis across the trench was done using following Python 
code: 
very_steep = data['slope_class'] == 10, 
extreme = data['slope_class'] == 9, 
strong = data['slope_class'] == 8, 
which returns a boolean expression of True/False for all 25 
profiles. 
 
Selecting a particular profile and corresponding geologic 
columns for this profile was done using following code 
snippet (example of profile nr. 15): 
profile_15 = data. loc[data[‘profile’] == 15, [‘sedim_thick’, 
‘slope_angle’, ‘igneous_volc’]] 
 
Analysing geological data set was done through logical 
queries by Pandas. E.g. to find maximal depths, or to find a 
profile that has the thickest layer of sediments is done by the 
code lines: 
# What is the maximal bathymetric depth? data['Min'].min() 

[Out 3]: 10.600 m. 
# What is the maximal sediment thickness? 

data['sedim_thick'].max() [Out 3]: 142 
# What is the maximal slope angle steepness? 

data['slope_angle'].max() 
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[Out 3]: 70 
Other examples of the logical queries: 
# How many bathymetric data['plate_pacif'].value_counts() 

observations are there for each tectonic plate? 
# How many data belong to each of the slope class? 

data['slope_class'].value_counts() 
# Summary displaying statistics for the selected variable: 

Mariana Plate data['sedim_thick'].describe() 
This returns a descriptive statistics on the column of sediment 

thickness (Name: sedim_thick, dtype: float64) 
# Splitting data into groups ba variables was done using 

groupby(): 
data.groupby(['slope_class']).groups.keys() 

[Out 4]: dict_keys([6, 7, 8, 9, 10]) # that is, 5 slope classes of 
the geomorphic steepness. 

# Analysing how many profiles have specific slope steepness 
using groupby(): data.groupby('slope_class', 
as_index=False)[['profile']].sum() # produces Pandas 
DataFrame 

Similar logical queries are possible through Pandas 
environment. All scripting was done on Jupyter Notebook. 
The tables were examined to correctly process columns and 
rows. Thus, a df.shape function was used to know the number 
of rows and columns; df.ndim – to check up the dimension of 
the array; df.head() and df.tail() for analysis of the first and 
last rows in the data frame. The types of each column were 
checked using ‘.dtypes’ function. 

2.4. Partial least squares regression analysis 

Partial least squares regression analysis was performed in 
Python library StatsModels to estimate the relationships 
between two factors of the data set: slope gradient angle 
steepness as independent variable and sediment thickness as 
dependent variable, by four tectonic plates. The results are 
presented as a facetted plot on Fig. 4. Geological materials 
deposited during transit downward the slope is presented by a 
mixture of rock and sediment derived from the abyssal plain 
[29]. Therefore, as can be seen from the Fig. 4, the slope 
gradient and sediment thickness have certain correlation of the 
observed and predicted values. Moreover, the dependences 
between the shape of the profiles varies due to the effects from 
the external factors and location of the segment on one of the 
four tectonic plates: Mariana, Caroline, Pacific and Philippine 
Sea. 

2.5. Ordinary Least Square (OLS) by Python 

The Ordinary Least Square (OLS) method of the statistical 
analysis aims at estimating the unknown parameters in a linear 
regression model [30]. It produced (Fig. 5) the best possible 
coefficient estimating that the model satisfies the OLS 
assumptions for the linear regression. 
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Figure 4. Partial regression analysis for the slope gradient of the profiles by tectonic plates.  

The calculation of the OLS minimizes the sum of the squares 
of the differences between the observed and predicted 
variables in the dataset on Mariana Trench geomorphology. 
The predicted values are given by a plot visualizing linear 

partial regression analysis of a set of explanatory variables, 
presented as bathymetric profiles and their depths (Fig. 4). 
The Fig. 5 shows a screenshot of the OLS’s execution and 
results by Python’s StatsModels library.  
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Figure 5.  Ordinary Least Square calculation by Python library StatsModel, for the Mariana Trench project on the geomorphic analysis of 
the profiles.  

2.6. Violin plots for descriptive statistical analysis of the 
bathymetry 

The 'violin' plots illustrated on Fig. 6 represent statistical 
analysis of the bathymetric data by profiles. The name 'violin' 

plots is derived due to the visual similarity of the plot to the 
music instrument. The violin plot illustrates statistical values 
for each profile: markers indicating median, interquartile 
range box plot, rotated smoothed probability Kernel Density 
Plot (KDE) on each side (curved shape on each profile) of the 
bathymetric data at different profiles (Fig. 6).  

 
Figure 6. Statistics on the bathymetry by violin plots: median, KDE, means of the profiles  

2.7. Bar plots: ranges of the bathymetric depths  

The data distribution are presented on Fig. 7, made by Python 
library Matplotlib. By profiles, they ranged from -10.600m 

(maximal depth in this data set) to -3150m (the shallowest 
point in the data set). The maximum depths in the profiles 
were found in profiles Nr. 20, 21, 19, 14 (Fig. 7, right, sorted 
bathymetry), and the minimal depths (i.e. the shallowest) 
consist the first group, that is profiles 24, 23, 22 and 10 (Fig. 
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7, right, sorted bathymetry). The deepest part of the trench is 
located in the south-west and central segments where the 
trench crosses Philippine and Pacific Plates. The moderate 
depths correlate with Mariana Plate and the majority of the 
Philippine Plate. The depths ranges detected across the 
profiles of the present study are also higher in the southern 
part of the trench than in northern one (Fig. 7). In general, the 
central part of the Mariana Trench has variations in depth. 

However, the general trend shows the increased depths 
towards the southern part were the depths are higher than in 
the northern segments. By comparing the profiles Nr. 3, 4, 9, 
12 from the Pandas array (Fig. 7, coloured green) with profiles 
Nr. 18, 16, 15, 13 (coloured orange on Fig. 7), it is clear that 
depths increase reaching their maximal values in the following 
group (Profiles Nr. 20, 21, 19, 14, group coloured blue, Fig. 7, 
right). 

 

Figure 7. Data distribution analysis: ranges of the maximal depths. Python library: Matplotlib 

2.8. Isotonic Regression by Python's library StatsModels 

The statistical method of the isotonic regression (Fig. 8) was 
applied as a non-metric multidimensional scaling aimed at 
fitting a line to a sequence of the observations. The conditions 
are that the line has variation in forms, non-decreasing and 
non-increasing across the samples and the line lies most close 
to the observations pool. The concept of the isotonic 
regression was introduced by [31] and further developed by 
[32]. The principle of the computation algorithm of the 
isotonic regression lies in the following formula (1) of the 
problem of quadratic program (QP):  
 

min∑wi∗(xi−ai)2 subject:xi≤xj forall(i,j)∈E (1) 
 
where, x(i) and x(j) are constraints; E are the edges or the is 
the set of pairs (i, j) for each constraint; w is a weights vector; 

n is a number of observations. The isotonic estimator, g 
minimizes the weighted least squares-like condition (2):  
 

ming∈A∑wi∗(g(xi)−f(xi))2 (2) 
 
where, A is the set of all piecewise linear, non-decreasing 
continuous functions; f is a known function. Further 
references on isotonic regression and its applications are given 
by [33]. The presented plot of the isotonic regression (Fig. 8) 
shows a non-decreasing approximation of the function while 
minimizing the mean squared error on the bathymetric data 
set. The benefit of this kind of a model applied for the Mariana 
Trench analysis consists in the flexibility of the model: the 
function does not assume any form for the target function, i.e. 
linearity. Thus, the real data of the observed bathymetric 
profiles can be compared with the isotonic curves (Fig. 8). 
Further references are given by [34].  
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Figure 8. Isotonic regression for the selected variables: geological data on sediment thickness layer (A) and maximal depths recorded by 
25 profiles (B). Python library: StatsModels. 

2.9. Data distribution analysis by Python's libraries Bokeh 
and Matplotlib  

Now we can have a more detailed look on the profiles’ shape 
and outline (Fig. 9). While Fig. 7 shows maximal depths by 

profiles (i.e. each profile has only one dot point on the plot), 
Fig. 9 illustrates the cross-section profiles by 518 samples in 
each profile using a 'stepwise' visualization.  

 
Figure 9. Visualization of the cross-section profiles, Mariana Trench  

A jitter plot (Fig. 10) plotted using Python library Bokeh is 
visualizing overlapped samples by profiles. It shows 
concentration of the most frequent, repeated depths by 

profiles. Comparing to the Fig. 7 and Fig. 9 focused on the 
data range, Fig. 10 shows analysis of frequency.  

   

 MJEN  MANAS Journal of Engineering, Volume 7 (Issue 2) © 2019 www.journals.manas.edu.kg 
 

http://www.journals.manas.edu.kg/


P. Lemenkova / MANAS Journal of Engineering 7 (2) (2019) 99-113 107 

Figure 10. Data distribution analysis: ranges of the maximal depths. Python library: Bokeh. 

Here we can see  (Fig. 10) that the most deep values are 
notable for the profiles 21 and 22 (upper left part of the graph), 
where the deepest place on the Earth is located: the Challenger 
Deep. In general, the graph shows distribution of the 
bathymetric data by the cross-section profiles.  

2.10. Circular bar plots for sorting data   

If we want to have more detailed insight into the bathymetry 
and geologic settings of the geospatial data set, we can extend 
other functions of spatial analysis embedded in R plotting. 
Hence, the variations in the sediment thickness by profiles 
were studied, in addition to the slope degree by four tectonic 
plates that Mariana Trench crosses: Mariana, Caroline, 
Pacific, Philippine Sea [35] .To enable multiple comparisons 
of the variables, existing methodology [36, 37] was used to 
analyse the distribution of the observation points across these 
plates (Fig. 11). The least points are located on the Caroline 
Plate, south-western part of the trench (cyan coloured lines on 
the Fig. 11). The most dense distribution of the samples is 
observed on Mariana Plate (purple colour, Fig. 11) and 
Philippine Sea Plates (magenta colour, Fig. 11). As for Pacific 
Plate, there is a absence of the samples on the central part of 

the trench between the profiles Nr. 15 to 19 where the trench 
has a curvature (Fig. 2).  
 
Ranking geologic data has a step in geomorphic analysis 
where the levels of the slope degree are determined by the 
geospatial impact. Therefore, geomorphic variations typically 
necessitate an additional sub-task of the geological analysis of 
the study area. For example, if a certain segment of the trench 
is located near the active volcanic area the sedimentation rates 
may increase significantly in this particular region. A 
{tidyverse} R package, was used to visualize a circular plot 
showing the comparative analysis of the bathymetric ranged 
by the sediment thickness. The algorithms and syntax of R 
coding was applied from the R manuals and available 
materials. Variations in the slope gradient steepness in the 
Mariana Trench subduction system are caused by various 
factors, among which sediment dispersal: longitudinal 
transport of sediments along the trench and transverse 
transport into the forearc basins. As a result of these physical 
processes, Mariana Trench formed as the most significant 
elongate depressions on the Earth seafloor with a deepest 
place detected in the Challenger Deep [38]. 
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Figure 11. Unsorted (left) and sorted (right) distribution of the profiles according to the sediment thickness, circular plot by tidyverse 
library, R. 

2.11. Euler-Venn diagrams for visualizing overlapping of 
attributes and factors  

The Euler-Venn diagram shows four cases where overlapping 
in values or concepts can be visualized. The Fig. 12, subplot 
A shows cumulative total sediment thickness by tectonic 
plates. The subplot B shows detected igneous volcanic spots. 
Subplot C shows slope degree and D shows methodological 
overlay showing the approaches of this work: GIS data 
mapping and digitizing, geological analysis and Python and R 
programming languages.  

3. Results 

Python and R based data analysis presented in this research 
resulted in following findings. Among various shapes of the 
profiles (Fig. 9) the section of profiles 19, 20, 21 and 22 (Fig. 
9, E) had initially uniform shape of the geomorphology that 
decreased abruptly after the samples 200. The unevenness of 
the profiles can be explained by the changes geologic 
conditions and transfer to the neighbour tectonic plate (from 

the Philippine to the Pacific Plate, and from Mariana to the 
Philippine Plate). Fig. 9 and 10 illustrate comparison of the 
data distribution by profiles, made by Python libraries Bokeh 
and Matplotlib.  
 
The groups of profiles 23, 24 and 25, (Fig. 9, F) have similar 
geomorphic shapes: the first part of the profiles is relatively 
even while the southern part is notable for the increased 
depths. This  analyses can be drawn from Fig. 9. The profiles 
are coloured with the shared X axis for better visualization. 
The increase of depths by profiles can be influenced by 
multiple factors: geographic location and subducting tectonic 
plates, geologic settings, sedimentation, etc. The geomorphic 
shapes in the seafloor of the Mariana Trench subduction 
system vary by four tectonic plates: Mariana, Caroline, Pacific 
and the Philippine Sea. The Caroline Plate has the least 
sampling points due to the location in the south-west of the 
trench. The majority of the samples are located on the Mariana 
and the Philippine Sea, followed by the moderate number on 
the Pacific Plate.  
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Figure 12. Modelling intersection and correlation by various factors in the project Mariana Trench by Euler-Venn diagrams. A): 
Bathymetric observations by plates, cumulative computing; B): Sediment thickness, slope degree and closeness of the volcanic spots; C): 
Subdivision of the slope steepness by classes; D): Methodological approaches. 

The following results are received on sediment thickness 
based on the data modelling, Fig. 11. The profiles Nr. 1, 24, 
25, 23 are notable for the high sediment thickness on the 
Philippine Plate, profiles Nr. 2, 4, 6, 8 have the highest values 
for the Mariana Trench, profiles Nr. 3, 5, 8, 6 have the highest 
values of the sediment thickness for the Pacific Plate, etc. As 
can be seen from the Fig. 8, the profiles located on the 
Caroline plate have the least values, since this part of the 
trench has only a few bathymetric points from the sample pool 
that cross the Caroline Plate. This can be explained by the fact 
that sediment thickness is indirectly impacted by the 
variations in slope degree that creates conditions for the 
sediment accumulation.  
 
The methodological goal of this research was to identify 
variations of the steepness in various segments of the trench. 
The slope steepness degrees and depths were analysed and 
determined using statistical analysis by libraries of Python and 
R programming languages. The results revealed that the most 
steep part of the trench is located in its south-west, north-west 
and central segments (profiles Nr. 3, 7, 9, 23, 24) where trench 
crosses Philippine and Pacific tectonic plates. This segment of 
the trench can be characterised by the largest local depths and 
sharp abrupt changes in the geomorphic shape. The highest 
depth gradient can be seen at the profile Nr. 21 is at the 
distance of 10.600 m from the seal level. The middle moderate 
slope degrees (Profiles Nr. 1, 11, 4, 5, 10) correlate with the 
areas where the trench crosses Mariana Plate. These 
geomorphic segments have relatively balanced bathymetric 

elevations records ranging from -7.600 m (profile Nr. 11), -
7.750 m (profile Nr. 4), -7.800 m (profile Nr. 5), -7.750 m 
(profile Nr. 10), to -6.200 m (profile Nr. 1). The modelled 
depths are shown in on Fig. 5 (jitter plot showing depths 
ranges). 
 
Finally, the profiles with the least slope degree Nr. 21, 22, 18, 
20 are mostly located in the southern segments where trench 
crosses Caroline Plate. Mostly, the depth values of deeper than 
-9600 m below the sea level prevails on the bathymetric model 
for the deepest depth range (Fig. 5), representing the depths of 
the very steep slopes of the Mariana Trench. Correlation 
between the geomorphic shape with geologic settings and 
geographic location revealed that submarine geomorphology 
of the Mariana Trench is generally influenced by the 
geospatial settings of the underlying tectonic plates. They 
affect its shape and cause variation of the steepness across the 
trench segments. The variation of the shape form is affected 
by the location of the trench crescent. 

4. Recommendations 

As a recommendation for the future similar research, it can be 
noted that it is necessary to select statistical methods the most 
suitable to the modelling type: data ranking, data distribution 
(e.g. box plots or ‘violin’ plots, linear regression or isotonic 
regression), correlation matrix or correlogram ellipses, etc. 
Differences in modelling geomorphological variation may 
result from the application of various methods and algorithms 
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or different approaches proposed by selected libraries of 
programming languages (R, Python or Octave), software, e.g., 
Gretl [39] or SPSS [40]. To achieve the optimal results, it is 
crucial to follow methodological principles, select correct 
statistical algorithms for better data visualisation.  
 
Modelling submarine geomorphology can be done using 
various approaches: by the deepest values (i.e. each profile 
can have only one dot point),  by showing the full profile line 
in its length, by circular plots, bar plot, dot plots, as 
demonstrated. The extra- or interpolation of the depths may 
possibly increase random errors due to the complex nature of 
the physical landscapes. It can be either the effects of the 
environmental factors over the structure of the profile (e.g. 
tectonic slab movement  affecting the shape of the trench 
segment) or mathematical approaches of the selected 
algorithm for depths approximation. For better quality of the 
data set, the profiles should be taken at equal lengths and equal 
distance in between each two. The whole length of the trench 
should be covered by the profiles. In difficult segments (e.g., 
where trench crosses several tectonic plates), is is possible to 
do more dense digitizing. However, in this case it would be 
reasonable to enlarge the scale of this particular area as a 
separate fragment. 

5. Discussion 

Slope gradients are of particular interest for the 
geomorphological and bathymetric modelling. Slopes of the 
Mariana Trench are formed by twofold interconnected factors: 
primary slopes and decreasing slopes caused by the erosion 
and modification of the first ones. The submarine erosion of 
the slopes is triggered by the sediment failures and active 
erosion caused by gravity flows. Factors affecting slope 
morphology are diverse. Geological factors, such as rock 
composition, structure, permeability and erodibility of the 
slope materials (rock) that controls the detachability of the 
materials from the slope by a set of physical processes. Other 
factors include inner features of rocks and sediments structure: 
degree of consolidation, cohesiveness, grain size and 
geometry (angularity or roundness). As demonstrated in the 
research, a set of the slopes by 25 cross-sectioning profiles 
illustrates the shape formed as a results of the internal 
structure and external processes of the sediment transport and 
submarine erosion. Various geospatial factors cause formation 
of the slopes in Mariana Trench, and cause changes in 
gradient. A complex pattern of the erosional moats and 
depositions of the sediment drifts along the profiles cause 
varieties in the profile shapes (Fig. 3).  
 
Submarine erosion has origin in sediment failures and gravity 
flows by the water streams, erosional processes causing 
formation of the submarine canyon valleys [41, 42]. However, 
it should be noted that submarine geomorphology and 
bathymetric landforms along the trench may in turn affect 
hydrological processes by accelerating currents. Other factors 

that contribute to the formation of the slopes and slightly 
affect variations in their gradient: benthos, tectonics faults and 
plates [43], volcanic activities [44], contribution from the 
alluvial submarine fans, etc. Mariana Trench is a large 
subduction zone with depths exceeding 11 km. In these areas, 
cross-sections of the trench illustrate a complex association of 
the processes of subduction and the deposition of the deep-
water sediments. The sediment that fill up the trench area are 
derived mainly from the volcanic arcs and basins, being 
transported by the transverse canyons [45].  
 
Understanding such a complex set of processes and dynamics 
of the submarine geomorphology prerequisite an 
interdisciplinary approach. Therefore, besides the general 
geological knowledge and a set of data, quantitative numerical 
modelling of the processes is a requirement for the correct 
modelling. Existing papers report questions of the geomorphic 
analysis, bathymetric and environmental mapping [46, 47, 
48]. The advantage of using machine learning approach lies is 
the increase precision of the results, free from the subjective 
errors.  
 
Current research shown Python and R based statistical 
modelling of the complex geological processes that include 
several variables aimed at processing data sets for submarine 
geomorphic modelling. Prognosis of the geological processes 
is possible by means of R and Python based data analysis and 
plotting. Their libraries are based on the existing statistical and 
mathematical methods of data processing [49, 50, 51]. Using 
numerical methods by R and Python libraries, current study 
indicated geomorphic variations of the profiles affected by 
geologic and tectonic factors. The study demonstrated 
effective usage of the statistical methods and advantages of 
the multi-disciplinary implementation of the IT methods in 
marine geology.  

6. Conclusion 

Since rapid development of the programming and machine 
learning in the last 20 years, some papers reported using 
Python and R. Testing functionality of various packages, 
algorithms and modelling methods of these languages, these 
works have challenged data science and brought fresh ideas in 
methodology of geosciences. However, insufficient attention 
was done so far to the statistical data processing by Python 
and R specifically in marine geology.  Some research 
examples demonstrate application of the traditional GIS 
methods and mapping for spatial environmental analysis [52, 
53]. In marine geology, despite obvious importance of the 
linkage between the GIS analysis and Python and R statistical 
libraries, enough case studies are not yet available. This paper 
contributed in this field by connecting scripting based data 
analysis with geospatial modelling. Technical application of 
Python and R statistical libraries enabled successful for 
modelling of the geomorphic variations of the hadal trench. 
The study contributed towards methodological development 
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of the applied statistical analysis by Python and R in marine 
geology.  
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A B S T R A C T  A R T I C L E  I N F O   

The “Industry 4.0” (the fourth industrial revolution) is recognized as a new industrial step in 
which horizontal and vertical manufacturing progress combination and product connectivity 
may supply benefit producers to achieve higher technical achievement. However, especially in 
developing countries; limited information is known about how industries could meet the 
implementation possibilities of the Industry 4.0 associated technologies to achieve industrial 
production and performance. 

This paper briefly reviews and describes industry 4.0 and environment for modernization. The 
paper also discusses what are the current objections met by companies especially energy 
generator companies according to hydropower plant operators’ experiments. The paper offers 
an approach from strategic planning to operational level for the implementation of industry 4.0 
for all manufacturers especially the energy sector. Also new opportunities, applications and 
scenarios examined by introducing the technologies and tools for Industry 4.0. Finally, it 
referred a conclusion and brief look of the future work. 
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1. Introduction 

The Industrial Revolution is one of the most famed and 
revered milestones in human history [1]. They are mostly 
accompanied not only by technical and scientific innovations 
but also by the essential aspects involved in the Industrial 
Revolution were technological, cultural and socioeconomic 
[2]. 
 
In order to explicate the theory and perception of 
technological revolution, initially, we need to define the 
notion of technology. It represents a set of technological 
knowledge about how to conceive, produce, use and even 
commercialize goods or services or their elements; or in the 
accomplishment of objectives, such as scientific investigation, 
as well as any possible aggregation of these operations [2]. 
Industrial Revolutions, basically, is a period in which 
machines bring meaningful developments to the people's way 
of life particularly in the manufacturing environment [3]. As 
history provides [4]. 
 
The first Industrial Revolution launched in the 18th century 
when agricultural communities became more modern, 
technical and urban. The first mechanical revolution occurred 
in the middle of the 19th century and was accompanied by a 
process of economic growth as a result of the industrialization 
of North America and Europe [2,5]. 

Industry 2.0 also known as the Technological Revolution 
began from the end of the nineteenth century continued up to 
the 1980s [6]. It was the period when industrial products 
started to increase both in variety and volume. Major 
technological innovations included the transcontinental 
railroad, the cotton gin, electricity, mechanical devices, cars, 
and other inventions permanently changed society. Industry 
2.0 products are still effective today [7]. 
 
Industry 3.0 began in the 1980s and also known as the Digital 
Revolution. It is characterized by technological innovations 
such as the change from analog to digital, which had 
considerable influence, especially on the electronics industry 
[8]. By this revolution; production of automation had 
increased, people empowered to “higher-level jobs” – i.e. 
programming and automotive industry had use of robotics. 
The demand for goods during Industry 3.0 increased to three 
dimensions which are volume, variety and delivery time [7].  
 
Organizations that want to be ahead of the global competition 
in the world of the future have to achieve with smart robots 
that will work in production and distribution processes, 
research and development, sales marketing and management 
processes to be used with artificial intelligence systems. 
Nowadays the world is witnessing the 4th technological 
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revolution; namely Industry 4.0. Fig. 1 shows main 
transformation areas in the world. 

 
Figure 1. Fast-evolving world 

Many different definitions exist for Industry 4.0 by companies 
and various groups according to their wishes and 
understanding. The main idea of industry 4.0 demonstrates 
how complex production processes can be optimized using 
new Technologies. A formal definition of industry 4.0 is 
defined in [9] as follows: It is understood as a new industrial 
stage with technology innovations such as manufacturing 
operations systems and information and communication 
technologies (ICT) – especially rapid developments in the 
fields of the Internet of Things (IoT), Big Data, robotics, 
blockchain technology, sensors, artificial intelligence, 
augmented reality and rapid prototyping technologies. We 
define Industry 4.0 as a revolution enabled by the application 
of advanced technologies (like IT) at the manufacturing level 
to bring new values and services for customers and the 
organization itself. Many aspects of Industry 4.0 are 
undefined, undiscovered and uncertain, such as the demand 
dimensions of customers and the future product architecture 
of electricity generation and electric vehicles [7]. If we Google 
"fourth Industrial Revolution," that's somewhat synonymous 
with industry 4.0. The idea is after the digital age, the 
computer age, what we've got now is a collision of the digital 
and physical ages. We have Internet of Things devices. We 
have data analytics, machine learning, artificial intelligence, 
and all of those are changing the relationship, we have to each 
other and to the machines around us, both the physical 
machines and the ethereal machines, like cloud computing 
systems. So industry 4.0 is one in which standard 
manufacturing, standard production of goods is being 
superseded by the idea that you can use digital technologies to 
change the whole dynamics and calculus of manufacturing. 
And 3D printing is actually a very good example of that. The 
industrial revolutions are depicted in Fig 2. 

 
Figure 2. Stages of industrial revolution [10] 

2. Importance of industry 4.0 

While 4th technological revolution has been developing at a 
dizzying pace in recent years, the public is divided into 
'worries' and 'hopefuls'. So, what kind of future will artificial 
intelligence offer us? How does the world use these 
technologies? The world and Turkey, at which point the 
Industry 4.0 fields? The most curious question for academics, 
professionals, and entrepreneurs is: whether the machines can 
think? The British mathematician Alan Turing, who 
introduced this question for the first time in 1650, had not 
imagined the point reached today [11]. 
 
But today computers can beat the chess champion. Or in the 
quiz, it can make a slam to its competitors. Thousands of years 
of the strategy game can defeat the champion in “Go”. They 
can even quickly move and open the doors. But sometimes 
they can make mistakes. Just like the “Robot Mini Ada”, 
which had an accident in the past days in Konya City, Turkey. 
 
Industry 4.0 has been developing at a swift pace in recent 
years. Because artificial intelligence is fed by data, and there 
is much more data than before. It is made by imitating human 
movements and behaviors by software and algorithms. When 
it comes to this revolution, many people think of robots that 
we are familiar with from movies. But in fact, we use them in 
almost every aspect of our daily lives.  
 
Robotics and automation systems provide the muscle for 
Industry 4.0, cameras and other sensors provide the senses, 
and connectivity and data are its central nervous system. But 
in the background, the real brains of this industrial revolution 
is Artificial Intelligence [12, 13]. When we use each search 
engine, we also benefit from artificial intelligence. Or we use 
artificial intelligence again when using virtual assistants on 
smartphones. For example, artificial intelligence algorithms 
for diagnosing disease from medical images work very well. 
 
For example, this artificial intelligence technology used in the 
IOWA university clinic in the United States can identify and 
prevent the corals from sugar diseases [14]. This area is 
becoming increasingly popular, and the countries are 
interested in it [15]. 
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Countries that make the most investment in artificial 
intelligence in the world at the beginning of the United States 
and China is coming [16]. The same two countries lead the 
academic publications [17]. 
 
Many countries have announced their national artificial 
intelligence strategies. The first was explaining Canada and 
followed by China [18]. For example, China said it aimed to 
be the world's largest artificial intelligence force by 2030 [19]. 
It focuses on a number of issues, most notably the funds 
allocated to artificial intelligence studies. After that, the 
important thing is that people who develop artificial 
intelligence technologies. 
 
In Turkey, many institutions producing national artificial 
intelligence projects. One of them is Turkcell [20]. The 
company is preparing to market the first virtual assistant in 
Turkey. There are also artificial intelligence entrepreneurs. 
Sercan Esen, a 28-year-old from the private sector, who spent 
4 years working on his own project, is one of them. The two 
young entrepreneurs developed the award-winning project 
namely “intenseye” in Istanbul Technical University. 
 
Performing a first time in Turkey with this artificial 
intelligence video recording applications, gender and emotion 
analysis can be done. It can also use magazines to do customer 
analysis. Or in the contact and transportation points for smart 
cities, airports, metros can use this solution. For example, in 
the production facilities, businesses can analyze the emotions 
of their employees. When working with a tool; they 
understand how intense and stressful you are and can 
intervene and prevent accidents. Civil-society organizations 
are also doing all works for widespread use of artificial 
intelligence in Turkey. “Deep Learning Turkey” is one of 
them, bringing together professionals, academics and 
entrepreneurs. They have a lot of members in the community, 
and they share information with each other, and they do 
projects together. In summary; Turkey is closely following the 
work of artificial intelligence. So what's the next step? 
 
In fact, in general, like every developing country, Turkey also 
needs an artificial intelligence strategy as a nation in order for 
these studies to come together and to provide them with more 
benefits. 
 
What kind of future will artificial intelligence offer us? There 
is no doubt that it will enter many areas of our lives. How can 
we do many things that exist in our daily lives when electricity 
is found, how we can do it? That's exactly what countries need 
to do right now. How can we do even the most complex things 
in our daily life with artificial intelligence? Applying artificial 
intelligence to everyday life. Machines can be part of our daily 
life. According to some, there is nothing to fear, but the 
number of those who are concerned is not small. For example, 
in the state of Arizona, on March 13, 2018, the fact that Uber's 
driverless vehicle caused the death of a pedestrian opened the 

door to a new debate [21]. Nowadays the scenarios that robots 
take control are also very popular. There are different views 
about how artificial intelligence will transform the world. 
 
-The development of artificial intelligence can lead to the end 
of humanity. (Stephen Hawking) [22,23] 
 
-We can use artificial intelligence to create heaven or hell. 
That still depends on us. (Yuval Noah Harari) [24] 
 
-There will be very, very little work that Robots cannot do 
better than people. (Elon Musk) [25] 
 
According to the US-based Mckinsey consulting firm, by 
2030 robots could leave 800 million unemployed. Automatic 
cash registers, driverless cars, robot security guards are 
already starting to enter our lives [26].  
 
We be aware or not; we have an industrial revolution. But this 
does not mean that systems are created to completely replace 
people. The aim should not create systems that replace human 
beings with artificial intelligence algorithms, but create the 
capabilities of people, the characteristics of people and the 
systems that develop and integrate. Therefore, it shouldn’t be 
imagined where the environments of only the people work, or 
the machines work. But we imagine the systems where people 
and machines can work together, people work where people 
are good, machine can be used where the machine is good. 
 
What will the manufacturing of tomorrow look like? There is 
no clear answer to how Industry 4.0 will transform the world. 
But it is obvious that the transformation has already begun and 
the energy sector has the chance to be part of it and will be on 
our agenda for many years. This is not going to be the same 
likes before. There's going to be a huge change. It's not about 
the steam that feeds our plants in the first revolution, or 
dominant mass-production model in the second, or even 
computerized systems come out of the third revolution that we 
live today. The basic principle of Industry 4.0 is about 
automated connectivity which manufacturers worldwide are 
connecting their machines to the cloud and progressing their 
owned industrial Internet of Things. It's an opportunity to 
radically change the way industry impacts the needs of 
individuals and societies. The advancement of Industry 4.0 
will be guided by an intelligent, interdependent and 
widespread environment, as innovations in production 
processes and systems are led by earlier industrial revolutions. 
Those left behind the revolution will feel it keenly for the jobs 
are today might be dramatically different in the not too distant 
future. There is still a space for leaders of this new revolution 
to emerge, but the race has already started. [27] 
 
Industrial parts are becoming smaller. Products get to market 
with less waste, faster, and on-time. Even the most manual 
processes are turning towards automation. Innovations in deep 
learning, machine vision, fuzzy logic, and robotics are 
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revolutionizing production lines and supply chains. The 
machines now produce vast amounts of Big Data, accessible 
via the cloud. As the information and machines, they produce 
become connected, new cyber-physical systems will glint a 
modern-day Industrial Revolution. This is Industry 4.0. In the 
Industry Revolution, machines become smarter and learn from 
their environments and take corrective actions to optimize 
production. These machines work without regard to a central 
controller, collaborating and communicating with other 
devices. Industry 4.0 facilities produce new organizational 
intelligence, which expands across facilities. The result: 
nothing short of total transformation of production lines and 
business performance. Machine vision will be at the mainline 
of this new manufacturing paradigm. [28] 
 
The power network is also changing. With the increase of 
renewable energy generation technologies and drive to make 
a better demand response, the grid's current environment must 
change to realize the promise of the IoT. 

3. Industry 4.0 for energy generation 

To meet the need for greater flexibility in hydraulic systems 
and to maximize overall equipment efficiency, production 
processes must automatically adapt to changing demand. This 
requires smart devices that communicate with each other in 
real-time and a controller platform that serves as a hub for 
seamless providing two-way communication from the 
corporate network up to the actuators. Today, important steps 
have been taken on Industry 4.0 theory in hydraulic 
applications. The most important of these is to connect the 
hydraulic equipment to the digital control electronics to 
process the steps in the software. In addition, all the features 
of fluid technology have been stored in the form of algorithms 
in the software. 
 
There are 5 important points for the application of Industry 4.0 
in power systems. These are: 
 
• Compatibility of power system components for the 

current structure of Industry 4.0, 
• Easy control of the structure of the power plant and 

consequently to increase the efficiency of the system, 
• It can be controlled from a single point, so that 

operating costs can be reduced, 
• Easy monitoring of plant equipment, 
• producing alternative solutions with advanced control 

applications. 

Today's many Central Station controlled power grids operate 
on update cycles that are as long as 15 minutes. 
Approximately every 15-minute outage information is 
updated, and Central Station estimates the power and sets its 
generators to meet the load. Unlike conventional power from 

fossil fuels, renewable power sources such as wind turbines or 
hydropower plant a predictable output at the same time. Fast 
loads like plugging in electric cars are also hard to predict. If 
the grid drops below the needed power, it can fail. So; to 
ensure sufficient power grid operators maintain extra power 
plant reserves to compensate for these fluctuations. That keeps 
the lights on, but it wastes fossil fuels. It means the renewables 
are not lowering the carbon footprint as much as they should. 
To deliver on the promise of renewable energy, the Industrial 
Internet Consortium (IIC) started a new initiative named the 
communication and control testbed for microgrid applications 
to enable the efficient use of renewable energy resources at a 
large scale. This is an ambitious goal. But when the expertise 
and the technology come together, the dream can become a 
reality [29]. The industrial Internet of things provides a 
disruptive technology that will change the way the grid 
operates. Three members of the IIC are lending their expertise 
to the microgrid communication and control testbed Project. 
Real-time Innovations (RTI) is providing real-time data bus 
software. National Instruments is providing the intelligent 
nodes for edge control in analytics. Cisco is providing network 
equipment and security expertise. The open FMB project at 
the smart grid interoperability panel is defining 
communications data model and services standards. Duke 
Energy Southern California Edison and CPS Energy will take 
the architecture through performance and security testing to 
prepare it for real-world challenges. The goal of the new 
initiative is to prove the viability of real-time communications 
and control framework which combines distributed edge 
located processing and control applications with intelligent 
analytics. A real-time secure connectivity framework enables 
machine-to-machine, machine to control center and machine 
to cloud data connectivity. The framework will run in real-
world power applications and interface with operational 
equipment. At the core of the new smart microgrid, critical 
infrastructure is a high-speed field data bus that connects 
devices and intelligent nodes. The data bus also interacts with 
the Central Station and the cloud taking advantage of both 
local and remote state to optimize operations. The data bus 
streamlines the delivery of real-time to analytics to any node 
on the network edge or cloud. It is based on the data 
distribution service protocol (DDS). 
 
Things like Uber and Airbnb and things like Pandora or 
Spotify, which are kind of examples of Industry 4.0. So what 
about; does Industry 4.0 mean to sort of a power producer? It's 
kind of that collision between cyber and physical. Maybe a 
simpler way to put some of this is that smart manufacturing, 
IOT, Industry 4.0, is all an attempt to help take the information 
that you generate every day in companies — from electric 
energy producer processes — take that information and make 
some value from that information; feed that back into 
processes, whether it's in terms of supply chain, whether it's in 
terms of better-improved processes. Being able to model those 
processes to improve the output, the expectation of a higher-
quality product. Be able to lower costs in some way, shape, or 
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form through lower energy, through lower material use, 
through reduced scrap. The idea is to take information and 
make value from that information. The challenge that all of 
these aggregator companies have is to be able to make sure 
that anytime hydropower or wind farms change a requirement 
for one of their parts that these facilities manufacture, that that 
is appropriately fed through the process, that there are, the 
plans are appropriately changed. This is a very large problem 
when you're talking thousands of parts for a generator, 
turbines, governor, controller, transformers.  
 
Hydropower has played an important part as the critical 
electricity generation source of renewable energy for over a 
century. The digitalization of hydropower plants is 
transforming the way power facility will be operated and 
maintained in the future. It guarantees to bring substantial 
values to the renewable energy sector, and it is an industry-
wide trend that can positively influence power networks 
around the world. By 2030 over half of the world's existing 
hydropower facilities will have undergone, upgrading and 
modernization, according to International Hydropower 
Association (IHA) [30].  
 
Machine learning, neural network, cyber-physical systems, 
data mining, the Internet of Things and the Internet of Services 
are some of the keywords related to digitalization. It improves 
performance with intelligent design and common sense and 
reduces costs by means of save millions in hydropower 
operation and maintenance costs. The algorithms and models 
help the companies to analyze and classify the faults or, more 
precisely, future faults in the facility. The figure shows steps 
of the data collection for smart operation and maintenance of 
a power facility. 

 
Figure 3. The steps of the data collection 

As shown in Fig. 3; initially, all parts and items of the power 
plant, whether in the air or underwater, should be digitalized 
by means of a laser scan and documented regularly on a 
special data platform.  
 
These stored data will later be connected to algorithms with 
the existing information and the multiplicity of ongoing 
measurement values from the facility. In order to get a 
precisely comprehensive picture of the whole facility, let’s 
start by considering where and how the IoT is becoming 
enmeshed across the hydropower industry. Even cheap 

sensors without maintenance overheads are appearing right 
across the hydropower operational landscape as components 
of the industrial IoT. Location isn’t truly restricted; it can be 
upstream and downstream, sensors can now transmit 
continually, for instance, to provide water level in the 
reservoir, water inflow of data. When the industrial IoT begins 
to be shaped, the use of sensors in the hydroelectric plant also 
increases. The sensors can provide a continuous, high-speed 
data stream to inform the operation personnel of everything 
from stability to heat generation in turbine bearings. 
 
Nowadays most power plant uses Supervisory Control and 
Data Acquisition (SCADA) which PLC boards gather data 
and push it to SCADA systems. However, Industry 4.0 and the 
growing number of internet-enabled devices in use offers 
facilities a fantastic opportunity to significantly increase their 
generation, flexibility and enhanced security with innovative 
solutions based on the latest technologies. The internet-of-
things sensor technology and big data are advancing a new 
breed of power plants. A smart power plant is one which is 
data-rich has interconnected systems that enhanced 
management capabilities for property owners managers and 
user experience of the space customers. Smart power plants 
are sometimes referred to as automated plants, intelligent 
plants or plants that incorporate smart technology. The unit 
connected system found within a smart power plant work 
cohesively to deliver accurate and useful data that is used for 
enhancing operational performance personalized comfort 
measurable health and well-being outcomes and connected 
operator experiences largely mobile-phone technology. These 
power plants operate using integrated communication 
networks. It connects the systems and shares data for 
increased visibility and management capability enhanced 
operational performance and connected place experience. 
 
There are 5 important issues in the application of Industry 4.0 
in hydraulic systems. Basically: 
 

1. Developments: The current structure of hydraulic 
system components is compatible with Industry 4.0, 

2. Advantages: To be able to control the hydraulic 
structure easily in an intelligent system and to increase 
the system efficiency accordingly, 

3. 3.Cost: Since the control from a single point is 
provided, the reduction in operating costs can be easily 
obtained, 

4. Convenience: Easy monitoring of hydraulic types of 
equipment, 

5. Alternativity: Producing alternative solutions with 
advanced hydraulic applications. 

Major operative advantages of Artificial Intelligence with 
respect to hydropower facilities include limited to none a 
priori knowledge of involved physical experience, high level 
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of flexibility when managing different sets of versions and 
fluctuations related to discharge energy generation, and quick 
setup time of the forecast system. Fig. 4 illustrates a smart 
hydropower control system. 

 
Figure 4. Hydropower plant control system. 

The goal of this control system is to operate and manage the 
water reservoirs and flow rates in real-time for a continuous 
stable and optimal electricity production for maximizing the 
profit, on the global level. The dilemma here is the complex 
and nonlinear dynamics of hydropower plant control system. 
 
The nonlinear dynamics of hydropower facility system can be 
classified as follows; firstly, on the powerhouse has its own 
water turbine, governor, generator, and other 
electromechanical equipment where any uncontrollable 
release of hydraulic mass by reason of water hammer can 
disturb the balance of the system and transfer the oscillations 
to the electric power grid. 
 
Secondly the system may take time-dependent variable and 
random inputs such as rainfall or sudden increase or decrease 
of electricity market prices and water sources, in this case the 
system’s control strategy and the operational input data have 
to be modified so that the variable water inflow data 
conditions and the electricity market prices are always utilized 
for optimal electricity production with negligible water losses 
and do not exceed the penstocks’ operational capacities and 
reservoirs’ level which means water does not run uselessly. 
 
Thirdly it has nonlinear mathematical relationships between 
water inflow rates and electricity market price, in addition to 
the relationships between the reservoirs’ levels and the 
consequence of generated powers are also nonlinear. 
Furthermore, the system has to handle uncertain requires or 
rejections from the grid where the input data for frequency and 
power adjustments may always be required. 
 
IoT is complementary to SCADA and Distributed control 
systems (DCS). The data achieved from SCADA systems acts 
as one of the data points of supply for IoT. SCADA’s target is 
on control and monitoring, IoT’s focus is firmly on analyzing 
machine data to develop work rate, generation and impact top 

line. The Global System for Mobile communications (GSM) 
module or any telemetry system to feedback the community 
for monitoring. 

4. Conclusion 

As a renewable energy source; hydropower is well-positioned 
to continue to supply reliable and sustainable energy. In a 
power facility, the noise is the voice of the machines. The 
voice tells us how the machines are feeling. Inspection 
personnel understands the voice of the machine. But who 
listens to the machines between the inspection rounds? Smart 
sensors tell us how the machine is feeling. Vibration sensors, 
sound recorders detect abnormalities by intelligent algorithms 
and machine learning. Inspectors check if something has 
happened in the power plant.  
 
The digitization of hydropower plants, control systems, and 
power grids is an emerging industry trend that promises to 
optimize asset management and performance. By utilizing 
digitalization and the correct concepts, the hydropower 
industry will be able to rationalize its maintenance processes, 
reduction in costs and expansion of hydropower capabilities. 
And millions will be saved in maintenance costs! The 
digitization of hydropower plants, control systems, and power 
grids is an emerging industry trend that promises to optimize 
asset management and performance. Industry 4.0 can play a 
key role in reducing climate change. 
 
In this study, Industry 4.0 design fundamentals, implementing 
and conceptual approaches as an electric energy producer in 
power plant analysis are given. Nowadays nations and 
industry companies collaborate to gain new technology with 
energy generation and aggregator companies. The most 
important reason is to use skilled sensors and to contribute 
actively to the power plants. Therefore, the components of 
power facilities should be linked to Industry 4.0 concepts is 
very important in terms of being able to adapt to smart, cheap 
operation and maintenance. 
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1. Introduction 

Laminated composite plates can be used in different 
application areas of engineering. The plates made of 
laminated composite materials have some superior properties 
compared to metal and ceramic materials. Therefore the need 
for these materials is increasing. In addition, the increase in 
temperature can limits the use characteristics of laminated 
composite plates. Because of that, thermal stress behavior of 
these plates is important. Finite element approach was used in 
some of these analyses [1]. In literature, there are many studies 
about thermal stress of laminated composite plates. 
Thangaratnam et al. [2] investigated the thermal stress 
behavior of plates and shells made from laminated composite. 
Savoia and Reddy [3] evaluated the thermal behavior of 
laminated composite plates subjected to thermal load 
according to three dimensional. Tungikar and Rao [4] reported 
an exact solution stress of rectangular composite laminate 
subjected to temperature load according to three dimensional 
approach. Sayyad et al. [5] analyzed of thermal stress of plates 
made of laminated composite based on exponential shear 
deformation approach. Bektas and Sayman [6] presented the 
analytical approach about elasto-plastic stress of 
thermoplastic laminated plates under simply supported 
boundary condition. Sit et al. [7] examined the thermal stress 
behavior of plates made from laminated composite based on 
third order shear deformation approach. Wu et al. [8] 
investigated the thermal stress of plates made from laminates 

according to actual temperature field. Khdeir and Reddy [9] 
analyzed the thermal stress and deflection behaviors of plates 
made from cross-ply laminates according to refined plate 
methods. Kant and Khare [10] presented a study about finite 
element approach of thermal stress of composite laminates 
based on a higher-order technique. Raju and Kumar [11] 
carried out the thermal behavior of plates made from 
laminated composite according to higher-order shear 
deformation approach which having zig-zag function. In this 
study, von Mises stress analysis of laminated composite plates 
subjected to temperature load was determined using finite 
element and Taguchi methods. Numerical analyses were 
conducted using finite element software ANSYS. Tests were 
performed using L8 orthogonal array based on Taguchi 
method. Each laminate groups has two laminates and their 
fiber orientation angles were assumed to be control 
parameters. 

2. Materials and methods 

The square laminated composite plate has eight laminates and 
it were made from graphite/epoxy materials. The material 
constants were given in Table 1. 
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Table 1. Material constants [12-14] 
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The planar dimension of plates made of laminated composite 
and thickness of each laminate were determined to be 150 mm 
and 0.125 mm [12] respectively. Thermal stress analysis of 
laminated composite plates were conducted using L8 
orthogonal array based on Taguchi method. The orthogonal 
array consists of four control factors with two levels. Fiber 
orientation angles of composite laminates were considered to 
be control factors and each control factor was assumed to be 
two laminates. Eight analyses were performed numerically 
and statically. The control parameters with different levels 
were tabled in Table 2. 

Table 2. Control factors with different levels 

Control Factors Symbol Unit Levels 
First Two Laminates A Degree 0 10 
Second Two Laminates B Degree 20 30 
Third Two Laminates C Degree 40 50 
Fourth Two Laminates D Degree 60 70 

 
In order to obtain the optimum levels of fiber orientation 
angles of each laminate groups according to the maximum 
thermal stress for von Mises stress, “higher is better” quality 
characteristic was used. Analysis of S/N ratio was carried out 

using Minitab R15 [15] statistical software. The quality 
characteristic was given in Equation 1 [16]. 
 

(S/N)HB for σT = −10. log�n−1�(yi2)−1
n

i=1

� (1) 

 
According to Equation 1, n is determined to be the number of 
thermal stress analyses based on a trial and yi was used to be 
ith data analyzed. 

3. Numerical approach 

Finite element thermal stress analysis of laminated composite 
plates was analyzed using finite element software ANSYS 
[17]. Thermal stress results were determined for maximum 
data according to von Mises stress. Right and left edges of 
plates were assumed to be clamped boundary conditions 
whereas top and bottom edges of plates were considered to be 
free boundary conditions. Fiber orientation angles with 0 in 
degree were employed in x axis direction. Laminated 
composite plates were subjected to constant temperature load 
with ΔT = 70 0C on surface area of the plates. Problem 
dimensionality was determined as three dimensional. Degrees 
of freedom was studied to be UX, UY, UZ, ROTX, ROTY, 
and ROTZ. Globally assembled matrix was taken to be 
symmetric. In finite element analyses, SHELL 281 element 
type [18] in modelling of plates was used. This element type 
includes eight nodes which having six degree of freedom 
according to each node: translations based on the x, y, and z 
axes, and rotations for the x, y, and z-axes [18]. The laminated 
composite plates with clamped-clamped boundary conditions 
of right and left edges and SHELL 281 geometry [18] were 
shown in fig. 1. 

 

 
(a) 

 
(b) 

Figure 1. a) laminated composite plates and b) SHELL281 geometry [18] 
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4. Results and discussions 

Numerical thermal stress behavior of laminated composite 
plates was conducted using finite element software ANSYS 
according to Taguchi’s L8 orthogonal array. Finite element 
results for thermal stress and their data for signal to noise ratio 
were given in Table 3. 

Table 3. Finite element and S/N ratio results 

T
es

t 

D
es

ig
na

tio
n 

Control Factors Results 

A B C D 
Von Mises 
Stress 
σT (MPa) 

S/N 
Ratios 
η (dB) 

1 A1B1C1D1 0 20 40 60 310.873 49.8517 
2 A1B1C2D2 0 20 50 70 354.209 50.9852 
3 A1B2C1D2 0 30 40 70 320.124 50.1064 
4 A1B2C2D1 0 30 50 60 305.509 49.7005 
5 A2B1C1D2 10 20 40 70 405.287 52.1553 
6 A2B1C2D1 10 20 50 60 392.913 51.8859 
7 A2B2C1D1 10 30 40 60 358.235 51.0834 
8 A2B2C2D2 10 30 50 70 404.968 52.1484 
Overall Mean (TσT����) 356.5148 - 

4.1. Effect of Fiber Angles 

In order to analyze of effect of fiber orientation angles of 
composite laminates on thermal stress, average results of each 
control factor for each level based on numerical and S/N ratio 
values of thermal stress were calculated. The average results 
for numerical and S/N ratio were tabulated in Table4. 

Table 4. Response Table for S/N ratio and thermal stress 

Level 
S/N ratios in dB Means in MPa 
A B C D A B C D 

1 50.16 51.22 50.8 50.63 322.7 365.8 348.6 341.9 
2 51.82 50.76 51.18 51.35 390.4 347.2 364.4 371.1 
Delta 1.66 0.46 0.38 0.72 67.7 18.6 15.8 29.3 
Rank 1 3 4 2 1 3 4 2 
 
According to Table 4, the control factors with the optimum 
levels were found to be A with second level, B with first level, 
C with second level, and D with second level. In order to see 
the effects of fiber orientation angles on the thermal stress, 
average results of S/N ratio for each levels of control factors 
were used. The average results were plotted in Fig. 2. It can 
be seen from Figure 2 that the increase of fiber orientation 
angles for the first two laminates, the third two laminates, and 
the fourth two laminates causes the increase of thermal stress 
of laminates composite plates. However, the increase of the 
fiber angles of the second two laminates provides the decrease 
of thermal stress of laminated composite plates. 
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Figure 2. Effect of fiber orientation angles 

4.2. Analysis of Variance 

Laminated composite plates were designed to be eight 
laminates and fiber orientation angle of each two laminates 
was assumed to be control factor. In order to examine 
significance level and contribution ratio the fiber orientation 
angles of laminates of the plates, analysis of variance 
(ANOVA) was employed at 95 % confidence level using 
finite element results for thermal stress based on von Mises 
stress. The ANOVA result for R-Sq = 99.95 %, and R-Sq(adj) 
= 99.88 % was shown in Table 5. 

Table 5. ANOVA result 

Source DF Seq SS Adj SS Adj MS F P % Effect 
A 1 9159 9159 9159.0 4151.88 0.000 75.89 
B 1 692.8 692.8 692.8 314.04 0.000 5.74 
C 1 497.4 497.4 497.4 225.47 0.001 4.12 
D 1 1712.8 1712.8 1712.8 776.44 0.000 14.19 

Error 3 6.6 6.6 2.2   0.06 
Total 7 12068.6     100 
S = 1.48526, R-Sq = 99.95 %, and R-Sq(adj) = 99.87 % 

 
As can be seen from ANOVA result, the most effective 
laminates groups on the thermal stress were obtained to be A 
with 75.89 % effect, D with 14.19 % effect, B with 5.74 % 
effect, and C with 4.12 effect, respectively. Each laminate 
groups was found to be the significance control parameter 
because P value was smaller than 0.05 data. 

4.3. Estimation of Optimum Thermal Stress 

The optimum result of thermal stress of laminated composite 
plates for the maximum value based on von Mises stress was 
only predicted considering the influence of the significant 
control factors. The optimum value of thermal stress was 
obtained using A with second level, B with first level, C with 
second level, and D with second level. The estimated mean of 
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thermal stress of laminated composite plates can be calculated 
using Equation 2 [16]. 
 

µσT = A2��� + B1��� + C2��� + D2���� − 3TσT����� (2) 
 
where, A2��� = 390.4, C2��� = 364.4, and D2���� = 371.1 are average 
data of numerical thermal stress at the second levels of 
laminate groups such as A, C, and D. These average values 
were taken from Table 4. In addition,  B1��� = 365.8 is average 
result of numerical thermal stress at the first level of laminate 
groups such as B. (TσT�����) = 356.5148 is overall mean according 
to L8 orthogonal array and this result was taken from Table 3. 
Substituting these values of different terms in Equation 2, µσT 
is calculated to be 422.156 MPa. 95 % confidence intervals of 
confirmation numerical thermal stress behavior and 
population were solved by using Equation 3 and Equation 4 
[16] respectively. 
 

CICA = �Fα;1;n2Verror �
1

neff
+

1
R
��
1/2

 (3) 

CIPOP = �
Fα;1;n2Verror

neff
�
1/2

 (4) 

neff =
N

(1 + TDOF)
 (5) 

 
where, α = 0.05 is determined as risk and n2 = 3 is analyzed as 
the error data for the degree of freedom in ANOVA. F0.05;1;3 
is employed as 10.13 [16] for F ratio table at 95 % CI. Verror is 
investigated to be the error result of variance based on 
ANOVA data and it is found to be 2.2 value. R is achieved as 
the sample size of confirmation analyses of numerical thermal 
stress and it is studied to be 1. N represents the total number 
of analyses of numerical thermal stress and it was evaluated 
to be 8 depending on Taguchi’s L8 orthogonal array. TDOF is 
analyzed as the total number of degrees of freedom according 
to the important control parameters and it was conducted to be 
4. 𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒 was solved to be 1.6 value so CICA and CIPOP were 
solved to be ± 6.018 and ±  3.732 respectively. The estimated 
confidence interval according to confirmation analyses for 
finite element thermal stress [16] is: 
 

Mean µσT − CICA < µσT < CICA + Mean µσT 
The population depending on the 95 % confidence interval 
[16] is: 
 

Mean µσT − CIPOP < µσT < CIPOP + Mean µσT 
 
The estimated and finite element optimal results depending on 
predicted confidence intervals were tabulated in Table 6. 

 

 

 

Table 6. Optimal results for numerical and estimated data 

Designation Numerical 
Result 

Predictive 
Result 

Estimated Confidence 
Intervals  for 95% 
Confidence Level 

A2B1C2D2 423.301 
MPa 

422.156 
MPa 

416.138 < µσT< 428.174 
for CICA 
418.424 <µσT< 425.888 
for CIPOP 

5. Conclusion 

In this study, von Mises stress of laminated composite plates 
subjected to constant temperature load was investigated by 
using finite element software ANSYS and Taguchi method. 
Fiber orientation angles of laminates of the plates were 
designed based on L8 orthogonal array consisting of four 
control factors with two levels. The optimal fiber angles and 
their effects were investigated using analysis of signal to 
noise ratio. ANOVA was used in order to analyze the 
significant laminate groups of composite plates and their 
percentage effects on the thermal stress. The following 
conclusions were drawn for this numerical and statistical 
study: 
 
• Stress based on von Mises was found to be 356.5148 MPa 

according to L8 orthogonal array. 
• Thee increase of fiber orientation angles for the first two 

laminates, the third two laminates, and the fourth two 
laminates leads to the increase of thermal stress of 
laminates composite plates whereas the increase of the 
fiber angles of the second two laminates causes the 
decrease of thermal stress. 

• The optimum laminate groups were determined to be 
A2B1C2D2 according to Taguchi method. 

• According to ANOVA, the most effective laminates 
groups on the thermal stress were found to be A with 
75.89 % effect, D with 14.19 % effect, B with 5.74 % 
effect, and C with 4.12 effect, respectively. 

• All of the laminate groups were determined as significant 
control parameters since P value in ANOVA was smaller 
than 0.05 data. 

• Estimated confidence intervals for 95% confidence level 
were carried out to be 416.138 < µσT< 428.174 for CICA 

and 418.424 <µσT< 425.888 for CIPOP. 
• Numerical and estimated optimum thermal stress results 

were solved to be 423.301 MPa and 422.156 MPa 
respectively. 
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A B S T R A C T  A R T I C L E  I N F O  

Because of the increasing popularity on protecting the environment, consumers prefer 
environmentally friendly products in recent years. Due to the trend among consumers, 
companies have changed their production processes. The first necessity for production of an 
environmentally friendly product is to supply less harmless raw materials. Therefore, companies 
have to supply production inputs from green suppliers in order to produce environmentally 
friendly products. Since the wide use range of textile products make them products that are 
desired to be green products, green supplier selection of a textile manufacturer was examined 
in this study. The main aim in this study is to propose a decision model for determination of the 
best green suppliers. In the proposed model, Analytic Hierarchy Process (AHP) and Vise 
Kriterijumska Optimizacija I Kompromisno Resenje (VIKOR) methods were integrated. AHP 
was used to determine criteria weights and VIKOR was used to evaluate alternative suppliers. 
Seven alternative green suppliers were evaluated by taking 5 main criteria and 17 sub-criteria 
into account according to the opinions of planning department experts of the company. 
Alternative green suppliers were ranked by using the proposed methodology and the study was 
concluded with suggestions for further studies and by giving some managerial implications. 
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1. Introduction 

In the past, companies have been choosing suppliers by 
considering some features such as price, speed, quality, 
references, flexibility, size of supplier, and cultural 
compatibility between manufacturer and supplier. Now, in 
addition to the given features, they also consider the working 
places of the producers, characteristics of the products they 
produce, production conditions and legal arrangements. 
 
The addition of new features into the supplier selection is a 
result of increasing environmental awareness. Now, 
consumers tend to choose more environmentally friendly 
products. This trend among consumers led companies to 
change their production processes to produce green products. 
Environmentally friendly raw materials usage is the first 
necessity in order to produce environmentally friendly 
products. In short, companies should prefer green suppliers 
who supply environmentally friendly production inputs.  
Environmentally friendly clothing is made by using 
environmentally friendly and sustainable resources to manage 

green clothing production effectively, companies have to 
consider all stages of production, including design, purchasing 
of raw materials, production processes, distribution to market 
and also reverse logistics and waste. Textile industry is one of 
the largest polluters in the world. Therefore, it should be said 
that making textile and clothing production more 
environmentally friendly could be possible by 
environmentally friendly management. That is why 
determination of suitable and green suppliers and logistics 
structures along the textile supply chain have become a key 
strategic consideration during recent years. 
 
Selection of green suppliers was confronted in the literature 
within the last 20 years. Some of these studies can be 
summarized as follows: Green supplier selection was made by 
Lu et al. [1] by using AHP in electronic industry. Lee et al. [2] 
proposed a Delphi and fuzzy extended AHP approach for 
green supplier selection in high tech electronics industry. 
Fuzzy ANP (Analytic Network Process) and PROMETHEE 
techniques were integrated as a hybrid decision-making 
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approach for green supplier selection in manufacturing 
industry [3]. Hashemi et al. [4] proposed a green supplier 
selection approach, which integrates ANP and Grey 
Relational Analysis techniques for automobile manufacturing. 
Kuo et al. [5] developed a green supplier selection model for 
electronics industry based on DEMATEL, ANP and VIKOR 
techniques. Luthra et al. [6] used an AHP – VIKOR integrated 
decision-making approach for green supplier selection in 
automobile manufacturing. Song et al. [7] considered decision 
maker’s psychology to be changing over time for green 
supplier decision, so, they proposed a green supplier selection 
framework in a dynamic environment. They used Third 
Generation Prospect Theory for supplier evaluation. Haeri and 
Rezaei [8] used grey cognitive maps to determine the best 
green supplier by considering economic and environmental 
factors. Six sigma quality indices were included in green 
supplier selection under fuzzy uncertainty by Chen et al. [9]. 
 
In this study, the selection of the green suppliers of a textile 
company was discussed. In the green supplier selection 
process, there are different criteria to consider and different 
alternative companies to evaluate as a supplier. Multi-criteria 
decision-making approaches are used in such kind of decision 
problems to find a compromise solution.  In order to find the 
most appropriate supplier company, a hybrid multi-criteria 
decision-making approach was proposed in this study. Within 
the proposed approach, criteria weights were calculated with 
the Analytical Hierarchy Process (AHP) and Vise 
Kriterijumska Optimizacija I Kompromisno Resenje 
(VIKOR) method was used to select the most suitable green 
supplier. 
 
The rest of the paper was organized as follows: in the 2nd part, 
a brief explanation of methodology of the proposed approach 
was introduced. A case study of green supplier selection in a 
textile company was presented in detail in the 3rd part. The 
paper was concluded in the 4th part with conclusions and 
suggestions for further studies. 

2. Methodology 

Complex decision problems require considering different 
criteria simultaneously. Multiple criteria decision-making 
(MCDM) approaches are useful in such problems to obtain a 
compromise solution. Green supplier decision is one of such 
kind of decisions that needs to take various criteria into 
consideration for selection between alternatives. In this study, 
green supplier selection was made by using a hybrid MCDM 
methodology based on AHP and VIKOR methods. AHP was 
used to calculate main and sub criteria weights and alternative 
suppliers were evaluated via VIKOR. A flowchart of the 
proposed decision model is given in Figure 1 as follows: 

Figure 1. Flowchart for the proposed decision model 

2.1. Problem Definition 

First action in this step is to define the aim of the decision 
precisely. Then, decision criteria and sub-criteria to take into 
account must be identified and a set of alternatives should be 
formed. 

2.2. AHP 

AHP was used for calculation of criteria weights. The AHP is 
a widely used MCDM method for solving complex decision 
problems and it is introduced by Thomas L. Saaty [10]. The 
Analytical Hierarchy Process method has a wide range of 
applications, including marketing [11], human resources [12], 
economics [13], information technology selection [14], 
planning [15], production [16], purchasing [17], health [18], 
environmental sciences [19] and many other applications. The 
procedure of AHP consists of five steps. These steps of AHP 
are explained as follows: 
 
Step 1. Determination of decision criteria and alternatives 

Decision criteria and alternatives can be determined by 
conducting a literature review for the studies related to the 
decision problem or by asking experts of the field. 
In the problem description step of the AHP method, a one-way 
hierarchical structure from the goal to decision criteria and to 
alternatives is constructed. An example hierarchical structure, 
which represents a decision problem with n criteria and m 
alternatives, is shown in Figure 2. 
 

Phase I: Problem Definition 

Definition of goal, main criteria, sub-criteria 
and alternatives 

Phase II: AHP 

Asking experts’ opinion for criteria evaluation 

Determination of criteria weights by using AHP 

Phase III: VIKOR 

Evaluation of alternatives by using VIKOR 

Determination of the best green supplier 

Construction of decision matrix with experts’ opinion 
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Figure 2. Hierarchical structure of a MCDM problem with n 
criteria and m alternatives 

 
Step 2. Construction of pair wise comparison matrices 

Pairwise comparison matrices are formed by using the 1 – 9 
scale of Saaty. Elements of 1 – 9 scale are given in Table 1 
with their definitions. 
 
Row element of the matrix is compared with the column 
element and the relative importance score is written into the 
cell. If the column element has importance over the row 
element, multiplicative inverse of the corresponding 
importance score is written into the cell. In addition, 
symmetrical elements of the pairwise comparison matrix are 
multiplicative inverse of each other. Elements on the main 
diagonal are equal to one, which means the comparison of 
element with itself. 

Table 1. 1 – 9 scale for pairwise comparisons 

Importance 
Score 

Definition 

1 Equal importance 
3 Moderate importance 
5 Strong importance 
7 Very strong importance 
9 Absolute importance 

2, 4, 6, 8 Intermediate values 
 
Step 3. Calculation of priorities of decision criteria and 
alternatives 
 
Criteria weights can be obtained by using different 
approaches. Some of these approaches can be listed as 
follows: 

• Logarithmic least squares method 
• Least squares method 
• Eigenvector/eigenvalue method 
• Matrix operations method 

 
In this study, Eigenvector/eigenvalue method is used to obtain 
criteria weights (priority values). Steps of 
Eigenvector/eigenvalue method to obtain priorities are as 
follows: 

• Step 3.1: Sum of elements in each column of the 
pairwise comparison matrix is calculated. 

• Step 3.2: Each column is normalized by dividing 
each element with the corresponding column sum. 

• Step 3.3: Arithmetic mean of each row gives the 
priority value of the row element. 

Sum of priority values must be equal to 1. Correction of the 
obtained priorities can be made by checking sum of priorities. 
 
Step 4. Determination of the consistency index of the matrix 

Consistency index is an important issue to consider in AHP 
applications. If pairwise comparison matrix is inconsistent, 
the matrix should be formed again. Consistency index is 
calculated by following the five steps: 

• Step 4.1: Each element of pairwise comparison 
matrix is multiplied by the weight of the 
corresponding column element. Then, weighted 
sums vector is obtained by adding elements in each 
row. 

• Step 4.2: Elements of weighted sums vector is 
divided by the corresponding weight values. 

• Step 4.3: The arithmetic mean of the obtained values 
in Step 4.2 is calculated. This value is called as λmax. 
λmax is defined as the maximum equivalent of the 
pairwise comparison matrix. The closer value of λmax 
to n means the pairwise comparison matrix is more 
consistent. 

• Step 4.4: Consistency index (CI) is calculated 
according to the following formula: 
 

𝐶𝐶𝐶𝐶 =
𝜆𝜆max − 𝑛𝑛
𝑛𝑛 − 1

 

 
• Step 5.5: Consistency ratio (CR) is determined by the 

following formula. If the consistency ratio is less 
than 0.1, the pairwise comparison matrix is 
consistent. Otherwise, the pairwise comparison 
matrix is inconsistent and a new pairwise comparison 
matrix must be constructed as follows: 
 

𝐶𝐶𝐶𝐶 =
𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶

 

 
Where the RI (Random Index) values are presented in the 
Table 2 as follows: 

Table 2. Random Index (RI) values 

n 1 2 3 4 5 6 7 8 9 10 
RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.48 
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Step 5. Making the decision 
 
In the AHP method, decision is made according to the relative 
weights of alternatives vector. Relative weights of alternatives 
vector is calculated by the matrix product of alternative 
weights based on each criterion matrix and criteria weights 
vector. The best alternative is the alternative with the highest 
priority value. The AHP method was used for obtaining 
criteria weights in this study and pairwise comparison 
matrices for alternative evaluation were not constructed. For 
this reason, this step is not a part of our application. 

2.3. VIKOR 

Alternative evaluations were made by using VIKOR. VIKOR 
is a MCDM methodology, which is firstly proposed by 
Opricovic and Tzeng [20]. Translation of its name from 
Serbian to English is multi-criteria optimization and 
compromise solution. In the literature, VIKOR was used for 
evaluation of alternative buses for public transport [21], bank 
performance evaluation [22] and water resources planning 
[23], supplier selection [24], mobile services evaluation [25], 
industrial robots selection [26] etc. VIKOR is a method of 
determining a compromise order and achieving compromise 
resolution under specified weights. The compromise solution 
statement indicates the most appropriate result that the 
decision makers will achieve in complex decision problems 
by considering different criteria. VIKOR is applied on 
decision problems by following six steps: 
 
Step 1: Construction of the decision matrix 

Decision matrix of the problem (F) consists of alternative 
scores in views of each criteria. Score of alternative i with 
respect to criterion j is defined as fij. Scores can be written as 
the numerical values of alternatives or as a result of evaluation 
of experts. In this study, alternatives are evaluated by using a 
2 – 10 scale, which is proposed by Tayyar and Arslan [27]. 2 
– 10 scale is presented in Table 3 as follows: 

Table 3. Alternative evaluation scale 

Number 2 4 6 8 
10 

Linguistic 
Equivalent Very poor Poor Moderate Good Very Good 

 
An example decision matrix can be shown as follows: 
 

𝐹𝐹 = �

𝑓𝑓11 𝑓𝑓12 … 𝑓𝑓1𝑛𝑛
𝑓𝑓21 𝑓𝑓22 … 𝑓𝑓2𝑛𝑛
⋮ ⋮ ⋱ ⋮
𝑓𝑓𝑚𝑚1 𝑓𝑓𝑚𝑚2 … 𝑓𝑓𝑚𝑚𝑛𝑛

� 

Step 2: Normalization of the decision matrix 

Normalization of the decision matrix is made for obtaining 
normalized decision matrix (R). Elements of R are shown as 
rij. To calculate rij values, the following formula is used: 
 

j ij
ij

j j

f f
r

f f

+

+ −

−
=

−  

Where 𝑓𝑓𝑗𝑗+ = max
𝑖𝑖
𝑓𝑓𝑖𝑖𝑗𝑗 and𝑓𝑓𝑗𝑗− = min

𝑖𝑖
𝑓𝑓𝑖𝑖𝑗𝑗. 

 

11 12 1

21 22 2

1 2

n

n

m m mn

r r r
r r r

R

r r r

 
 
 =
 
 
 





   

  

Step 3: Weighted normalized decision matrix 

In this step, weighted normalized decision matrix (V) is 
obtained by multiplication of rij values with the weight of 
corresponding criteria (wj). In this study, criteria weights are 
calculated by using AHP. AHP and VIKOR are integrated in 
this step. 

ij ij jv r w=  
11 12 1

21 22 2

1 2

n

n

m m mn

v v v
v v v

V

v v v

 
 
 =
 
 
 





   

  

Step 4: Calculation of Si and Ri values 

To define the rank between alternatives, VIKOR uses Si and 
Ri values. Si is defined as the utility value and Ri is defined as 
the regret value. These values are used in the next step for 
calculation of Qi values. The formulas for Si and Ri values are 
given as follows: 
 

𝑆𝑆𝑖𝑖 = �𝑤𝑤𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓𝑖𝑖𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

= �𝑣𝑣𝑖𝑖𝑗𝑗

𝑛𝑛

𝑗𝑗=1

 

𝐶𝐶𝑖𝑖 = max
𝑗𝑗

�𝑤𝑤𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓𝑖𝑖𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓𝑗𝑗−

� = max
𝑗𝑗
𝑣𝑣𝑖𝑖𝑗𝑗 

Step 5: Calculation of Qi values 

Qi values are calculated in order to be able to make decision 
by aggregating Si and Ri values. Alternative ranks may change 
according to Si and Ri values, so an aggregated measure would 
help decision makers. The alternative with the minimum value 
of Qi is the best alternative. Alternatives are ranked according 
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to this information. Formula of Qi integrates normalized Si and 
Ri values with a weighting multiplier (v) and is given as 
follows, Where 𝑆𝑆𝑖𝑖+ = min

𝑖𝑖
𝑆𝑆𝑖𝑖 , 𝑆𝑆𝑖𝑖− = max

𝑖𝑖
𝑆𝑆𝑖𝑖  𝐶𝐶𝑖𝑖+ = min

𝑖𝑖
𝐶𝐶𝑖𝑖 and 

𝐶𝐶𝑖𝑖− = max
𝑖𝑖
𝐶𝐶𝑖𝑖: 

 

𝑄𝑄𝑖𝑖 = 𝑣𝑣 ×
𝑆𝑆𝑖𝑖 − 𝑆𝑆+

𝑆𝑆− − 𝑆𝑆+
+ (1 − 𝑣𝑣) ×

𝐶𝐶𝑖𝑖 − 𝐶𝐶+

𝐶𝐶− − 𝐶𝐶+
 

 

Step 6: Checking the results 

Obtained rank is checked in the last step of VIKOR. To check 
the rank, we should control whether the results satisfy the 
following two conditions: 
• Condition 1: Acceptable advantage 
Let us define Q (a’) is the Qi value of the best alternative and 

Q (a’’) is the Qi value of the second best alternative, 
respectively. Also, let us define DQ is equal to 1 / (m – 
1). If 𝑄𝑄(𝑎𝑎′′) − 𝑄𝑄(𝑎𝑎′) ≥ 𝐷𝐷𝑄𝑄, acceptable advantage 
condition is met. 

• Condition 2: Acceptable stability in decision making 
Alternative a’ must also be the best ranked by S or/and R. 
 
If both of these conditions are satisfied, alternative rank 
according to the Qi values is said to be true. 

3. Case study of green supplier selection in a textile 
company 

Green supplier selection of a textile manufacturer was made 
in this study by using the proposed AHP - VIKOR approach. 
Steps of application are explained in this part in detail as 
follows: 

3.1. Definition of the Problem 

Goal of the problem is determination of the most appropriate 
green supplier. 5 main criteria and 17 sub criteria were taken 
into account. Determination of green supplier selection 
criteria, assessments about criteria and alternatives were made 
collecting opinions of a decision making group of four 
planning experts of the company. Decision criteria of the 
problem can be listed as follows: 

• Green Image (C1) 
o Social Responsibility (C11) 
o Protection of Current Customers (C12) 
o Perception of Environment (C13) 
o Market Share (C14) 

• Environmental Management System (C2) 
o Quality Certificates (C21) 
o Adaptation to Regulations (C22) 
o Existence of Environmental Policy (C23) 

• Green Production (C3) 

o Less Usage of Harmful Material (C31) 
o Energy Saving (C32) 
o Waste Disposal (C33) 

• Green Design (C4) 
o Long Life Product (C41) 
o Recoverable Product (C42) 
o Quality Product (C43) 
o Recycling (C44) 

• Green Packaging (C5) 
o Green Pack (C51) 
o Less Usage of Package (C52) 
o Transportation Costs (C53) 

Hierarchical structure of decision problem was given in 
Figure 3. According to the hierarchy, criteria and sub-criteria 
weights were determined with AHP and seven alternative 
suppliers were evaluated by using VIKOR. 
 

 

Figure 3. Hierarchical structure of decision problem 

3.2. Calculation of Criteria Weights with AHP 

In this step, criteria and sub-criteria weights were calculated 
by using pairwise comparison matrices. Pairwise comparison 
matrices were formed according to opinion of planning 
experts, and then weights were determined by applying AHP 
calculations on Microsoft Excel software. Pairwise 
comparison of main criteria was given in Table 4 with 
calculated weights and consistency ratio as follows: 

Table 4. Pairwise comparison of main criteria with respect to goal 

 C1 C2 C3 C4 C5 Weights 
C1 1 3 1/3 1/5 3 0.146 
C2 1/3 1 1/3 1/5 2 0.085 
C3 3 3 1 1/3 3 0.227 
C4 5 5 3 1 5 0.478 
C5 1/3 1/2 1/3 1/5 1 0.063 

CR Value 0.069 
 
As it is seen from Table 4, the most important criterion for 
green supplier selection was determined as Green Design (C4) 
since it has the highest weight value. Green Production (C3), 
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Green Image (C1), Environmental Management System (C2) 
and Green Package (C5) followed Green Design criterion, 
respectively. Consistency ratio was calculated as 0.069 and it 
is less than 0.1. Therefore, the pairwise comparison matrix is 
consistent. Similar to the Table 4, pairwise comparison 
matrices for sub-criteria were presented in Table 5 – 9 as 
follows: 

Table 5. Pairwise comparison of Green Image sub-criteria with 
respect to Green Image criterion 

 C11 C12 C13 C14 Weights 
C11 1 1/4 1/3 1/2 0.095 
C12 4 1 2 2 0.424 
C13 3 1/2 1 3 0.314 
C14 2 1/2 1/3 1 0.167 

CR Value 0.044 
 

Table 6. Pairwise comparison of sub-criteria of C2 with respect to 
C2 

 C21 C22 C23 Weights 
C21 1 1 2 0.411 
C22 1 1 1 0.328 
C23 1/2 1 1 0.261 

CR Value 0.046 
 

Table 7. Pairwise comparison of sub-criteria of C3 with respect to 
C3 

 C31 C32 C33 Weights 
C31 1  1/2 3     0.334 
C32 2     1 3     0.525 
C33  1/3  1/3 1 0.142 

CR Value 0.046 
 

Table 8. Pairwise comparison of sub-criteria of C4 with respect to 
C4 

 C41 C42 C43 C44 Weights 
C41 1  1/3  1/2 2     0.169 
C42 3     1 1     2     0.350 
C43 2     1     1 4     0.367 
C44  1/2  1/2  1/4 1 0.114 

CR Value 0.044 
 

Table 9. Pairwise comparison of sub-criteria of C5 with respect to 
C5 

 C51 C52 C53 Weights 
C51 1 2      1/2 0.312 
C52  1/2 1  1/2 0.198 
C53 2     2     1 0.490 

CR Value 0.046 
 

According to the Table 5 – 9, all pairwise comparisons are 
consistent, since CR values were less than 0.1. After 
determination of criteria and sub-criteria weights, global 
weights of sub-criteria were calculated by multiplication of 
sub-criteria weight with the corresponding main criterion 
weight. Global weights of sub-criteria were presented in Table 
10 as follows: 
 
Table 10. Global weights of sub-criteria 

Criteria Weight Sub-criteria Local 
Weight 

Global Weight 

C1 0.1456 C11 0.0947 0.0138 
C12 0.4244 0.0618 
C13 0.3141 0.0457 
C14 0.1667 0.0243 

C2 0.0855 C21 0.4111 0.0351 
C22 0.3278 0.0280 
C23 0.2611 0.0223 

C3 0.2274 C31 0.3338 0.0759 
C32 0.5247 0.1193 
C33 0.1416 0.0322 

C4 0.4783 C41 0.1689 0.0808 
C42 0.3501 0.1675 
C43 0.3672 0.1756 
C44 0.1139 0.0545 

C5 0.0632 C51 0.3119 0.0197 
C52 0.1976 0.0125 
C53 0.4905 0.0310 

 
According to the Table 10, Quality Product (C43) was the 
most important sub-criterion among all 17 sub-criteria. Its 
global weight was calculated as 0.1756. It was followed by 
Recoverable Product (C42) with the weight value of 0.1675 
and Energy Saving (C32) sub-criterion, respectively. Less 
usage of Package (C52) sub-criterion was considered the least 
important since its weight is found as 0.0125. 

3.3. Evaluation of Alternatives by using VIKOR 

Evaluation of alternatives was made by using VIKOR within 
the proposed algorithm. In this part of the study, we presented 
steps of VIKOR application. Expert group was asked to 
evaluate alternative green suppliers in views of sub-criteria by 
using 2-10 scale given in Table 3. 
 
By using the given scale, evaluation of alternatives was made 
and at the end of this evaluation decision matrix of the 
problem (F) was obtained. In addition to the alternative 
values, the best (fi

+) and the worst (fi
-) values of each column 

were presented in Table 11 as follows: 
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Table 11. Decision matrix of the problem (F) 

Sub-criteria C11 C12 C13 C14 C21 C22 C23 C31 C32 C33 C41 C42 C43 C44 C51 C52 C53 

GS1 6 8 8 6 6 4 6 8 6 4 6 4 10 4 4 4 2 

GS2 8 6 6 4 8 4 8 6 2 8 8 10 6 6 8 4 8 

GS3 10 8 8 6 4 8 6 8 10 10 6 8 10 8 6 2 4 

GS4 8 4 6 6 8 10 8 10 6 8 8 6 10 8 8 10 8 

GS5 6 4 4 8 8 4 6 4 2 6 4 10 8 4 6 6 6 

GS6 4 6 8 4 6 10 4 2 4 2 4 6 6 8 6 8 8 

GS7 8 10 8 6 10 8 6 6 8 4 10 8 8 6 8 8 6 

fi
+ 10 10 8 8 10 10 8 10 10 10 10 10 10 8 8 10 8 

fi
- 4 4 4 4 4 4 4 2 2 2 4 4 6 4 4 2 2 

 

Decision matrix was normalized according to the 
normalization procedure described in the 2nd part of the 
paper. An example of normalized value calculation was 
given for GS1 alternative and C11 sub-criterion (r11) and 

normalized decision matrix (R) was presented in Table 12 as 
follows: 

𝑟𝑟11 =
𝑓𝑓1+ − 𝑓𝑓11
𝑓𝑓1+ − 𝑓𝑓1−

=
10 − 6
10 − 4

=
4
6

= 0.667 

 
Table 12. Normalized decision matrix (R) of the problem 

 

Sub-criteria C11 C12 C13 C14 C21 C22 C23 C31 C32 C33 C41 C42 C43 C44 C51 C52 C53 

GS1 0.667 0.333 0.000 0.500 0.667 1.000 0.500 0.250 0.500 0.750 0.667 1.000 0.000 1.000 1.000 0.750 1.000 

GS2 0.333 0.667 0.500 1.000 0.333 1.000 0.000 0.500 1.000 0.250 0.333 0.000 1.000 0.500 0.000 0.750 0.000 

GS3 0.000 0.333 0.000 0.500 1.000 0.333 0.500 0.250 0.000 0.000 0.667 0.333 0.000 0.000 0.500 1.000 0.667 

GS4 0.333 1.000 0.500 0.500 0.333 0.000 0.000 0.000 0.500 0.250 0.333 0.667 0.000 0.000 0.000 0.000 0.000 

GS5 0.667 1.000 1.000 0.000 0.333 1.000 0.500 0.750 1.000 0.500 1.000 0.000 0.500 1.000 0.500 0.500 0.333 

GS6 1.000 0.667 0.000 1.000 0.667 0.000 1.000 1.000 0.750 1.000 1.000 0.667 1.000 0.000 0.500 0.250 0.000 

GS7 0.333 0.000 0.000 0.500 0.000 0.333 0.500 0.500 0.250 0.750 0.000 0.333 0.500 0.500 0.000 0.250 0.333 

The next step of VIKOR was weighting the normalized 
decision matrix. To do so, each value in the normalized 
decision matrix was multiplied by the global weight value of 
corresponding sub-criterion calculated via AHP. C11 sub-
criterion value of alternative GS1 was calculated below as an 

example and weighted normalized decision matrix (V) was 
presented in Table 13 as follows: 

𝑣𝑣11 = 𝑟𝑟11𝑤𝑤1 = 0.667 ∗ 0.0138 = 0.009 
 

 
Table 13. Weighted normalized decision matrix (V) of the problem 

Sub-criteria C11 C12 C13 C14 C21 C22 C23 C31 C32 C33 C41 C42 C43 C44 C51 C52 C53 

GS1 0.009 0.021 0.000 0.012 0.023 0.028 0.011 0.019 0.060 0.024 0.054 0.167 0.000 0.054 0.020 0.009 0.031 

GS2 0.005 0.041 0.023 0.024 0.012 0.028 0.000 0.038 0.119 0.008 0.027 0.000 0.176 0.027 0.000 0.009 0.000 

GS3 0.000 0.021 0.000 0.012 0.035 0.009 0.011 0.019 0.000 0.000 0.054 0.056 0.000 0.000 0.010 0.012 0.021 

GS4 0.005 0.062 0.023 0.012 0.012 0.000 0.000 0.000 0.060 0.008 0.027 0.112 0.000 0.000 0.000 0.000 0.000 

GS5 0.009 0.062 0.046 0.000 0.012 0.028 0.011 0.057 0.119 0.016 0.081 0.000 0.088 0.054 0.010 0.006 0.010 

GS6 0.014 0.041 0.000 0.024 0.023 0.000 0.022 0.076 0.089 0.032 0.081 0.112 0.176 0.000 0.010 0.003 0.000 

GS7 0.005 0.000 0.000 0.012 0.000 0.009 0.011 0.038 0.030 0.024 0.000 0.056 0.088 0.027 0.000 0.003 0.010 
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Weighted normalized decision matrix was used to calculate Si 
and Ri values of alternatives. Si and Ri values are used for 
calculation of Qi values, which is an important determinant for 
alternative ranks. Si and Ri values of GS1 was given to show 
the calculation and values for all alternatives were presented 
in Table 14. 
 

𝑆𝑆1 = �𝑤𝑤𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓1𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓𝑗𝑗−

𝑛𝑛

𝑗𝑗=1

= �𝑣𝑣1𝑗𝑗

𝑛𝑛

𝑗𝑗=1

= 0.543 

𝐶𝐶1 = max
𝑗𝑗

�𝑤𝑤𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓1𝑗𝑗
𝑓𝑓𝑗𝑗+ − 𝑓𝑓𝑗𝑗−

� = max
𝑗𝑗
𝑣𝑣1𝑗𝑗 = 0.167 

 
Table 14. Si and Ri values of alternatives 

Alternatives Si Ri 

GS1 0.543 0.167 

GS2 0.537 0.176 

GS3 0.260 0.056 

GS4 0.319 0.112 

GS5 0.609 0.119 

GS6 0.704 0.176 

GS7 0.313 0.088 

As it is mentioned before, alternative ranks were determined 
according to the Qi values. To calculate Qi values, we need 
S-, S+, R-, and R+ values. The values were given in Table 15 
as follows: 
 
Table 15. S-, S+, R-, R+ values 

Measure S- S+ R- R+, 

Value 0.704 0.260 0.176 0.056 

By using the formula given in VIKOR explanation part, Qi 
values of alternatives were calculated. For v=0.5, Qi value of 
alternative GS1 can be calculated as: 

 

𝑄𝑄1 = 0.5 ×
𝑆𝑆1 − 𝑆𝑆+

𝑆𝑆− − 𝑆𝑆+
+ (1 − 0.5) ×

𝐶𝐶1 − 𝐶𝐶+

𝐶𝐶− − 𝐶𝐶+

= 0.5 ×
0.543 − 0.260
0.704 − 0.260

+ 0.5

×
0.167 − 0.056
0.176 − 0.056

= 0.7850 

 

Qi values of other alternatives were presented in Table 16 as 
follows: 
 
 
 

Table 16. Qi values of alternatives (v=0.5) 

Alternatives Qi Rank 

GS1 0.7850 5 

GS2 0.8123 6 

GS3 0.0000 1 

GS4 0.2998 3 

GS5 0.6588 4 

GS6 1.0000 7 

GS7 0.1938 2 

At the last step of VIKOR, acceptable advantage and 
acceptable stability in decision making conditions were 
investigated.  
 
For the first condition; Q (a’) value was determined as 0.0000 
and Q (a’’) value was 0.1938. DQ was equal to 0.1667, which 
is calculated as 1 / (7 – 1). Q (a’’) – Q (a’) = 0.1938 and it was 
greater than 0.1667. Therefore, acceptable advantage 
condition was met. 
 
For the second condition; Si and Ri values of alternative GS3 
were the minimum values, which means that the alternative 
gets the best rank for Si and Ri values, too. Hence, the second 
condition to check the obtained rank was met. 
 
Alternative GS3 was determined as the best alternative, after 
the evaluation with the proposed methodology. 

4. Conclusion 

In recent years, development of the consumers' environmental 
awareness and legal obligations have caused the enterprises to 
produce environmentally friendly products. Raw material 
selection is the most important stage of production, which 
directly effects the characteristics of product. The selected raw 
material has a direct impact on the production process as well 
as a direct impact on the environmental effects of the product. 
In this study, the most appropriate green supplier for a textile 
manufacturer in order to produce an environmentally friendly 
product was examined. Selection among alternative suppliers 
was made by using the proposed decision making 
methodology based on AHP and VIKOR.  
 
AHP evaluation was made for determination of importance 
degree of supplier selection criteria. Quality product sub-
criteria of green design criterion was seen as the most 
important sub-criterion for selection of a green supplier. 
VIKOR analysis showed the best alternative supplier as GS3 
among the seven alternatives. The alternative rank obtained 
by VIKOR was corrected by checking both two conditions of 
VIKOR method are satisfied.  
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In further studies, this work can be extended by making a 
comparison study for alternative ranks obtained as a result of 
different MCDM applications to the problem. Effect of 
criteria weight changes can be analysed with different experts’ 
opinion or by conducting a sensitivity analysis on current 
criteria weights. 
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A B S T R A C T  A R T I C L E  I N F O   

In this research, the effect of dried galangal powder addition (% 0.1, % 0.25, % 0.5 w/w) on 
oxidative stability as measured by thiobarbituric acid-reactive substances (TBA) and conjugated 
diene of meatballs were investigated at different days (Day 0, 3, 7). There was no significant 
difference were found between the TBA values of control and BHT added samples at the end 
of the storage but significant difference (p<0.05) were found the galangal added samples.  The 
lowest TBA value observed at % 0.5 galangal powder added samples (0.2 mg malonaldehyde/ 
kg meat sample). When the conjugated dienes results were examined, it was determined that the 
highest value was obtained at % 0.5 galangal powder added group (0.0273 µmole/mg meat) and 
there was no significant difference (p>0.05) were found between the other galangal powder 
added samples.  There was a significant difference (p<0.01) was found between the % 0.5 
galangal added and control or BHT added samples (0.0151 and 0.017 µmole/mg meat 
respectively). Also color analysis and sensorial evaluations of the meatball samples were done. 
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1. Introduction 

Buckley, Morissey, & Gray [1] concluded that lipid 
hydroperoxides formed during the propagation phase of the 
process are unstable and are reductively cleaved by the trace 
elements to give a range of free radicals and other non-radical 
compounds including alkoxyl, alkyl radicals, aldehydes, 
ketones and a range of carboxyl compounds. These 
compounds adversely affect the texture, color, flavor, nutritive 
value and safety of muscle food. Addition of antioxidative 
compounds required for preserving the food quality [2]. 
Synthetic antioxidants are widely used in the food industry 
such as butylated hydroxyanisole (BHA), butylated 
hydroxytoluene (BHT), propile gallate (PG), tert-butyl 
hydroquinone (TBHQ) [2-3]. Synthetic antioxidants have 
long been used but their use has recently come into the dispute 
to a suspected carcinogenic potential [4] and the general 
rejection of synthetic food additives by consumers [2]. A 
multitude of natural antioxidants has already been isolated 
from different kinds of plant materials such as; oilseeds, cereal 
corp, vegetables, fruits, leaves, roots, spices, herbs [5]. 
Currently, there is an increasing demand for new ethnic foods. 
Some of the popular emerging ingredients for developing 
these foods include galangal, cardamom, lemongrass, etc. [6]. 

Lu, Yuan, Zeng, & Chen [7] studied the antioxidant capacity 
and phenolic compounds of spices used in China. They found 
that galangal has the highest antioxidant capacity between the 
19 dried culinary spices. Galangal (Alpinia galanga), a 
rhizome related to the ginger family and used for stir-fries, 
curries, soups of South East Asia [6].  
 
The study aimed to determine the effects of dried galangal 
powder addition on oxidative stability of meatballs as 
measured by thiobarbituric acid reactive substances, 
conjugated dienes during storage at 4°C. Also, some quality 
characteristics of meatballs were determined 

2. Materials and methods  

Galangal rhizomes were purchased from a supermarket in 
Afyonkarahisar/ Turkey. Beef meat was purchased from local 
butchers in Afyonkarahisar. The rest of the chemicals and 
standards were analytical grades and obtained from Sigma or 
Merck (Darmstadt, Germany) unless otherwise stated. 
Duplicate determinations were carried out for all analysis.  
 
Rhizomes were cleaned and cut into small pieces and ground 
by using a grinder (Bosch, MKM6000), and stored at 
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refrigerated conditions in an airtight, screw-capped plastic 
container until use. 
 
Phenolic isolation of samples was done by the method of 
Shahidi, Chavan, Naczk, & Amarowicz [8]. According to this 
method, one gram sample extracted 3 times with 10 mL of 
aqueous methanol (70%) using a homogenizer (Daihan HG-
15D) at 11.000 rpm for 1 min. Then the slurry centrifuged at 
4000 rpm for 15 min. Supernatants were collected and 
evaporated by the rotary evaporator (Scilogex- RE100) at 45 
°C under vacuum. Extracted phenolics were dissolved in 25 
mL of methanol and filtered by filter paper (Whatmann No:1). 
Methanolic solutions of extracted materials were then used for 
further analysis.  
 
Total phenolic contents were determined according to Kaur & 
Kapoor [9]. The methanolic solution of extracts (0.5 mL), 
distilled water (7 mL) and Folin Ciocalteu reagent (0.5mL) 
were added to the test tube and mixed. After 3 min, 2 mL of 
sodium carbonate (20%) was added and mixed again. The 
solution was read at 720 nm after 1 h standing at 25°C in a 
water bath. Results were expressed as mg catechin of kg 
weight sample using a standard calibration curve of catechin 
(r2>0.99). 
 
The DPPH radical scavenging assay with some modifications 
was used Choi, Kozukue, Kim, & Friedman [10]. The 
methanolic DPPH solution was prepared and 1.6 mL of 
sample was added to DPPH (0.4 mL, 96mg/L). After 30 min 
incubation period at room temperature, the absorbance was 
measured by UV-Vis spectrophotometer at 517 nm against the 
blank. Antioxidant activity (AA) (%) was calculated 
according to the equation given below; 
 
Antioxidant activity (%)= [(Ablank-Asample)/Ablank]x100 
 
Duplicate treatments were done for the meatball dough 
preparation. Meat divided into 5 groups. Control, BHT added 
and 3 different galangal added meat doughs prepared. 
Galangal powder (previously ground galangal powders)  
added to meat at a concentration of 0.1% (P1), 0.25 % (P2) 
and 0.5 % P3) of the meat weight. Each group sample was 
divided into 25 g of meatballs on a plastic tray and sealed with 
stretch film and stored in a refrigerator at 4°C. Meat samples 
were evaluated at 0, 3, 7 days for TBA, Conjugated dienes, 
color values. Also, sensory parameters evaluated on Day 0. 

Table 1. Meatball preparation 

Ingredients Control BHT P1 P2  P3  
Meat (g) 1000 1000 1000 1000 1000 
Salt (g)  20 20 20 20 20 
BHT (ppm) - 200 - - - 
Galangal 
Powder (g) 

- - 1 2,5 5 

CIE color values (L*, a*, b*) of the meatballs were 
determined by X-Rite (Ci6X) colorimeter. The colorimeter 
was calibrated using a standard white plate. The color was 

measured at three positions of the samples. The color was 
measured from uncooked meatball samples during the storage 
and cooked meatballs on day 0.  
 
To determine lipid oxidation, a 10 g sample was homogenized 
with 97.5 mL distilled water at 50°C and put into a Kjeldahl 
flask. The volume was completed to 100 mL by adding a 2.5 
mL 4 N HCl solution (1:2 37% HCl : distilled H2O) to it. 
Soybean oil was used as the antifoaming agent. Fifty mL of 
distillate was collected with steam distillation in a precise 
manner. Five mL was taken from the distillate and 5 mL 0.02 
M TBA reactive was added to it; it was kept in a boiling water 
bath for 35 min. The absorbance values of the cooled samples 
were read in the UV spectrophotometer at 538 nm wavelength. 
The amount of malondialdehyde (MDA) (mg MDA/kg 
sample) formed in the product was calculated by multiplying 
the absorbance values by the factor 7.8 [11]. 
 
The formation of conjugated dienes was determined according 
to the procedure described by 2. Meat samples (0.5 g) were 
suspended in 5 mL of distilled water and homogenized to form 
a smooth slurry. A 0.5 mL aliquot of this suspension was 
mixed with 5 mL of extracting solution (3:1 hexane: 
isopropanol) for 1 min. after centrifugation at 2000 g for 5 
min, the absorbance of the supernatant was measured at 223 
nm. The concentration of conjugated diene was calculated 
using the molar extinction coefficient of 25.200/Mcm and the 
results were expressed as µmole per mg meat sample. 
Sensory evaluation was conducted according to IFT (Institute 
of Food Technologists)  [12]. Meatball samples were grilled 
at 80°C internal temperature and served in random order. The 
serving temperature was approximately 60°C. Water and 
bread were served for cleaning the mouth between samples. 
Consumer panelists were 12 volunteers from the Nutrition and 
Dietetics department and a nine-point hedonic scale was used. 
 
The obtained data were presented as means and standard 
deviation (mean±SD) and subjected to analysis of variance 
(one way/ two way-ANOVA). Means were compared with 
Tukey test. 

3. Results and discussion  

The total phenolic content of galangal rhizomes was 
17,729.16 mg catechin equivalent/ kg sample and antioxidant 
activity was 89.62 %. These results showed that the galangal 
methanolic extracts have strong antioxidant activity. 
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Table 2. Color values of Stored Meatballs 

Treatment L* a* b* 
Control 44.45± 4.41 12.42a±4.57 13.09±1.37 

BHT 43.64±2.73 11.25ab±4.38 13.01±2.14 
P1 47.55±5.25 8.41b±6.49 12.37±3.94 
P2 41.22±2.02 10.34ab±5.23 11.88±3.64 
P3 41.85±3.69 11.45ab±5.04 12.61±3.18 

Sig n.s. * n.s. 
Day    

0 44.30±1.71 15.66a±1.55 15.84a±1.06 
3 43.40±5.01 5.69c±1.95 11.33b±1.20 
7 43.53±5.3 10.98b±4.42 10.61b±2.32 

Sig n.s. ** ** 
Treatment*
Day 
Interaction 

   

Sig n.s. * * 
a–c Means in the same column with different superscripts are 

significantly different. 
* p<0.05, **p<0.01 

When the L* values of meatballs were compared, results 
showed that there was no significant (p>0.05) difference 
found between treatment groups, days and “Treatment*Day” 
interactions. Also, treatment does not affect the b*values of 
meatballs. Table 3 shows that the a* value of the meatballs 
significantly affected a partial the treatment (p<0.05) and 
storage (p<0.01). The highest a* value was seen in the control 
group (12.42±4.57) but there was no difference seen between 
the other groups except P1. Maybe the quantity of galangal 
powder in the meat matrix is inadequate for the prevention of 
color.  
 
Discoloration in meat is interrelated with lipid oxidation and 
metmyoglobin production through the action of free radicals 
[13]. Cheah & Abu Hasim [3] concluded that samples with 
galangal extract showed increasing a* values with increasing 
concentration. Addition of BHT or alfa-tocopherol didn’t 
affect the L* and b* values. 
 
According to Tironi et al.  [14] The red color decreased in both 
untreated and rosemary extract-treated samples as a function 
of storage time; a minor decrease was observed in treated 
muscles, as evidenced by the increase in a*. These results 
indicate partial red color preservation by the rosemary extract. 
Rosemary extract produces only partial preservation of red 
color because there are other causes for color modification in 
addition to the oxidative processes investigated in this work. 
Possible causes for the decrease of a* include the conversion 
of oxy- and deoxyhemoglobin to methemoglobin, 
denaturation of myofibrillar proteins that produce a change 
upon interaction with hemoglobin, and surface dehydration. 

 

 

 

 

Table 3. Color values of Cooked Meatballs 

Treatment L* a* b* 
Control 33.48±2.09 6.82±0.06 9.28±0.52 
BHT 29.95±1.40 5.63±0.51 6.84±1.14 
P1 32.16±0.55 6.86±0.51 8.90±0.64 
P2 28.76±2.41 6.59±0.30 7.55±1.08 
P3 30.27±0.74 5.79±0.49 7.17±1.28 
a–c Means in the same column with different superscripts are 

significantly different. 
* p<0.05, **p<0.01 

There was no significant (p>0.05) difference found between 
the color values of cooked control and treatment groups of 
meatballs. The highest L* value (33.48±2.09) was seen in the 
control g highest a* (6.86±0.51) and the highest b* values 
(8.90±0.64) were seen in the P1 group.  

  

 
Figure 1. TBA values (mg MDA/kg meat) of meatballs 

TBA values, which can be used as a measure of the 
concentrations of secondary lipid oxidation products such as 
aldehydes or ketones in samples. Many spices contain 
phenolic substances which exhibit antioxidant activities. 
Several studies showed the antioxidant effect of galangal 
extract in model systems. Cheah & Abu Hasim [3] also 
showed the galangal extracts at higher concentrations (like 5-
10 %) retarded the lipid oxidation in meat. But 1% 
concentration of galangal extract was not effective on 
retarding the lipid oxidation (Fig. 1). In this research, TBA 
values decrease by the dose increase. The TBA value of the 
control group increases linearly by the storage time. BH added 
groups TBA value increase during the beginning of the 
storage and then decrease by the time. At the same time, 
galangal powder added samples lowers the TBA values by the 
increase of their concentration. That can be said the inhibitory 
effect of galangal powder is dose-dependent. 
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Table 4. Conjugated dienes values of meatballs 

Treatment Conjugated Dienes  
(µmole/mg meat) 

Control 0.0162c±0.001 
BHT 0.0170bc±0.004 
P1 0.0213abc±0.012 
P2 0.0250ab±0.018 
P3 0.0273a±0.026 

Sig ** 

Day   
0 0.0143b±0.002 
3 0.0133b±0.001 
7 0.0359a±0.018 

Sig ** 
Treatment*Day 
Interaction 

  

Sig ** 
a–c Means in the same column with different superscripts are 

significantly different (**p<0.01) 
 
Lipid oxidation in meat can result in quality deterioration and 
decreases in sensory and nutritional factors [2]. Unsaturated 
lipids that have non-conjugated double bonds transform into 
conjugated dienes after peroxides are formed during lipid 
oxidation. Hydroperoxides hardly decompose during the early 
stage of lipid oxidation and decompose into secondary 
products at the later stage [15].  
 
Table 4 shows that there was a significant (p<0.01) difference 
found between the conjugated diene values of galangal added 
meatballs compared with the control group. But there was no 
difference found between each other. At the beginning of the 
storage, the conjugated dienes value lowers but increase by 
the time. The effect of time on the conjugated dienes values of 
the samples was significant (p<0.01) different.  
 
Conjugated dienes values of the galangal powder added 
samples have an opposite situation with the TBA results. 
Meatball samples which have the lowest TBA value have the 
highest conjugated diene value. This can be explained with the 
transformation of the lipid peroxidation products during the 
storage because the compounds don’t stable. 

Table 5. Sensorial values of Meatballs 
 

Treatmen
t 

Appearance Color  Odor Taste  Texture Overall 
Acceptabil  

Control 5.73±1.10 6.82±1.08 4.73±1.49 5.00±1.79 6.09±0.70 5.72±1.10 

BHT 4.91±1.22 6.73±1.10 4.28±2.24 4.55±1.51 5.64±1.03 4.90±1.22 

P1 4.27±1.42 6.64±1.36 3.45±1.97 3.73±1.62 5.45±1.44 4.27±1.42 

P2 5.09±0.83 6.64±1.03 3.90±1.76 4.36±1.75 6.09±1.04 5.09±0.83 

P3 5.36±1.43 6.55±1.13 5.27±1.80 4.82±1.99 5.55±0.93 5.36±1.43 

a–c Means in the same column with different superscripts are 
significantly different. * p<0.05, **p<0.01 

Sensorial analysis results (Table 5) indicate that there was no 
significance (p>0.05) difference found between appearance, 
color, odor, taste, texture, overall acceptability values of the 
control and the treatment groups.  

4. Conclusion 

Generally dried galangal powder has a protective effect 
against lipid oxidation of meatballs during storage at 4 °C for 
7 days. These results suggest that the addition of galangal 
powder to meatballs enhance the oxidative stability of meat or 
other lipid-containing food systems. 
 
Dried galangal powder addition to meatballs lowers the 
TBARS values. Galangal, used in Asian countries cuisine for 
centuries. But some countries like Turkey don’t use in their 
cuisine especially in their meatballs. Sensory analysis showed 
that no differences were found between control and galangal 
added samples. The consumer wants to use natural ingredients 
in their foods.  Galangal can be used as a natural antioxidant 
without any known toxic effects. In this research, only 
galangal usage showed the antioxidant activity but the 
consumer will use the spice with other spices. As conclusion, 
further investigations are needed. 
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When learning languages, writing an essay is one of the main methods for assessing students’ 
knowledge. However, with the development of information and communication technologies, 
language learning is also being transferred to online platforms. At the same time, as the number 
of students increases, the problem of evaluating students’ essays arises. In this paper, we offer 
an automated system that facilitates instructors while evaluating students’ essays. Currently, the 
system works for essays written in Turkish. The system was built using the Zemberek library. 
It allows one to extract text features the essay of several people at the same time on several 
indicators, namely, morphological analysis, vocabulary, the use of different language structures, 
etc. Currently, many automated essay grading tools are proposed, and one of the main factors 
that defined their accuracy it the extraction of text features. Thus, as further work, it is planned 
to use the data obtained using this essay assessment system together with instructors’ evaluation 
to create an expert system for automatic essay evaluation using machine learning techniques. 
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1. Introduction 

Nowadays, natural language processing is becoming a 
widespread subject and many types of research are being 
carried out in this field. This technique deals with the 
conversion of human language into a form that eases the 
computer manipulations on the language [9].  Another 
definition by Chowdhury (2003) emphasizes that the 
technique of natural language processing aims at developing 
tools so that computer systems could manipulate natural 
languages to perform desired tasks [8]. Processing techniques 
differ by their complexity, starting from text categorization 
and word frequency count [5, 7, 10, 12] to text translation [2, 
4, 13, 18, 23] smart text annotation [21] and generating 
meaningful responses to human questions [3]. As natural 
language processing techniques develop, its usage area is also 
expanding.  
 
Despite the popularity of natural language processing, it has 
not been fully completed for any language today. The most 
NLP solutions are offered for the English language. Though 
there are studies presented for other languages as well [1, 11, 
24].   

 
Looking at the application of NLP from the other end, and 
considering the way people learn languages, essay writing is 
one of the most effective methods that allow evaluating how 
much the language learners are adapting to the language they 
are learning. However, evaluation and grading written works 
is a hard task, especially as the number of students increases. 
Besides, human rating in some cases can be considered as 
bias [25]. In addition, grading essays is an expensive task 
[14]. Especially this issue becomes very acute when using 
massive open online courses, where students expect feedback 
for their writing assignments.  
 
In this article, the use of language processing techniques for 
the evaluation of essay assignments is considered. We aimed 
to develop a fast automatic evaluation system by using 
Turkish natural language processing tools. For that, the 
Zemberek Turkish natural language processing library by 
Akın and Akın, developed in 2007, and its modules were 
utilized for the morphological analysis of essays written in 
Turkish. However, since prose evaluation is more than a 
count of a spelling error, in the frame of the current study, the 
software was developed for segregating the text assignments. 
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Thus, the tool serves as an assisting tool for language 
teachers. 
 
The article is organized as follows. Section 2 starts with an 
overview of essay grading techniques and software. After 
that, the methodology, utilized in the current work is 
described along with materials. Results are presented in 
Section 4.Section 5 concludes the work. 

2. Related works 

An essay evaluation program was first proposed in 1966 by 
Page [14, 15]. The author proposed to grade essays in two 
dimensions – by analyzing content and writing style. In order 
to predict an essay grading, initially, 272 essays were 
evaluated by four independent instructors. Next, the text 
features such as number of words, number of parts of speech 
or length of words of the essays were extracted and analyzed 
by a multiple regression method. Finally, a multivariate 
relationship between human and machine evaluations was 
analyses to make essay grading more accurate. With the 
development of computer science, this approach was further 
modified by the author by adding grammar checking, 
dictionaries, tagger and parsers [16].  
 
As for the practical implementation of essay grading 
software, Shermis et al. proposed a web-system, which served 
for placement tests for English learners by extending the idea 
by Page et al. in 1997 [17]. The system was tested based on 
the work of 807 students' text assignments.  The results of the 
study suggested that computer evaluation was as accurate, as 
that of humans [20].  
 
In 2003, Burstein et al. [6] also proposed an online 
application consisting of two components, an essay scoring 
component, and a writing analysis tool. The scoring 
component was built using content vector analysis while the 
writing analysis part utilized NLP and statistical machine 
learning techniques.  The evaluation was done based on the 
grammar, repetition of word usage and disclosure structures. 
As early essay evaluation was mostly based on spelling error 
count, Schraudner proposed to correct students' errors by 
collecting students' assignments using Google forms, which 
were further analyzed using three different online services for 
correcting grammar errors [19].   
 
However, later works in this field are done using 
achievements in machine learning. For example, the 
automated essay scoring system, proposed by Taghipour and 
Ng in 2016 utilizes recurrent neural networks [22]. Zupanc 
and Bosnić in 2017 proposed a system that increases the 
evaluation accuracy by enhancing the semantic scoring [26]. 
Thus, as can be seen, mostly algorithms that serve as a basis 
for written task evaluation are based on partitioning and 
putting prose into some framework [20]. Thus, the correct 

partitioning can serve as a good basis for the further text 
assignment evaluation system. 

3. Materials and methodology 

3.1. Materials and Workflow 

The system has been developed in NetBeans development 
environment using Java programming language. In addition, 
for the language processing, Morphology, Tokenization and 
Normalization modules of Zemberek Turkish natural 
language processing framework by Akın and Akın, 
developed in 2007 [1] was utilized. The choice of these 
modules was due to a task that was aimed while developing 
the software. 
 
For the evaluation, first, the text is divided into sentences by 
the Tokenization module and the incorrect usage within the 
sentence is corrected with the Normalization module. 
However, before normalization, these usages are counted, 
and the number of errors is displayed in an output file. Then, 
all the elements of the sentence are separated using the 
Morphology module; the following morphological outputs 
are determined: 
 
• the morphological output of the vocabulary used in the 

text; 
• morphological word wealth (parts of spech); 
• use of indicative moods (tenses); 
• use of subjunctive moods;  
• the total number of sentences used; 
• the total number of words used. 

 
The choice of outputs was due to the scaling used by the 
language preparatory school. However, since some 
evaluation scales such as relevance or redundancy of words 
and sentences or disclosure of the topic of the essay could not 
be implemented, the list of outputs was limited to the above 
measurements. Yet, the keywords entered by the instructor 
can be identified in the list of vocabulary knowledge obtained 
as a result of these processes. 
 
In addition, to detect incorrect spelling of words in the text 
the Turkish Spell Checker method within the normalization 
module was utilized. The data obtained here is saved in the 
Excel file format using the Apache POI application 
programming interface. 

3.2. Research Hypotheses and Questions 

As was mentioned above, the project aimed to develop an 
essay evaluation software that could assist language 
instructors in the evaluation of essay assignments. However, 
to be able to build a system that would have a high accuracy 
in the essay grading, the proper component extraction is 
needed. Therefore, in the scope of current work, the text 
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feature extraction was carried out. While designing the tool, 
the following research questions were formulated: 
 

1. What are the specific criteria for essay evaluation? 
2. What methods of natural language processing can be 

used for essay evaluation? 
3. What barriers does one face while using Turkish 

natural language processing methods? 
 
In the current study, the first research question was 
considered. However, results obtained by answering the first 
research question would shed a light to the hypotheses for 
further works formulated as follows:  
 

1. By evaluating the essay assignment of the language 
learners, an instructor can comment on how much the 
student mastered the subject based on the use (or 
disuse) of keywords, provided by the instructor. 

2. By evaluating the essay assignment of the language 
learners, an instructor can determine exactly where the 
student has deficiencies in language learning through 
the spelling errors that the student has made 
repeatedly. 

3. By evaluating the essay assignment of the language 
learners, an instructor can measure by how many 
different words the student can express himself/herself 
and measure the sufficiency of the vocabulary wealth 
on the given subject. In addition, these words can be 
analyzed morphologically by counting the number of 
nouns, verbs, adjectives and so on. Thus, the 
morphological correctness of sentences can be 
observed. 

4. Since in the Turkish language, multiple, recursively 
addable derivational suffixes are used for word 
formation, by determining the modalities of indicative 
moods and subjunctive moods usage in the Turkish 
language, an instructor can measure how many moods 
the student can use while writing an essay in Turkish 
and the ability to use certain Turkish suffixes. 

5. Comparing the total number of unique words that a 
student used in an essay with the total number of words 
used, an instructor can measure whether the student 
constantly makes statements using the same words. 

 

The system, developed in the frame of the current study, 
provides a technical background to estimating these 
hypotheses. 

4. Results 

The software, developed for essay feature extraction, works 
on a base of written assignments. The developed tool takes as 
input files in XML format. Thus, for essay submission, the 
special text editor was developed, where essays are recorded 
in XML file format. In addition, the system allows the 
instructor (or system administrator) to include several essays 
(files) and keywords in the main program as well (Fig. 1).  
 
The results of the essay evaluation are recorded in the Excel 
file format. The system separates each submission by 
recording them in separate rows, thus, several files can be 
graded simultaneously. However, although the feature 
extraction is done for each file (essay) separately, an output 
is provided in a single file, with each essay features in one 
row. In addition, it is possible to see the program output on 
the text editor screen as well as demonstrated in Fig. 1 
 
In the Excel file, there are several fields, reflecting 
identification information such as the student's surname, 
student ID number; the next sections include information 
related to the current essay topic in form of several keywords. 
While extracting features, the program counts keywords’ 
usage by language learners and provides this information to 
the instructor. Thus, the instructor can check the relevance of 
the essay to the given topic.  
 
Grammar features of text assignments are provided in the 
field reflecting spelling errors. Finally, the semantic structure 
of sentences, used by language learners are given by 
morphological vocabularies, the number of sentences using 
indicative moods and subjunctive moods, the total number of 
words, the total number of sentences and evaluation 
information, which can be seen in separate rows for each 
student (Table 1). 
 
 

.
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Table 1. Sample software output in excel format (the simplified transposed form) 

Name Surname Student 1 Student 2 Student 3 Student 4 
Student ID xxxx.xxxx xxxx.xxxx xxxx.xxxx xxxx.xxxx 
Keywords gelmek 

gitmek 
dil 
öğrenmek 

gelmek 
gitmek 
dil 
öğrenmek 

gelmek 
gitmek 
dil 
öğrenmek 

gelmek 
gitmek 
dil 
öğrenmek 

Spelling errors uyanırır,  
baktığınğz,  
bakasanız,  
… 
Number of errors: 10 

şoyle,  
büyüklerimzden,  
soyler, 
 … 
 Number of errors: 14 

Hintler, 
Çinliler,  
Amerikalılarla , 
… 
Number of errors: 21 

Bügün,  
dı,  
hokabaz,  
sehitliğe ,  
…  
Number of errors: 9 

Morphological Word 
Wealth 

Nouns: 45 
Verbs: 33 
… 
Unknown: 1 

Nouns: 31 
Verbs: 24 
… 
Unknown : 0 

Nouns: 82 
Verbs: 49 
… 
Unknown: 1 

Nouns: 79 
Verbs: 63 
… 
Unknown: 1 

Vocabulary Wealth // unique words listed 
// number of unique words 

indicative moods 
 (tenses) 

// list of moods  
// the number of sentences in an indicative moods 

Subjunctive  moods // list of moods  
// the number of sentences in a subjunctive mood 

Total Words Used 176 140 432 465 

Total Number of 
Sentences 

27 16 67 75 

Evaluation - - - - 
 

 

Figure 1. The interface of the feature extraction tool for essay evaluation  

   
 MJEN  MANAS Journal of Engineering, Volume 7 (Issue 2) © 2019 www.journals.manas.edu.kg 

 

http://www.journals.manas.edu.kg/


M.A. Çetin, R. Ismailova  / Manas Journal of Engineering 7 (2) (2019) 141-146 145 

As can be seen from Table 1, an instructor can evaluate how 
much the student mastered the subject based on the use (or 
disuse) of keywords. In the output table, the use of keywords 
is indicated. The spelling errors are also listed.  
 
The semantic structure of sentences is extracted using the 
Zemberek library, according to which, the count of parts of 
the speech is carried out. However, despite the normalization 
process, the proposed system was unable to determine the part 
of speech of some words. Yet, the success rate was 
approximately 98%, with maximum 2 words with undefined 
classification at each of tested essays. 
 
In addition, comparing the total number of unique words that 
a student used in an essay with the total number of words used, 
an instructor can measure whether the student constantly 
makes statements using the same words. In addition, the 
number of sentences, where the modalities of indicative 
moods and subjunctive moods were used, allows an instructor 
to measure how many moods the student can use and the 
ability to use certain Turkish suffixes. 

5. Conclusion 

In this work, we present a simple tool that can help teachers 
to evaluate students' essays. Although there are studies in the 
field of Turkish natural language processing, there is no study 
such as the evaluation of an essay written by Turkish language 
learners with natural language processing methods. As 
mentioned before, at the current stage of natural language 
processing techniques, it is infeasible to implement some text 
evaluation measurements. Instead, as many works suggest, for 
further implementation of statistical machine learning 
techniques, it is necessary to extract text features. Therefore, 
in current work, in addition to assisting language instructors, 
the list of essay evaluation scales was proposed and software 
was developed to extract these features. Yet, the list of 
features was limited to six measurements.  
 
The limitation of the current work is that some evaluation 
scales such as relevance or redundancy of words and 
sentences or disclosure of the topic of the essay were not 
implemented. The difficulty of this task was widely discussed 
in the literature. Yet, as mentioned above, in the scope of the 
current work, the attempt to solve this issue was done by 
counting usage of keywords, provided by language instructor 
for a given topic.  
 
Nevertheless, these measurements can more or less predict the 
grade given to an essay. Therefore, as future work, it is 
planned to use the developed software and extracted text 
features for building a model for automatic essay evaluation 
using machine learning techniques.  
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1. Introduction 

Recently there has been a lot of interest in studying the global attractivity, boundedness character, periodicity and the 
solution form of nonlinear difference equations. For some results in this area, for example: [1-40]. 
Elabbasy et al. [8-9] investigated the global stability, periodicity character and gave the solution of some special cases of 
the following difference equations 
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In [13] Elsayed dealed with the dynamics and found the solution of the following rational 
recursive sequences 
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Simsek et. al. [28,29,30,33], studied the following problems with positive initial values 
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respectively. 
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In this work the following non linear difference equation was studied 
 

20
1

2 5 8 11 14 171
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n n n n n n

x
x

x x x x x x
−

+
− − − − − −

=
+

 (1) 

 
where ( )20 19 1 0, ,..., , 0,x x x x− − − ∈ ∞  is investigated. 

2. Main results 

Let x  be the unique positive equilibrium of the equation (1), then clearly  
 

7 7 0 0
1

xx x x x x x
xxxxxx

= ⇒ + = ⇒ = ⇒ =
+

 

 
so, 0x =  can be obtained.  
For any 0k ≥  and m k>  notation ,i k m=  means , 1,...,i k k m= + .   
 
Theorem 1: Consider the difference equation (1). Then the following statements are true.  

a) The sequences 

 

( )21 20nx − , ( )21 19nx − , …, ( )21 1nx − , ( )21nx  
 
are being decreasing and 
 

1 2 20 21, , ..., , 0a a a a ≥  
 
are existed and such that 
 

21 20 1lim n k kn
x a− + +→∞

=  for 0, 20k = . 

b) ( )1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21, , , , , a , , , , , , , a , , , , , , , a , ,...a a a a a a a a a a a a a a a a a a  is a solution of Eq. (1) having period  21. 

c) 
6

21 20 3
0

lim 0, 0,2n j knk
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=
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6

3
0

0, 1,3k i
k

a i+
=

= =∏ . 

 
d) If there exist 0n ∈  such that 17 1n nx x− +≥   for all 0n n≥ , then 

lim 0nn
x

→∞
= . 

e) The following formulas below are 
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f)  If   21 1 1 0n k kx a+ + +→ ≠ , 21 4 4 0n k kx a+ + +→ ≠ , 21 7 7 0n k kx a+ + +→ ≠ , 21 10 10 0n k kx a+ + +→ ≠ , 21 13 13 0n k kx a+ + +→ ≠ ,
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Proof 
 
a) Firstly, from the  (1)  
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existed formulas are obtained. 
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is obtained. If the limits are put on both sides of the above equality, 
 

6

21 20 3
0

lim 0n knk

x − +→∞
=

=∏  or 
6

3 1
0

0k
k

a +
=

=∏   

 
is obtained. Similarly for 21 1n n= +  and 21 2n n= + , we can obtain 21 2nx +  and 21 3nx + .  
 
e) If there exist  0n ∈  such that 17 1n nx x− +≥  for all 0n n≥ , then, 
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Then we see that 
 

lim 0nn
x

→∞
= . 

Hence the proof of (d) completed. 
 
f) Subracting 20nx −  from the left and right-hand sides in  (1) 
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 (2) 

 
hold. Replacing n by 7j in (2) and summing from 0j =  to j n= , we obtain: 
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Also, 7 1j +  inserted in (2) by replacing n , 0j =  to j n=  is obtained by summing   
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Also, 7 2j +  inserted in (2) by replacing n , 0j =  to j n=  is obtained by summing   

 

( )
7 2

21 7 14 7 14
0 1 3 2 3 5 3 8 3 11 3 14 3 17

1 , 0, 2.
1

jn

n k k k k
j i i k i k i k i k i k i k

x x x x k
x x x x x x

+

+ + − + + − +
= = − + − + − + − + − + − +

− = − =
+∑∏  

 
Also, 7 3j +  inserted in (2) by replacing n , 0j =  to j n=  is obtained by summing   

 

( )
7 3

21 10 11 10 11
0 1 3 2 3 5 3 8 3 11 3 14 3 17

1 , 0, 2.
1

jn

n k k k k
j i i k i k i k i k i k i k

x x x x k
x x x x x x

+

+ + − + + − +
= = − + − + − + − + − + − +

− = − =
+∑∏  

 
Also, 7 4j +  inserted in (2) by replacing n , 0j =  to j n=  is obtained by summing   

 

( )
7 4

21 13 8 13 8
0 1 3 2 3 5 3 8 3 11 3 14 3 17

1 , 0, 2.
1

jn

n k k k k
j i i k i k i k i k i k i k

x x x x k
x x x x x x

+

+ + − + + − +
= = − + − + − + − + − + − +

− = − =
+∑∏  

 
Also, 7 5j +  inserted in (2) by replacing n , 0j =  to j n=  is obtained by summing   
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( )
7 5

21 16 5 16 5
0 1 3 2 3 5 3 8 3 11 3 14 3 17

1 , 0, 2.
1

jn

n k k k k
j i i k i k i k i k i k i k

x x x x k
x x x x x x

+

+ + − + + − +
= = − + − + − + − + − + − +

− = − =
+∑∏  

 
Also, 7 6j +  inserted in (2) by replacing n , 0j =  to j n=  is obtained by summing   

 

( )
7 6

21 19 2 19 2
0 1 3 2 3 5 3 8 3 11 3 14 3 17

1 , 0, 2.
1

jn

n k k k k
j i i k i k i k i k i k i k

x x x x k
x x x x x x

+

+ + − + + − +
= = − + − + − + − + − + − +

− = − =
+∑∏  

 
Now we obtained of the above formulas: 
 

7
2 5 8 11 14 17

21 1 20
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏

7 1
2 5 8 11 14 20

21 4 17
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x

+
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏

7 2
2 5 8 11 17 20

21 7 14
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x

+
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏

7 3
2 5 8 14 17 20

21 10 11
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x

+
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏

7 4
2 5 11 14 17 20

21 13 8
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x

+
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏

7 5
2 8 11 14 17 20

21 16 5
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x

+
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏

7 6
5 8 11 14 17 20

21 19 2
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11 ,
1 1

jn
k k k k k k

n k k
j ik k k k k k i k i k i k i k i k i k

x x x x x x
x x

x x x x x x x x x x x x

+
− + − + − + − + − + − +

+ + − +
= =− + − + − + − + − + − + − + − + − + − + − + − +

 
= − 

+ + 
∑∏ 0,2k =   holds. 

 
g) Suppose that 1 4 7 10 13 16 19 0a a a a a a a= = = = = = = . By e) we have 
 

7
2 5 8 11 14 17

21 1 20
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

1lim lim 1
1 1

jn

nn n j i i i i i i i

x x x x x x
x x

x x x x x x x x x x x x
− − − − − −

+ −→∞ →∞
= =− − − − − − − − − − − −

 
= − 

+ + 
∑∏  

7
2 5 8 11 14 17

1 20
0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

11
1 1

j

j i i i i i i i

x x x x x x
a x

x x x x x x x x x x x x

∞
− − − − − −

−
= =− − − − − − − − − − − −

 
= − 

+ + 
∑∏  

 
7

2 5 8 11 14 17
1

0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (3) 

 

Similarly; 
7 1

2 5 8 11 14 17
4

0 12 5 8 11 14 20 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (4) 

 

Similarly; 
7 2

2 5 8 11 14 17
7

0 12 5 8 11 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (5) 

 

Similarly; 
7 3

2 5 8 11 14 17
10

0 12 5 8 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (6) 
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Similarly; 
7 4

2 5 8 11 14 17
13

0 12 5 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (7) 

 

Similarly; 
7 5

2 5 8 11 14 17
16

0 12 8 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (8) 

 

Similarly; 
7 6

2 5 8 11 14 17
19

0 15 8 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 10
1

j

j i i i i i i i

x x x x x x
a

x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= ⇒ =

+∑∏  (9) 

 
From (3) and (4), 

 

7
2 5 8 11 14 17

0 12 5 8 11 14 17 3 17 3 14 3 11 3 8 3 5 3 2

7 1
2 5 8 11 14 17

0 12 5 8 11 14 20 3 17 3 14 3 11 3 8 3 5 3 2

1 1
1

1 1
1

j

j i i i i i i i

j

j i i i i i i i

x x x x x x
x x x x x x x x x x x x

x x x x x x
x x x x x x x x x x x x

∞
− − − − − −

= =− − − − − − − − − − − −

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= >

+

+
=

+

∑∏

∑∏
 (10) 

 
thus, 20 17x x− −> . From the (4) and (5), 

 

7 1
2 5 8 11 14 17

0 12 5 8 11 14 20 3 17 3 14 3 11 3 8 3 5 3 2

7 2
2 5 8 11 14 17

0 12 5 8 11 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 1
1

1 1
1

j

j i i i i i i i

j

j i i i i i i i

x x x x x x
x x x x x x x x x x x x

x x x x x x
x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= >

+

+
=

+

∑∏

∑∏
 (11) 

 
thus, 17 14x x− −> . From the (5) and (6), 

 

7 2
2 5 8 11 14 17

0 12 5 8 11 17 20 3 17 3 14 3 11 3 8 3 5 3 2

7 3
2 5 8 11 14 17

0 12 5 8 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 1
1

1 1
1

j

j i i i i i i i

j

j i i i i i i i

x x x x x x
x x x x x x x x x x x x

x x x x x x
x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= >

+

+
=

+

∑∏

∑∏
 (12) 

 
thus, 14 11x x− −> .From the (6) and (7), 

 

7 3
2 5 8 11 14 17

0 12 5 8 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

7 4
2 5 8 11 14 17

0 12 5 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 1
1

1 1
1

j

j i i i i i i i

j

j i i i i i i i

x x x x x x
x x x x x x x x x x x x

x x x x x x
x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= >

+

+
=

+

∑∏

∑∏
 (13) 

 
thus, 11 8x x− −> .From the (7) and (8), 

 

7 4
2 5 8 11 14 17

0 12 5 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

7 5
2 5 8 11 14 17

0 12 8 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 1
1

1 1
1

j

j i i i i i i i

j

j i i i i i i i

x x x x x x
x x x x x x x x x x x x

x x x x x x
x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= >

+

+
=

+

∑∏

∑∏
 (14) 

 
thus, 8 5x x− −> .From the (8) and (9), 

 

7 5
2 5 8 11 14 17

0 12 8 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

7 6
2 5 8 11 14 17

0 15 8 11 14 17 20 3 17 3 14 3 11 3 8 3 5 3 2

1 1
1

1 1
1

j

j i i i i i i i

j

j i i i i i i i

x x x x x x
x x x x x x x x x x x x

x x x x x x
x x x x x x x x x x x x

+∞
− − − − − −

= =− − − − − − − − − − − −

+∞
− − − − − −

= =− − − − − − − − − − − −

+
= >

+

+
=

+

∑∏

∑∏
 (15) 

thus, 5 2x x− −> . 
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From here we obtain 20 17 14 11 8 5 2x x x x x x x− − − − − − −> > > > > > . Similarly, we can obtain 

19 16 13 10 7 4 1x x x x x x x− − − − − − −> > > > > >  and 18 15 12 9 6 3 0x x x x x x x− − − − − −> > > > > > . We arrive at a contradiction which 
completes the proof of theorem. 
 
3. Example 
 
Example 3.1: If the initial conditions are selected in accordance with Lemma 1 and Theorem 1;  
 
x[-20] = 0.99999999999999999999999; x[-19] = 0.9999999999999999999999;  x[-18] = 0.888888888888888888888;  
x[-17] = 0.99999999999999999999;   
x[-16] = 0.9999999999999999999;   x[-15] = 6; x[-14] = 0.99999999999999999; x[-13] = 0.9999999999999999;
x[-12] = 0.999999999999999;  x[-11] = 0.77777777777777; x[-10] = 0.9999999999999;  x[-9] = 0.999999999999;
x[-8] = 0.99999999999;  x[-7] = 0.9999999999; x[-6] = 0.999999999; x[-5] = 0.99999999; x[-4] = 0.9999999;  
x[-3] = 0.999999; x[-2] = 0.99999;  x[-1] = 0.9999;  x[0] = 0.999.  
 

{0.562502,0.500025,0.127093,0.695653,0.666678,5.32403,0.766667,0.750006,0.596669,
0.598291,0.800004,0.71259,0.847826,0.833336,0.776754,0.867925,0.857145,0.817496,
0.883324,0.874903,0.844688,0.465877,0

nx =

.400026,0.0574,0.610812,0.579722,5.25524,
0.690279,0.672085,0.534988,0.530552,0.728998,0.655823,0.785099,0.767906,0.723852,
0.809425,0.796355,0.76781,0.828458,0.818062,0.797762,0.416792,0.350257,0.0315814,
0.565378,0.533888,5.22954,0.647651,0.629177,0.510473,0.491094,0.688476,0.632191,
0.747529,0.729414,0.700968,0.773522,0.759638,0.745588,0.794046,0.782923,0.776142,
0.385004,0.318321,0.0187474,0.535283,0.503755,5.21674,0.618892,0.600421,0.497984,
0.463926,0.660873,0.619944,0.721314,0.702817,0.688931,0.748166,0.733941,0.733742,
0.769474,0.758042,0.764474,0.361907,0.295245,0.0115556,0.513141,0.481689,. }..

 

 
solutions are obtained and the graphs of the solutions are shown below. 
 

 
Figure 1. nx  solutions graph 
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1. Introduction 

Natural phenomena and technology processes are usually described by differential equations, integral equations and integro-
differential equations. When investigating these processes, apart from the description by equations, additional conditions 
are required too [1-3]. These additional conditions could be given as an initial condition or as a boundary condition [4-7]. 
Therefore, equations satisfying the initial and boundary conditions, in other words, boundary value problems play an 
important role in practice.  
 
Nowadays, boundary value problems with differential equations are relatively well understood [6-9], but boundary value 
problems with integral equations and integro-differential equations are not yet sufficiently investigated. Therefore, we study 
the boundary value problem for the oscillation process described by Fredholm integro-differential equations [10] with 
inhomogeneous boundary condition. 

2. Generalized solution ofthe boundary value problem 

Consider  the Oscillaton process  described by following integro-differential equation  
 

𝑉𝑉𝑡𝑡𝑡𝑡 = 𝑉𝑉𝑥𝑥𝑥𝑥 + 𝜆𝜆�𝐾𝐾(𝑡𝑡, 𝜏𝜏)𝑉𝑉(𝜏𝜏, 𝑥𝑥)𝑑𝑑𝜏𝜏
𝑇𝑇

0

, 0 < 𝑥𝑥 < 1,0 < 𝑡𝑡 ≤ 𝑇𝑇, 
 

(1) 

 
subject to initial  
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𝑉𝑉(0, 𝑥𝑥) = 𝜓𝜓1(𝑥𝑥),𝑉𝑉𝑡𝑡(0, 𝑥𝑥) = 𝜓𝜓2(𝑥𝑥), 0 < 𝑥𝑥 < 1, (2) 
 
and boundary  
 

𝑉𝑉𝑥𝑥(𝑡𝑡, 0) = 0,𝑉𝑉𝑥𝑥(𝑡𝑡, 1) + 𝛼𝛼𝑉𝑉(𝑡𝑡, 1) = 𝑢𝑢(𝑡𝑡), 0 < 𝑡𝑡 ≤ 𝑇𝑇, (3) 
 
conditions. Here 𝐾𝐾(𝑡𝑡, 𝜏𝜏) is a given function defined in domain 𝐷𝐷 = {0 ≤ 𝑡𝑡 ≤ 𝑇𝑇, 0 ≤ 𝜏𝜏 ≤ 𝑇𝑇} andsatisfies the condition  
 

��𝐾𝐾2(𝑡𝑡, 𝜏𝜏)𝑑𝑑𝜏𝜏𝑑𝑑𝑡𝑡
𝑇𝑇

0

𝑇𝑇

0

= 𝐾𝐾0 < ∞; (4) 

 
𝜓𝜓1(𝑥𝑥) ∈ 𝐻𝐻1(0,1),     𝜓𝜓2(𝑥𝑥) ∈ 𝐻𝐻(0,1) are given functions; 𝜆𝜆  is a parameter, T is a fixed moment of time, 𝛼𝛼 > 0 is a constant. 
𝐻𝐻(𝑌𝑌) is a Hilbert space of square-integrable functions defined on the set 𝑌𝑌. 
Solution to boundary value problem [1-3] will be found in form of Fourier series:  
 

𝑉𝑉(𝑡𝑡, 𝑥𝑥) = �𝑉𝑉𝑛𝑛(𝑡𝑡)𝑧𝑧𝑛𝑛(𝑥𝑥),
∞

𝑛𝑛=1

 (5) 

 
where  
 

𝑉𝑉𝑛𝑛(𝑡𝑡) = 〈𝑉𝑉(𝑡𝑡, 𝑥𝑥), 𝑧𝑧𝑛𝑛(𝑥𝑥)〉 = �𝑉𝑉(𝑡𝑡, 𝑥𝑥)𝑧𝑧𝑛𝑛(𝑥𝑥)𝑑𝑑𝑥𝑥
𝑄𝑄

 

 
is a Fouruier coefficient. 
 
Functions 𝑧𝑧𝑛𝑛(𝑥𝑥)are solutions to following problem 
 

 𝑧𝑧𝑛𝑛″ + 𝜆𝜆𝑛𝑛2𝑧𝑧𝑛𝑛(𝑥𝑥) = 0,    z𝑛𝑛′ (0) = 0,   z𝑛𝑛′ (1) + 𝛼𝛼z𝑛𝑛(1) = 0, 
 
for each fixed 𝑛𝑛 = 1,2,3, … . Solving this boundary value problem, we have following functions which called eigenfunctions 
 

𝑧𝑧𝑛𝑛(𝑥𝑥) = 𝐶𝐶𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑥𝑥,     𝑛𝑛 = 1,2,3, . .. (6) 
 
Using boundary conditions we find that   
 

𝐶𝐶𝑛𝑛 = �2�𝜆𝜆𝑛𝑛2+𝛼𝛼2�
𝜆𝜆𝑛𝑛2+𝛼𝛼2+𝛼𝛼

, 

 

then 𝑧𝑧𝑛𝑛(𝑥𝑥) = �2�𝜆𝜆𝑛𝑛2+𝛼𝛼2�
𝜆𝜆𝑛𝑛2+𝛼𝛼2+𝛼𝛼

𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑥𝑥 and {𝑧𝑧𝑛𝑛(𝑥𝑥)} is an orthonormal system. 

 
The numbers 𝜆𝜆𝑛𝑛 are called an eigenvalues of eigenfnctions. They  are positive roots of  transcendental equations 𝑡𝑡𝑡𝑡𝜆𝜆𝑛𝑛 = 𝛼𝛼

𝜆𝜆𝑛𝑛
. 

It is known that we can't analytically solve these transcendental equations, so we have solved they graphically as the 
following Fig 1. 
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Figure 1. Solutions of transcendental  equations 

As shown in Fig. 1 values of eigenvalues 𝜆𝜆𝑛𝑛are increase with growing value of n. To see that Eigenvalues 𝜆𝜆𝑛𝑛 depend on 
parameter𝛼𝛼, we have calculated values of 𝜆𝜆𝑛𝑛 using program MATLAB for 𝛼𝛼 = 0.5;    1.5;      2.5; 3; 5and obtain 

following table (Table 1). Similarly, values of eigenfunctions  𝑧𝑧𝑛𝑛(𝑥𝑥) = � 2�𝜆𝜆𝑛𝑛2+𝛼𝛼2�
�𝜆𝜆𝑛𝑛2+𝛼𝛼2+𝛼𝛼�

cos𝜆𝜆𝑛𝑛𝑥𝑥    corresponding to eigenvalues 

𝜆𝜆𝑛𝑛was calculated and given in Table 1. 
 

Table 1. Eigenvalues  and eigenfunctions  

№ 𝝀𝝀1 𝝀𝝀2 𝝀𝝀3 𝝀𝝀4 𝝀𝝀5 𝝀𝝀6 𝝀𝝀7 𝝀𝝀8 𝝀𝝀9 𝝀𝝀10 
𝛼𝛼=0.5 

n (x)λ  
0.653 3.292 6.362 9.477 12.606 15.740 18.876 22.014 25.153 28.292 

Zn(x) 1.0725 1.384 1.406 1.410 1.412 1.4128 1.4132 1.4135 1.4137 1.4138 
𝛼𝛼=1.5 

n (x)λ  
0.9882 3.5422 6.5097 9.5801 12.6841 15.8026 18.9286 22.059 25.1922 28.3272 

Zn(x) 1.1685 1.3476 1.3910 1.4031 1.4078 1.410 1.4113 1.4121 1.4125 1.4129 
𝛼𝛼=2.5 

n (x)λ  
1.1422 3.7318 6.6431 9.6776 2.7598 15.8643 18.9805 22.1038 25.2315 28.3623 

Zn(x) 1.2558 1.3340 1.3804 1.3968 1.4039 1.4074 1.4094 1.4106 1.4115 1.4120 
𝛼𝛼=3 

n (x)λ  
1.1925 3.8088 6.704 9.724 12.7966 15.8945 19.0061 22.1259 25.251 28.3797 

Zn(x) 1.2462 1.3318 1.3765 1.3942 1.4021 1.4062 1.4085 1.4099 1.4109 1.4116 
𝛼𝛼=5 

n (x)λ  
1.3138 4.0336 6.9096 9.8927 12.9352 16.0107 19.1055 22.2126 25.3276 28.4483 

z(x) 1.298 1.3356 1.3679 1.3863 1.3962 1.4018 1.4052 1.4074 1.4089 1.4099 
 
From this table, we see that the more value of parameter  𝛼𝛼the more values of eigenfunctions𝑧𝑧𝑛𝑛(𝑥𝑥) and eigenvalues𝜆𝜆𝑛𝑛.  
As given boundary value problem (1) - (3) hasn't a classical solution, we use the notion of generalized solution of boundary 
value problem. 
 
By multiplying both sides of tequation (4) by any function 𝛷𝛷(𝑡𝑡, 𝑥𝑥) and using integral in parts we have integral identity 
 

�[𝑉𝑉𝑡𝑡𝛷𝛷
1

0

(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝛷𝛷𝑡𝑡(𝑡𝑡, 𝑥𝑥)]|𝑡𝑡1
𝑡𝑡2𝑑𝑑𝑥𝑥 ≡ � �(−𝑉𝑉𝛷𝛷𝑡𝑡𝑡𝑡(𝑡𝑡, 𝑥𝑥) + 𝑉𝑉𝛷𝛷𝑥𝑥𝑥𝑥(𝑡𝑡, 𝑥𝑥))𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡

𝑡𝑡2

𝑡𝑡1

𝑡𝑡2

𝑡𝑡1

+ (7) 
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+ � �(𝜆𝜆�𝐾𝐾(𝑡𝑡, 𝜏𝜏)𝑉𝑉(𝜏𝜏, 𝑥𝑥)𝑑𝑑𝜏𝜏)
𝑇𝑇

0

𝛷𝛷(𝑡𝑡, 𝑥𝑥)𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡
1

0

𝑡𝑡2

𝑡𝑡1

+ 

+ �(𝑢𝑢(𝑡𝑡)𝛷𝛷(𝑡𝑡, 1) + 𝑉𝑉(𝑡𝑡, 0)𝛷𝛷𝑥𝑥(𝑡𝑡, 0) − 𝑉𝑉(𝑡𝑡, 1)(∝ 𝛷𝛷(𝑡𝑡, 1) + 𝛷𝛷𝑥𝑥(𝑡𝑡, 1))𝑑𝑑𝑡𝑡;

𝑡𝑡2

𝑡𝑡1

    

 
Definition. Function 𝑉𝑉(𝑡𝑡, 𝑥𝑥) ∈ 𝐻𝐻(𝑄𝑄𝑇𝑇),  which satisfies  the integral identity (7) and initial conditions in the weak sense   ( 
i.e. for any functions  𝜙𝜙0(𝑥𝑥) ∈ 𝐻𝐻(0,1),𝜙𝜙1(𝑥𝑥) ∈ 𝐻𝐻(0,𝑇𝑇) equalities   
 

lim
𝑡𝑡→+0

�𝑉𝑉(𝑡𝑡, 𝑥𝑥)𝜙𝜙0(𝑥𝑥)𝑑𝑑𝑥𝑥
𝑄𝑄

= �𝜓𝜓1(𝑥𝑥)𝜙𝜙0(𝑥𝑥)𝑑𝑑𝑥𝑥
𝑄𝑄

lim
𝑡𝑡→+0

�𝑉𝑉𝑡𝑡(𝑡𝑡, 𝑥𝑥)𝜙𝜙1(𝑥𝑥)𝑑𝑑𝑥𝑥
𝑄𝑄

= �𝜓𝜓2(𝑥𝑥)𝜙𝜙1(𝑥𝑥)𝑑𝑑𝑥𝑥,
𝑄𝑄

 

 
fulfile), is called a generalized solution of  boundary value problem (1) - (3). 
 
As function Ф(𝑡𝑡, 𝑥𝑥) is arbitrary since the, we take Ф(𝑡𝑡, 𝑥𝑥) ≡ 𝑧𝑧𝑛𝑛(𝑥𝑥) in (7),  and by direct calculations  we have  the following 
problem 

𝑉𝑉𝑛𝑛"(𝑡𝑡) + 𝜆𝜆𝑛𝑛2𝑉𝑉𝑛𝑛(𝑡𝑡) = 𝜆𝜆�𝐾𝐾(𝑡𝑡, 𝜏𝜏)𝑉𝑉𝑛𝑛(𝜏𝜏)𝑑𝑑𝜏𝜏
𝑇𝑇

0

+ 𝑢𝑢(𝑡𝑡)𝑧𝑧𝑛𝑛(1), 

𝑉𝑉𝑛𝑛(𝑡𝑡)|𝑡𝑡=𝑡𝑡1 =< 𝑉𝑉(𝑡𝑡1, 𝑥𝑥), 𝑧𝑧𝑛𝑛(𝑥𝑥) >, 
 

𝑉𝑉𝑛𝑛′(𝑡𝑡)|𝑡𝑡=𝑡𝑡1 =< 𝑉𝑉𝑡𝑡(𝑡𝑡1, 𝑥𝑥), 𝑧𝑧𝑛𝑛(𝑥𝑥) >. 
 
We reduce this problem to Fredholm integral equation of the second kind  
 

𝑉𝑉𝑛𝑛(𝑡𝑡) = 𝜓𝜓1𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑡𝑡 +
1
𝜆𝜆𝑛𝑛
𝜓𝜓2𝑛𝑛𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛𝑡𝑡 +

+
1
𝜆𝜆𝑛𝑛
�𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑡𝑡 − 𝜏𝜏) �𝜆𝜆 �𝐾𝐾(𝑡𝑡, 𝜂𝜂)𝑉𝑉𝑛𝑛(𝜂𝜂)𝑑𝑑𝜂𝜂

𝑇𝑇

0

+ 𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)�

𝑡𝑡

0

𝑑𝑑𝜏𝜏.
 (8) 

 
Here, 𝜓𝜓1𝑛𝑛, 𝜓𝜓2𝑛𝑛are Fourier coefficients of functions 𝜓𝜓1(𝑥𝑥), 𝜓𝜓2(𝑥𝑥)respectively.   
Using the notations  
 

𝑞𝑞𝑛𝑛(𝑡𝑡) = 𝜓𝜓1𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑡𝑡 +
1
𝜆𝜆𝑛𝑛
𝜓𝜓2𝑛𝑛𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛𝑡𝑡 +

1
𝜆𝜆𝑛𝑛
� 𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑡𝑡 − 𝜏𝜏)𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)
𝑡𝑡

0

𝑑𝑑𝜏𝜏; 

 

(9) 

𝐾𝐾𝑛𝑛(𝑡𝑡, 𝑐𝑐) =
1
𝜆𝜆𝑛𝑛
� 𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑡𝑡 − 𝜏𝜏)𝐾𝐾(𝜏𝜏, 𝑐𝑐)
𝑡𝑡

0

𝑑𝑑𝜏𝜏; (10) 

 
we obtain the following  integral equation 
 

𝑉𝑉𝑛𝑛(𝑡𝑡) = 𝜆𝜆�𝐾𝐾𝑛𝑛(𝑡𝑡, 𝑐𝑐)
𝑇𝑇

0

𝑉𝑉𝑛𝑛(𝑐𝑐)𝑑𝑑𝑐𝑐 + 𝑞𝑞𝑛𝑛(𝑡𝑡), (11) 

 
Solution of this equation (11) will be found by following formula [6]` 
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𝑉𝑉𝑛𝑛(𝑡𝑡) = 𝜆𝜆�𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑞𝑞𝑛𝑛(𝑐𝑐)
𝑇𝑇

0

𝑑𝑑𝑐𝑐 + 𝑞𝑞𝑛𝑛(𝑡𝑡); (12) 

 
Here 

𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆) = �𝜆𝜆𝑖𝑖−1𝐾𝐾𝑛𝑛,𝑖𝑖(𝑡𝑡, 𝑐𝑐)
∞

𝑖𝑖=1

, (13) 

 
is a resolvents of  repeated  kernels 𝐾𝐾𝑛𝑛,𝑖𝑖(𝑡𝑡, 𝑐𝑐). Repeated kernels  𝐾𝐾𝑛𝑛(𝑡𝑡, 𝑐𝑐) ≡ 𝐾𝐾𝑛𝑛,𝑖𝑖(𝑡𝑡, 𝑐𝑐)are  
defined by formulas  
 

𝐾𝐾𝑛𝑛,𝑖𝑖+1(𝑡𝑡, 𝑐𝑐) = �𝐾𝐾𝑛𝑛(𝑡𝑡, 𝜏𝜏)𝐾𝐾𝑛𝑛,𝑖𝑖(𝜏𝜏, 𝑐𝑐)
𝑇𝑇

0

𝑑𝑑𝜏𝜏, 𝑠𝑠 = 1,2,3. . . ,

𝐾𝐾𝑛𝑛,1(𝑡𝑡, 𝑐𝑐) = 𝐾𝐾𝑛𝑛(𝑡𝑡, 𝑐𝑐).

 (14) 

 
for each fixed𝑛𝑛 = 1,2,3, …,. By (10) - (14) equations, we get the following estimates: 
 

|𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)| ≤ √𝑇𝑇
�∫ 𝐾𝐾𝑛𝑛2

𝑇𝑇
0 (𝜏𝜏, 𝑐𝑐)𝑑𝑑𝜏𝜏

𝜆𝜆𝑛𝑛 − |𝜆𝜆|𝑇𝑇�𝐾𝐾0
, (15) 

 
which hold for values of 𝜆𝜆 satisfying the inequality 
 

|𝜆𝜆| 𝑇𝑇
𝜆𝜆𝑛𝑛
�𝐾𝐾0 < 1. (16) 

 
Using  inequality (15), we obtain inequalities: 
 

∫ |𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)|2𝑇𝑇
0 𝑑𝑑𝑐𝑐 ≤ 𝐾𝐾0𝑇𝑇

�𝜆𝜆𝑛𝑛−|𝜆𝜆|𝑇𝑇�𝐾𝐾0�
2. (17) 

 
Neumann series absolutely convergence for parameters, satisfying the condition  
 

|𝜆𝜆| <
𝜆𝜆𝑛𝑛

𝑇𝑇�𝐾𝐾0
 (18) 

 
for each 𝑛𝑛 = 1,2,3, …, from which we can see that  the radius of convergence  |𝜆𝜆| < 𝜆𝜆𝑛𝑛

𝑇𝑇�𝐾𝐾0
  of the Neumann series increases 

with growth 𝑛𝑛.   As the sum of an absolutely convergent series, resolvent  𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆) is a continuous function. As we have 
seen, when the condition  |𝜆𝜆| < 𝜆𝜆1

𝑇𝑇�𝐾𝐾0
is met, the Neumann series absolutely converges to the continuous function for any 

𝑛𝑛 = 1,2,3. Thus, we find the solution of the boundary value problem (1) - (3) by the formula (5), where 𝑉𝑉𝑛𝑛(𝑡𝑡) is defined as 
solution of the integral equation (12) by the formula (13). 
Substituting (11) into (12) by direct calculations we obtain 
 

𝑉𝑉𝑛𝑛(𝑡𝑡) = 𝜆𝜆�𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑞𝑞𝑛𝑛(𝑐𝑐)𝑑𝑑𝑐𝑐 + 𝑞𝑞𝑛𝑛(𝑡𝑡)
𝑇𝑇

0

= 
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= 𝜆𝜆�𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆) �𝜓𝜓1𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑐𝑐 +
1
𝜆𝜆𝑛𝑛
𝜓𝜓2𝑛𝑛𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛𝑐𝑐 +

1
𝜆𝜆𝑛𝑛
� 𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑐𝑐 − 𝜏𝜏)𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)
𝑠𝑠

0

𝑑𝑑𝜏𝜏�

𝑇𝑇

0

+

+𝜓𝜓1𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑡𝑡 +
1
𝜆𝜆𝑛𝑛
𝜓𝜓2𝑛𝑛𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛𝑡𝑡 +

1
𝜆𝜆𝑛𝑛
� 𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑡𝑡 − 𝜏𝜏)𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)
𝑡𝑡

0

𝑑𝑑𝜏𝜏 =

 

= 𝜓𝜓𝑛𝑛(𝑡𝑡, 𝜆𝜆) +
1
𝜆𝜆𝑛𝑛
���𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑐𝑐 − 𝜏𝜏)𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)𝑑𝑑𝑐𝑐𝑑𝑑𝜏𝜏

𝑇𝑇

𝜏𝜏

𝑡𝑡

0

+ 

 

+��𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑐𝑐 − 𝜏𝜏)𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)𝑑𝑑𝑐𝑐𝑑𝑑𝜏𝜏
𝑇𝑇

𝜏𝜏

𝑇𝑇

t

+ �𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑡𝑡 − 𝜏𝜏)𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)𝑑𝑑𝜏𝜏
𝑡𝑡

0

� . 

 
Denoting the expression by 
 

𝜓𝜓𝑛𝑛(𝑡𝑡, 𝜆𝜆) = 𝜓𝜓𝑛𝑛 �𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛𝑐𝑐 + 𝜆𝜆� 𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑛𝑛
𝑡𝑡

0
𝑐𝑐𝑑𝑑𝑐𝑐� +

1
𝜆𝜆𝑛𝑛
𝜓𝜓2𝑛𝑛 �𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛𝑡𝑡 + 𝜆𝜆� 𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛

𝑡𝑡

0
𝑐𝑐𝑑𝑑𝑐𝑐�, (19) 

𝐷𝐷𝑛𝑛(𝑡𝑡, 𝜏𝜏, 𝜆𝜆) =

⎩
⎪
⎨

⎪
⎧𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑡𝑡 − 𝜏𝜏) + �𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑐𝑐 − 𝜏𝜏)𝑑𝑑𝑐𝑐,    0 ≤ 𝜏𝜏 ≤ 𝑡𝑡,

𝑡𝑡

0

�𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑐𝑐𝑠𝑠𝑛𝑛𝜆𝜆𝑛𝑛(𝑐𝑐 − 𝜏𝜏)𝑑𝑑𝑐𝑐,                                 𝑡𝑡 ≤ 𝜏𝜏 ≤ 𝑇𝑇,
𝑡𝑡

0

 (20) 

 
we get the formula for finding the Fourier coefficient 
 

𝑉𝑉𝑛𝑛(𝑡𝑡) = 𝜓𝜓𝑛𝑛(𝑡𝑡, 𝜆𝜆) +
1
𝜆𝜆𝑛𝑛
�𝐷𝐷𝑛𝑛(𝑡𝑡, 𝜏𝜏, 𝜆𝜆)
𝑇𝑇

0

𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)𝑑𝑑𝜏𝜏. (21) 

 
Then solution 𝑉𝑉(𝑡𝑡, 𝑥𝑥)to   boundary value problem (1) - (3) is determined by the formula 
 

𝑉𝑉(𝑡𝑡, 𝑥𝑥) = �𝑉𝑉𝑛𝑛(𝑡𝑡)𝑧𝑧𝑛𝑛

∞

𝑛𝑛=1

(𝑥𝑥) =

= �[𝜓𝜓𝑛𝑛(𝑡𝑡, 𝜆𝜆)
∞

𝑛𝑛=1

    +  
1
𝜆𝜆𝑛𝑛
�𝐷𝐷𝑛𝑛(𝑡𝑡, 𝜏𝜏, 𝜆𝜆)
𝑇𝑇

0

𝑧𝑧𝑛𝑛(1)𝑢𝑢(𝜏𝜏)𝑑𝑑𝜏𝜏]  𝑧𝑧𝑛𝑛(𝑥𝑥);

 (22) 

 
Lemma 1. The solution of boundary value problem (1) - (3) defined by formula (22) is an element of the Hilbert space 
𝐻𝐻(𝑄𝑄). 
 
Proof: To proof  Lemma 1  we should  show that following equality is fulfill 
 

�𝑉𝑉2(𝑡𝑡, 𝑥𝑥)𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡
𝑇𝑇

0

< ∞. 

 
Taking equations (10) and (11) into account we get the following inequalities: 
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��𝑉𝑉2(𝑡𝑡, 𝑥𝑥)𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡
𝑇𝑇

𝜏𝜏

𝑇𝑇

t

= ��[𝑉𝑉𝑛𝑛(𝑡𝑡)𝑧𝑧𝑛𝑛(𝑥𝑥)]2𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡
𝑇𝑇

𝜏𝜏

𝑇𝑇

t

= ��𝑉𝑉𝑛𝑛2(𝑡𝑡)𝑑𝑑𝑡𝑡 ≤
∞

𝑛𝑛=1

𝑇𝑇

0

 

≤ 2 �3𝑇𝑇𝜆𝜆2
𝐾𝐾0𝑇𝑇

�𝜆𝜆1 − |𝜆𝜆|𝑇𝑇�𝐾𝐾0�
2 �‖𝜓𝜓1(𝑥𝑥)‖𝐻𝐻(0,1)

2 +
1
𝜆𝜆12
‖𝜓𝜓2(𝑥𝑥)‖𝐻𝐻(0,1)

2 +
1
𝜆𝜆

1
2 ‖𝑧𝑧𝑛𝑛(1)‖2‖𝑢𝑢(𝑡𝑡)‖𝐻𝐻(0,𝑇𝑇)

2 � +

+3𝑇𝑇 �‖𝜓𝜓1𝑛𝑛‖2 +
1
𝜆𝜆

1
2 ‖𝜓𝜓2𝑛𝑛‖2 +

1
𝜆𝜆

1
2 ‖𝑧𝑧𝑛𝑛(1)‖2‖𝑢𝑢‖2�� ≤

 

≤ 6𝑇𝑇 �‖𝜓𝜓1𝑛𝑛‖2 +
1
𝜆𝜆12
‖𝜓𝜓2𝑛𝑛‖2 +

1
𝜆𝜆12
‖𝑧𝑧𝑛𝑛(1)‖2‖𝑢𝑢‖2� �𝜆𝜆2

𝐾𝐾0𝑇𝑇

�𝜆𝜆1 − |𝜆𝜆|𝑇𝑇�𝐾𝐾0�
2 + 1� < ∞, 

 
from which it follows that 𝑉𝑉(𝑡𝑡, 𝑥𝑥) ∈ 𝐻𝐻(𝑄𝑄). 
 

3. Approximate solution of  boundary value problem 

When defining the functions 𝑉𝑉𝑛𝑛(𝑡𝑡),𝑛𝑛 = 1,2,3, . . ., by formulas (20)-(22), due to infinity of the Neumann series, it is not 
always possible to find the exact value of resolvent 𝑅𝑅𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆). Therefore, approximations of the resolvent are usually used. 
Truncated series in the form 
 

𝐵𝐵𝑛𝑛𝑚𝑚(𝑡𝑡, 𝑐𝑐, 𝜆𝜆) = �𝜆𝜆𝑖𝑖−1
𝑚𝑚

𝑖𝑖=1

𝐾𝐾𝑛𝑛,𝑖𝑖(𝑡𝑡, 𝑐𝑐) (23) 

 
is called an m th approximation of the resolvent or a resolvental approximation for each fixed𝑛𝑛 = 1,2,3, . .. The function 
𝑉𝑉𝑛𝑛𝑚𝑚(𝑡𝑡)defined by formula    
 

𝑉𝑉𝑛𝑛𝑚𝑚(𝑡𝑡) = 𝜆𝜆 ∫ 𝐵𝐵𝑛𝑛𝑚𝑚
𝑇𝑇
0 (𝑡𝑡, 𝑐𝑐, 𝜆𝜆)𝑞𝑞𝑛𝑛(𝑐𝑐)𝑑𝑑𝑐𝑐 + 𝑞𝑞𝑛𝑛(𝑡𝑡),  𝑛𝑛 = 1,2,3, . . ., (24) 

 
and it is called the mth approximation of the function 𝑉𝑉𝑛𝑛(𝑡𝑡) for each fixed𝑚𝑚 = 1,2,3, . .. .   
According to formulas (5) and (23), function is defined by the formulas     
 

𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥) = �𝑉𝑉𝑛𝑛𝑚𝑚(𝑡𝑡)𝑧𝑧𝑛𝑛(𝑥𝑥)
∞

𝑛𝑛=1

 

 
and it is called an mth approximation of the solution to boundary value problem (1)-(3) .  
 
To prove that mth approximate solutions 𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥) to boundary value problem (1) - (3) converge to their exact 𝑉𝑉(𝑡𝑡, 𝑥𝑥) 
solution  with respect  to the norm of the space, we do the following calculations : 
 

‖𝑉𝑉(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥)‖𝐻𝐻(𝑄𝑄)
2 = � � �𝑉𝑉(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥)�2𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡

1

0
≤

𝑇𝑇

0
� � ��[𝑉𝑉𝑛𝑛(𝑡𝑡) − 𝑉𝑉𝑛𝑛𝑚𝑚(𝑡𝑡)]𝑧𝑧𝑛𝑛(𝑥𝑥)

∞

𝑛𝑛=1

�
2

1

0

𝑇𝑇

0
𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡 ≤ 

 

≤ ��[𝑉𝑉𝑛𝑛(𝑡𝑡) − 𝑉𝑉𝑛𝑛𝑚𝑚(𝑡𝑡)]2
∞

𝑛𝑛=1

𝑇𝑇

0

𝑑𝑑𝑡𝑡 ≤ ��{𝜓𝜓1𝑛𝑛 +
∞

𝑛𝑛=1

𝑇𝑇

0

�𝜆𝜆�[𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆) − 𝐵𝐵𝑛𝑛𝑚𝑚(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)]cos𝜆𝜆𝑛𝑛𝑐𝑐𝑑𝑑𝑐𝑐
𝑇𝑇

0

� 

+
𝜓𝜓2𝑛𝑛
𝜆𝜆𝑛𝑛

�𝜆𝜆�[𝐵𝐵𝑛𝑛(𝑡𝑡, 𝑐𝑐, 𝜆𝜆) − 𝐵𝐵𝑛𝑛𝑚𝑚(𝑡𝑡, 𝑐𝑐, 𝜆𝜆)]cos𝜆𝜆𝑛𝑛𝑐𝑐𝑑𝑑𝑐𝑐
𝑇𝑇

0

� +
1
𝜆𝜆𝑛𝑛
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The solution of boundary value problem, defined by truncated Fourier series, 
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is called an m,kth approximate solution of boundary value problem  for each fixed 𝑚𝑚, 𝑘𝑘 = 1,2,3, . ... Proof of convergence 
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Convergence of that m,k th approximate solutions  𝑉𝑉𝑚𝑚,𝑘𝑘(𝑡𝑡, 𝑥𝑥)of   BVP(1)-(3) to exact solutions 𝑉𝑉(𝑡𝑡, 𝑥𝑥) is proved as follows 
 

‖𝑉𝑉(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚,𝑘𝑘(𝑡𝑡, 𝑥𝑥)‖𝐻𝐻 = ‖𝑉𝑉(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥)‖𝐻𝐻 + ‖𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚,𝑘𝑘(𝑡𝑡, 𝑥𝑥)‖𝐻𝐻 →
𝑘𝑘,𝑚𝑚→∞

0, 
 
As according to formulas (25) qnd (27), we  obtain 
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||𝑉𝑉(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥)||𝐻𝐻(𝑄𝑄) →
𝑚𝑚→∞

0, 
 

||𝑉𝑉𝑚𝑚(𝑡𝑡, 𝑥𝑥) − 𝑉𝑉𝑚𝑚,𝑘𝑘(𝑡𝑡)||𝐻𝐻(𝑄𝑄) →
𝑘𝑘→∞

0,        𝑚𝑚 = 1,2,3, . . .. 

4. Conclusion 

• An algorithm is developed for finding generalized solutions of the inhomogeneous boundary value problem with 
Frodholm integro-differential operator; 

• Approximate solutions, which used in sientific researches and in practice, are found; 
• Convergence of approximate solutions of  boundary value problem to its exact solutions is proved; 
• By numerical calculations using Matlab, we investigated the dependence of the solution of given boundary value problem 

on a parameter. 
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