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Effects of Plant Growth Promoting Rhizobacteria (PGPR) on Physiological 
Parameters Against Salinity in Apple Cultivar “Fuji” 

 
 

Şeyma ARIKAN*1,  Lütfi PIRLAK2 

 

Abstract 

The present study was conducted with the cultivar ‘Fuji’ grafted on M9 rootstock in both 2014 and 2016 
years. The effect of PGPR (Bacillus subtilis EY2, Bacillus atrophaeus EY6, Bacillus spharicus GC 
subgroup B EY30, Staphylococcus kloosii EY37 and Kocuria erythromyxa EY43) were investigated under 
salt stress conditions. PGPR’s effects were tested on leaf relative water content (LRWC), membrane 
permeability, stomatal conductivity, photosynthetic activity and chlorophyll content (by SPAD-502). The 
saplings were grown in pots filled 2:1:1 peat: perlite: sand. Salinity was obtained by NaCl: Na2SO4: CaCl2: 
MgSO4 (7:9:3:1) solution. The solution was applied twice a week with irrigation during the growing period. 
When the salinity reached 2.5-3.0 dScm-1, the solution application was ended. All bacteria treatments 
significantly reduced the physiological damage of leaves compared with the salt treatment in both two 
years. The LRWC range from 13.33 % (salt treatment) to 26.76 % (control). The best result of bacteria 
treatment was measured in EY43 with 23.93 % LRWC. The highest rate of membrane permeability was 
found in salt treatment (30.35 %). The stomatal conductivity was decreased in the salt application (154.35 
mmol m-2s-1) unlike EY43 treatment (234.44 mmol m-2s-1). Similarly, EY43 treatment significantly 
increased photosynthetic activity (15.24 µmol CO2 m-2s-1) compared with the salt treatment (8.22 µmol CO2 

m-2s-1). As a result, bacteria strains had been ameliorative of the deleterious effects under salt stress on 
“Fuji”. 

Keywords: Apple, Fuji, PGPR, Salt Stress  

 

1. INTRODUCTION 

Soil salinity that is the most important abiotic stress 
factor after drought in world agriculture, limits yield 
and plant growth especially in arid and semi-arid 
regions, In such areas, long periods of drought coincide 
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with high temperatures [1]. However, salinity occurs 
quickly in these regions with irrigation. Salt in the 
upper layers of soil transported to by capillary during 
the irrigation and evaporation and accumulates in the 
rhizosphere. The wrong applications of irrigation, the 
presence of high soluble salts level in the water, lack of 
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drainage and are among other causes of salinity. 
Salinity is one of the major problems in the agricultural 
area of Turkey. Agricultural fields, about 1.500.000ha, 
are faced with salinity problem in Turkey [2]. Salinity 
is one of the most effective factors which limited yield 
and soil fertility in production areas. Salt stress causes 
increasing of respiration rate, ion toxicity, changes in 
plant growth, mineral disorders, damaging of 
membrane permeability, decreasing of photosynthetic 
activity. In addition, soil salinity has negative impacts 
on nitrogen and carbon metabolism. The salinity 
tolerances of different species or cultivars differ by 
their different stages of growth and different soil and 
environmental conditions. The reactions of fruit 
species to salinity were examined [3] and observed that 
many fruit species were very sensitive to salinity. 
(Table-1). 

 

Table-1. The response of fruit species against salinity [3] 

Tolerant Moderately 
Sensitive 

Too Sensitive 

Pheoneix dactylifera  Ficus carica Citrus paradisi 

 Punica granatum Citrus limon 

 Olea europea Citrus reticulata 

  Citrus sinensis 

  Prunus amgydalus 

  Prunus armeniaca 

  Prunus avium 

  Malus communis 

 
In order to improve soil salinity, it needs lots of time 
and more expense. Therefore, these methods cannot be 
applied to prevalent countries. Many studies focused on 
chemical treatments and suitable rootstocks against for 
saline soil but nowadays, biological treatments with 
plant growth-promoting rhizobacteria (PGPR) have 
been started to use for solving this problem [4, 5]. 

PGPR are free-living microorganisms as colonizing in 
the rhizosphere of plants [5]. These bacteria which 
increased root growth and plant pathogens kept under 
the control have great importance in sustainable 
agriculture. Such as bio-control of plant disease, plant 
growth-promoting, bio-fertilizers and growth regulator 
substances production have been functioning [6]. 
PGPR affects plants a-symbiotically notwithstanding 
plant species. PGPR can have beneficial effects on 
plant growth and yield by two main mechanisms. These 

are direct and indirect mechanisms. There are different 
ways in the direct effect mechanism. Direct 
mechanisms may act on the plant itself and auxins, 
cytokinin’s, and gibberellins or lowering of the 
ethylene in the plant, solubilization of inorganic 
phosphate and mineralization of organic phosphate, a-
symbiotic fixation of atmospheric nitrogen, and 
stimulation of disease-resistance mechanisms [6, 7]. In 
the indirect mechanism; PGPR acts like biocontrol 
agents reducing disease or stimulate other beneficial 
symbioses or protect the plant [8]. Additionally, PGPR 
improves the plant’s tolerance to stresses, such as 
drought, high salinity, metal toxicity, and pesticide load 
[9]. 

In this study, we aimed at determining effect of PGPR 
strains (Bacillus subtilis EY2, Bacillus atrophaeus 
EY6, Bacillus spharicus GC subgroup B EY30, 
Staphylococcus kloosii EY37, Kocuria erythromyxa 
EY43) which were identified positive effects on 
vegetables, apple, cherry and crops on leaf relative 
water content (LRWC), membrane permeability, 
stomatal conductivity, photosynthetic activity and 
chlorophyll content of cv. Fuji apple saplings.  

2. MATERIALS AND METHOD 

2.1. Material 

This study was carried out under controlled greenhouse 
conditions at Selçuk University Department of 
Horticulture in Turkey. The “Fuji” apple cultivar 
grafted on M9 rootstock was used as plant materials 
and saplings were planted to 12-liter pots in March 
2014. The pots contained 2:1:1 peat: perlite: sand 
mixture.  

The strains of bacteria, EY2, EY6, EY30, EY37, EY43 
were obtained from the University of Iğdır in Turkey 
(Assos. Prof. Dr. M. Figen Dönmez). These bacteria 
have been the ability to grow in a saline culture medium 
[10% sodium chloride (NaCl)] [10].  

2.2. Method 

2.2.1. Bacterial treatments 

All bacteria were inoculated into the roots before 
planting. Roots were held in bacterial suspensions of 
the concentration of 109 CFU mL−1 for 30 minutes. 
After planting saplings were watered with bacterial 
suspensions once in a month.  

2.2.2. Salinity treatments 

Bacteria inoculated saplings started to be irrigated once 
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a week with NaCl: Na2SO4: CaCl2: the MgSO4 
solution in a ratio of 7: 9: 3: 1 one month after planting 
and this application have continued during the growth 
period. When the EC of soil reached 2.5-3.0 dScm-1, 
solutions application was ended.  

2.2.3. Analysis of physiological features 

Physiological effects of bacterial treatments were 
evaluated by leaf relative water content (LRWC), 
membrane permeability, stomatal conductivity, 
photosynthetic activity and chlorophyll content (by 
SPAD-502). 

2.2.4. Statistical analysis 

Experiment divided into seven application groups each 
including nine saplings with three replicates in a 
completely randomized design. The collected data 
were analyzed statistically using the SPSS 23. All data 
in the present study were subjected to analysis of 
variance (ANOVA) and means were separated by 
Duncan’s Multiple Range Tests at 5% level of 
significance. 

3. RESULTS 

The highest chlorophyll content was obtained from 
control saplings (52.95 SPAD unit) while the lowest 
chlorophyll content value was measured in salt 
treatment (39.28 SPAD unit). All bacteria applications 
were increased chlorophyll contents of leaves as 
compared to salt treatment. But the highest increase 
occurred the EY43 bacteria strain with 49.58 SPAD 
unit of chlorophyll reading the value in comparison to 
salt treatment.  

All bacteria applications decreased membrane 
damaged increased by the salt treatment in leaves. The 
EY37 and EY43 bacteria strains were the most 
effective against the reduction of membrane damage. 
The membrane permeability rate of salt treatment was 
measured as 30.35%, which was the highest, in salt 
treatment (Table-2.). The lowest membrane 
permeability rate was found in the control (18.05%) 
followed EY43 treatment with 19.21%. 

The leaves of the control saplings had the highest 
LRWC with 26.76 %, while the lowest LRWC was 
found in the salt treatment with 13.33 %. All bacteria 
strains have enhanced significantly LRWC as 
compared to the salt applications, EY43 and EY37 
were the highest bacteria applications that increased 
LRWC ratio by 23.92 % and 21.93% respectively, 
compared to the salt application (Table-2.). 

The stomatal conductivity was found lower in salt 
treatment than other applications. Although the highest 

stomatal conductivity was measured in control (275.13 
mmolm-2s-1), EY43, EY37, and EY2 bacteria 
applications were increased significantly with 234.44 
mmolm-2s-1, 215.03 mmolm-2s-1 and 208.40 mmolm-2s-

1 stomatal conductivity values respectively, compared 
to the salt application (Table-2.). 

The photosynthetic activity was increased all bacteria 
applications in comparison with the salt application. 
The lowest activity was found in salt treatment with 
8.22 µmol CO2 m-2s-1. The highest photosynthetic 
activity was obtained from EY43 bacteria strain with 
15.24 µmol CO2 m-2s-1 followed the control (17.01 
µmol CO2 m-2s-1) group. 
 
 
Table-2. Effect of bacterial applications and solution 
treatments on physiological parameters of Fuji saplings 
 

 C. C. M. P. LRWC S. C. P. A. 

Control 52.95 a 18.05 d 26.76 a 275.13 a 17.01 a 

Salt 39.28 f 30.35 a 13.33 f 154.35 e 8.22 f 

EY2+Salt 44.57 e 23.54 b 18.57 d 208.40 c 12.08 e 

EY6+Salt 45.01 e 22.81 b 15.85 e 190.13 d 13.57 d 

EY30+Salt 46.03 d 22.18 bc 19.16 d 189.62 d 14.42 c 

EY37+Salt  47.36 c 19.81 cd 21.93 c 215.03 c 14.68 bc 

EY43+Salt 49.58 b 19.21 d 23.92 b 234.44 b 15.24 b 

* Difference between averages in the same column with different lower 
case letters are significant (P <0.05). 

C.C: Chlorophyll Content (SPAD Unit); M.P: 
Membrane Permeability (%); LRWC: Leaf Relative 
Water Content (%); S.C: Stomatal Conductance 
(mmolm-2s-1); P.A: Photosynthetic Activity (µmol CO2 

m-2s-1) 

4. DISCUSSION 

In our study, all bacteria strains significantly increased 
chlorophyll values in comparison with the salt 
application. Moreover, Bashan, et al. [11] reported that 
the quantity of photosynthetic pigments significantly 
increased by Azospirillum brasilense inoculation in 
wheat. 

Salinity has an adverse effect on photosynthesis by 
affecting different parameters on plants. Indeed, many 
researchers have reported that photosynthetic activity 
was decreased in salt stress [12-15]. However, it has 
been determined that the PGPR applications can inhibit 
this decrease in photosynthesis caused by salt stress in 
our experiment. Thus, EY43 (15.24 µmol CO2 m-2s-1) 
bacteria strain, except the control group had the highest 
photosynthetic activity while lowest activity had in salt 
treatment with 8.22 µmol CO2 m-2s-1. Similarly, 
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Kumari, et al. [16], reported that Pseudomonas sp. and 
Bacillus sp. species increased photosynthesis in 
soybean under the salt stress conditions. 

Net photosynthesis rate, transpiration rate, and stomatal 
conductivity decrease while the stoma resistance 
increases with salt stress. Thus, it limits the availability 
of CO2 which is responsible for carbon metabolism 
with a decrease in the rate of photosynthesis, leading to 
a reduced in stoma conductance [17]. The lowest 
values in stomatal conductivity measurements were 
obtained from the salt applications where no bacterial 
application was observed. This reduction in stomatal 
conductivity caused by the salt stress was tolerated in 
bacteria applications and the highest increase was 
obtained from EY43 bacteria strain with 234.44 mmol 
m2s-1. Studies carried out under salinity stress reported 
that Serratia sp. and Rhizobium sp. species in lettuce 
[18], Pseudomonades sp. and Bacillus lentus species in 
basil [19], Bacillus megaterium species in tomato [20] 
and Enterobacter cloacae and Bacillus drentensis 
species in mung beans [21] have been shown to 
improve stomatal conductivity. 

Bacterial inoculation can restrict Na and Cl uptake and 
enhance the uptake of other nutrients, especially K and 
NO3. Thus, it can provide membrane stability in cells 
[5]. In addition, PGPR reduces electrolyte leakage by 
protecting plant cell membrane integrity in tissues [22]. 
In our study supports this information such that the 
EY37 and EY43 bacteria strains were the most 
effective against to membrane damage. Karlidag, et al. 
[5] and Karlidag, et al. [10], EY6, EY30, EY37 bacteria 
strains in strawberry, Arikan, et al. [23] EY2, EY43 
bacteria strains in citrus rootstocks reported that reduce 
membrane permeability under salt stress. The LRWC 
result of our study is supposed by Karlidag, et al. [5] in 
strawberry. They determined LRWC decreased by salt 
treatment, but all bacteria inoculations were increased 
LRWC. EY43 bacteria treatment having the best result 
was found to increased LRWC rate of 23.92%.  

The results of this study show that the PGPR 
applications could be ameliorative of the deleterious 
effects of salt stress on cv. Fuji apple saplings. This 
positive effect arose with increasing chlorophyll 
content, relative water content and reduced membrane 
injury. 

5. CONCLUSIONS 

The results of the present study showed that used 
bacteria strains had been ameliorative of the deleterious 

effects under salt stress in apple plants. This study was 
observed to improved physiological parameters and 
reduced membrane injury with bacterial applications. 
The highest chlorophyll contents were obtained in the 
control group but EY43 (49.58 SPAD Unit) bacteria 
strain had the best effect with compared other bacteria 
applications.  

In stomatal conductivity, control group (275.13 
mmolm-2s-1) was found the best result, while salt 
treatment (154.35 mmolm-2s-1) was found the lowest 
result in Fuji saplings. Furthermore, EY43 (234.44 
mmolm-2s-1) bacteria strains significantly increased 
stomatal conductivity with compared salt applications. 
The photosynthetic activity has increased with EY43 
(15.24 µmol CO2 m-2s-1) bacteria strain in comparison 
with the salt application. 

The maximum LRWC was obtained from control 
plants (26.76%) in the study. In addition, EY43 
(23.92%) bacteria strain was provided with an increase 
with respect to the salt application in LRWC. The salt 
application increased membrane permeability in apple 
leaves. The highest membrane damage was obtained 
from the salt application (30.35%), while the control 
(18.05%) and EY43(19.21%), EY37 (19.81%), 
bacteria strains had the lowest damage.  
 
It is reported that the use of bacteria that promote ACC 
deaminase-producing plant growth under stress 
conditions can be stimulated to plant growth. Even if 
bacteria do not provide a great benefit to the plant in 
the bacterial-root association, beneficial effects are 
observed by reducing ethylene levels. In addition to 
bacteria exhibiting effective ACC deaminase activity in 
the future, intensive research should be carried out on 
the possibilities of increasing the resistance of plants to 
salinity, low temperature and drought stress so that 
appropriate and effective bacterial-plant combinations 
should be demonstrated. In this study, it is foreseen that 
the identification of beneficial bacteria that can affect 
the perennial fruit species grown in salty soil conditions 
may increase the possibility of fruit cultivation in some 
areas where salinity problems are encountered in our 
country. 
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ABSTRACT 

The influence of the thermal parameters of a Plain-Fin Compact Heat Exchanger on its 
performance is examined in this paper. The objective of this work is to analyse the effect of the 
different flow and geometric parameters on the output performance of a plain fin compact heat 
exchanger (PFCHE) designed to be used on a small-scale gas turbine and how these parameters 
can be used for the optimisation of PFCHEs. 

In this work, we examined the effects of the variation of input parameters of a plain-fin compact 
heat exchanger (fin length, fin height, fin thickness, mass flow rate of air and turbine exhaust 
gas) on the output performance of the heat exchanger (Overall heat exchanger efficiency, fin 
heat transfer efficiency and the outlet temperatures). The analytical expressions for the outlet 
temperatures and heat exchanger efficiencies were derived and analysed. Then the derived 
model was designed and simulated using CFD codes. Also, from the derived expressions, the 
performance model of the heat exchanger was programmed for analysis. From the results, it 
shows that the effectiveness (e-value), fin length, fin height and mass flow rates of the gases 
influence performance of a plain-fin compact heat exchanger. A 50% reduction in fin height 
can cause as much as an 18% increase in the fin efficiency of the heat exchanger. While a 50% 
increase in the effectiveness value can cause as much as a 40% increase in the outlet 
temperature. 

Keywords: Heat exchanger, compact heat exchanger, gas turbine, fin efficiency, overall 
efficiency, mass flow rate, PFCHE, fin length, fin height, fin thickness.
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1. INTRODUCTION 

A gas turbine is a type of continuous internal 
combustion engine. Small scale gas turbines are 
gas turbines with an output of up to 500KW. 
These internal combustion engines unlike the 
traditional Otto and Diesel engines, work 
following the Brayton cycle. For these engines to 
achieve efficiencies values of about 50% [1], with 
an electrical efficiency of about 35%, they need to 
be run with a recuperated energy cycle of varying 
configurations. Due to the need for lightweight, 
space-saving, and economic factors, the Compact 
Heat Exchanger has been used in wide variety of 
applications of gas turbines. Typical among these 
are gas turbines used in automobiles, cryogenics, 
aircraft and spacecraft, ocean power plants, and 
small-scale or micro gas turbines. With the use of 
a compact heat exchanger, the turbine’s overall 
efficiency can be improved up to 90%. [2–5].  

Different studies have been carried out to 
investigate the effects of the different hydraulic 
and geometric features of a heat exchanger on its 
performance. For example, the effects of 
parameters like the heat transfer, effectiveness, 
heat transfer coefficient, etc. on the performance 
of heat exchanger and how they could be used to 
reduce the size of the heat exchanger have been 
carried out by Thakre et al, 2016 and Rahul et al 
2018 [6,7]. But their studies were limited to CH4 
and rectangular offset strip fin compact heat 
exchangers. Also, they considered just liquid as 
working fluid. Experimental analysis of the cold 
inlet temperature on the thermal performance of a 
heat exchanger have also been carried out [8]. But 
their study was limited on a two mini channel flat-
tube with a multi-louvered fin compact heat 
exchanger. However, the working fluid was a 
mixture of a liquid and a gas. Also, effects of the 
mass flow rate on the pressure drop and heat 
transfer and the heat exchanger effectiveness 
value have been studied [9,10]. But these effects 
were not studied against the outlet temperatures 
of the fluids. Also, the fluids used were liquids.  

The effects of the fin length, fin height and fin 
thickness on the performance of compact heat 

exchangers have not been given much attention 
and the available literature is limited to fin-and-
tube heat exchangers. Furthermore, most of the 
studies are limited to the evaluation of one 
parameter at a time. There are no analyses on the 
variation of more than two input parameters. 
Lastly, most of the studies are limited to liquids as 
the working fluid or using a combination of a 
liquid through one path and a gas through the 
other. The purpose of this work is then to analyse 
and study how the fin length, height, thickness of 
a heat exchanger with gases as working medium 
affects its performance and how these features can 
be used to alter the size of the heat exchanger. 
Also, to study the effect of the mass flow rate and 
effectiveness value on the outlet temperatures 
with respect to the heat exchanger’s performance. 
The type of heat exchanger used in this study is 
the plain-fin compact heat exchanger with 
rectangular fins and a crossflow arrangement as 
shown in figure 3. 

 

2.  MATHEMATICAL MODELLING OF 
THE COMPACT HEAT EXCHANGER 
(PFCHE) 
 

 

 

Figure 1 a. Gas turbine with heat exchanger 

 

2.1. Thermodynamic Analysis of a 
Recuperated Heat Exchanger 

 Let’s consider the figure 2 below [5] which 
describes the thermodynamic cycle of a gas 
turbine. 

Epie et al.

Parametric Analysis of a Plain-Fin Compact Heat Exchanger for a Small-Scale Gas Turbine

Sakarya University Journal of Science 24(2), 287-300, 2020 288



 

 

 

Figure 1 b. Constant pressure gas turbine with 
adiabatic air compression 

 

The added heat is  

 𝑞 = 𝑐 (𝑇 − 𝑇 )  (1) 

The rejected heat is 

 𝑞 = 𝑐 (𝑇 − 𝑇 )

= 𝑐 (𝑇 − 𝑇 )

− 𝑐 (𝑇 − 𝑇 ) 
(2) 

But 

𝑐 (𝑇 − 𝑇 ) = 𝑐 (𝑇 − 𝑇 ) (3) 

Which implies  

𝑞 = 𝑐 (𝑇 − 𝑇 ) − 𝑐 (𝑇 − 𝑇 ) (4) 

The thermal efficiency of the cycle will then be 

 

𝜂 ,

= 1 −
𝑐 (𝑇 − 𝑇 ) − 𝑐 (𝑇 − 𝑇 )

𝑐 (𝑇 − 𝑇 )
 

(5) 

 

The maximum possible degree of regeneration or 
regeneration fraction occurs at T3  = T5 ,  i.e. at 
γmax = T5 /T2 .  In this case we have [5]  

 
𝜂 , , = 1 −

𝑇

𝑇
 

(6) 

 

Thus, the thermal efficiency of a constant-
pressure gas-turbine operating with maximum 
regeneration and adiabatic compression depends 

only on the temperature of the gas at the end of 
adiabatic expansion, T5. So, to improve on the 
efficiency and performance of the gas turbine, 
there is a need to increase these temperatures 
while adjusting the other operating parameters of 
the recuperator. 

 
2.2. Heat Transfer and Hydraulic Flow 

Analysis 

 

Assuming the same heat capacity for both the hot 
and cold streams of air, we have [4], for the hot 
gas outlet temperature 

𝑇 , = 𝑇 , − 𝜀 𝑇 , − 𝑇 ,  (7) 

And for the cold air we have,  

𝑇 , = 𝑇 , + 𝜀
�̇�

�̇�
𝑇 , − 𝑇 ,  (8) 

 

But taking into account the heat capacity of the 
gases, we have the corrected outlet temperature of 
the cold air stream as follows 

𝑇 , = 𝑇 , + 𝜀
�̇� 𝑐 ,

�̇� 𝑐 ,
𝑇 ,

− 𝑇 ,  
(9) 

 

 Refined value of Cold stream AMT  

𝑇 , =
𝑇 , + 𝑇 ,

2
 (10) 

 

From the above fluid property values, the NTU 
can be gotten. 

 The Core mass velocities of the fluids (G) 

The value of G is expressed as follows 

𝐺 =
2𝑔

1
𝜌

𝑃
/

𝜂 Δ𝑃

𝑁𝑇𝑈
𝑗/𝑓

/

 (11) 
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Where, 𝑖 = ℎ, 𝑐 for the hot gas and cold air 
respectively. 

 The Reynolds Number and the j and f 
factors 

The Reynolds number is expressed as 

𝑅𝑒 =
𝐺𝐷

𝜇
  (12) 

 

For plane rectangular PFHE and laminar flow 
[11], we have  

𝑓

= 12.892𝑅𝑒 . 𝑏

𝑛

. 𝛿

𝑛

.

 
(13) 

 

and  

𝑗

= 0.454𝑅𝑒 . 𝑏

𝑛

. 𝛿

𝑛

.

 
(14) 

 

 The heat transfer coefficient (h) 

The heat transfer coefficient can be calculated 
from the expression below 

ℎ =
𝑗𝐺𝐶

𝑃
/

 (15) 

 

 Fin Efficiency (𝜂 ) 

The fin efficiency is expressed as follows 

𝜂 , =
tanh (𝑚𝑙)

𝑚𝑙
 (16) 

 

Where, 

𝑚 =
2ℎ

𝑘 𝛿
1 +

𝛿

𝑙

/

 (17) 

 

and 

𝑙 = 𝑙 =
𝑏

2
− 𝛿 (18) 

 

 Overall Surface Efficiency (𝜂 ) 

We have  

𝜂 = 1 − (1 − 𝜂 )
𝐴

𝐴
  (19) 

 

 Overall Heat Transfer Coefficient 
 

The overall heat transfer coefficient is evaluated 
as follows 

1

𝑈
=

1

(𝜂 ℎ)
+

𝛼 𝛼⁄

(𝜂 ℎ)
 (20) 

 

Where, 

𝛼 =
(𝑏𝛽)

𝑏 + 𝑏 + 2𝛿
 (21) 

 

And,  

𝐴

𝐴
=

𝛼

𝛼
= 1.0 (22) 

 

 Total Surface Area (A) 
 

For the hot air stream, we have  

𝐴 = 𝑁𝑇𝑈
𝐶

𝑈
 (23) 

 

 Heat Transfer between Fluids 
 

The effectiveness 𝜺 is defined as the ratio of the 
actual heat transfer rate and the maximum heat 
transfer rate. This is expressed as follows [12] 

𝜀 =
𝑄

𝑄
 (24) 
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The maximum heat transfer rate, 𝑄 , between 
the fluids can be determined from Equation 2.7 
[13] as expressed below 

𝑄 = 𝑈 𝐴(𝑇 , − 𝑇 , ) (25) 
 

Thus, the actual heat transfer between the fluids is  

𝑄 = 𝜀𝑄  (26) 
 

2.3. Numerical Application  

Design specifications: Due to the operating fluids 
all being gases, low cost, low space requirements, 
manufacturability, and operating temperatures 
and pressures, a regenerator of Plate-Fin Compact 
Heat Exchanger (PFCHE) type with Rectangular 
fins and a crossflow arrangement was chosen. 

 Required Effectiveness: 𝜀 = 0.8381  
 Fin height: 𝑏 = 𝑏 = 15𝑚𝑚 
 Fin thickness: 𝛿 = 1𝑚𝑚, 𝛿 = 𝛿 = 𝛿  
 Heat transfer surface area density: 𝛽 =

𝛽 = 2000𝑚 /𝑚  

 Fin area/total area ratio: = =

0.785 
 Hydraulic diameter: 𝐷 , = 𝐷 , =

1.6𝑚𝑚 
 Fluid mass flow rates: �̇� = 1.66𝑘𝑔/𝑠, 

�̇� = 2.0𝑘𝑔/𝑠 
 Pressure drop : Δ𝑃 = 9.0𝑘𝑃𝑎, Δ𝑃 =

8.79𝑘𝑃𝑎 
 Plate Thermal heat transfer (Both plates 

are made of steel): 𝑘 = 33𝑊/𝑚𝐾 
  Inlet Temperatures of gases: 𝑇 , =

798𝐾,  𝑇 , = 317𝐾 

 

Outlet temperatures 𝑇 , and 𝑇 ,  

 

𝑇 , = 798 − 0.8381(798

− 317)
= 394.87 𝐾 

(27) 

 

𝑇 ,

= 317

+ 0.8381
1.66

2
(798 − 317)

= 651.59 𝐾 

(28) 

 

Corrected value of cold stream outlet temperature 

 

𝑇 ,

= 317

+ 0.8381
1.66 × 1.051

2 × 1.030
(798

− 317) = 658.42 𝐾 

(29) 

 

Refined value of outlet temperatures 

 

𝑇 , =
798 + 394.87

2
= 596.44 𝐾 

(30) 

 

𝑇 , =
317 + 658.42

2
= 487.71 𝐾 

(31) 

 The Core mass velocities of the fluids (G) 

𝐺

=
2 × 1 × 0.8 × 9.05 × 10 × 0.25

(1 0.5804⁄ ) × 0.777 × 10.790

= 6.3047 𝑘𝑔/𝑚 𝑠 
 

(32) 

 

𝐺

=
2 × 1 × 0.8 × 8.79 × 10 × 0.25

(1 0.6964⁄ ) × 0.776 × 9.139

= 7.0153 𝑘𝑔/𝑚 𝑠 
 

(33) 

 The Reynolds Number and the j and f 
factors 
 

𝑅𝑒 =
6.3047 × 0.0016

305.8 × 10
= 329 (34) 
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𝑅𝑒 =
7.0153 × 0.0016

270.1 × 10
= 415.57 

(35) 

 

 The heat transfer coefficient (h) 

 

ℎ

=
0.00358 × 6.3047 × 1.051 × 10

0.777
= 30.53 𝑊/𝑚 𝐾 

(36) 

 

ℎ

=
0.002856 × 7.0153 × 1.030 × 10

0.776
= 26.59 𝑊/𝑚 𝐾 

(37) 

 

 Fin Efficiency (𝜂 ) 

𝜂 , =
tanh (40.184 × 0.0065)

40.184 × 0.0065
= 0.9779 

(38) 

 

𝜂 , =
tanh (43.008 × 0.0065)

43.008 × 0.0065
= 0.9747 

(39) 

 

 Overall Surface Efficiency (𝜂 ) 

 

𝜂 , = 1 − (1 − 0.9747)

× 0.785 = 0.980 
(40) 

 

𝜂 , = 1 − (1 − 0.9779) × 0.785

= 0.983 
(41) 

 Overall Heat Transfer Coefficient 
 

1

𝑈
=

1

0.98 × 30.53

+
1

0.983 × 26.59
 

(42) 

 

𝑈 = 13.95 𝑊/𝑚 𝐾 (43) 

 Total Surface Area (A) 
 

𝐴 =
5.395 × 1.745 × 10

13.95
= 674.86 𝑚  

(44) 

 

 Heat Transfer between Fluids (�̇�) 
 

�̇� = 0.8381 × 3785.2 × 10
= 3180.8 𝑘𝑊 

(45) 

 

Tables 1 and 2 present a summary of the 
coefficients and geometric properties of the HE 

Table 1. Heat Exchanger Coefficients and Fluid 
Properties 

Coefficient/Property Value 

 Cold Air 
Stream 

Hot Gas 
Stream 

Outlet Temperature 𝑇 ,  685.42 K 394.87 K 
NTU 9.139 9.139 

Core Velocity 𝐺  
7.0153 
kg/m2s 

6.3047 
kg/m2s 

Reynolds Number 𝑅𝑒  415.57 329.84 
j-factor 𝑗  0.002856 0.00358 
f-factor 𝑓  0.014777 0.01963 

Heat transfer 
Coefficient ℎ  

30.53 W/m2K 
26.59 

W/m2K 
Fin Efficiency 𝜂 ,  0.9779 0.9747 

Overall Surface 
Efficiency 𝜂  

0.983 0.980 

Overall Heat Transfer 
Coefficient 𝑈 

13.95 - 

Maximum Heat transfer 
between Fluids Qmax 

3795.2 kW - 

Heat transfer between 
Fluids Q 

3180.8 kW - 
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Table 2. Heat Exchanger Geometric features 

Feature 
Calculated 

Value 
 

Rounded 
Value 

 
Cold Air 
Stream 

Hot Air 
Stream 

 

Total 
Surface 
Area A 

(m2) 

674.86 674.86 - 

Minimum 
free flow 
area Ao 

(m2) 

0.2851 0.2635 - 

Frontal 
Area Afr 

(m2) 
0.6740 0.6229 - 

Air Flow Length (m) 
Lc 0.947 - 1.0 
Lh - 1.024 1.0 

L3 (Height) 0.648 0.5 
 

 

 

(a) 

 

(b) 

 

Figure 2. (a) Cross section of plain-fin compact heat 
exchanger. (b) Fin geometry (rectangular fins) 

RESULTS AND DISCUSSIONS 

 
2.4. Boundary Conditions 

The boundary conditions for the CFD analysis 
were as specified above in input data. The CFD 
analyses were carried with the assumptions of 
ideal operating states. A full adaptive and 
automatic meshing structure was used in the 
simulation. The figure 3a shows the meshed 
structure. In the final optimised structure (figure 
3a), we used a minimum length and an adaptive 
mesh structure. This was appropriate for the 
simulation of our heat exchanger since it permits 
for an increased computational and storage 
savings, it accommodates the complexity of our 
structure and it is proper for our physical system 
since it makes the simulation independent of the 
mesh size. 

 

Figure 3a: Meshed Heat exchanger 

A fluid flow simulation was performed using 
SOLIDWORKS Flow Simulation. During the 
simulations we applied a finite volume method 
(FVM) for simulation algorithm. The results of 
the CFD study were as follows. 
 

 
2.5. Heat distribution profile within the 

Heat Exchanger 

 

During the simulation, the heat distribution 
profile was in the HE was recorded. Figure 3b 
below shows the temperature variation within the 
HE. After 116 iterations, the HE attained a 
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convergence point and reached maximum 
operating state. 

 

 

Figure 3b. Heat distribution in Heat Exchanger 

 

2.6. Effects of fin length 

 

The figure 4 presents the relation between the heat 
exchanger fin efficiency versus the fin length at 
different values of fin height. It can be seen that 
the fin length has no effect on the fin efficiency. 
But as the fin height increases, there is an increase 
in the Fin Efficiency. As shown by figure 4, fin 
length does not have any effect on the Overall 
Surface Efficiency of the heat exchanger. An 
increase in fin height causes an increase on the 
Overall Surface Efficiency. 
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(b) Overall Surface Efficiency 

Figure 4. Variation of Heat Exchanger Fin Efficiency and Overall Surface Efficiency versus Fin Length at 
different values of fin height 

 

2.7. Effects of fin thickness 

 

As presented in figure 5, the relationship between 
the heat exchanger fin efficiency and overall 
surface efficiency versus the fin thickness can be 
seen. The figure 5 also shows the effects of the fin 
height on these relations. As we can see on figure 
5a, the fin thickness has a significant effect on the 
fin efficiency. As the fin thickness increases, the 

fin efficiency increases as well. This continues 
until it reaches a peak value after which it stays 
constant. Thus, there is an optimum fin thickness 
where the fin efficiency is maximum and an 
increase in fin thickness causes no change on the 
efficiency. Also, as the fin height increases, this 
optimum fin thickness also shifts to the right. But 
it can be seen that, the increase in fin height has a 
negative effect on the fin efficiency. Furthermore, 
at lower values of fin thickness, a change in fin 
height has more effect on the heat exchanger 
efficiency. 
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(b) Overall surface Efficiency 

 

Figure 5. Variation of Heat Exchanger Fin Efficiency and Overall surface Efficiency with Fin    Thickness at 
different fin heights (other parameters are constant as stated in the design specifications) 

The figure 5b, presents the relationship between 
the overall surface efficiency versus the fin 
thickness. It can be observed that the overall 
surface efficiency has a positive relationship with 
the fin thickness. This positive relation continues 
until a maximum value is reached. As the fin 
height increases, there is a decrease in the overall 
surface efficiency. Finally, we observe that at 
lower values of fin thickness, an increase in fin 
height has more effect on the efficiency of the 
heat exchanger. The Same observations were 
made by Kourosh et al, 2018 in their experimental 
study of the effects of fin height, fin-tube contact 
thickness compact of a heat exchanger  [14]. 

2.8. Effects of hot gas stream mass flow rate 

Figure 6 presents the relation between the outlet 
temperatures of the two streams versus the gas 
mass flow and this study was done based on ideal 
conditions. It is observed that the gas mass flow 
rate has no effect on the hot gas stream. But it has 
a positive effect on the cold air stream. 

The figure 7 presents the relationship between the 
hot gas stream mass flow rate and the cold air 
stream outlet temperature (the air from the 
compressor). This relationship is examined at 
different values of the Effectiveness Value, the 
cold air stream inlet temperature, and the hot gas 
stream inlet temperature. It can be observed that 
the hot gas flow rate has a positive  

effect on the cold air stream outlet temperature. 
The graphs show an increasing linear relationship 
between the two variables. From figure 7a and 7b, 
an increase in effectiveness value positively 
affects the cold air stream outlet temperature. 
These observations were also made by Panthee, 
2017 and Thakre et al, 2016 in their experimental 
observations of the effect of the mass flow rate 
over the effectiveness value [6,10]. Also, at lower 
mass flow rates, there little effect of effectiveness 
value over the outlet temperature. But as the mass 
flow rate increases, the effect becomes more 
important. 
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Figure 6. Cold air stream and Hot gas stream outlet temperatures versus hot gas mass flow rate 

 

The increase in cold air stream inlet temperature 
has a converging effect on the cold air stream 
outlet temperature at lower mass flow rates 
(figure 7c). This happens until it reaches the 
convergence point. From this point, as the cold air 
stream inlet temperature increases, the cold air 

outlet temperature decreases. This point of 
convergence is the when the cold air stream inlet 
temperatures equals the hot gas stream inlet 
temperatures. So, after this point, the direction of 
heat flow interchanges.  

 

 

 

(a) Effectiveness value (e) 
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(b) Hot gas stream inlet temperature 

 

2.9. Discussions 

 

The fin efficiency, overall surface efficiency and 
outlet temperatures of a PFCHE depends on the 
operating conditions (mass flow rates and inlet 
temperatures of fluids), and the heat exchanger 
geometric features (fin length, fin height, fin 
thickness and the effectiveness value).  

From figures 4 and 5, it can be seen that; using 
thinner and shorter fins will produce efficient and 
more compact plain fin compact heat exchangers. 
A 50% reduction in fin height can cause as much 
as an 18% increase in the fin efficiency of the heat 
exchanger. This can be considered when there is 
a problem of space. But this will also require 
advanced manufacturing techniques and thus 
incurring more cost. 

From the figures 6 and 7, it can be seen that plain 
fin compact heat exchangers with higher 
effectiveness values attain higher outlet 
temperatures. For example, a 50% increase in the 
effectiveness value can cause as much as a 40% 
increase in the outlet temperature. Furthermore, 
as the fluid flow rate increases, this effect of the 
e-value on the outlet temperature also increases 
(with values of 15% at 1 kg/s, 34% at 5 kg/s and 
40.1% at 10 kg/s). Also, to obtain higher outlet 
temperatures on the cold stream, the hot gas flow 
rate (flow velocity) can be increased. These 
results were obtained based on ideal conditions 
but experimental works done by other researchers 
obtained similar results. For example in Panthee’s 
work, for plate heat exchangers he registered a 20 
% increase in e-value and a 9 % increase in outlet 
temperature for a 50% change in mass flow rate 
of hot gas [10].  
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(c) Cold air stream inlet temperature 

Figure 7. Variation of Heat Exchanger Outlet Temperatures with Hot gas Mass flow rate (other parameters are 
constant as stated in the design specifications) 

 

 

3. CONCLUSIONS  

 

In this study the parametric analysis of the 
PFCHE was carried out. The different flow and 
geometric parameters of the heat exchanger were 
studied to evaluate their influence on the 
performance of the heat exchanger. The results of 
the simulation from the modelling of the influence 
of heat exchanger parameters showed that the hot 
gas mass flow rate, effectiveness value, fin height, 
fin thickness and the inlet temperatures of the 
fluids have effect on the performance of the 
PFCHE. The summary of these results are as 
follows: 

 Increasing the fin thickness and fin height 
reduces the fin efficiency and thus the 
overall efficiency of PFCHEs 

 There is an optimum fin thickness after 
which increasing the fin thickness no 
longer influences the fin and overall 
surface efficiencies. 

 The fin length has little effect on the fin 
and overall surface efficiencies of the 
PFCHE. 

 Increasing the effectiveness value and the 
hot gas flow rate also increases the cold 
stream outlet temperature of the PFCHE. 

 After the convergence point, the 
performance of the heat exchanger 
inverses due to change in heat flow 
direction. 
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Determ n ng the B nd ng Capac t es of Cr (VI) and Zn (II) Ions of Osc llator a sp. 

 
 

Gülşan SEZGİN1, Şükran YILDIZ2, Tuğba ŞENTÜRK*3

 

 

Abstract 

This study aimed to determine the removal capacity for Cr (VI) and Zn (II) ions from high 
concentration of aqueous solutions by using Oscillatoria microalgae. In the biosorption process, 
live and dead Oscillatoria cells were exposed for 24 hours to Cr and Zn metals of different 
concentrations (2.5, 5 and 10 mg/L). In addition, chlorophyll-a analysis have been made to 
examine the effects on cell metabolism of chromium and zinc metals. The best metal removal 
percentages was obtained; of chromium ion is 46.74% with dead cells and for zinc ion 82.53% 
with living cells.  Chlorophyll-a analysis shows that when the metals separately applied on 
Oscillatoria cells, chlorophyll-a content of organism increase but when metals together applied 
decrease of chlorophyll-a content was observed. For this study, Freundlich model best fitted the 
data for two metal ions with 1/n value <1. This study revealed that Oscillatoria cells were an 
effective adsorbent for removal of the two heavy metals, especially Zn ions from aqueous 
solutions due to its high efficiency of Zn adsorption. It shows that it is a kind of potential for 
this heavy metal removal operations. 

Keywords: Oscillatoria, bioremediation, heavy metal removal, Cr (VI), Zn (II) 

 

 

1. INTRODUCTION 

In recent years, environmental pollution has been 
increasing steadily due to the increase in 
consumption by utilizing technologically [1].  At 
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the top of this environmental pollution problem is 
the pollution of the water with vital importance 
for the living things by various factors. Industrial 
activities constitute the biggest share in water 
pollution. The amount of heavy metals released as 
a result of industrial activities is rapidly 
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increasing every day [2]. Heavy metals are 
naturally occurring compounds in ground shells 
and they do not deteriorate and can not be 
destroyed [3]. Some of these metals are important 
as kofactor of enzymatic reactions in trace 
amounts. However, high amounts of these metals 
can be extremely toxic to living organisms or slow 
down metabolic reactions [1]. These heavy metals 
are a serious threat to human and environmental 
health because of the toxic effect, remain intact in 
nature for an indefinite period of time, travel 
through the food chain and accumulate [3]. For 
this reason, the heavy metal contents of the 
wastewater must be purified and reduced below 
the permissible values according to various water 
quality standards before being given to the 
environment [4-5]. The remediation of heavy 
metal pollution are used some methods such as 
chemical precipitation, coagulation, flocculation, 
ion exchange, extraction, complex separation, 
biological processes, electrochemical processes, 
membrane processes, adsorption [6-8]. With these 
traditional methods, the metals in the environment 
can not be completely removed. However, these 
techniques have some disadvantages like 
expensive equipment and monitoring systems, the 
need for excessive chemical and energy, toxic 
sludge and other waste products [9, 10]. Due to 
the above reasons, new technologies are being 
studied on removal of metal ions from aqueous 
media and different technologies are being 
developed. One of the methods developed in this 
regard is the biosorption method. The use of 
microbial biomass in the removal of toxic heavy 
metals from water and wastewater is a new low 
cost alternative metods. The most important 
advantages of biosorption technology are the use 
of economical biosorbent materials [11, 12], 
which are capable of reducing the concentrations 
of heavy metals in wastewater to very low levels 
and are easily produced in abundant quantities. In 
addition, this method effectively removes 
pollutants even from very dilute water [13], 
allowing in situ application in polluted areas, 
bioprocessing technologies are also 
environmentally, which means that they do not 
cause a second pollution, high efficiency, no need 
for supplementary nutrients and the possibility of 
recovering the metal [14,15]. The living 
organisms used in this process are 

microorganisms such as algae, fungi and bacteria 
[16]. Compared to microbial biomass such as 
fungi and yeast, the heavy metal biosorption 
capacity of algae was higher. This is due to the 
high metal binding capacity of functional groups 
such as amino, hydroxyl, carboxyl and sulfate 
found in cell contents of algae. These organism 
can be used dead or alive in the biosorption 
process. There are some advantages to using dead 
biomass compared to living biomass. Dead cells 
can be stored at room temperature for extended 
periods, are not affected by metal toxicity, and do 
not require nutrients [17-19].  In this study, the 
biosorption capacity of Cr (VI) and Zn (II) ions 
on dead and live blue-green algae Oscillatoria sp. 
was investigated. At the same time, the effect of 
heavy metals on chlorophyll-a was investigated 
and biosorption capacities were determined with 
Freundlich and Langmuir isotherm models. 
Oscillatoria species are preferred because of their 
easy availability in nature and their high 
adsorption capacity.  

2. MATERIAL AND METHODS 

2.1 Organism and culture condition  

Oscillatoria cells were obtained from CicCartuja 
Instituto de Bioquímica Vegetal Y Fotosíntesis 
Laboratory (Seville, Spain). The alga was grown 
in 250 mL flasks containing 100 mL BG-11 [20] 
medium and incubated in an illuminated 
incubator at 28°C and irradiance at 36 µmol m−2 

sec−1 and magnetic stirring (110 rpm), provided 
by cool white fluorescent lamps (20 E m−2 s−1 ± 
20%) set on 16:8 h photoperiod. The pH value 
was adjusted to 6–7 using 1 M NaOH and 1 M 
HCI. The growth of algae and biomass 
concentration was monitored by measuring 
optical density at a wavelength of 660 nm and 730 
nm for 30 days. Cells were harvested from the 
culture by centrifugation. The biomass pellets 
collected were then washed with distilled water 
and centrifuged again for the removal of medium.  

2.2 Heavy metal concentrations  

Stock solutions of the heavy metals K2CrO4 and 
Zn (NO3)2.6H2O were prepared, from which 
concentrations 2.5, 5 and 10 mg/L of heavy metals 
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was used. All experiments were repeated three 
times.  

2.3 Biosorption studies   

Oscillatoria cells were used in the experiment of 
heavy metal removal using the algal 
concentrations 2 g. The metal concentration used 
was 15 mL and the exposure time was 24 h. pH 
was adjusted to 5 for Cr (VI) and 7 for Zn (II) and 
incubation was performed at the previous 
mentioned conditions. After centrifugation at 
4000 rpm to separate the biomass, the samples 
were analysed by ICP-MS (Inductively Coupled 
Plasma– Mass Spectrometer-Agilent 7700) [21]. 
The metal uptake loading capacity qe (mg of 
metal per g of adsorbent) and removal efficiency 
(RE %) for each sorption system was determined 
using Eq. 1 and Eq. 2:  

    

𝑅𝐸 % =
∗( )

 (Eg. 2) 

Where q is the metal uptake (mg/g of biomass); 
Ci and Ce are the metal concentrations before and 
after adsorption (mg/mL), respectively; m is the 
mass of biosorbent used (g) and V is the volume 
of solution (mL).  

2.4 Determinations of chlorophyll-a content  

Chlorophyll-a content were estimated in acetone 
extract according to Parsons and Strickland 
(1963). For determination of pigment 
concentrations, 10 mL of culture was filtered 
using GF/C filters. An aliquot of the sample was 
centrifuged at 12000 rpm for 5 min and 
supernatant discarded. The pellet was suspended 
in 10 mL of boiling acetone at 4°C and stored in 
dark for 24 h. Pigment content in the filtered 
extract were determined by the absorbance at 630, 
645, 665 and 750 nm in a 1cm quartz cell against 
a blank of 90% aqueous acetone [22].  

2.5 Determination of dry weight  

A definite volume (20 g) of algal suspension was 
filtered through weighted glass fiber (Whatman 
GF/C). The cells, after being precipitated on the 

filter study, were washed twice with distilled 
water and dried overnight in an oven at 105°C. 
Data were given as mg/mL algal suspension.  

2.6 Statistics  

All experiments were performed in 3 replicates. 
The amount of metal ions adsorbed by used 
biosorbent was obtained by using Langmuir 
model and Freundlich models [23-25]. The 
adsorption equilibrium isotherms were evaluated 
in terms of maximum sorption capacity and 
sorption affinity. Among the several isotherm 
equations, two isotherms (Langmuir and 
Freundlich adsorption isotherms) were 
investigated, which are widely used to analyses 
data for water and wastewater treatment 
applications [26]. Freundlich isotherm model is 
derived for describing singlecomponent 
adsorption equilibria on heterogeneous surfaces. 
Langmuir isotherm represents a single layer and 
uniform adsorbent without interactions between 
adsorbed molecules. In the current study, the 
Freundlich (Eq. 3) and Langmuir (Eq. 4) models 
were used to determine the concentration of the 
adsorbed material. If 1/n= 0, the adsorption 
process is irreversible. If 1< 1/n<0, it is desired. If 
1/n>0, it is undesirable [23, 24].  

e  (Eq. 3)  

qe: the amount of metal adsorbed (mg/g).  

KF: Adsorption capacity at unit concentration 
(L/g).  

1/n: Intensity of adsorption (L/g).  

Ce: the equilibrium concentration of metal ion 
(mg/L).  

In the Langmuir model, qm and b are Langmuir 
parameters, which are the maximum adsorption 
capacity and associated energy, respectively. The 
equilibrium parameter (RL) is the basis of the 
Langmuir isotherm, which is defined by equation, 
RL=1/(1+bC0) [23]. In this equation, C0 is the 
initial concentration and RL is the type of 
isotherms. 1<RL<0 is favourable adsorption, 
RL>1 is for undesirable adsorption, RL=1 shows 
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linear adsorption and RL=0 demonstrates 
irreversible adsorption [25]. The RL value was 
calculated at 50 mg/L of initial metal 
concentration.  

 = +         (Eq.4) 

qm: Langmuir maximum adsorption capacity 
(mg/g). b: the constant related to free energy of 
adsorption    (L/mg). 

  

3. RESULTS 

3.1 Analysis results of the heavy metal uptake 
(mg/g) and efficiency (%) Cr (VI) uptake 
(mg/g) and efficiency (%)  

The effects of Cr (VI) on Oscillatoria sp. was 
investigated using increasing concentration of 
chromium from 2.5 to 10 mg/L (Table 1). The 
metal adsorption capacity by both live and dead 
algae increased significantly with an increasing 
initial metal concentration. The metal adsorption 
value was 5.69, 17.52 and 17.89 mg/g for dead 
and 0.36, 0.75 and 1.77 mg/g for live algae, when 
Cr (VI) concentration was 2.5, 5 ve 10 mg/L, 
respectively. The adsorption efficiency of dead 
algae was found to be slightly higher (40 %) and 
significantly different than that of live algae (2 
%) using an initial cadmium concentration of 5 
mg/L.  

Table 1. Cr (VI) adsorption capacity and efficiency 
by live and dead Oscillatoria sp. Data are means 

(triplicates). 

  Live cells  Dead cells  

Cons. 
(mg/L)  

Adsorption 
capacity  

(mg/g)  

Adsorption 
efficiency  

(%)  

Adsorption 
capacity  

(mg/g)  

Adsorption 
efficiency  

(%)  

2.5  0.36  1.96%  5.69  30.36%  

5  0.75  2.06%  17.52  46.74%  

10  1.77  2.46%  17.89  23.85%  

3.2 Zn (II) uptake (mg/g) and efficiency (%)  

The efficiency of Zn (II) removal at 2.5, 5 and 10 
mg/L concentrations was reported 14.28, 29.81 
and 54.20 mg/g by live Oscillatoria sp. cells, and 
11.27, 14.53 and 12.83 mg/g by dead 
Oscillatoria sp. cells,  respectively (Table 2). 
The maximum Zn removal was 82.53% and 
54.18% by live and dead Oscillatoria sp. cells at 
2.5 mg/L concentration,  respectively. The Zn 
removal decreased at 5 and 10 mg/L 
concentrations in the two algae.   

Table 2. Zn (II) adsorption capacity and efficiency by 
live and dead Oscillatoria sp. Data are means 

(triplicates). 

  Live cells  Dead cells  

Cons. 
(mg/L)  

Adsorption 
capacity  

(mg/g)  

Adsorption 
efficiency  

(%)  

Adsorption 
capacity  

(mg/g)  

Adsorption 
efficiency  

(%)  

2.5  14.28  82.53%  11.27  54.18%  

5  29.81  80.96%  14.53  40.07%  

10  54.20  74.98%  12.83  17.07%  

 

3.3 Chlorophll-a contents  

The effects of chromium and zinc on 
concentration of chlorophyll derivatives are seen 
in the Table 3. Chlorophylla concentration was 
recorded to be decreased simultaneously from an 
initial value of 1.440 μg/L to 0.0338 μg/L and 
0.02 μg/L at the end of the application of 
chromium and zinc separately and together on 
live Oscillatoria cells, respectively. Zn (II) and 
Cr (VI) showed a strong inhibition of 
chlorophyll-a biosynthesis even at the lower 
concentrations (2.5–5mg/L) on Oscillatoria 
biomass.  
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Table 3. Effect of heavy metals (Zn and Cr) on the 
chlorophyll-a content in Oscillatoria cultures (μg/L). 

 

  
Separate 

application  Together application  

Control   1.4404 μg/L  

Cons. (mg/L)  Cr  Zn  Cr  Zn  

2.5  0.0368  0.0410  0.0001  0.0003  

5  0.0305  0.0464  0.0009  0.0029  

10  0.0334  0.0438  0.0050  0.0047  

Mean  0.034  0.044  0.002  0.003  

3.4 Adsorption isotherms study  

The results of Langmuir and Freundlich isotherms 
are presented in Table 4. We concluded that 
maximum adsorption capacity (qm) of chromium 
and zinc calculated from Langmuir isotherm was 
around 5.6939 (dead cells) and 14.2907 (live 
cells) mg/g on Oscillatoria sp. cells, respectively. 
According to the correlation coefficient obtained 
(R2= 0.99), the adsorption process of Oscillatoria 
sp. algae follows the Langmuir model. KL in the 
range between 2 and 6 indicates the undesired 
chromium and zinc adsorption by the dead and 
live Oscillatoria sp. algae [27]. For live and dead 
Oscillatoria cells, 1/n value was determined 
between 0.3418-0.8557 and 0.1585-0.1681, 
respectively. According to Kadirvelu and 
Namasivayam (2000) [28], n values between 1 
and 10 indicate a useful adsorption representative.  
For a good adsorbent, 0.2<1/n<0.8 and a smaller 
value of 1/n indicates better adsorption and 
formation of rather strong bond between the 
adsorbate and adsorbent [28] Freundlich isotherm 
coefficient indicated that the adsorption process 
does follow this model (Figure 1-4).   

 

 

 

Table 4. Compliance of live and dead Oscillatoria sp. 
cells equilibrium data via Langmuir and Freundlich 

models. 

   Langmuir    Freundlich  

Adsorbent  
qm  

(mg/g)  

KL  

(L/m 

g)  

R2  
1/n  

(L/g)  
KF 

(L/g)  R2  

Live  0.360  2.777  0.987  0.855  1.168  0.365  

Dead  5.693  6.309  0.999  0.158  0.175  0.754  

Live  14.290  2.069  0.994  0.341  2.925  0.008  

Dead  11.275  2.925  5.948  0.168  0.088  0.035  

 

Figure  1.  Langmuir  adsorption  isotherm  of  live 
Oscillatoria sp. cells. 

 

Figure 2. Freundlich adsorption isotherm of live 
Oscillatoria sp. cells. 

  

Figure 3. Langmuir adsorption isotherm of dead 
Oscillatoria sp. cells. 
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Figure 4. Freundlich adsorption isotherm of dead 
Oscillatoria sp. cells. 

 

4. DISCUSSION 

Many studies have emphasized that biosorption 
is a lowcost technology and that the use of 
microalgae for the treatment of metal-bearing 
wastes is more effective [28-2936]. Bhatnagar 
and et al. [30] pointed out that microalgae has 
many mechanisms and some of them unknown 
what their function is still developing 
bioremediation technology has emphasized that 
necessity of re-imaged and modified urgently 
according to needs and to create a new 
biological form.   

In this study, samples were used both live and 
dead in order to provide a better comparison in 
heavy metal removal processes. Studies show 
that when the same metal is treated with both 
living and dead cells of the same organism, 
different findings can be obtained. In example 
the study with Oscillatoria sp. cells Katırcıoğlu 
and et al. [31], get better removal of Cd (II) with 
live cells, while Azizi et al. [32] obtained best 
results with dead cells in their work with the 
same organism and metal. Das [33], noted that 
the initial ion concentration plays an important 
role in determining the adsorption capacity. 
These two metals are abundant amounts in 
waste waters. Although the Cr (VI) ion must be 
found to be very low amount in the water but 
the Zn (II) ion may be present in small 
quantities in the water as it is one of the 
essential metal for living things. Concentration 
values used in the study have been taken into 
consideration. As a result of the findings 
obtained that when the concentration increased, 
the removal of metals are also increased. These 

findings are in parallel with other studies [31- 
33].  

Given the previous work, it was reported that 
the adsorption was completed within a few 
hours [30,33]. Singh [34], found that absorption 
of zinc was very rapid in the first 10 minutes of 
study. Shukla et al. [35] reported that the 
adsorption for the Cr (VI) ion started within 15 
min and the metal was removed up to 96% 
within 210 min. For this reason, the 
Oscillatoria sp. microalgae exposure to metals 
was kept constant for 24 hours.  

As a result of this study, the best removal for Cr 
(VI) ion was found with dead cells, increasing the 
solution concentration gives increasing metal 
removal. The maximum removal capacity was 
17.89 mg/g and the maximum removal percentage 
was found to be 46.74%. Findings have also been 
supported by other studies [31-35]. The best 
removal for the Zn (II) ion was achieved with live 
cells and the work done with these cells showed 
that the concentration of zinc was increased by 
increasing the concentration, and no such 
correlation was observed in dead cells. The study 
with dead cells was also found at the highest 
concentration of 10 mg/L, while the metal 
removal capacities were close to each other in 
three concentrations. The maximum removal 
capacity was found to be 54.20 mg/g, with a 
maximum removal rate of 82.53%. The data 
obtained in the bivalent zinc ion correspond to 
other studies. The environmental factors and the 
environment in which it is cultivated have been 
determined by studies that affect the chemical 
composition of microalgae and which change in 
the adsorption capacity of heavy metals by 
changing the chemical composition. Looking at 
all these, there is a difference in the data obtained 
in systems where any organism is involved. 
Factors such as the structure of the organism, 
content, defense mechanisms for living cells can 
give different findings even in the same study. As 
a result of the study, in the removal of Cr ions with 
live Oscillatoria cells, different results obtained 
with the study of Shukla et al. [35] but similar 
values were obtained with the study of Jayashree 
ve et al. [35,40].  

Sezgin et al.

Determining the Binding Capacities of Cr (VI) and Zn (II) Ions of Oscillatoria sp.

Sakarya University Journal of Science 24(2), 301-311, 2020 306



 

 

In the removal of bivalent zinc, high values were 
obtained in both with dead cells and live cells. 
Comparisons within the entire study showed that 
optimal removal occurred in living cells treated 
with Zn (II) ions. This can be explained by the fact 
that the Zn (II) ion is a more elaborate metal in 
terms of the organism's metabolic needs than the 
Cr (VI) ion.  

When the effect of the application of the metals 
separately and together is examined on the 
chlorophylla content of the living organism, the 
metals are applied individually, there is an 
increase in the amount of chlorophyll-a in all 
metal doses, whereas a decrease in the amount of 
chlorophyll-a is observed when the metals are 
applied together. When previous studies were 
examined, Brahmbhatt et al. [36] reported that 
metal toxicity was considered to be a biomarker 
and that there was an increase in the amount of 
alginate chlorophyll exposed to metal compared 
to the stress-free area. In the same way, Shankar 
et al. [37] reported an increase in chlorophyll-a in 
their work with Oscillatoria annae 
cyanobacterium. On the other hand, co-
application of metals is thought to have more 
effect on the cell content of living organisms, 
which explains the decrease in chlorophyll 
content. It supports the findings obtained in 
previous studies [38-39].  

When the effect of environmental factors on the 
study was examined, Shankar et al. [37] reported 
that the best growth of Oscillatoria microalgae 
was achieved at an optimum temperature of 29 ± 
2°C, at approximately 7 pH. In this study, the 
same values were applied to the samples taken 
from the culture.  

It has been observed in previous studies that the 
increase in temperature during the biosorption 
process affects the adsorption capacity positively 
[32]. For this reason, the temperature was 
determined to be 29 ± 2°C during the adsorption 
process. It is supported by this study data that the 
determined temperature is suitable for adsorption 
capacity.  

One of the important factors in adsorption 
processes is the pH range. Several studies have 

shown that mild acidic pH values are more 
suitable for metal adsorption [31-36]. The 
dependence of metal uptake on pH is related to the 
competition between protons and metal cations on 
the surface of the absorption medium. These 
different chemical interactions between cell 
surfaces and metal can result in different retention 
capacities for metal ions at various pHs [7]. 
Dabbagh et al. [38] reported that the optimum pH 
for strontium metal was 9 ± 0.3 while the previous 
studies evaluated, the pH ranges for chromium 
and zinc metals were determined to be 5.0 and 7.0, 
respectively. When the adsorption capacities are 
evaluated, the chromium (VI) ion is less 
biosorbent than the zinc (II) ion can be attributed 
to the working pH values. At lower pH, the cell 
surface charge is positive and H3O+ ions show a 
rate-reducing effect by competing with positive 
metal cations to bind to the cell. At pH values on 
the isoelectric points of the cells, the cell surface 
has a net negative charge. The ionic state of 
ligands such as carboxyl, phosphate, imidazole 
and amino groups accelerate the binding of metal 
cations to biomass [7].  

Langmuir and Freundlich biosorption isotherms 
were used in the evaluation of the study findings. 
These isotherms used to describe biosorption 
have previously been used in many studies [31, 
39]. According to Nakiboğlu [39] regarding the 
evaluation of isotherms, it has been reported that 
in some cases this adsorption can not be explained 
by Langmuir isotherm, even though Ce coefficient 
value increases. In such cases, more Freundlich 
isotherm coefficient values are used to define the 
adsorbance. For Freundlich isotherms, the lower 
the value of 1/n, the more absorbance bonds are 
formed. When the findings obtained are 
evaluated, it is seen that the study is better 
explained by Freundlich isotherm.  

 

5. CONCLUSION 

The goal of this work was to explore the potential 
use of Oscillatoria sp. biomass as a low-cost 
sorbent for the removal of Cr (VI) and Zn (II) 
heavy metal ions from aqueous solutions. Batch 
experiments showed that the dead and live 
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Oscillatoria sp. cells have a remarkable ability to 
take up Cr (VI) and Zn (II) heavy metal ions, 
respectively. Only 2.6 % of the world's water 
reserves are composed of fresh water. A large part 
of this is found in glaciers in the polar regions, 
only 0.02% of which form lakes and rivers. The 
limited amount of water resources that can be 
contained is polluted by various pollutants from 
day to day. The heavy metals from industrial 
wastes come at the expense of the polluting water 
resources. Biologically available heavy metals 
accumulate in tissues, causing different levels of 
negativity in living organisms. The heavy metal 
accumulation in the aquatic ecosystem continues 
from the first ring of the nutrient chain to the 
upper steps of the nutrient chain. For this reason, 
microalgae in the first part of the food chain are 
widely used for the assessment of heavy metal 
toxicity. In this study, different concentrations of 
chromium and zinc metals, which are quite 
common in wastewater, are classified as a 
microalgae, Oscillatoria sp. has been 
investigated, significant contributions have been 
made to the findings literature. It is once again 
seen that pH is an important parameter as a result 
of this study. When previous studies examined, it 
is known that different pHs affect the removal 
capacity when applied to live or dead samples of 
the same metals. Accordingly, it may be advisable 
to evaluate pH over a wide range during 
subsequent studies for the same organism and 
metals. It is also known that the initial ion 
concentration plays an important role in 
determining the adsorption capacity. The metals 
used in the study were selected by looking at the 
parameters that should be found in the clean 
waters. The chromium (VI) ion is toxic to living 
organisms even at very low levels in the water, 
while the zinc (II) ion, another metal, is a metal 
that enters organisms in vigorous quantities. For 
this reason, it is suggested to extend the 
construction intervals for further studies.  

This study with Oscillatoria sp. microalgae has 
shown that chromium (VI) and zinc (II) ions are 
effective biosorbents in removing water from 
water under the determined conditions. However, 
the Oscillatoria sp. is a kind of microalgae that 
requires more care than other types of algae to 
cultivate and maintain the culture. It is advisable 

to consider this for other studies. As a result of 
this and similar studies in the literature, it has been 
shown that the biosorption method can be an 
effective method of removing heavy metal ions 
from water and wastewater environments.  Many 
organisms are used in the biosorption process, but 
studies show that microalgae have more removal 
capacity in these processes. Microalgae are found 
more easily than other biosorbents and are easily 
cultured in inexpensive environments. At the 
same time, much biomass removal can be 
achieved with these biosorbents. With these 
organisms, it is possible to develop more effective 
and cheap treatment systems and to protect 
existing water resources.  
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The Protective Effect of Grape Seed and Skin Extract and Ulva rigida Against 
Oxidative Stress Induced by Cisplatin on The Testis of Rats 

Rihab KSOURI*1, Souha RABAH2, Sana MEZGHANI3, Sonia HAMLAOUI4 

 

Abstract 

Cisplatin, an anticancer drug used in chemotherapy, has made considerable progress recently; 
particularly in the treatment of testicular cancer. However, the side effects of this treatment, limit 
its use. Grape Seed and Skin Extract (GSSE) and Ulva rigida (U. rigida) marine seaweeds are 
giving compounds with high antioxidant capacity. This work aims to develop a model in vivo to 
evaluate the protective effect of extracts of GSSE or U. rigida against the oxidative stress 
induced by cisplatin. This stress occurring in healthy cells is one of the major causes of the 
adverse effects of chemotherapy. Healthy male rats received an intraperitoneal injection of 
cisplatin only or cisplatin and GSSE or U. rigida extract. At the end of the treatment, the rats 
were sacrificed and from the crushed testicles; the supernatant was recovered for biochemical 
assays. The data showed that the dose of cisplatin induces testicular toxicity, and a pro-oxidant 
state characterized by increased levels of malondialdehyde, carbonyl proteins, superoxide anion, 
calcium and iron. Besides, treatment with cisplatin increases the activity of superoxide dismutase 
and inhibits the activity of catalase. GSSE or U. rigida extract exerts a protective effect on the 
testes of cisplatin-treated rats, or they protect against the adverse effects of oxidative stress 
induced by cisplatin to restore levels near control. This study demonstrated that GSSE and U. 
rigida can protect against cisplatin-induced cytotoxicity. 

Keywords: Cisplatin, GSSE, U. rigida, Oxidative Stress, Pro-Oxidant, Antioxidant. 
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1. Introduction 

Cancer presents a global public health 
challenge that affects countries around the 
world becoming one of the leading causes of 
death. According to the World Health 
Organization (WHO), the number of cancers 
could reach 15 million by new cases per year 
from the beginning of 2020. Nowadays, 
medicine has several weapons against this 
scourge thanks to hormone therapy, 
radiotherapy and chemotherapy. 
Chemotherapy has significantly evolved in 
the last few decades thanks to the discovery 
of new chemotherapeutic molecules. 
However, this progress remains as every 
evolution a double-edged sword, because 
most anti-cancer treatments are often with 
side effects such as hair loss, nausea, 
vomiting and fatigue, caused mainly by 
inequality of the balance between pro and 
antioxidants generating oxidative stress in 
healthy cells. Some side effects may be 
limited or even avoided by appropriate care 
and medication. In chemotherapy, in 
particular, a lot of progress has been made in 
recent years to improve the quality of life of 
patients treated with chemotherapy. 
Synthesis chemical's molecules are used as 
pretreatment or post-treatment to reduce 
damage from chemotherapy. Nevertheless, 
most of these molecules did not give a 
satisfactory result because of the toxicity 
associated with certain chemical molecules 
or because of their intolerance. It is thus 
important to continue to develop new 
molecules with greater tolerance and less 
toxicity. Currently, searches are increasingly 
moving towards the medicinal plants and 
herbal medicine known by their beneficial 
effects on health. In this context, our work 
aims to search in extracts of Ulva rigida (U. 

rigida) and seeds and grape skin (GSSE: 
Grape Seed and Skin Extract) an antioxidant 
effect. This effect will be evaluated against 
the oxidative stress induced by cisplatin, a 
molecule used in chemotherapy on the testes 
of healthy rats, to minimize the side effects 
related to this molecule during 
chemotherapeutic treatment. 

2. Materials and Methods 

2.1 Animals 

Thirty male Wistar rats weighed between 
110 and 290 g (8 to 10 weeks old) from the 
Pasteur Institute of Tunis were used for these 
experiments in accordance with the local 
ethics committee of Tunis University, and 
care of animals was in conformity with NIH 
recommendations (National Research 
Council 1985). They are raised and grown in 
the laboratory in a pet shop at a constant 
temperature (21 + 1°C) and submitted to a 
photoperiodic regime (12h dark/12h artificial 
light). Food and drink are provided an ad 
libitum. 

2.2 Treatments 

Rats were divided according to their weights 
and the type of injection into six lots into 6 
groups of 5 animals each. Group 1 received 
ethanol 10% (control), group 2 ethanolic 
extract of garlic (2.5 g/kg bw), group 3 
ethanolic extract of U.rigida (2.5 g/kg bw), 
group 4 cisplatin (5mg/kg/bw) as a dose that 
may induce a toxicity according to literature 
[1, 2], group 5 cisplatin plus GSSE and 
group 6 cisplatin plus U.rigida. Animals 
were daily administered IP with one of these 
treatments. The treatment was performed at 
fixed times for 7 days according to the 
following protocol:  
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Table 1 : Protocol of follow-up of the different injections during 7 days 

Group 1 D1 Ethanol 10% D7 

Group 2 D1 GSSE (2.5g/kg/bw) D7 

Group 3 D1 U.rigida (2.5g/kg/bw) D7 

Group 4 D1 Cisplatin (5mg/kg/bw) D7 

Group 5 D1 GSSE Cisplatin (day 4) GSSE D7 

Group 6 D1        U.rigida  Cisplatin (day 4)                             U.rigida D7 

 

2.3 Preparation of the extract of U. rigida 

The green seaweed U. rigida was harvested 
in spring in a rocky habitat on the sea coasts 
of the Ras Djebel region (Bizerte, Tunis) and 
transported in the ice to the laboratory. The 
samples were cleaned of the epiphytes, 
washed successively with distilled water, 
dried overnight at 30°C and then grounded 
with an electronic mortar to obtain a powder. 
The mixture is dissolved at the rate of 5g of 
powder in 30 ml of 10% ethanol and 
centrifuged at 5000 rpm for 30 minutes [3]. 
The supernatant is recovered and then 
injected to the animals intraperitoneally with 
a dose of 2.5mg/kg/bw after calculation and  

2.4 Preparation of the extract of GSSE 

We used the vinification waste of the 
Carignan Vitis Vinifera variety which is 
available in the north of Tunisia. GSSE 
extract is produced from residues of 
winemaking that were obtained from the 
wine cooperative Ain Ghelal, Tunis. It's an 
extract consisting of 50% seeds and 50% 
pulp. The mixture is dissolved at the rate of 
5 g of powder in 10 ml of 10% ethanol, 
centrifuged at 3000 rpm for 10 min and thus 
the supernatant is recovered then injected to 
the animals intraperitoneally with a dose of 
2.5g/kg/bw knowing that GSSE was used at 

a dosage 500 mg/kg/bw and it was safe and 
near the optimal concentration recognized. 
Also, GSSE was tested at wide-ranging 
doses, reaching 4 g/kg/bw with no sign of 
toxicity [4]. 

2.5 Sacrifice of animals 

The rats were sacrificed and the testes taken 
were weighed, crushed and then 
homogenized using an ULTRA-TURRAX in 
a Tris Base buffer solution (TBS, 50mM, 
pH=7.4) at a rate of 1g 2ml-1. The 
homogenates were centrifuged (10 000 rpm, 
10 min, 4°C) and the supernatant is gently 
removed and placed in eppendorfs and 
stored at -20°C for subsequent biochemical 
assays. 

2.6 Biochemical assays 

2.6.1 Determination of superoxide anion 
O2

° -: 

 DHE is a non-fluorescent compound that is 
rapidly oxidized to fluorescent ethidium (λ 
excitation=488 nm and λ emission=575 nm) 
under the action of O2

°-. The samples are 
incubated with the dihydroethidine probe 
(DHE, 2μM) for 15 min in the dark. The 
stock solution of DHE was prepared in 
dimethyl sulfoxide (DMSO, 1.6mM). This 
solution is later used at the final 
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concentration of 2μM. After incubation for 
15min at 37°C, the analysis is performed by 
a fluorescence microplate reader (Bio-Tek 
FL800TBI). 

2.6.2 Determination of malondialdehyde 
(MDA):  

This colorimetric assay consists of reacting 
the thiobarbituric acid (TBA) reactive 
substance on one of the end products of lipid 
peroxidation (MDA) [5]. The reaction is 
carried out in acid and hot medium to form a 
pink coloring pigment whose intensity is 
proportional to the concentration of MDA in 
the sample. A 25μl of each sample is mixed 
with 125 μl TCA-BHT (trichloroacetic acid, 
Butylhydroxytoluene) and centrifuged at 
1000 rpm for 5 minutes at 4°C. The 
supernatant was mixed with 0.5N HCl, 50 μl 
Tris-TBA (thiobarbituric acid) and then 
heated at 80°C for 10 minutes. After 
incubation at 80°C for 10 minutes, the 
absorbance measured at 530 nm is directly 
proportional to the amount of MDA present 
in the reaction medium. 

2.6.3 Determination of carbonylated 
proteins: 

 The oxidation of the proteins by the ROS 
(reactive species of oxygen) leads to the 
formation of a carbonyl group (C=O) in the 
protein. The determination of the 
carbonylated proteins was carried out 
according to Levine et al., (1990) [6]. After 
precipitation of the proteins with 20% TCA 
and centrifugation at 11 000 rpm for 3 
minutes at 4°C, the pellet then was on the 
edge in buffer with 10mM DNPH. Stirring 
was performed every 10min during the time 
of incubation. After 3 washes with ethanol-
ethyl acetate, the pellet was dissolved in 
20mM potassium phosphate containing 6M 
guanidine chloride. The density was then 
read at 366nm. 

2.6.4 Determination of intracellular 
mediators 

Calcium: By the use of a commercial kit 
(Biomaghreb, Tunis), we measured the 
intracellular calcium following Stern and 
Lewis, (1957)[7]. A purple colorful complex 
is formed after the interaction of calcium 
with cresolphtalein at basic pH, measurable 
at 570nm. Briefly, 50μL of testicular extract 
was added to 650μL of the mixture 
containing 2-amino-2-methyl-1-propanol 
(500 mmol L-1), Cresolphthalein (0.62 mmol 
L-1) and 8-hydroxyquinoline buffer (69 
mmol L-1). Assuming that the complex was 
stable for one hour, incubations were 
realized at room temperature for 5 min. 

Iron: The level of free iron in the testes was 
determined by Leardi et al., (1998) [8] using 
a commercial kit (Biomaghreb, Tunis). At 
acidic pH 4.8, ferric iron Fe3+ is released 
from transferrin. Ascorbic acid reduces it to 
ferrous iron Fe2+, which gives ferrozine a 
colored complex in violet measurable at 562 
nm. A 50 μL of our samples was added to 
250μL of reaction mixture containing 
ascorbic acid (5g L-1) and ferrozine (40 mM) 
with incubation at 37°C for 10 min. The 
density is measured at a wavelength λ=562 
nm. 

 2.6.5 Assaying the activity of antioxidant 
enzymes 

The superoxide dismutase (SOD): The 
assay of SOD activity is based on the 
method described by Misra and Fridovich, 
1972 [9] which relies on the use of 
epinephrine and bovine catalase to generate 
superoxide radicals. It relies on the ability of 
SOD to inhibit the oxidation of epinephrine 
to a pink-coloured compound, adenochrome, 
by trapping the superoxide anion flux. A 
10μl of the sample is mixed in a solution of 
Na2CO3/NaHCO3 buffer (62.5mM, pH 10.2) 
with 10μl of bovine catalase (0.4U μl-1), 20 
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μl of epinephrine (5mg ml-1). The density is 
measured per minute for 1 to 4 minutes at 
λ=480 nm.  

Catalase (CAT): The principle of the assay 
is based on the decomposition of H2O2 into 
H2O and O2 in the presence of catalase 
activity in the solution. The decomposition 
of H2O2 is determined by the fall in 
absorbance at λ = 480 nm. A 20 μl of the 
tissue extract is mixed in a solution of 
phosphate buffer (50 mM, pH 7) containing 
33 mM H2O2. The catalase activity, in the 
samples, is evaluated using a 
spectrophotometer (Bio-Rad) followed by 
the kinetics of the disappearance of H2O2 at 
the wavelength of 240 nm [10].  

2.6.6 Determination of total protein 

 It is a colorimetric assay using the Biuret 
method [11], which consists in quantifying 
the number of proteins contained in the 
sample. In fact, the proteins form blue-violet 
complexes in the presence of Cu2+ in an 
alkaline medium, so the quantity of the 
proteins is proportional to the intensity of the 
coloration. The density is determined at 
λ=546nm. The amount of protein contained 
in each sample was directly determined from 
a calibration curve. The proteins were 
measured using a commercial kit (Bio-
Maghreb). A 20μl of the sample was mixed 
with 1ml of the working reagent. The 
reading of the density is carried out after 

mixing and incubation of the solution for 
5min at room temperature.  

2.7 Statistical test 

Statistical analyses were performed using the 
GraphPadPrism software (GraphPad 
Software). The data are expressed on 
average (± SEM) of at least 4 independent 
animals. A two-way ANOVA test followed 
by a Bonferroni post-test is used for the 
intergroup comparison. The value found by 
the calculation can affirm that the groups are 
different with a risk of error p. The GSSE, 
U.rigida and Cisplatin groups are compared 
with the control group. The group treated 
with Cis and GSSE, Cis and U.rigida are 
compared with the Cisplatin group. 

3. Results and Discussion 

As a whole, our study consists at looking in 
the natural extracts of GSSE and U.rigida, a 
beneficial effect against the cytotoxicity 
induced by cisplatin, chemotherapeutical 
agent, in the cells of the testes of rats. 

3.1 Effect of treatments on body weight 

This study conducted to determine the 
variation of rats the weight in each batch. 
The rats are weighed each day at the same 
time; the variation is represented below at 
Figure 1. 
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Figure1: Variation of the body weight of rats during 7 days of treatment. The results are expressed by the 
mean ± SEM (n = 5). 

The variation in the body mass of the rats, during our study (Figure1), shows that the weight of the 
animals increases throughout the treatment period (7 days), except animals treated with cisplatin (cisplatin 
alone or in co-treatment with GSSE or U. rigida) where a non-significant reduction in the weight of the 
animals is observed. 

In the present work, we observed an increase 
in the weight of the rats following treatment 
with an extract of GSSE or U. rigida. This 
corroborates the data showing that these 
extracts are used as nutritional supplements 
thanks to the plethora of minerals, proteins 
and vitamins [12, 13]. Treated rats by 
cisplatin only do not show a decrease in their 
weight which is not in correlation with other 

work which has shown that treatment with 
cisplatin induces a decreased body weight 
[14].  

This could be explained by a difference 
between the duration of treatment used in 
both studies. In addition, the rats treated with 
extracts from GSSE or U. rigida with 
cisplatin revealed a decrease in their weight 
which could be explained by the toxicity of

cisplatin. 
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3.2 Effects of the treatments on oxidation 
and the production of O2°-, MDA and 
carbonylated protein  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Effect of GSSE and U.rigida on cisplatin-induced changes in testicles lipoperoxidation, 
carbonylation and O2°-

Rats were on a daily basis administered with 10% ethanol (C), GSSE , U.rigida , cisplatin (Cis), U.rigida  
plus Cisplatin (Cis/U.rigida), or GSSE plus Cisplatin (Cis/GSSE) were administered to rats for 1 week 
(Fig. 2), O2°- content (Fig. 2A), lipoperoxidation (Fig. 2B) and carbonylation (Fig. 2C) were determined. 
Results are expressed by means ±S.E.M. (n=5); **p < 0.01 where samples were compared with control 
(C). §§ p < 0.01where samples were compared with cisplatin (Cis). 

 

We determined O2°-, MDA and carbonylated 
proteins as indexes of oxidative stress. 
Cisplatin significantly increased testis O2°- 
(Fig 2A), MDA (Fig 2B) and carbonylated 
proteins (Fig 2C). Cisplatin has been 
described to induce testicular toxicity with 
stimulation of the production of free radical 
[15]. This has been confirmed in our study 
where we have detected in cisplatin-treated 
rats increased production of anion 

superoxide in the testicles. It is admitted that 
the superoxide radical crosses the biological 
membrane and its accumulation in cells 
causes damage irreversible oxidative effects 
on biomolecules including membrane lipids, 
proteins and nucleic acids [16]. This damage 
results in damaged cells that can lead to cell 
death. In agreement with these data, we have 
observed an increase in the level of MDA, a 
product of lipid peroxidation of acids 
polyunsaturated fat, an increase in the level 
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of carbonylated proteins which is the 
consequence of the oxidation of proteins. 
Membrane lipid peroxidation at the level of 

testicular has also been demonstrated in 
other studies [16, 17]. 

3.3 Effect of treatments on intracellular 
mediators of oxidative stress  

 

 

 

 

 

 

 

 

Figure.3: Effect of GSSE, U.rigida on cisplatin-induced intracellular mediators. 

Rats were on a daily basis administered with 10% ethanol (C), GSSE, U.rigida, Cisplatin (Cis), U.rigida  
plus Cisplatin (Cis/U.rigida), or Cisplatin plus GSSE (Cis/GSSE) for 7 days and we determined levels of 
testis free iron (Fig. 3a) and calcium (Fig. 3b). 

We expressed Results as means ±S.E.M. (n=5); **p < 0.01 where lots were compared with control (C). §§ 
p < 0.01 where lots were compared with cisplatin (Cis). 

We next required determining the putative 
involvement of intracellular mediators in 
cisplatin, GSSE and U.rigida mode of action 
(Fig.3). We have seen an increase in calcium 
levels on treated rats by cisplatin (Fig 3.B). 
This increase could be the cause of cell death 
caused by the oxidative stress generated by 
the treatment. Indeed, the Ca2+ is the 
primordial trigger of apoptosis, it 
accumulates in the mitochondria increasing 
its permeability leading to the release of 
apoptogenic factors such as cytochrome C 
which will activate caspases leading to 
irreversible death of cells by apoptosis [18, 
19]. Moreover, the massive entry of Ca2+ 
into the Mitochondria blocks the electron 
transport chain which results in excessive 
production of ROS. 

It is well established that oxidative stress 
leads to increased concentration of iron 
following hemolysis and attack of transport 
proteins by ROS [20]. This increase in iron 
concentration (Fig 3.A) allows the 
mobilization of intracellular Ca2+ [21]. 

In fact, iron stimulates the production of the 
hydroxyl radical, following the Fenton 
reaction, resulting to activation of xanthine 
oxidase which causes elevation Ca2+ levels 
[22]. This is consistent with our results 
showing an increased cellular concentration 
of iron and Ca2+ in the testes of rats 
subjected to oxidative stress caused by 
cisplatin. 
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However, pretreatment of animals with 
GSSE or U. rigida followed by an injection 
of cisplatin and then a post-treatment with 
these extracts shows a very significant 
decrease in the Ca2+ and iron levels in the 

two groups compared to the rats treated with 
cisplatin alone. 

3.4 Effect of treatments on the activity of 
antioxidant enzymes 

 

 

 

 

 

 

 

Figure.4: Effect of GSSE, U.rigida and cisplatin on testis antioxidant enzyme activities. 

Rats were regulary administered with 10% ethanol (C), GSSE, U.rigida, Cisplatin (Cis), U.rigida plus 
Cisplatin (Cis/U.rigida) or Cisplatin plus GSSE (Cis/GSSE) for 7 days and testis free iron (Fig. 3a) and 
calcium (Fig. 3b) levels were outlined.  

Results are described as means ±S.E.M. (n=5). ** p < 0.01 where lot where compared with control (C). §§ 
p < 0.01 where lots where compared with cisplatin (Cis). 

In another part of our work, we followed the 
behaviour of the defensive enzymatic 
antioxidant in the presence of cisplatin and 
extracts of GSSE and U. rigida. The SOD 
and CAT are the first lines of defence 
against the toxic effects of ROS. Our results 
show that the activity of the SOD is largely 
stimulated at the level of testes of rats treated 
with cisplatin. It could be postulated that 
apart oxidative stress, the cells sought 
enzymatic defence. This issue does not agree 
with other results which showed a low 
activity of antioxidant enzymes including 
SOD [23]. Cisplatin upregulated SOD 
activity (Fig4.A) compared to control but 
decreased CAT (Fig4.B). Concerning CAT 
activities, cisplatin treatment appears to 

disrupt its operation. This disturbance can be 
explained by the alteration of the structure of 
this enzyme. We noticed that the use of 
extracts from GSSE or U. rigida in pre-
treatment by cisplatin and then post-
treatment is not followed by the stimulation 
of the activity of the SOD. This suggests that 
these extracts can protect cells against stress 
oxidative so that the cells did not find the 
need to strongly stimulate the enzymatic 
defense to protect against oxidative stress- 
induced by cisplatin. In view of the activity 
of catalase, the treatment with the extracts 
makes it possible to recover an activity 
comparable to that measured in control rats. 
This proves the protective effect of the 
extracts against the alteration of catalase 
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structure by the oxidative stress generated by 
cisplatin. 

3.5 Overview of the effect of the extract of 
GSSE and U.rigida against oxidative 
stress product’s  

Treatment with the extract of GSSE or U. 
rigida protects against damage oxidative 
stress induced by cisplatin. It has been 
shown that the treatment of rats by these 
extracts decreases the production of the 
superoxide anion, one of the radicals 
responsible for the damage caused by 
oxidative stress. In addition, it has been 
shown that extracts of U. rigida or GSSE are 
able to protect lipids and cellular proteins 
from damage oxidative effects induced by 
oxidative stress. These results highlight the 
antioxidant potential of these extracts. In this 
context, work has revealed that the GSSE 
can protect against oxidative stress thanks to 
its power to trap ROS [4]. Even; Tian et al., 
(2018) [24] have shown that grape extracts 
have the ability to mitigate oxidative stress 
and to protect against inhibition of 
testosterone synthetase caused by cisplatin in 
the testes. Regarding U. rigida, previous 
work is done in our laboratory clearly 
demonstrate that this seaweeds possess a 
strong antioxidant power linked to the 
richness of its extracts in proteins, in 
compounds, phenolic and polysaccharides 
known for their remarkable antioxidant 
capacities [3, 12]. In addition, studies carried 
out in the laboratory showed that extracts of 
the seaweeds protect the cells against 
apoptosis induced by oxidative stress [25]. 
Moreover, our study reveals that extracts 
from the GSSE and U. rigida are devoid of 
any toxicity and has a high content of 
proteins, lipids, minerals and vitamins that 
have encouraged its extensive use as a 
dietary supplement for humans and animals 
[12, 26]. 

 

4. Conclusion and Perspectives 

Ultimately, all of this work contributes to the 
understanding of the molecular and cellular 
mechanisms involved in the toxicity of 
cisplatin on healthy cells during 
chemotherapy, and the beneficial antioxidant 
role of GSSE and U.rigida's extracts against 
this toxicity. These results strongly 
encourage the use of GSSE and U.rigida as 
an alternative to the use of molecules 
derived from chemical synthesis whose side 
effects are undesirable and often complicate. 

In the perspective of this work, we will 
highlight the sterility and / or the decrease of 
fertility observed in rats treated with 
cisplatin. We will propose by biochemical 
and histological approaches to follow the 
effect of cisplatin on spermatogenesis and 
sperm mortality and to look for a protective 
effect in the extracts of GSSE and / or U. 
rigida. 
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Using PSO and Genetic Algorithms to Optimize ANFIS Model for 

Forecasting Uganda’s Net Electricity Consumption 

 

Abdal KASULE*1, Kürşat AYAN2  

 

ABSTRACT 

Uganda seeks to transform its society from a peasant to a modern and largely urban society by 
the year 2040. To achieve this, electricity as a form of modern and clean energy has been 
identified as a driving force for all the sectors of the economy. For this reason, electricity 
consumption forecasts that are realistic and accurate are key inputs to policy making and 
investment decisions for developing Uganda’s electricity sector. In this study, we present an 
ANFIS long-term electricity forecasting model that is easy to interpret. We use the model to 
forecast Uganda’s electricity consumption. The ANFIS model takes population, gross domestic 
product, number of subscribers and average electricity price as input variables and electricity 
consumption as the output. We use particle swarm optimization (PSO) algorithm and genetic 
algorithm (GA) to optimize the parameters of the model. A forecast accuracy of 94.34% is 
achieved for GA-ANFIS, while 90.88% accuracy is achieved for PSO-ANFIS as compared to 
87.79% for multivariate linear regression (MLR) model. Comparison with official forecasts 
made by Ministry of Energy and Mineral Development (MEMD) revealed low forecast errors.  
Keywords: Electricity consumption forecasting, Adaptive Neuro-Fuzzy Inference System, 
Genetic algorithm, Particle swarm optimization algorithm, Uganda. 
 

1. INTRODUCTION 

The national vision statement, “A Transformed 
Ugandan Society from a Peasant to a Modern and 
Prosperous Country within 30 years” was approved 
by the cabinet of Uganda in the year 2007. Through 
consultations with stakeholders, the National 
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3 http://npa.ug/wp-content/themes/npatheme/documents/vision2040.pdf accessed on 3rd-Sept-2016 

Planning Authority (NPA) developed the Uganda 
Vision2040 3  to operationalize this Vision 
statement and it was launched on 18th April 2013. 
To achieve the required transformation, electricity 
as a form of modern energy is identified as a driving 
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force, not only for industrial and commercial 
sectors but also for domestic and transport sectors 
among others. Presently the mostly used source of 
energy in Uganda is traditional biomass (wood and 
charcoal) and this comprises 88.8% of the total 
energy use. It is used in both rural and urban areas 
for heating and cooking. Electricity is mainly hydro 
and contributes only 1.7% of the total energy use. 
Only 20% of Uganda’s population have access to 
electricity (MEMD4, annual report 2015). Despite 
the low energy access rates, electricity supply is 
still of poor quality. It is characterized by blackouts, 
deficiencies in supply leading to load shedding. It 
is estimated that a total of 41,738 MW of electricity 
will be required by the year 2040 for 80% of the 
total population to have access to electricity at 
3,668kWh electricity per capita consumption. In 
light of the above, the Power Sector Investment 

Plan (2009-2030) was reviewed and the results of 
the review were presented in the Demand Forecast 
Report 2015. The Demand forecast report 
forecasted electricity consumption from 2015 up to 
2040. The objective of both studies was to “provide 
adequate and reliable power based on the demand 
to spur Uganda’s economic development”. The 
findings of the two studies are now used as basis 
for decision making regarding planning and 
investment in Uganda’s electricity sector. The 
situation has not changed much though and the 
forecasted consumption in the Demand Forecast 
Report has not been realized. We note that there is 
a very big difference between the forecasted values 
for all forecast scenarios in the Demand forecast 
report and the observed consumption for the years 
2015-2017 as shown in Table 1 below.

Table 1.  

Percentage relative errors between actual consumption and MEMD forecasts for the different forecast scenarios. 
Year Actual Consumption 

(GWh) 

Forecasts (GWh) % Relative errors 

Low case  Base case High case Vision 2040 Low case  Base case High case Vision 2040 

2015 3,219 4,407 4,645 5,082 25,506 36.9 44.3 57.9 692.4 

2016 3,489 5,451 6,665 8,193 31,090 56.2 91.0 134.8 791.1 

2017 3,715 5,853 7,114 8,815 37,035 57.6 91.5 137.3 898.9 

Source: Uganda Bureau of Statistics, Demand Forecast Report 2015. 

In Table 1, “Actual Consumption” is the recorded 
electricity consumption for the corresponding year 
in GWh, “Low case”, “Base case”, “High case” and 
“Vision 2040” are MEMD electricity forecast 
scenarios developed for different annual growth 
rates of Uganda’s economy. Since the forecasts 
were intended for planning purposes in the power 
sector, the big difference between the forecasted 
and observed consumption are misleading. These 
big differences can lead to inadequate planning and 
place more burden on the electricity generation and 
production costs. The result is inappropriate 
investment decisions for the country’s energy 
systems and electricity sector in particular. For this 
reason, there is need for alternative forecasts with 

                                                             
4 Ministry of Energy and Mineral Development 

much lower deviations from the actual 
consumption in order to make appropriate 
investment decisions. Various techniques and 
methods have been used to forecast electricity 
consumption. Among the most popular techniques 
is regression analysis which is based on 
formulation of mathematical relationships between 
independent and dependent variables. However, in 
cases where the mathematical relationships are not 
known or hard to formulate it becomes a challenge 
and in such cases appropriate and effective models 
are hard to build. To avoid the above limitations of 
regression analysis, we propose an Adaptive 
Neuro-Fuzzy Inference System (ANFIS) model to 
forecast electricity consumption as an alternative 
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solution. ANFIS can be used to build models whose 
mathematical relationships are hard to formulate or 
not known. For such cases, ANFIS modelling’s 
only requirement is to provide independent 
variables (inputs) and dependent variables (targets) 
data, specify ANFIS parameters such as 
membership functions, a learning algorithm and 
through a training process ANFIS learns the 
relationships between the suggested inputs and 
targets. In this study we present an easy to interpret 
as well as accurate ANFIS model to forecast 
Uganda’s electricity consumption with low forecast 
errors between the actual and forecasted 
consumption. We use population, gross domestic 
product, number of subscribers and average 
electricity price as inputs (independent variables) 
and electricity consumption as the target 
(dependent variable). Traditionally ANFIS 
parameters have been optimized using back 
propagation and a hybrid algorithm of least squares 
and back propagation algorithms. These algorithms 
are gradient based and are often trapped in local 
minima. Genetic algorithm (GA) and particle 
swarm optimization (PSO) algorithm are 
population based algorithms and have been widely 
used when it is difficult to obtain derivatives [1]. 
Thus in a bid to avoid the scenario of being trapped 
in local minimum we use GA and PSO to tune the 
parameters of ANFIS forecasting model. We 
compare results with official MEMD forecasts and 
a multivariate linear regression (MLR) model that 
uses the same variables as independent and 
dependent variables. The novelty of the study is to 
provide forecasts that are realistic with less forecast 
errors between the actual and forecasted 
consumption. These forecasts will help in 
formulation of appropriate investment decisions 
and policies in regard to electricity generation, 
transmission and distribution planning and 
expansion. These decisions and policies will help 
Ugandan society transform from a peasant to a 
largely urban and industrialized society as outlined 
in the Uganda Vision 2040.  

The rest of the paper is organized as follows; in 

section 2 we present related and methods and 
materials in section 3. In section 4 we discuss the 
results and we give a conclusion in section 5. 

2. RELATED WORK 

ANFIS has been used in many fields such as control 

systems, image processing, time series forecasting, 

and load forecasting. For example [2] developed 

ANFIS by hybridizing subtractive clustering 

technique with GA and applied it to forecast 

electricity consumption for the Iranian industrial 

sector. The GA was used to find the optimum value 

of cluster radius which guaranteed the minimum 

number of rules and error. For both accuracy and 

the number of rules, the hybrid approach performed 

better than the conventional ANFIS based on gird 

partitioning, fuzzy c-means, and subtractive 

clustering. A hybrid PSO-ANFIS approach for 

short term wind power prediction in Portugal is 

used in [3]. The parameters of membership 

functions were tuned using PSO algorithm to lower 

the error between the observed and predicted wind 

power. A hybridized ANFIS, computer simulation 

and time series algorithm was used with monthly 

electricity consumption in Iran from 1995 to 2005 

to predict electricity consumption [4]. A novel 

genetic-based adaptive neuro-fuzzy inference 

system (GBANFIS) for short-term load forecasting 

expert systems and controllers is presented in [5]. 

GA is first used to find the most suitable feature of 

inputs to construct the model and at a later stage GA 

is used optimize weights among rules. GBANFIS 

is used to forecast Iranian monthly energy demand 

and shows better results when compared to 

regression, GA, simulated-based GA, Artificial 

Neural Network (ANN), simulated-based ANN, 

fuzzy decision tree, and simulated-based ANFIS 

approaches. In [6] fuzzy sets were used to 

investigate the effect of weather, time, historical 

data, and random disturbances on load forecasting 

during the generation process. After the 
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investigation, they predicted Jordanian short term 

loads for generation scheduling and unit 

commitment decisions. A scaled conjugate gradient 

algorithm (CGA) and back propagation (BP) 

algorithm was used to train ANN and evolving 

fuzzy neural network (EFuNN) to predict 

electricity demand in the State of Victoria, 

Australia [7]. They conclude that the performance 

of neuro-fuzzy system was better than that of neural 

networks and Autoregressive Integrated Moving 

Average (ARIMA) models. The number of 

customers connected to the electricity distribution 

network, the temperature and the precipitation of 

rain are used in [8] as exogenous variables for 

Seasonal autoregressive integrated moving average 

with exogenous variables (SARIMAX) and ANFIS 

models to forecast electric load time series. The 

ANFIS model gave lower forecast error values than 

the SARIMAX model. Hence concluded that 

ANFIS model performed better than SARIMAX 

model for electric load time series forecast. [9] 

combined Back Propagation (BP) neural network, 

Adaptive Network-based Fuzzy Inference System 

(ANFIS) and Difference Seasonal Autoregressive 

Integrated Moving Average (diff-SARIMA) to 

forecast short-term electricity consumption. BP and 

ANFIS were able to deal with the nonlinearity of 

the data, and diff-SARIMA dealt with linearity and 

seasonality in the data. Though the forecasting 

results of the combined method had reduced errors 

and better accuracy than the individual methods, 

ANFIS model showed better forecast results among 

the individual methods. An ANFIS based model for 

solving the medium term electric load-forecasting 

using time series monthly data is presented by [10]. 

Comparison with Autoregressive (AR) and an 

Autoregressive Moving Average (ARMA) models 

showed that the ANFIS model’s results were better 

than those of AR and ARMA models. Using 

weather data, [11] developed and compared linear 

regression, artificial neural networks and ANFIS 

models for load prediction and found that ANFIS 

model gave more accurate results. For Canada’s 

Ontario province, [12] used ANFIS to model 

electricity demand using data from the year 1976-

2005. The inputs to the model were population, 

gross domestic product, number of employment, 

dwelling count, hottest and coldest temperatures of 

the day. Their results showed that employment 

affected electricity demand most. ANFIS was used 

for next week electric load forecasting [13]. The 

input variables consisted of half hour weekly load 

time series data. Similarly [14] used ANFIS to 

model and predict electricity demand using 

population, Gross Domestic Product (GDP), Gross 

National Income (GNI), imports and exports data 

for India. short-term load forecasting models using 

fuzzy logic and ANFIS were developed in [15]. 

They used historical load, temperature and season 

as input variables. Forecasting ability of ANFIS 

model is demonstrated in [16] and is applied to 

regional electricity loads in Taiwan. A neurofuzzy 

methodology using historical energy data for load 

prediction to estimate the energy consumption for 

several future years is presented in [17]. Jordanian 

industrial sector electricity consumption was 

modeled and predicted using MLR and neuro-fuzzy 

models [18]. The variables used in these models 

were electricity tariffs, fuel prices, production 

outputs, capacity utilizations, number of 

establishments, number of employees, and 

structural effects. A comparison of the models 

using the root mean squared error showed that the 

neuro-fuzzy model performed better than the MLR 

model. [19] presented a deep neural network 

algorithm for short-term load forecasting. The 

algorithm describes two main processes i.e. feature 

extraction and load forecasting. Feature extraction 

is performed by convolution layers and pooling 

layers. The forecasting process is performed when 

Pooling3 layer is flattened into one dimension to 

construct a fully connected structure to the output 
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layer. The experiment results show that the 

proposed algorithm displays very high forecasting 

accuracy in comparison with Support Vector 

Machines, Random Forests, Decision Trees, Multi-

Layer Perceptron and Long Short Term Memory 

that are commonly used in load forecasting. 

Youshan and Qi [20] proposed and utilized a 

Regressive Convolution Neural Network (RCNN) 

model to extract features from data. The extracted 

features are used to train a Regressive Support 

Vector Machine (SVR) to predict the electricity 

consumption. Results show that the forecasting 

accuracy of the proposed approach is high 

compared to BP neural network and SVM. Youshan 

et al [21] using historical data proposed a modified 

particle swarm optimization-back propagation 

neural network model to forecast electricity 

consumption for a mineral company of Anshan in 

China. Comparison of the proposed algorithm’s 

convergence and forecast accuracy with Back 

Propagation, PSO and fuzzy neural network 

showed better results. 

3. METHODS AND MATERIALS 

Our goal is to model Uganda’s net electricity 
consumption using ANFIS. The model structure 
should be easy to interpret at the same time exhibit 
a significant level of forecasting accuracy. We train 
the model (optimize the parameters of input and 
output membership functions) and use the 
optimized/trained ANFIS model to forecast 
Uganda’s long-term net electricity consumption. 
We take socio-economic variables as inputs to the 
model and electricity consumption as the output. In 
general, forecasting approaches and methodologies 
aim to minimize the error term between the 
observed/actual and the forecasted values. 
Therefore all forecasting methods use some form of 

                                                             
5  api.worldbank.org/v2/en/indicator/SP.POP.TOTL?downloadformat=excel retrieved 

on 12-Sept-2017 

6  api.worldbank.org/v2/en/indicator/NY.GDP.MKTP.CD?downloadformat=excel  

error function (loss function) as the objective 
function. Commonly used error functions include 
sum of squared errors (SSE), mean square error 
(MSE), root mean square error (RMSE) and mean 
absolute percentage error (MAPE). In this study we 
use MSE, Eq. (1) as the objective function for the 
training algorithm. 
 

min 𝑓 = ∑( 𝑌 − 𝑌 )     (1)  

 
where 𝑌  is the observed consumption (target) 

and 𝑌  is the computed consumption 

using ANFIS model (output) for the observed 
period.  

3.1. Dataset  

Electricity consumption is affected by many factors 
such as weather, socio-economic and demographic 
factors. Weather factors normally affect short term 
electricity consumption while socio-economic and 
demographic factors affect long term electricity 
consumption. In this study the dataset comprised of 
historical data for electricity consumption as the 
dependent variable, and socio-economic factors i.e. 
population, gross domestic product (GDP), total 
exports, total imports, total number of electricity 
subscribers/customers (residential, commercial and 
industrial consumers), and average electricity price 
as independent variables from 1990 to 2016. 
Population and GDP data was obtained from the 
world bank population 5  and GDP 6  data APIs, 
electricity consumption, number of subscribers and 
electricity prices data was obtained from the 1997 
statistical abstract of the Ministry of planning and 
economic development, Uganda Bureau of 
Statistics statistical abstracts7 from 2002 to 2016 
and Electricity Regulatory Authority8 of Uganda. 

retrieved on 12-Sept-2017 

7 www.ubos.org/publications/statistical-abstract last accessed 10th-Sept-2017 

8 www.era.or.ug/index.php/statistics-tariffs/tariffs, last accessed 10th-Sept-2017 
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3.2. Overview of Adaptive Neuro-Fuzzy 
Inference System (ANFIS) 

ANFIS is a combination of neural networks and 
fuzzy systems. The fuzzy system component 
defines the membership functions while the neural 
network component is used to automatically extract 
fuzzy rules from numerical data and adaptively 
tunes the parameters of the membership function 
through a learning process. ANFIS was introduced 
in 1993 as a basis for constructing “IF-THEN” 
rules to map the input to output space through 
appropriate membership functions [22]. Jang’s 
work is an extension Takagi and Sugeno’s 1985 
work on fuzzy identification and modelling of 
systems [23]. Fuzzy “IF–THEN” rules also define 
the relationship between ANFIS’s premise and 
consequent parameters [1]. Each rule describes a 
local behavior of the mapping. In the Sugeno fuzzy 
model, a basic fuzzy rule is represented as;  
IF 𝑋  is 𝑎  and 𝑋  is 𝑎  and 𝑋  is 𝑎  and 
𝑋  is 𝑎  THEN 𝑌 = 𝑓(𝑋 , 𝑋 , 𝑋 , 𝑋 ),  
where  𝑋 ,  𝑋 , 𝑋  and 𝑋  are fuzzy sets in the 
antecedent inputs (influential variables) and 𝑌 is a 
crisp function representing the output (electricity 

consumption). Inputs and outputs in ANFIS are 
represented by membership functions. The type and 
number of membership functions, number of inputs 
and outputs and the number of rules determines the 
number of parameters to be tuned/optimized 
through a learning process. Fuzzy rules are 
generated from the input space through a 
partitioning process. Commonly used partitioning 
processes are grid partition, subtractive clustering 
and fuzzy c-means clustering. Each of these 
partitioning processes have advantages and 
disadvantages; such as complexity of the rules and 
computation time among others. In this study we 
use fuzzy c-means clustering as a partitioning 
process to reduce the complexity and number of 
rules and parameters to be optimized. The fuzzy c-
means clustering allows data points to belong to 
multiple clusters and it is identified by a 
membership value in each cluster. The membership 
value of each data point in cluster is specified by a 
membership function on the basis of its distance 
between the cluster’s center and the data point. 
ANFIS structure with four inputs and one output 
used in this study is shown in Figure 1 below.   

 

 
Figure 1 ANFIS structure with four inputs and one output 

In layer 1, we have inputs and their membership 
functions µ𝐴(𝑥). Nodes in this layer are adaptive, 

i.e. the parameters are changed during the training 
process. The outputs of each node is of the form 
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𝑂 , =  µ𝐴 (𝑥), a result of computing membership 
functions. 

Commonly used membership functions include 
generalized bell, Gaussian, triangular, and 
trapezoidal functions. We use the Gaussian 
function for the input membership functions as 
shown in Eq. (2) below. 
 

µ𝐴(𝑥 ) = exp {
( )

}       (2)  

 
where 𝑐  and 𝜎  are called premise parameters. 
These parameters are adjusted through a learning 
process to get an optimal state of ANFIS. In layer 2 
the rules are formed. The output of layer 2 is the 
firing strength 𝑤  of each rule. The firing strength 
is a product of membership functions in layer one, 
mathematically the output of each node in layer 2 
can be expressed as Eq. (3) below. 
 
𝑂 , = 𝑤 = µ𝐴 (𝑋 )µ𝐵 (𝑋 )µ𝐶 (𝑋 )µ𝐷 (𝑋 ), 𝑖 =

1,2,3,4.            (3)  
 
where 𝑋 , 𝑋 , 𝑋  𝑎𝑛𝑑 𝑋  are the inputs.  
In layer 3, the firing strength of each rule is 
normalized using Eq. (4) below. 
 

𝑂 , = 𝑤 =  
∑

        (4)   

 
The next layer defines the output membership 
functions, for this study we Sugeno fuzzy model 
that uses linear functions shown in Eq. (5) as 
membership functions. 
 
𝑓 = 𝑝 𝑥 +  𝑞 𝑥 + 𝑟 𝑥 + 𝑠 𝑥 + 𝑡 , 𝑖 = 1,2, 3, 4. (5) 
 
where 𝑝 ,  𝑞 ,  𝑟 , 𝑠 , 𝑡  are called consequent 
parameters and 𝑥  are the inputs. Like the premise 
parameters in layer 1, consequent parameters are 
also adjusted through a learning process to get an 
optimal ANFIS model. The normalized firing 
strength of each rule is applied on the 
corresponding output membership function to get 

the output of each rule as shown in Eq. (6) 
 
𝑂 , =  𝑤 𝑓 =  𝑤 (𝑝 𝑥 +  𝑞 𝑥 + 𝑟 𝑥 + 𝑠 𝑥 +

𝑡 ), 𝑖 = 1,2,3,4.         (6)  
 
The final output of layer 5 is a summation of all 
incoming signals of the firing strengths and output 
membership functions as shown in Eq. (7).  
 
𝑂 , = ∑ 𝑤 𝑓 =   ∑ 𝑤 (𝑝 𝑥 +  𝑞 𝑥 + 𝑟 𝑥 +

𝑠 𝑥 + 𝑡 )           (7)  

3.3. Overview of Particle Swarm Optimization 
(PSO) algorithm 

Developed in 1995 by Eberhart and Kennedy, PSO 
algorithm is a computational intelligence technique 
that gets inspiration from the social behavior of a 
flock of birds or a school of fish. PSO algorithm 
originates from artificial life, social psychology, 
computer and engineering science. The swarm 
intelligence concept as used in PSO algorithm 
applies the collective behavior of agents that locally 
interact with their environment to create global 
functional patterns that are coherent [24].  A 
population of random solutions is used to initialize 
PSO algorithm and search for optimal solution is 
done by updating the positions of the particles at 
each successive iteration using Eq. (8).  
 
𝑥 = 𝑥 + 𝑣         (8)  
 
In Eq. (7) 𝑥  is the new position, 𝑥  is the 
previous position and 𝑣  is the updated velocity. 
Velocity is updated using Eq. (9). 
 

𝑣 =  𝑣 + 𝑐 𝑟𝑎𝑛𝑑 𝑝𝑏𝑒𝑠𝑡 − 𝑥 +

𝑐 𝑟𝑎𝑛𝑑 (𝑔𝑏𝑒𝑠𝑡 − 𝑥 )       (9)  
 
In Eq. (8), 𝑐  and 𝑐  are social and cognitive 
coeeficients, 𝑟𝑎𝑛𝑑  and 𝑟𝑎𝑛𝑑  are random 
numbers uniformly distributed in the [0, 1] interval. 
A user defined fitness function is used to derive 
particle and global best positions. Every particle’s 
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movement at each iteration evolves to an optimal 
or near-optimal solution. The process is repeated 
until improved positions that satisfy a set criteria 
are discovered.  
 

3.4. Overview of Genetic Algorithm (GA) 

GA is a stochastic optimization technique based on 
evolution of biological processes. GA starts with a 
random initialization of solutions in the search 
space, this initial set of solutions is called a 
population. Using genetic operators, the population 
is improved over multiple iterations until a 
specified stopping criteria is reached. The basic 
operators of GA are selection, crossover and 
mutation. Selection is used to choose individuals 
for reproduction. The selection procedure is based 
on the probability of fitness of individuals with in 
the population. The higher the fitness of an 
individual, the higher the probability of being 
selected. Selection probability is calculated based 
on the Eq. (10) below. 
 

𝑃 =
∑

        (10) 

 
𝐹  in Eq. (9) is the fitness value of solution 𝑖, and 
𝑛  is the population size. Common selection 
procedures are roulette wheel selection, fitness 
ranking and tournament selection. After the 
selection procedure, crossover operator is applied 
to the selected individuals. Using a crossover rate 
genetic material of two or more solutions is 
combined to form a better solution. The mutation 
operator is used to create diversity in the new 
population to enable a wider search space.  

3.5. ANFIS model for long term electricity 
consumption forecasting 

ANFIS model for long term electricity forecasting 
is modeled based on the Sugeno fuzzy inference 
system. It takes four inputs i.e. population, gross 
domestic product, number of subscribers and 

electricity price and the output is electricity 
consumption. The model was implemented using 
MATLAB 2017 on a dual core processor with 4GB 
of RAM. The structure of ANFIS model is shown 
in Figure 2. 

 

Figure 2 ANFIS model for electricity consumption 

forecasting 

The Gaussian function has only two parameters to 
tune as opposed to three for the triangular, and four 
for the trapezoidal function. Because of the limited 
data available, we choose the Gaussian function for 
the membership functions of inputs in order not to 
have many premise parameters to optimize. 
Because the more the parameters to optimize 
become the more data is needed. More so [25] 
examined the four mostly used membership 
functions on the performance of ANFIS while 
solving various classification problems and 
concluded that the Gaussian membership function 
demonstrated higher degree of accuracy with lesser 
computational complexity as compared to its 
counterparts. The linear function is used for output 
membership function. Interpretability of ANFIS 
relates to its structure. Thus to easily interpret an 
ANFIS model we look at the number and structure 
of “IF-THEN” rules, and the number of input 
variables i.e. the smaller the number of rules and 
the less number of input variables, the easier it is to 
interpret the ANFIS model. Accuracy on the other 
hand relates to how precisely an ANFIS model can 
correctly estimate the modeled system. Accuracy is 
usually measured as a percentage [26]. The higher 
the percentage the more accurate an ANFIS model 
is. In order to achieve interpretability, we used 
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fuzzy c-means clustering to divide our dataset into 
four clusters, each cluster containing inputs and 
their corresponding outputs. One rule is generated 

for each cluster, giving a total of four rules as 
shown Figure 3 below. 

 

Figure 3 ANFIS rules 

In the rules above in1=population, in2=gross 
domestic product, in3=number of subscribers, 
in4=average electricity price and out1=electricity 
consumption. Similarly “inX is inXclusterY” means 
input X in cluster Y, and “out1 is out1clusterY” 
means output 1 in cluster Y. Each input is defined 
by four membership functions and each output is 
defined by one membership function. The number 
of tunable parameters for each input is eight (2x4=8) 
and each output has five (5) parameters, giving a 
total of thirteen (13) tunable parameters for each 
cluster. For all the four clusters the total number of 
parameters is fifty two (52). A learning algorithm is 
used to tune the parameters of ANFIS through a 
learning process. In this study we use PSO 
algorithm and GA as learning algorithms to tune the 
parameters of ANFIS.  

3.5.1. Training ANFIS with PSO algorithm and 
GA 

The training process by a learning algorithm tunes 
the parameters of the membership functions to 
construct a mapping and learn relationships 
between inputs and outputs.  

 

Figure 4 Pseudo code for the main procedure for 

training ANFIS 

In this study we use PSO algorithm and GA to tune 
membership functions’ parameters of inputs and 
polynomial coefficients of output of the ANFIS 
model shown in Figure 2. The pseudo code for the 
main procedure for training the model is shown in 
the Figure 4 above. In PSO-ANFIS and GA-ANFIS 
models, ANFIS is considered as particle or 
individual representing a potential solution to the 
optimization problem. The premise and consequent 
parameters of ANFIS are the dimensions of the 
problem. The data set was divided randomly into a 
training and a testing data set in the ratio 0.7:0.3. 
The parameters of PSO algorithm and GA were set 
as follows, population size=100, maximum number 
of iterations=1000, lower and upper bound interval 
[-10, 10], 𝑐 = 𝑐 = 2.1, crossover rate=0.7 and 
mutation rate=0.15. The algorithm evaluates the 
objective function defined in Eq. (1) until a 
stopping criteria or maximum number of iterations 
is reached. The 𝑌  is regarded as the target 

and the 𝑌  is the ANFIS output at each 

every iteration.  

3.6. Model performance assessment 

To assess the forecasting ability and accuracy of 
PSO-ANFIS and GA-ANFIS we use the root mean 
square error (RMSE) and mean absolute percentage 
error (MAPE). The lower the values the better the 
forecasting ability. RMSE and MAPE are 
calculated using the formulas below. 
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Table 2 

RMSE and MAPE values to assess the performance of models  

PSO-ANFIS forecast GA-ANFIS forecast MLR  

RMSE MAPE (%) RMSE MAPE (%) RMSE MAPE (%) 

1.4707 9.1164 0.8977 5.6543 1.6490 12.2135 

𝑅𝑀𝑆𝐸 = ∑(𝑌 − 𝑌 )     (11) 

𝑀𝐴𝑃𝐸 =  ∑ |
)

| ∗ 100    (12)                                                         

In Eqs. (11) and (12), 𝑁  is the number of 
observations, 𝑌  is the observed electricity 

consumption and 𝑌  is the forecasted 

electricity. To use the trained ANFIS model to 
forecast electricity consumption, forecasted input 
variables obtained using multilayer perceptron 
network for time series forecasting were used [27]. 

4. RESULTS AND DISCUSSION 

The objective of this study was to propose ANFIS 
forecast model as an alternative approach to 
Uganda’s electricity consumption forecasting. By 
taking social economic factors that influence 
electricity consumption as inputs to ANFIS model, 
we were able to train the model using PSO and GA. 
The proposed model is not only easy to interpret, it 
also gives low forecast errors. ANFIS models are 
generally complex black box models and not 
always easy to interpret because of the so many 
inputs and many number of rules. We managed to 
reduce this complexity to make our model easy to 
interpret by taking only four inputs. Using FCM, 
our inputs were divided into four clusters and four 
rules. Each rule takes  number of customers, 
electricity prices, GDP and population as inputs in 
each cluster, passes the input to either PSO or GA 
training algorithm and gives electricity 
consumption as the output. The training process 
was done a number of times and each time the 
values of RMSE and MAPE were recorded. The 

target was to get the best (lowest) values of RMSE 
and MAPE. The best RMSE and MAPE values for 
both algorithms are shown in the Table 2. From 
Table 2, GA-ANFIS gives lower values for both 
RMSE and MAPE than both PSO-ANFIS and 
MLR models. The forecasting accuracy of a model 
is a common parameter that is used to determine 
how good or bad a forecast model is. This 
parameter is usually measured as a percentage. A 
high forecasting accuracy indicates a good model. 
On the other hand a low forecast accuracy means a 
bad model. In this study, we use MAPE to measure 
the percentage error in the forecast, hence 
subtracting this error from one hundred gives the 
forecast accuracy of the model. As shown in Table 
2, GA-ANFIS model gives a forecast accuracy of 
94.3457% compared to that of 90.8836% for PSO-
ANFIS and 87.7865% for MRL model. We can say 
that GA-ANFIS is a better forecasting model than 
PSO-ANFIS forecasting model and MRL model. 
The optimized ANFIS models after training are 
shown in Figures 5 and 6 below.  

 

Figure 5 ANFIS model optimized using GA 
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Figure 6 ANFIS model optimized using PSO algorithm 

Using these optimized GA-ANFIS and PSO-
ANFIS we forecast Uganda’s electricity 
consumption from year 2015 up to year 2040. The 
forecasted consumption along with the actual 
consumption, MEMD base case and Vision 2040 
scenario forecasts and regression model forecasts 
are shown in Table 3. As expected each model 
shows a general increase in electricity consumption 
from 2015 up to 2040. As the consumption 
increases, the error between the actual and 
forecasted consumption also increases though not 
to a bigger magnitude as that of the MEMD 
forecasts. For planning purposes this error is 
manageable. The graph in Figure 7 show the 
forecasts. The percentage relative errors of our 

forecasts in comparison to the MEMD forecast for 
the years 2015, 2016 and 2017, are very low while 
those MEMD and regression model are very high, 
especially those for Vision 2040 forecast as Table 4. 

5. CONCLUSIONS 

Uganda’s development goals as stated in Uganda 
vision 2040, identify electricity as a key variable in 
the development process. Therefore, planning in 
the electricity sector should be emphasized more 
than ever before. One of the critical inputs to the 
planning process is realistic and achievable forecast 
targets. In this study we have modelled Uganda’s 
electricity consumption forecasting using ANFIS 
and tuned the parameters of the model using PSO 
algorithm and GA. The ANFIS model takes four 
socio-economic variables as inputs and electricity 
consumption as output. From the results of the 
study we can make the following conclusions; 

i. Based on the RMSE and MAPE values as 
shown in Table 2, the results indicate that 
the GA-ANFIS model a better model as 
compared to the PSO-ANFIS and MRL 
models.

Table 3  

Comparison of forecast results and MEMD forecast report 

Year Actual Consumption 

(GWh) 

MEMD Forecast (GWh) MLR Model 

(GWh) 

PSO-ANFIS 

(GWh) 

GA-ANFIS 

(GWh) Base case Vision 2040 

2015 3,219 4,645 25,506 3,854 3,219 3,269 

2016 3,489 6,665 31,090 4,416 3,780 3,637 

2017 3,715 7,114 37,035 5,246 4,444 4,284 

2018  7,591 43,358 6,325 5,347 5,099 

2019  8,099 50,077 7,861 6,614 6,264 

2020  8,638 57,214 9,318 7,825 7,358 

2021  9,211 64,790 10,990 9,182 8,629 

2022  9,819 72,825 12,784 10,638 9,997 

2023  10,370 81,344 14,502 12,049 11,298 

2024  10,992 90,370 16,227 13,465 12,602 

2025  11,648 99,927 17,969 14,914 13,906 

2026  12,338 110,033 19,714 16,343 15,228 

2027  13,064 120,723 21,535 17,866 16,579 

2028  13,828 132,026 23,395 19,404 17,966 
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2029  14,632 143,973 25,285 20,947 19,400 

2030  15,453 156,320 27,346 22,728 20,901 

2031  16,289 169,042 29,411 24,395 22,479 

2032  17,138 182,087 31,470 26,102 24,016 

2033  17,994 195,410 33,538 27,797 25,578 

2034  18,857 208,961 35,608 29,458 27,160 

2035  19,721 222,688 37,686 31,201 28,698 

2036  20,584 236,534 39,755 32,880 30,273 

2037  21,441 250,440 41,829 34,623 31,816 

2038  22,289 264,345 43,901 36,310 33,390 

2039  23,124 278,183 45,981 38,056 34,926 

2040  23,941 291,889 48,055 39,751 36,494 

 

Figure 7 Comparison of forecasts 

ii. In regard to easy interpretability we 
managed to model ANFIS with only four 
rules using with four inputs and one output. 
We were able to achieve forecast accuracy 
of 94.3457%, for GA-ANFIS, 90.8836% 
for PSO-ANFIS. Both ANFIS models 
exhibited better accuracy than the MLR 
model whose accuracy was 87.7865%. 

iii. ANFIS model for long term electricity 
forecasting has given more realistic and 

achievable targets as seen in the relative 
errors between the observed consumption 
and ANFIS forecasts in comparison to the 
official forecasts of the Ministry of Energy 
and Mineral Development. 

Results arising from this study provide important 
reference materials for policy makers and utility 
companies to access Uganda’s electricity 
consumption needs and targets in order to align 
them with the national development goals outlined 
in Uganda Vision 2040.  

Forecasting literature suggests that various 
forecasting approaches and methods when 
combined together give better forecast results with 
minimal forecast errors. There are various methods 
to combine forecast methods. As further research, 
we propose that the PSO-ANFIS and GA-ANFIS 
forecast models can combined into one model. 
Results of the combined model can be compared 
with results of the individual models. 

Table 4 

Percentage relative errors 

Year MEMD 
MLR 

ANFIS 

 Base case Vision 2040 PSO-ANFIS GA-ANFIS 

2015 44.30 692.36 19.73 0.00 1.55 

2016 90.48 788.54 26.57 8.03 3.94 

2017 91.49 896.90 41.21 19.62 18.06 
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The Effects of Green Tea Leaf Extract on Cytogenetical and Physiological 
Parameters of Allium cepa L. exposed to Salinity 

 

Dilek ÇAVUŞOĞLU1  

 

 

Abstract 

The aim of this study investigated the effects of 50 mg L-1 green tea leaf extract in decreasing 
harmful effects of 0.175 M salinity stress on the mitotic activity, chromosomal aberrations, 
seedling growth (fresh weight, radicle length and radicle number), micronucleus frequency 
which is the simplest indicator, the most effective of cytological damage and bulb germination 
of A. cepa L. In only green tea leaf extract medium, the radicle length and radicle number of 
bulbs were partially reduced compared to the control bulbs germinated in the distilled water 
medium. While their germination percentage and fresh weight statistically indicated the same 
values. Besides, the mitotic index and chromosomal abnormalities in the root tip meristematic 
cells of Allium cepa bulbs germinated in alone green tea leaf extract medium increased 
compared to germinated control bulbs in the distilled water medium, whereas the micronucleus 
frequency showed statistically the same value compared to the control. In other words, it can 
be said that salt stress significantly inhibited the seedling growth and bulb germination of Allium 
cepa. What’s more, it significantly reduced the mitotic index in the root tip meristems of the 
bulbs and increased the number of chromosomal abnormalities and micronuclues frequency. 
On the other hand, inhibitory effects of salt on the mitotic activity, seedling growth, bulb 
germination, chromosomal abnormalities and micronuclues frequency significantly decreased 
with the application of green tea leaf extract. The germination percentage, radicle lenght, radicle 
number, fresh weight, mitotic index, micronuclues frequency and chromosomal aberrations of 
the seedlings grown in 0.175 M salinity were 23 %, 10.3 mm, 12.7, 7 g, 1.2 %, 13 % and 17 % 
respectively, while these values became 75 %, 13.4 mm, 17.2, 13.8 g, 6.3 %, 9 % and 9.3 % in 
the seedlings treated with 50 mg L-1 green tea leaf extract.   

Keywords: green tea leaf extract, chromosomal aberrations, mitotic index, salt stress, bulb 
germination 
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1. INTRODUCTION 

Saltness is an expanding problem. The soil 
affected by salt is increasing worldwide through 
irrigation vegetation and clearance, both of which 
raise the water table bringing dissolved salts to the 
surface. One of the most serious peripheral factors 
that limit the efficiency of crop plants that have a 
major impact on agricultural productivity is 
defined as salt stress. Saltness on plants has three 
potential leffects: ı) conflict with the intake of 
essential nutrients ıı) reduction of water potential, 
ııı) direct toxicity absorbed by any Cl and Na [1, 
2]. Salinity stress caused is one of the most serious 
environmental factors, which inhibits plant 
development and growth.  Also it decreases crop 
productivity worldwide. Salt has the most harmful 
effect in germination cycle. In many cases, salt 
tolerance increases as long as plant development 
progresses. Plant's reactions to salt; it can vary 
according to the development period in which the 
plant is located, the concentration of salt that the 
stress factor, on the time it affects on the plant of 
salt; it may also vary depending on climate and 
soil properties. Primary cytogenetically effects 
occurring at the beginning of salt stress include 
retarded expansion and cell division [3]. It was 
found that salt had negative effects on plant 
growth and development by preventing the seed 
germination, seedling growth, enzyme activation, 
nucleic acid and protein synthesis and mitosis. On 
the other hand, salt may interfere with growth and 
development by disrupting endogenous hormone 
balance in favor of absicic acid, increasing free 
radical production, and causing changes in the 
morphological and anatomical structures of 
plants. During long-term exposure to salt stress, 
accumulation of salt ions in plant aerial parts via 
the transpiration stream leads to ionic stress [3, 4]. 
To adaptively respond and survive under salinity, 
plants require changes of various cellular, 
physiological and metabolic mechanisms, which 
are controlled by the regulated expression of 
specific stress-related genes through cascades of 
complex regulatory networks [5]. 

Green tea is one of the most ancient consumed 
beverages by over 2/3 of the world population. 
The principal constituents of green tea leaf extract 
(GTLE) are tannins, essential oil and caffeine. 

Green tea leaf extract contains catechin, 
gallaocatechin, epicatechin gallate, epicatechin, 
epigallocatechin, epigallocatechin gallate which 
the most active polyphenol. GTLE has anti-
imflammatory, anti-bacterial, anti-allergenic, 
anti-viral, anti-arthritic, anti-angiogenic, anti-
mutagenic, anti-diabetic, anti-cancer properties, 
neuroprotective, anti-aging (defensive the skin 
from damage arised from ionizing radiation and 
others, increasing collagen volume and assisting 
wound healing/ insect stings), protective effect 
against oxidative damage-dependent diseases (i.e. 
Parkinson, Alzheimer, heart disease, 
atherosclerosis), benefical effect in alcohol 
intoxication, effect of reducing the oxidation of 
food products and extend their shelf life, 
thermogenesis (enhancing weight loss), 
cholesterol-lowering effects, preventive effect of 
tooth decay [6, 7]. 
The Allium cepa bioassay, which was applied in 
this study, has excellent correlation with 
mammalian systems. These bioassay is a fast, 
inexpensive, sensitive method and easily handled 
toxicity test, which has advantages over other 
short-term tests that require previous preparations 
of tested samples. The Allium cepa test facilitates 
testing different toxicity endpoints viz. mitotic 
index, root growth inhibition [8], the 
chromosomal aberrations, nuclear abnormalities 
and occurrence of micronuclei [9]. For this 
reason, Allium cepa was used as a test material in 
this study. There is no study on the influences of 
green tea leaf extract on the seedlings growth, 
bulb germination, chromosomal aberrations, 
mitotic activity and micronucleus frequency 
under saline and normal conditions. Therefore, 
this work was designed to investigate the 
efficiency of green tea leaf extract on the 
chromosomal aberrations, seedling growth, 
micronuclues frequency, bulb germination and 
mitotic activity in Allium cepa L. subject to salt 
stress. 
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2. MATERIALS and METHODS 

2.1. Green Tea Leaf Extract, The Bulb and 
Salt Concentrations  

Uniform and healty  small bulb (Allium cepa L., 
2n=16) that used for the assay were obtained from 
Erdoğan Ekinci Ltd. Şti., Antalya, Turkey.  Green 
tea leaf extract (60 capsules of 380 mg) was 
purchased from Sepe Natural. By a preliminary 
investigation carried out, firstly it was determined 
as 0.175 M salt concentration (tried out 
concentrations of 0.10, 0.125, 0.15, 0.175, 0.20, 
0.225, 0.25, 0.275, 0.30 M) which largely 
preventing the germination of Allium cepa L. 
Then it was designated as 50 mg L-1 green tea leaf 
extract concentration (tried out concentrations of 
1, 5, 10, 20, 30, 40, 50, 100, 200, 300, 400, 500, 
600, 700, 800, 900 and 1000 mg L-1 dose of green 
tea leaf extract) alleviating the adverse effects of 
this salt concentration (0.175 M) on the bulb 
germination and seedling growth. Thus, 50 mg/L 
green tea leaf extract and 0.175 M NaCl (salt) 
concentration used for this study. 

2.2. Germination of the Bulbs 

The germination assay of the bulbs was carried 
out with Allium cepa bulbs, that are 
physiologically homogeneous. Bulbs were 
germinated at incubated at 20˚C in the darkness 
and they were surface-disinfected in 2.5% sodium 
hypochloride solution for ten minutes. Then, they 
washed in ultra-distilled water for 24 hours. For 
germination, 20 bulbs from each treatment group 
were placed in 1700-mL plastic boxes. For 7 
consecutive days, the study included four groups 
of boxes with bulbs:  
 Control (group I), to which bulbs were treated 
with distilled water 
 Group II, to which bulbs were treated with 
alone 0.175 M NaCl  
 Group III, to which bulbs were treated with a 
50 mg L-1 dose of GTLE 
 Group IV, to which bulbs were treated with 
both GTLE (50 mg L-1) and NaCl (0.175 M) 
 
These bulbs into plastic boxes were germinated at 
incubated. When the roots reached about a length 

of ten cm (approximately 7 days after the 
beginning of the assay), their radicle numbers and 
germination percentages were recorded. The 
radicle lengths were measured in mm, 
additionally the fresh weights in g/seedling were 
determined. 

2.3. Cytological Analysis 

For cytological and physiological studies, root 
tips were excised after a few days. Cytological 
preparations pretreated with saturated para-
dichlorobenzene for 4 hrs, carried out by fixation 
of roots in a mixture of 3: ethanol / 1: glacial 
acetic acid at room temperature for 24 hrs. Then 
stored at 70 % ethanol in 4oC until used for 
analyses. Hydrolysis were done by 5 N HCl for 45 
min, root tips were stained using the Feulgen, 
squashed and then smashed in a drop acetic acid 

of 45% [10]. Microscopic slides made permanent 
by mounting in balsame. Mitotic index was 
expressed in percentage by counting cells of 
different mitotic phases in total number of cells. 
Mitotic phases were also expressed as percentage 
of total number of cells. Chromosomal 
aberrations were recorded. The mitotic index was 
calculated by means of this formula, 2,000 cells 
(three slides = 6,000 total cells). 
Mitotic index (%) = Number of cells in mitosis × 
100 / total number of cells 
Observations of counted cells in each application 
groups were performed using an Olympus CX41 
microscope and photographed at X500 
magnification. 

2.4. Statistical Analysis 

Data collected from physiological and 
cytogenetical parameters using the SPSS program 
according to Duncan’s multiple range test in 
triplicate, all statistical analyses were performed 

[11]. 
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3. RESULTS 

3.1. Effects of Green Tea Leaf Extract on the 
Seedling Growth and Bulb Germination 

Table 1 results clearly demonstrate that while 
germination percentage and fresh weight of group 
III showed statistically the same values as control 
(group I), their radicle number and radicle length 
partly decreased according to control bulbs 
germinated in distilled water. 

 

Figure 1. Root tip cells of Allium cepa showing 
germination situations at the end of 7 day. Group I 
(control): distilled water, Group II: 0.175 M NaCl 

alone, Group III: 50 mg L-1 GTLE and Group IV: 50 
mg L-1 GTLE+0.175 M NaCl, Scale bar = 1 cm 

NaCl showed an inhibitory activity on all growth 
parameters examined. For instance, control bulbs 
germinated in distilled water after 7 days showed 
100% germination, whereas this value was 23 % 
in group II bulbs germinated at 0.175 M salinity. 
That is to say, NaCl prevented 77 % Allium cepa 
bulb germination. The restricting effect of NaCl 
stress on the bulb germination markedly mitigated 
by green tea leaf extract (GTLE) application. 
Group IV bulbs treated with GTLE at said salt 
level showed 75 % germination (Fig. 1). In 
addition, GTLE continued its success on the 
seedling growth parameters like fresh weight, 
radicle number and radicle length. Radicle length, 
radicle number and fresh weight of group II bulbs 
grown in 0.175 M salted were 10.3 mm, 12.7 and 
7.0 g, respectively while these values became 13.4 
mm, 17.2 and 13.8 g in group IV (Tab. 1). 

 

 

Table 1. Effect of green tea leaf extract on some 
growth parameters of Allium cepa 

 

* The difference between the values in each column 
and the same letters isn’t significant at the 0.05 level 
(±SD). Group I (control): distilled water, Group II: 

0.175 M NaCl alone, Group III: 50 mg L-1 GTLE and 
Group IV: 50 mg L-1 GTLE + 0.175 M NaCl 

 

3.2. Effects of Green Tea Leaf Extract on The 
Mitotic Activity, Chromosomal Aberrations 
and Micronucleus Frequency 

Exposure to 0.175 M salt revealed significant 
inhibition of the mitotic index and induction of the 
chromosomal aberrations and micronucleus 
frequency. That is to say, the mitotic index in 
root-tip meristematic cells of Allium cepa 
germinated in containing 0.175 M salt media 
showed a 89% reduction compared to group I 
bulbs and the mitotic aberrations and 
micronucleus frequency flashily increased. 
Micronucleus frequency of group III bulbs 
germinated in only GTLE medium was remained 
the same compared to group I (control) samples. 
This application increased the mitotic index and 
chromosomal aberrations (Tab. 2). Simultaneous 
GTLE+NaCl treatment (group IV) may be 
successful in improving reverse effects of salt on 
all cytogenetical parameters. Statistically, all 
values mentioned here are highly significant at 
level of significance P ≤ 0.05. Table 2 
summarizes all cytogenetic parameters obtained 
from the control and other treated bulbs. 

 
 
 
 

Groups 

Growth parameters 
 

Germination 
percentage 

(%) 

 
Radicle 
length 
(mm) 

 
Radicle 
number 

 
 

 
Fresh 
weight 

(g/seedling) 

 
Group I 

 
*100 ±0.0c 

 
63.5 ± 0.5d 

 

 
63.2 ± 0.6d 

 
14.2 ± 0.8b 

 
Group II 

 

 
23 ± 2.8a 

 
10.3 ± 0.3a 

 
12.7 ± 0.5a 

 
7.0 ± 0.5a 

 
Group III 

 

 
100 ± 0.0c 

 
53.9 ± 0.2c 

 
39.4 ± 0.6c 

 
15.4 ± 1.2b 

 
 

Group IV 
 

 
75 ± 5.0b 

 
13.4 ± 0.6b 

 
17.2 ± 0.5b 

 
13.8 ± 0.6b 
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Table 2. Effect of green tea leaf extract on some 
cytogenetic parameters of Allium cepa 

 

* The difference between the values in each column 
and the same letters isn’t significant at the 0.05 level 
(±SD). Group I (control): distilled water, Group II: 

0.175 M NaCl alone, Group III: 50 mg L-1 GTLE and 
Group IV: 50 mg L-1 GTLE+0.175 M NaCl 

 

The micronucleus formations observed during the 
microscopic examination of root tip meristematic 
cells of Allium cepa are shown in Figure 2 and 
abnormal mitosis phases are shown in Figure 3. 
The chromosomal abnormalities were observed 
nuclear disintegration, accumulation of 
micronuclei in cell, chromosomal rings, ball 
metaphase/telophase, stickiness in metaphase, 
metaphase/anaphase with chromosome losses, 
telophase/anaphase with chromosome bridges, 
vagrant chromosome in anaphase/telophase with 
broken chromosome bridges, disorientation at 
anaphase, diagonal at telophase. The greatest 
abnormalities percentage in root-tip cells treated 
with salt or GTLE were nuclear peak and 
micronucleus in this study. 

 

Figure 2. The micronucleus formations observed in 
Allium cepa L. meristematic cells exposed to Group 

II and Group IV; a, b: micronucleus c, d: 
accumulation of micronuclei in cell, Scale bar=10 μm  

4. DISCUSSION 

4.1. Physiological and Cytogenetical Effects of 
Green Tea Leaf Extract under Non-Stress 
Conditions 

Unless there are generally stress conditions, there 
is no need for exogenously add any plant growth 
regulator during germination. Exogenously 
addition of a plant growth regulator in non-stress 
conditions can cause negative or positive effect on 
the seedling growth and bulb germination [12]. 
But, there is no study about the influences of 
green tea leaf extract on the seedling growth and 
bulb germination under non-stress conditions. 
Therefore, for the first time, the effects of GTLE 
application on the seedling growth, bulb 
germination, chromosomal aberrations, mitotic 
activity and micronucleus frequency under stress-
free conditions requested to be tested in the 
laboratory study. Results of this study showed that 
the radicle number and radicle length of the bulbs 
germinated in only GTLE treatment were 
partially reduced but their fresh weight and 
germination percentages of the mentioned bulbs 
statistically showed the same values compared to 
those of the control bulbs germinated in distilled 
water (Table 1). 
Moreover, some growth regulators may cause 
particularly cell disortions, chromosomal 
aberrations and mitotic irregularities especially if 
stress conditions aren’t present [13, 14]. Although 
a number of researchers state that some plant 
extracts that have been widely used in recent years 
have significant mutagenic effects [15], there is 
no extent study relating to the impacts of GTLE 
on the chromosomal abnormalities, micronucleus 
frequency and mitotic activity subject to non-
stress conditions. For this reason, this study was 
examined the first time whether GTLE affected 
these parameters at normal conditions. This data 
obtained in the present study indicated that the 
mitotic index in root tip meristem cells of Allium 
cepa (Group III) bulbs exposed to GTLE 
application in non-stress conditions increased 
39% according to ones of the group I bulbs 
germinated in distilled water medium. That is, 50 
mg L-1 GTLE treatment showed a triggering 

 
Groups 

Mitotic index 
(%) 

Micronucleus 
frequency (%) 

Chromosome 
aberrations 

(%) 
 

Group I 
  
*11.6 ± 1.0c 

 
0.0 ± 0.0a 0.0 ± 0.0a 

Group II 
 

1.2 ± 0.2a 13.0 ± 1.0c 17.0 ± 0.4d 

  Group III 
 

16.2 ± 0.6d 0.0 ± 0.0a 4.6 ± 1.0b 

  Group IV 
 

6.3 ± 0.1b 9.0 ± 1.0b 9.3 ± 0.3c 
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influence on the mitotic activity by accelerating 
cell division. 

 
 

Figure 3. Different types of chromosomal aberrations 
observed in Allium cepa L. meristematic cells exposed 
to Group II, Group III and Group IV; a: accumulation 
of micronuclei in cell b: nuclear disintegration c: 
chromosomal rings= arrows d: nuclear peak e: ball 
metaphase f: stickiness in metaphase g: metaphase 
with loss chromosome= arrow h: anaphase with 
chromosome bridges ı: vagrant chromosome (arrow) 
in anaphase with broken chromosome 
bridges=patterned j: disorientation at anaphase k: 
anaphase with chromosome losses= arrows l: 
telophase with chromosome bridges m: vagrant 
chromosomes (arrows) in telophase with 
micronucleus= patterned n: telophase with broken 
chromosome bridges= arrows o: diagonal at telophase 
p: ball telophase (Scale bar = 10 µm) 
 

4.2. Physiological and Cytogenetical Effects of 
Green Tea Leaf Extract under Saline 
Conditions 

It is well-known that saltinity stress has diverse 
influences on plant physiological processes such 
as increased ion toxicity and respiration rate, 
mineral distribution, change in plant growth, 
membrane permeability [16] and decreased of 
photosynthesis efficiency [17]. 
The results from table 1 clearly demonstrated that 
as expected, the seedling growth and bulb 

germination of Allium cepa inhibited under 
salinity medium. Salinity stress can be preventive 
in many ways. Seed germination can be prevented 
by causing to change in water situation of the 
seed, thus prevent water intake [18]. Results of the 
present study displaying the diminish in water 
content and the fresh weight of the seedlings in 
salted conditions can be explained by the inability 
of roots to receive enough water due to high 
osmotic pressure in medium. Restrictive 
treatment of salt on the fresh weight, radicle 
number and radicle length might result from 
reducing cell division, protein synthesis and 
nucleic acid [19].  
On the contrary, by GTLE application, inhibitory 
effect of salt stress on parameters such as the bulb 
germination, seedling growth (fresh weight, 
radicle number and radicle length) was 
significantly eliminated (Tab. 1). Unfortunately, 
to date, there isn’t extant literatüre data relating to 
effects of GTLE on the seedling growth and bulb 
germination exposed to saline conditions. This 
GTLE alleviates salt stress on the bulb 
germination and seedling growth could be noticed 
by decreasing the osmotic influence of salt. For 
example, at 0.175 M NaCl treatment, GTLE 
application raised markedly growth parameters of 
seedlings compared to the control indicates this 
probability (Tab. 1). 
Effects of the determined concentrations of a test 
chemical on the chromosome aberration and 
mitotic index are used respectively as parameters 
of cytotoxicity and genotoxicity [20]. The 
inhibitory and cytotoxic effects of salt stress on 
the mitotic activity have long been known. A high 
concentration of salt causes total inhibition of the 
chromosomal abnormalities and mitotic activity 
in root-tip cells according to some researchers 
[21]. With this study, it should be noted that 
salinity negatively affects the mitotic activity, 
chromosome behaviors and micronucleus 
frequency in Allium cepa root meristem cells. 
Data of this study showed that salt showed a 
greater number of the chromosomal abnormalities 
and micronucleus frequency compared to controls 
and reduced the mitotic index by 89 % and this 
reduced was achieved by reducing the number of 
cells entering mitotic division. For example, the 
micronucleus frequency and chromosomal 
aberration in the root tip meristematic cells of the 
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bulbs germinated exposed to distilled water were 
0.0 %, 0.0 % while it were 13.0 %, 17.0 % at 0.175 
M saltness (Tab. 2). Besides, simultaneous 
GTLE+NaCl application could be succeeded in 
alleviating of the detrimental influence of salinity 
on the chromosome aberration, micronucleus 
frequency and mitotic activity. Limit of mitotic 
inhibition by this treatment reached to 6.3 %.  So, 
the chromosomal aberration decreased by 45%, 
the frequency of micronucleus decreased by 30% 
with the application of simultaneous 
GTLE+NaCl. This result shows GTLE repair role 
against salt injuries during Allium cepa's mitosis. 

Chromosome aberrations (CAs) are change in 
chromosomal material or exchange in the 
structure of the chromosome resulting from 
breakage. CAs induction could affect the fertility, 
vigour, competitive or yield ability of the exposed 
plants [22]. The presence of nuclear disintegration 
(Fig. 3b) offer cytological evidences for the 
inhibitory action on DNA biosynthesis [23]. 
Diagonal orientation (Fig. 3o) is caused by a 
slight tilt in the spindle apparatus [24]. Vagrant 
chromosomes (Fig. 3ı, m) which might arise as a 
consequence of disturbances in the mitotic 
spindle were categorized as indicatives of 
aneugenic action. The micronucleus (Fig. 3a, m)  
is composed either of all of the chromosomes that 
do not migrate during anaphase as a result of 
spindle dysfunction or of small chromatin 
fragments which arise as a consequence of 
chromosomal break. The loss chromosomes (Fig. 
3g, k) are typically associated with mitotic spindle 
malfunction [25]. Chromosomal ring (Fig. 3c) is 
the result of chromosome losses in the telomere 
domain [26]. The ball metaphase (Fig. 3e) may be 
due to the localized activity of spindle apparatus 
in the centre, so that the centromeres remain in the 
equator and arms spread in different directions in 
the form of a ball. The bridges (Fig. 3h, l) are 
probably caused by joining and interruption to 
chromatids or chromosomes. Stickiness in 
metaphase (Fig. 3f) is an indicates that chemical 
substance has a high toxicity and might cause the 
cell deaths by inducing unrecoverable damages 
[27]. Disorientation at anaphase (Fig. 3j) may be 
due to spindle apparatus disturbance which allows 
that the chromosomes to spread irregularly over 
the cell [28]. Shortly, green tea leaf extract may 

be function as a stimulator triggering the protein 
synthesis required for the normal cell division and 
accelerate the mitotic cycle. 

There is no literatures data on the influences of 
GTLE application under salted conditions on 
cytogenetical and physiological parameters 
examined in the study. Therefore, for the first 
time, this study results have been reported 
particularly in saline conditions. As a result, this 
study shows that GTLE can significantly increase 
the activations such as the seedling growth and 
bulb germination in either alone or saline 
conditions. But the mechanisms by which salt 
inhibits growth are controversial and complex, 
also they might vary according to cultivar and 
species. An universal mechanism hasn’t been 
established yet. While the causes of salty have 
been determined, it is still very poor to understand 
the mechanisms by which salty prevents plant 
growth. Therefore further work should be done to 
learn more about the effect of GTLE on cell 
division, cell cycle and germination molecular 
metabolism. This literature study can serve to 
present new conceptual tools for designing salt 
tolerance hypotheses in plants. 
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Synthesis and Characterisation of Polyaromatic Chalcones  

with Electron Donation 

Alparslan ATAHAN*1 

ABSTRACT 

In this study, a series of chalcone derivatives was successfully synthesized via condensation of 1-
acetylpyrene with dimethylamine, diphenylamine or carbazole containing benzaldehyde derivatives 
at basic conditions. Spectral characterisations were acquired by 1 and 2 dimensional NMR techniques 
and FTIR. In addition, UV-vis and thermal analysis studies were performed to determine their 
absorption properties and thermal behaviours, respectively. Lastly, surface and film generation 
properties were investigated by the means of SEM images on ITO glass to determine usability 
potential in organic electronics. 

Keywords: Chalcone, Pyrene, Triphenylamine, Carbazole, Characterisation. 

 

1. INTRODUCTION 

Chalcones which have 1,3-diaryl-2-propen-1-one 
skeleton are a family of aromatic ketones and 
have huge fascination due to their simple 
chemistry and pervasive applications in medicinal 
[1,2], and material chemistries [3,4]. In addition, 
they are quite functional as chemical 
intermediates in the synthesis of many significant 
compounds such as quinolines [5], pyrimidines 
[6], aza-BODIPY’s [7], chromones [8], and 
oxazoles [9] etc.  

As a bioactive molecule, it is well known that 
natural and synthetic chalcone derivatives exhibit 
wide spectrum of chemotherapeutic properties 
such as antimicrobial [10], antioxidant [11], 

                                                 
*Corresponding Author: alparslanatahan@duzce.edu.tr 
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anticancer [12], enzyme inhibitor [13], anti-
inflammatory [14], antimalarial [15] and more. 
These mentioned properties can be attributed to 
their linear and nearly planar structure and 
extended conjugation.  

Alongside of their broad-spectrum bioactivity and 
importance in synthetic chemistry, they have 
characteristic electronic structure due to 
conjugation and donor-acceptor structure and this 
property makes them functional compounds in 
photophysics [16] as well. In this context, they 
have a wide range of applications as promising 
materials for non-linear optics [17], also in 
electro-active fluorescence [18]. In addition, 
chalcones are useful compounds as fluorescent 
sensors for the recognition of some cations [19].  
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Chalcone structures are easily prepared via 
Claisen-Schmidt condensation between 
acetophenone and benzaldehyde or their 
substituted derivatives [20]. In the same way, 
their polyaromatic (i.e., anthracene, phenathrene, 
pyrene) counterparts can be obtained via 
replacing one (or two) ring(s) by a polyaromatic 
group, generating the so-called polyaromatic 
chalcones. These structures are commonly 
prepared by systematic chemical modifications 
via condensation using polyaromatic aldehyde 
and required substituted acetophenone or vice 
versa [21, 22]. The addition of a polyaromatic 
scaffold into chalcone compounds can bring 
about significant improvement in their physical 
properties such as absorption, fluorescence, and 
beneficial sensing capacity against cations, 
anions, or some molecules [23-25]. It is believed 
that these improved performances depend on the 
chemical unification of these electronically 
specific groups in the chalcone structure. 

In this context, pyrene is a well-known 
polyaromatic hydrocarbon and has also quite 
interesting properties including high fluorescence 
[26], high optical contrast [27], and white‐light 
emission [28]. Moreover, various pyrene 
derivatives exhibit surprising exciplex emission at 
higher concentrations or solid state [29,30]. In 
other words, π‐stacking or intermolecular 
interaction of among pyrene rings can change 
whole photophysical characteristics and this 
phenomenon promotes an increase or quench at 
emission.  

Since the promising potential of mentioned 
structures in significant areas, it is important to 
report novel compounds and their critical 
properties. Taking into account this fact and our 
previous studies [31,32], herein, the objective has 
been to generate polyaromatic chalcones which 
are containing various electron donating groups. 
In order to accomplish this objective, mentioned 
polyaromatic chalcones have been successfully 
prepared and characterised by 1H NMR, 13C 
NMR, COSY, and FTIR. UV-vis studies and 
thermal gravimetric analyses have been 
performed to determine their absorption 
properties and thermal behaviours, respectively. 
Lastly, SEM images on ITO glass have been taken 
to determine surface and film generation 

properties which are important for usability in 
organic electronics.  

In structural characterisation, proposed structures 
have been confirmed and trans conformations 
have been observed for all the target compounds. 
From UV-vis studies, it has been shown that the 
target compounds have a main absorption band 
between ~380-430 nm. In thermal 
characterisation, the target compounds were quite 
stable and masses were preserved up to about 350 
ºC. Finally, SEM images showed that the 
compounds have good film generation properties 
on ITO glass. 

2. MATERIALS AND METHODS 

2.1 General 

Chalcone compounds (3a-c) were synthesized via 
Claisen-Schmidt condensation at basic 
conditions. All the reagents and chemicals were 
purchased from Sigma-Aldrich, Merck or Fluka 
and they were AR grade with high purity. Used 
solvents were dried, distilled and purified 
according to the standard methods. Silica Gel 
TLC plates were used to monitor the reactions and 
crude products were purified by crystallization or 
silica gel column chromatography. NMR spectra 
were carried out by 400 MHz Bruker NMR 
Spectrometer in DMSO-d6. Chemical shifts were 
reported in ppm from tetramethylsilane 
((CH3)4Si) for 1H and 13C. FTIR spectra were 
recorded by Shimadzu Prestige-21 spectrometer 
combined with an ATR system. Melting points 
were determined by Electrothermal IA-9200 
apparatus. TGA analyses were performed 
Shimadzu DTG 60H - DSC 60 Thermal Analysis 
System. Absorption studies were realized by a PG 
Instruments T80 double beam spectrophotometer 
by using a quartz cells. FEI Quanta FEG 250 
Scanning Electron microscope was used to get 
SEM images on ITO glass. 

2.2 Chemistry 

The target compounds were obtained as shown in 
Figure 1 followed by preparing starting 
compounds (1-acetylpyrene, 4-diphenylamino 
benzaldehyde, 4-(carbazol-9-yl)benzaldehyde) 
according to literature procedures [33-35]. 
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Chemical structures were illuminated by 1H-
NMR, 13C-NMR, COSY and FT-IR. 

CH3

O

H

O

R

O

R
KOH

DMF/EtOH

(1) (2a-c) (3a-c)

a: R=dimethylamine

b: R=diphenylamine

c: R=carbazole  
Figure 1. Synthesis of target compounds (3a-c) 

2.2.1 Synthesis of 1-acetyl pyrene 

Synthesis of 1-acetyl pyrene was accomplished 
according to the literature procedure [33]. 
Structure verification and purity control were 
realized by hydrogen NMR spectroscopy. M.p.: 
172-173 ºC, yield: 65 %.  

2.2.2 Synthesis of 4-diphenylaminobenzaldehyde  

4-Diphenylaminobenzaldehyde was synthesized 
as reported in the literature procedure [34]. 
Structure verification and purity control were 
realized by hydrogen NMR spectroscopy. M.p.: 
132-135 ºC, yield: 92 %. 

2.2.3 Synthesis of 4-(carbazol-9-yl)benzaldehyde 

4-(carbazol-9-yl)benzaldehyde was prepared as 
reported elsewhere [35]. Structure verification 
and purity control were realized by hydrogen 
NMR spectroscopy. M.p.: 154-157 ºC, yield: 
87 %. 

2.2.4 Synthesis of chalcones (3a-c)  

The target chalcone compounds were successfully 
synthesized by Claisen-Schmidt condensation 
reaction as explained below. 0.122 g (0.5 mmol) 
of 1-acetylpyrene and 1.0 equi-molar amount of 
corresponding aldehyde were mixed in 20 mL of 
ethanol/DMF mixture (50/50 %, v/v) in the 
presence of 1.0 equivalent (0.028 g) KOH as 
catalyst and magnetically stirred at ambient 
temperature. After understanding the completion 
of the reactions by thin layer chromatography in 
three to five days, volatiles evaporated and 
resulting mixtures quenched with cold water. The 
precipitates were air-dried and re-crystallized in 

DCM/hexane or EtOAc/hexane to get pure 
chalcone products.  

(E)-3-(4-(dimethylamino)phenyl)-1-(pyren-1-
yl)prop-2-en-1-one (3a) 

This target compound was reported previously 
[33]. 1H NMR (400 MHz, DMSO-d6) δ: 8.51 (d, 
J: 9,2 Hz, 1H), 8.41-8.26 (m, 7H), 8.14 (t, J: 7.6 
Hz, 1H), 7.61 (d, J: 8,8 Hz, 2H), 7.51 (d, J: 15,6 
Hz, 1H), 7.37 (d, J: 15,6 Hz, 1H), 6.71 (d, J: 8,8 
Hz, 2H), 2.99 (s, 6H); 13C NMR (100 MHz, 
DMSO-d6) δ: 195.1, 152.6, 147.3, 135.2, 132.7, 
131.3 (2C), 131.2, 130.6, 129.2, 129.1, 128.7, 
127.8, 127.2, 126.6, 126.5, 126.2, 125.0, 124.9, 
124.5, 124.2, 122.1, 122.0, 112.2(2C), 40.1(2C);  
FTIR: 3039, 2970, 1639, 1560, 1514, 1166, 840, 
698 cm-1; M.p.: 166-168 ºC; yield: 87 %.  

(E)-3-(4-(diphenylamino)phenyl)-1-(pyren-1-
yl)prop-2-en-1-one (3b) 

1H NMR (400 MHz, DMSO-d6) δ: 8.54 (d, J: 9,2 
Hz, 1H), 8.39-8.35 (m, 4H), 8.31-8.24 (m, 3H), 
8.12 (t, J: 7.6 Hz, 1H), 7.64 (d, J: 8.4 Hz, 2H), 
7.54 (d, J: 16.0 Hz, 1H), 7.49 (d, J: 16.0 Hz, 1H), 
7.35 (t, J: 7.6 Hz, 4H), 7.14 (t, J: 7.6 Hz, 2H), 7.10 
(d, J: 8.0 Hz, 4H), 6.86 (t, J: 8.4 Hz, 2H); 13C 
NMR (100 MHz, DMSO-d6) δ: 195.2, 150.3, 
146.6 (2C), 145.8, 134.5, 133.0, 131.2, 130.9 
(2C), 130.6, 130.3 (4C), 129.5, 129.3, 128.9, 
127.7, 127.6, 127.2, 126.9, 126.7, 126.4, 125.9 
(4C), 125.1, 125.0 (2C), 124.9, 124.8, 124.5, 
124.1, 120.9 (2C);  FTIR: 3040, 2980, 1656, 
1575, 1504, 1282, 842, 700 cm-1; M.p.: 153-155 
ºC; yield: 90 %.  

(E)-3-(4-(9H-carbazol-9-yl)phenyl)-1-(pyren-1-
yl)prop-2-en-1-one (3c) 

1H NMR (400 MHz, DMSO-d6) δ: 8.69 (d, J: 9,2 
Hz, 1H), 8.54 (d, J: 8.0 Hz, 1H), 8.47-8.30 (m, 
6H), 8.26 (d, J: 8.0 Hz, 2H), 8.19-8.14 (m, 3H), 
7.88 (d, J: 16.0 Hz, 1H), 7.81 (d, J: 16.0 Hz, 1H), 
7.73 (d, J: 8.0 Hz, 2H), 7.49-7.44 (m, 4H), 7.32 (t, 
J: 6,4 Hz, 2H); 13C NMR (100 MHz, DMSO-d6) 
δ: 195.0, 144.6, 140.2 (2C), 139.3, 134.0, 133.7, 
133.4, 131.2, 131.1 (2C), 130.6, 129.8, 129.6, 
129.2, 128.1, 127.8, 127.4, 127.3 (3C), 126.9, 
126.8 (2C), 126.6, 125.0, 124.9, 124.5, 124.1, 
123.5 (2C), 121.1 (2C), 120.9 (2C), 110.3 (2C); 
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FTIR: 3039, 2980, 1653, 1583, 1514, 1450, 1222, 
831, 740 cm-1; M.p.: 184-186 ºC; yield: 92 %.  

2.3 Absorption Studies 

All the absorption measurements were performed 
at 10-5 M concentration. For this, firstly, a certain 
amounts of 3a-c were dissolved in 10 mL of each 
solvent to get 10-3 M solutions. 1:100 dilution of 
this stock solution gave 10-5 M solutions to be 
used for absorption spectra.      

2.4 Thermal Analysis 

Thermal properties were studied using 5-10 mgs 
of target compounds (3a-c). Thermograms were 
obtained in a platinum pan between room 
temperature and 850 ºC. The curves were 
obtained under nitrogen atmosphere with a flow 
rate of 100 mL/min. The heating rate was 10 
°C/min. 

2.5 Surface Analysis Studies 

Target compounds were dissolved in 
dichlorobenzene at 1.0 M concentration and spin 
coated on appropriately cleaned ITO glass. After 
annealing on 150 °C plate for 60 seconds, SEM 
images were recorded to describe surface 
properties. 

3. RESULTS AND DISCUSSION 

3.1 General 

The target compounds were successfully 
synthesized by using 1-acetyl pyrene and electron 
donation functionalized benzaldehyde 
derivatives. 1H-NMR, 13C-NMR, COSY, and 
FTIR analyses completely verified the proposed 
structures. All the target compounds were isolated 
with good yields (~90% levels).  

3.2 Structural Characterisation 

In 1H NMR analysis, firstly, expected specific 
peaks of olefinic bond and electron donation 
group bonded phenyl ring on chalcone structures 
can be clearly seen. These signal systems can be 
easily selected by the means of signal shape, 
chemical shifts and coupling constants. For 

example, the AA’ signal systems of olefinic bond 
of 3a can be seen as two doublets at δ = 7.35 and 
7.55 with J = 15.6 Hz coupling constant. Like this, 
these signals for 3b and 3c can be seen at similar 
shape and chemical shifts (7.54, 7.49; J=16 Hz 
and 7.88, 7.81; J=16 Hz, respectively). In 
addition, phenyl ring signals associated with 
benzaldehyde can be seen as AA’BB’ system as 
written above. 

On the other hand, pyrene related protons have 
been resonated usually as multiplets at lower 
magnetic fields due to lower electron densities. In 
13C NMR spectra, carbonyl carbon signals of all 
chalcones can be clearly seen at around δ = 190 
ppm and other carbon signals are completely in 
accordance with proposed structures. 

 

Figure 2. COSY spectrum of 3a 

 

Figure 3. COSY spectrum of 3b 
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Figure 4. COSY spectrum of 3c 

At the same time, to show correlation between 
specific protons and associated chemical shifts, 
2D-NMR technique (COSY) was applied to target 
compounds. In the first spectrum (Figure 2), 
rectangle a shows the couplings of α,β-
unsaturated double bond protons of 3a (doublets 
at δ = 7.35 and 7.55). In addition, the coupling of 
dimethylamine attached phenyl group’s 
hydrogens can be clearly seen in rectangle b 
(doublets at δ = 7.61 and 6.71). Lastly, the 
correlations between pyrene protons can be 
roughly seen at lower fields in the spectrum.  

Figure 3 shows the correlation spectrum of 3b 
target compound and rectangle a visualizes the 
coupling of α,β-unsaturated double bond protons 
(doublets at δ = 7.54 and 7.49). In addition, 
rectangle b also shows the diphenylamino group 
bonded phenyl ring on the proposed structure 
(doublets at δ = 7.64 and 6.86). This spectrum also 
shows the pyrene related protons at lower fields 
as in Figure 2.  

The last spectrum in Fig 4 is of the carbazole 
containing structure (3c). In the spectrum, olefinic 
bond and benzaldehyde related phenyl ring’s 
protons are shown in rectangle a (doublets at δ = 
7.88 and 7.81) and b (doublets at δ = 8.15 and 
7.73), respectively. Moreover, the couplings of 
pyrene and carbazole protons can be separately 
seen at different chemical shifts.  

 

 

3.3 Absorption Studies 

Absorption spectra of 3a-c were recorded in six 
common organic solvents at 10-5 M 
concentrations to understand the photophysical 
manners. All the absorption results for target 
compounds were summarized in Table 1 and the 
absorption spectra can be seen in Figure 5, Figure 
6, and Figure 7, as well.   

Table 1. Absorption maxima values of 3a-c (nm)  

 3a 3b 3c 
Cyclohexane 402 412 394 
Acetonitrile 418 418 384 
Tetrahydrofuran 410 422 394 
Dimethylformamide 420 424 392 
Dichloromethane 414 426 392 
Ethanol 428 428 396 

 

 
Figure 5. Absorption spectrum of 3a 

 

 
Figure 6. Absorption spectrum of 3b 
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Figure 7. Absorption spectrum of 3c 

As shown in absorption spectra (Figure 5, Figure 
6, Figure 7) and Table 1, target chalcone 
compounds exhibited one main absorption peak 
between ~380-430 nm for each studied solvents 
and these signals are assigned to the n-π* and π-
π* transitions. These shapes are unstructured, and 
this may come from intramolecular charge 
transfers from electron donating groups to α,β-
unsaturated carbonyl groups. By analyzing the 
results, a correlation was shown between λabs 
values and polarity of used solvents.  In other 
words, these changings are affected from polarity 
and increasing polarity causes bathochromic 
shifts as expected. In addition, compound 3c 
exhibited lower wavelength absorption when 
compared to others (3a and 3b). This situation 
may come from higher electron donation ability 
of dimethylamino and diphenylamino groups. 

3.4 Thermal Analysis 

Thermal gravimetric analysis studies were carried 
out to understand the thermal perspective and 
obtained thermograms gave many important data 
about synthesized chalcone compounds (3a-c). 
As a main result, all three compounds showed 
good thermal stability (with max. 10 % weight 
loss) up to ~350 °C (Figure 6, Figure 7, and Figure 
8). In a small range on this temperature, each 
compound exhibited different thermal behaviours 
with main weight losses in the range of 325-600, 
350-450, and 350-450 for 3a, 3b, and 3c, 
respectively. In Figure 8 and Figure 9, it can be 
seen slow degradations and weight losses while 
the weight loss is sharp in the thermogram of 3c 
(Figure 10).  

 

Figure 8. Thermogram of 3a 

 

Figure 9. Thermogram of 3b 

 

Figure 10. Thermogram of 3c 

3.5 Surface Analysis 

To determine the possibility of using in organic 
electronics, the SEM images of all compounds 
(3a-c) were obtained by coating on ITO glass. A 
several solvent was used to generate thin film and 
dichlorobenzene was the most appropriate for the 
coating processes of these compounds. From all 
the images (Figure 11, Figure 12 and Figure 13), 
it can be understood that all the compounds have 
good ability to generate thin film (dark coloured 
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area) and have potential to be used in organic 
electronics.    

 

Figure 11. SEM image of 3a thin film 

 

Figure 12. SEM image of 3b thin film 

 

Figure 13. SEM image of 3c thin film 

4. CONCLUSIONS 

Three chalcone compounds were successfully 
synthesized via condensation of 1-acetylpyrene 
with dimethylamine, diphenylamine or carbazole 
containing benzaldehyde derivatives at basic 
conditions. The yields were excellent in the range 
of 87-92%. In structural characterisation, it was 
shown trans configuration by consulting the 
coupling constants in 1H NMR. UV-vis studies 
showed visible region absorption between ~380-

430 nm. For each compound, λmax values were 
quite different at different solvents and this was 
evidence of solvent type dependent absorption. 
The thermal studies showed that the target 
compounds were quite stable up to 350 °C. This 
thermal stability of the compounds can prevent 
from degradation and it ensures ultimately 
advantageous results at the end of application. 
Lastly, SEM images were taken to determine 
surface and film generation properties which are 
important for usability in organic electronics. The 
results were quite promising due to good film 
generation ability of each compound and these 
compounds might be used in organic electronics. 
By taking into account of electron donating and 
highly conjugated structures, absorption 
properties, high thermal stabilities, and good film 
generation properties, synthesized compounds 
can be promising candidates for organic 
electronics and dependent area.   
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Hurw tz Stab l ty of Matr x Segment and The Common  
Solut on Set of 2 and 3-D mens onal Lyapunov Equat ons 

 

Şerife YILMAZ1 

 

Abstract 

In this study, a necessary and sufficient condition is given for the stability of the convex 
combinations of 𝑛-dimensional two Hurwitz stable matrices. There is a close relationship 
between Hurwitz stability of the matrix segment and common solution to the Lyapunov 
equations corresponding to those matrices. Therefore, the results obtained in this area are 
important. In the case of existence, an algorithm that determines common solutions set is also 
given. A number of illustrative examples using this algorithm are given. 

Keywords: Hurwitz stability, matrix segment, common quadratic Lyapunov function 

 

 

1. INTRODUCTION 

Let 𝐴  and 𝐴  be 𝑛-dimensional square real 
matrices, that is 𝐴 , 𝐴 ∈ ℝ × . If all eigenvalues 
of a square matrix lie in the open left half plane, it 
is called Hurwitz stable matrix. A stable matrix 
can also be characterized by Lyapunov inequality: 
if 𝐴  is a Hurwitz stable matrices, there exists a 
positive definite 𝑃 such that 

𝐴 𝑃 + 𝑃𝐴 < 0    (1) 
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is hold (see [1,2]). When considering stable 
matrices 𝐴  and 𝐴  if the following inequalities 

𝐴 𝑃 + 𝑃𝐴 < 0,

𝐴 𝑃 + 𝑃𝐴 < 0
       (2) 

are simultaneously satisfied for a 𝑃 > 0, the 
matrix 𝑃 is called common solution to the 
matrices 𝐴  and 𝐴 . 

The problem of the existence of a common 𝑃 > 0 
has been extensively investigated for the last two 
decades (see [3-8], and references therein). A 
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sufficient condition for the asympotitical stability 
of the linear system given by the finite number of 
matrices, which are called switched system, is the 
existence of their common solution. With the 
exception of some special cases (for instance, 
second order matrices), the theoretical solution to 
the general 𝑛-dimensional problem has not been 
found yet [4-8]. 

Define the matrix segment 

[𝐴 , 𝐴 ] = {𝐶(𝛼): 𝐶(𝛼) = 𝛼𝐴 + (1 − 𝛼)𝐴 ,

𝛼 ∈ [0,1]}.
(3) 

With the stability of the segment [𝐴 , 𝐴 ], we 
mean that all matrix 𝐴 ∈ [𝐴 , 𝐴 ] is stable. 

In [5], a necessary and sufficient condition for the 
existence of a common solution to second order 
matrices is given. According to this result, the 
stability of the matrix segments [𝐴 , 𝐴 ] and 
[𝐴 , 𝐴 ] are equivalent to the existence of a 
common solution 𝑃 > 0. 

Notice that the existence of the solution of the 
problem is related to the stability of the convex 
combinations of the matrices. 

The paper is organized as follows: Section 2 
introduces the relation between bialternate 
product and stability of matrices. A necessary and 
sufficient condition for the segment stability will 
be derived via this product. Section 3 considers 
the common solution to the Lyapunov equation 
for two and three-dimensional matrices. Section 4 
considers finding common solutions. By using the 
minimization of the functions defined on a box, 
an algorithm will be constructed. In the case of 
existence, the bisection method determinates 
common solutions. A number of illustrative 
examples are provided.  

2. THE STABILITY CRITERIA FOR 
CONVEX COMBINATIONS OF TWO 

MATRICES 

For 2 × 2 real matrices, a necessary and sufficient 
condition for the matrix segment in (3) to be 
stable is that both 𝐴  and 𝐴  are stable, and that 

the matrix 𝐴 𝐴  has no negative eigenvalues 
(see [5,9,10]). 

Let 𝐴 be an 𝑛 × 𝑛 matrix. We denote the 
bialternate product of 2𝐴 and the identity matrix 
𝐼  by 𝐿(𝐴): 

𝐿(𝐴) = (2𝐴) ⋅ 𝐼 . 

As usual the bialternate product is denoted by “⋅”. 

The dimension of 𝐿(𝐴) is 
( )

×
( )

 and if 

the eigenvalues of 𝐴 are 𝜆 , 𝜆 , … , 𝜆  then the 
eigenvalues of 𝐿(𝐴) are written 𝜆 + 𝜆  where 𝑖 =

1,2, … , 𝑛 − 1 and 𝑗 = 𝑖 + 1, 𝑖 + 2, … , 𝑖 + 𝑛 (see 
[11-13]). 

Now we give the following stability theorem for 
a matrix 𝐴, in terms of the above mentioned 
bialternate product. 

Theorem 1 [14, p. 37]: The matrix 𝐴 is stable if 
and only if the coefficients of the characteristic 
polynomials of the matrices 𝐴 and 𝐿(𝐴)  

𝑝 (𝑠) = det(𝑠𝐼 − 𝐴)

= 𝑠 + 𝑎 𝑠 + ⋯ + 𝑎 𝑠 + 𝑎 ,

𝑃 ( )(𝑠) = det 𝑠𝐼 − 𝐿(𝐴)

= 𝑠 + 𝑏 𝑠 + ⋯ + 𝑏 𝑠 + 𝑏 .

 

are positive. That is, 𝑎 > 0 and 𝑏 > 0 for 𝑖 =

1,2, … , 𝑛 − 1, 𝑗 = 1,2, … 𝑚 − 1, where 𝑚 =
𝑛(𝑛 − 1)/2. 

Note that in the case of 𝐴 is stable, the following 
inequalities hold 

𝑝 (0) = det(0 ⋅ 𝐼 − 𝐴)

= (−1) det(𝐴) > 0,

𝑃 ( )(0) = det 0 ⋅ 𝐼 − 𝐿(𝐴)

= (−1) det 𝐿(𝐴) > 0.

 

Lemma 1: Let 𝐴 , 𝐴 ∈ ℝ ×  be stable matrices. 
For all 𝛼 ∈ [0,1], (−1) det 𝐶(𝛼) > 0 if and only 
if the matrix 𝐴 𝐴  has no negative real 
eigenvalues. 

Proof: Since 𝐴  and 𝐴  are stable, 
(−1) det(𝐴 ) > 0 and  (−1) det(𝐴 ) > 0. 
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Sufficiency: For 𝛼 ∈ (0,1), 

det 𝐶(𝛼) = det[𝛼𝐴 + (1 − 𝛼)𝐴 ]

= det([𝛼𝐴 𝐴 + (1 − 𝛼)𝐼 ]𝐴 )

= det[𝛼𝐴 𝐴 + (1 − 𝛼)𝐼 ] det(𝐴 )

= 𝛼 det 𝐴 𝐴 +
1 − 𝛼

𝛼
𝐼 det(𝐴 ) .

 

Since ∈ (0, ∞) and 𝐴 𝐴  has no negative 

real eigenvalues,  

det 𝐴 𝐴 +
1 − 𝛼

𝛼
𝐼 ≠ 0. 

Hence, det 𝐶(𝛼) > 0 for 𝛼 ∈ (0,1). 

Necessity: If (−1) det 𝐶(𝛼) > 0 for all 𝛼 ∈

(0,1) then det 𝐴 𝐴 + 𝐼 ≠ 0 and so the 

matrix 𝐴 𝐴  has no negative eigenvalues. 

Lemma 2: Let 𝐴 , 𝐴 ∈ ℝ ×  be stable matrices 
and 𝐶(𝛼) be as in (3). For all 𝛼 ∈ [0,1], 

(−1) det 𝐿(𝐶(𝛼)) > 0 

if and only if the matrix 𝐿(𝐴 )𝐿 (𝐴 ) has no 
negative real eigenvalues. 

Proof is analogously to Lemma 1. 

Theorem 2: Let 𝐴 , 𝐴 ∈ ℝ ×  be stable matrices 
and 𝐶(𝛼) be as in (3). For all 𝛼 ∈ [0,1], 𝐶(𝛼) is 
stable if and only if the matrices 𝐴 𝐴  and 
𝐿(𝐴 )𝐿 (𝐴 ) have no negative real eigenvalues. 

Proof: From Theorem 1, (−1) det 𝐶(𝛼) > 0 
and (−1) det 𝐿(𝐶(𝛼)) > 0 for all 𝛼 ∈ [0,1] 
since 𝐶(𝛼) is stable. Therefore, the matrices 
𝐴 𝐴  and 𝐿(𝐴 )𝐿 (𝐴 ) have no negative 
eigenvalues from Lemma 1 and 2. 

Sufficiency: Assume that 𝐴 𝐴  and 
𝐿(𝐴 )𝐿 (𝐴 ) have no negative eigenvalues. 
Consider the eigenvalues of the matrix 𝐶(𝛼). By 
the continuity theorem of eigenvalues [16, p. 52], 
there exists continuous functions 𝜆 : [0,1] → 𝐶 
(𝑖 = 1,2, … , 𝑛) such that 𝜆 (𝛼), 𝜆 (𝛼),  . . ., 𝜆 (𝛼) 
are the eigenvalues of 𝐶(𝛼). Here 𝑅𝑒 𝜆 (0) < 0 
(𝑖 = 1,2, … , 𝑛), since the matrix 𝐶(0) is stable. 

Proceeding by contraposition, suppose that 𝐶(𝛼∗) 
is not Hurwitz stable for an 𝛼∗ ∈ (0,1). Therefore, 
there exists an index 𝑖 ∈ {1,2, … , 𝑛} such that 
𝑅𝑒 𝜆 (𝛼∗) ≥ 0. In view of the continuity of 
𝜆 (𝛼) with respect to 𝛼, there must exists an 𝛼 ∈

(0,1) such that 𝑅𝑒 𝜆 (𝛼) = 0. The matrix 𝐶(𝛼) 
has an eigenvalue which lies on the imaginary 
axes. If the eigenvalue is real then 

det 𝐶(𝛼) =  𝜆 (𝛼). ⋯ . 𝜆 (𝛼). ⋯ . 𝜆 (𝛼) = 0 

which contradicts the result of Lemma 1. If the 
eigenvalue is not real, 𝜆 (𝛼) = 𝑗𝜔 where 𝜔 > 0. 
The complex conjugate of 𝑗𝜔 is also an 
eigenvalue of 𝐶(𝛼). The matrix 𝐿(𝐶(𝛼)) has the 
eigenvalue 𝑗𝜔 + (−𝑗𝜔) = 0 and this imply 
det 𝐿(𝐶(𝛼)) = 0 which contradicts Lemma 2. 
This contradictions show that 𝐶(𝛼) is stable for 
all 𝛼 ∈ [0,1]. 

3. THE COMMON SOLUTION TO THE 
LYAPUNOV EQUATION FOR TWO AND 

THREE-DIMENSIONAL MATRICES 

In this section, we can give the important theorem 
on common quadratic solution two−dimensional 
Lyapunov equations for two stable matrices. 

Theorem 3 [5]: Let 𝐴 , 𝐴 ∈  ℝ ×  be stable 
matrices. A necessary and sufficient condition for 
the matrices 𝐴  and 𝐴  have common solution to 
its Lyapunov equation (2) is that the matrices 
𝐴 𝐴  and 𝐴 𝐴  have no negative real 
eigenvalue. An equivalent condition is that the 
segments [𝐴 , 𝐴 ] and [𝐴 , 𝐴 ] are stable. 

Note that, if 𝐴 is a 2 × 2 dimensional matrix then 
the matrix 𝐿(𝐴) is a number and is equal to 
trace(A). 

For the common solution set of two-dimensional 
Lyapunov equation of the matrices 𝐴  and 𝐴 , 
define the symmetric matrices 

𝑃(𝑥) =
𝑥 𝑥
𝑥 𝑥 , 𝑄 (𝑦) =

𝑦 𝑦
𝑦 𝑦 ,  

𝑅 (𝑧) =
𝑧 𝑧
𝑧 𝑧 . 
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Let 𝐴  and 𝐴  be stable matrices. Assume that 
𝐴 𝐴  and 𝐴 𝐴  have no negative real 
eigenvalue. Consider the following Lyapunov 
equations: 

𝐴 𝑃(𝑥) + 𝑃(𝑥)𝐴 = −𝑄 (𝑦),

𝐴 𝑃(𝑥) + 𝑃(𝑥)𝐴 = −𝑅 (𝑧)
 

where 𝑥, 𝑦, 𝑧 ∈ ℝ . For given 𝑄 (𝑦) > 0, there 
exists an 𝑥 ∈ ℝ  such that the matrix 𝑃(𝑥) > 0 is 
a unique solution to the first equation. That is, 
from the solution of the first equation  

𝑥 = 𝜙 (𝑦), 𝜙 (𝑦), 𝜙 (𝑦)  

is obtained. Analogously, for 𝑅 (𝑧) > 0 there 
exists an 𝑥 ∈  ℝ  such that the matrix 𝑃(𝑥) > 0 
is a unique solution to the second equation. As a 
result, 

𝑥 = 𝜂 (𝑧), 𝜂 (𝑧), 𝜂 (𝑧)  

is obtained. Finally, if these two results are 
combined, the equation for the common 
solution is 

𝜙 (𝑦), 𝜙 (𝑦), 𝜙 (𝑦) = 𝜂 (𝑧), 𝜂 (𝑧), 𝜂 (𝑧) . 

From this linear equations system,  

𝑦 = 𝛾 (𝑧), 𝛾 (𝑧), 𝛾 (𝑧) . 

We investigate three-dimensional box where 
the symmetric matrix 𝑅 (𝑧) is positive definite 
on it.  

The matrix 

𝑄 (𝑧) =
𝛾 (𝑧) 𝛾 (𝑧)

𝛾 (𝑧) 𝛾 (𝑧)
 

 
must be positive definite for 𝑧 such that 𝑅 (𝑧) >
0. If 𝑄 (𝑧) > 0 and 𝑅 (𝑧) > 0 then  
 

𝑃(𝑧) =
𝜂 (𝑧) 𝜂 (𝑧)

𝜂 (𝑧) 𝜂 (𝑧)
 

 
is a common solution to 𝐴  and 𝐴 . 
 
The matrices 𝑄 (𝑧) and 𝑅 (𝑧) are positive 

definite if its leading principle minors are 
positive. Define the functions 
 
𝑓 (𝑧) = 𝛾 (𝑧),

𝑓 (𝑧) = 𝛾 (𝑧)𝛾 (𝑧) − 𝛾 (𝑧),

𝑓 (𝑧) = 𝑧 𝑧 − 𝑧 ,

𝑓 (𝑧) = 𝑧 .

  (4) 

 
These functions are multivariate polynomials. 

Let’s give some basic properties of positive 
definite matrices. From 𝑃 = 𝑝 > 0 it follows 
that 𝑢 𝑃𝑢 > 0 for all 0 ≠ 𝑢 ∈ ℝ . Taking 𝑢 =
(0, … ,0,1,0, … ,0)  we acquire  

𝑝 > 0  (𝑖 = 1,2, … , 𝑛).   (5) 

The positive definite matrices comprise the cone 
interior. Therefore, the entry 𝑧  of 𝑅 (𝑧) can be 
taken 𝑧 = 1. 

Define the box 𝐵 = [0,1] × [−1,1]. If the 
matrices 𝐴  and 𝐴  have a common positive 
definite solution, there exists an 𝑥 ∈ 𝐵 such that 
𝑃(𝑥) is a common solution also. 

In the case of three and higher dimensional 
matrices, there is no theoretical solution. To solve 
the problem, there are gradient based numerical 
algorithms (see [6,7]). In this work, we propose 
an algorithm which is based on sign-definite 
decomposition.  

This paper differs from the mentioned works 
since it is determined a subbox which contains 
common solutions. 

Let 𝐴  and 𝐴  be three-dimensional matrices. 
Assume that 𝐴  and 𝐴  have a common positive 
definite solution. 

As in the two-dimensional case, common solution 
can be acquire. 

For the matrices, 

𝑃(𝑥) =

𝑥 𝑥 𝑥
𝑥 𝑥 𝑥
𝑥 𝑥 𝑥

, 𝑄 (𝑦) =

𝑦 𝑦 𝑦
𝑦 𝑦 𝑦
𝑦 𝑦 𝑦

,  
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𝑅 (𝑧) =

𝑧 𝑧 𝑧
𝑧 𝑧 𝑧
𝑧 𝑧 𝑧

, 

where 𝑥, 𝑦, 𝑧 ∈ ℝ , the solution of the Lyapunov 
equations  

𝐴 𝑃(𝑥) + 𝑃(𝑥)𝐴 = −𝑄 (𝑦),

𝐴 𝑃(𝑥) + 𝑃(𝑥)𝐴 = −𝑅 (𝑧)
  (6) 

is 

𝑥 = (𝜙 (𝑦), 𝜙 (𝑦), … , 𝜙 (𝑦)) 

and 

𝑥 = 𝜂 (𝑧), 𝜂 (𝑧), … , 𝜂 (𝑧)    (7) 

respectively. 

As in the two-dimensional case, the matrix 𝑄 (𝑧) 
can be constructed 

𝑄 (𝑧) =

𝛾 (𝑧) 𝛾 (𝑧) 𝛾 (𝑧)

𝛾 (𝑧) 𝛾 (𝑧) 𝛾 (𝑧)

𝛾 (𝑧) 𝛾 (𝑧) 𝛾 (𝑧)
. 

The functions that will be used to provide positive 
definiteness of 𝑄 (𝑧) and 𝑅 (𝑧) are 

𝑔 (𝑧) = 𝛾 (𝑧),

𝑔 (𝑧) = 𝛾 (𝑧)𝛾 (𝑧) − 𝛾 (𝑧),

𝑔 (𝑧) = det 𝑄 (𝑧) ,

𝑔 (𝑧) = 𝑧 𝑧 − 𝑧

𝑔 (𝑧) = det 𝑅 (𝑧)

𝑔 (𝑧) = 𝑧

  (8) 

So, these functions are multivariate polynomials. 

4. AN APPLICATION OF SIGN-DEFINITE 
DECOMPOSITION 

The sign of a multivariate polynomial function 
ℎ(𝑎) over a box can be given by decomposition 
(see [17]). 

Define the box  

𝐷 = {𝑎 ∈ ℝ :  𝑎 ≤ 𝑎 ≤ 𝑎 , 𝑖 = 1,2, … , 𝑘} . 

Given any box can be transported to the first 
orthant in the parameter space. Therefore, one can 
assume that 𝑎 ≥ 0 without loss of generality. 
Then ℎ(𝑎) can be written as 

ℎ(𝑎) = ℎ (𝑎) − ℎ (𝑎) 

where ℎ (𝑎) ≥ 0 and ℎ (𝑎) ≥ 0 for all 𝑎 ∈ 𝐷. 
The functions ℎ (𝑎) and ℎ (𝑎) correspond to the 
positive and negative coefficients of ℎ(𝑎). 

Define the two extreme vertices of the box 𝐷 

𝑎 = (𝑎 , 𝑎 , … , 𝑎 ),

𝑎 = (𝑎 , 𝑎 , … , 𝑎 ).
 

Lemma 3 ([17]): If ℎ (𝑎 ) − ℎ (𝑎 ) > 0 then 
ℎ(𝑎) > 0, If ℎ (𝑎 ) − ℎ (𝑎 ) < 0 then ℎ(𝑎) <
0 for all 𝑎 ∈ 𝐷. 

Using the sufficient conditions from Lemma 1, 
one can test positivity of 𝑓  on the box 𝐵. 

In order to apply this conditions, the 𝐵 box (and 
accordingly the function 𝑓 ) must be transformed 
into the first orthant. 

Here, we provide an algorithm for the common 
solution to 2-dimensional two matrices. We 
investigate the points (𝑧 , 𝑧 ) ∈ 𝐵 where the  
functions in (4) 𝑓  (𝑖 = 1,2,3,4) are positive. Here, 
we omitted the function 𝑓 (𝑧). 

This algorithm can also be adapted to 3-
dimensional matrices. Notice that, among the 
functions 𝑔  (𝑖 = 1,2, … ,6) given in (8), 𝑔 (𝑧) can 
be omitted. In the case of existence, the following 
algorithm gives affirmative answer. 

Algorithm 1:  

Let 𝐵 be initial box. 

1. Calculate 
𝑚 = 𝑓 (𝑏 ) − 𝑓 (𝑏 ),

𝑀 = 𝑓 (𝑏 ) − 𝑓 (𝑏 ) (𝑖 = 1,2,3).
 

where 𝑏  and 𝑏  are extreme vertices of 
the box investigated. 

2. If min{𝑚 , 𝑚 , 𝑚 } > 0 then 𝑓 (𝑧) > 0, 
𝑓 (𝑧) > 0 and 𝑓 (𝑧) > 0 for all 𝑧 in the 
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box. Therefore, 𝑄 (𝑧) > 0 and 𝑅 (𝑧) >
0. Otherwise, go to step 3. 

3. If one of the 𝑀 ’s is nonpositive, there is 
no 𝑧 in the box so that 𝑄 (𝑧) > 0 or 
𝑅 (𝑧) > 0. This box should be 
eliminated. Otherwise, go to step 4. 

4. The investigating box is divided into two 
subboxes along an axis. Return to step 1. 

This processes are repeated until finding a subbox 
containing common solutions is provided or there 
is no subbox to be examined. 

5. EXAMPLES 

We will give the applications of the Algorithm 1. 

Example 1. Consider the following Hurwiz stable 
matrices 

 𝐴 =
−2 4
1 −7

, 𝐴 =
−2 1
−1 −1

. 

The matrices 𝐴 𝐴  and 𝐴 𝐴  have no negative 
real eigenvalues. From Theorem 3, they have 
common solution. The matrix 𝑄 (𝑧) is obtained 
with regard to 𝑧 as 

𝑄 (𝑧) =

7

9
𝑧 −

8

9
𝑧 +

4

9

20

9
𝑧 −

4

9
𝑧 −

29

18
20

9
𝑧 −

4

9
𝑧 −

29

18

1

3
𝑧 +

4

3
𝑧 +

19

3

 

and the common solution 𝑃 can be written as 

𝑃(𝑧) =

2

9
𝑧 −

1

9
𝑧 +

1

18

1

18
𝑧 +

2

9
𝑧 −

1

9
1

18
𝑧 +

2

9
𝑧 −

1

9

1

18
𝑧 +

2

9
𝑧 +

7

18

 

From the equation (4), we have the following 
functions 

𝑓 (𝑧 , 𝑧 ) =
7

9
𝑧 −

8

9
𝑧 +

4

9
, 

𝑓 (𝑧 , 𝑧 ) =
5

81
𝑧 +

295

81
𝑧 −

496

81
𝑧

+
220

81
𝑧 𝑧 +

172

81
𝑧 +

71

324
, 

𝑓 (𝑧 , 𝑧 ) = 𝑧 − 𝑧 . 

The sign of the functions 𝑓 , 𝑓 , 𝑓  on the box 𝐵 =
[0,1] × [−1,1] is determined by Algorithm 1. 
After 116 steps in 0.022s, calculations give the 
following table. The calculations have been made 
by using the mathematical software Maple on a 
computer with an i5 1.4 GHz processor. 

Table 1. Results of the elimination process 

step Subboxes 𝒎 𝑴𝟏, 𝑴𝟐, 𝑴𝟑 Operatio
ns 

1 [0,1] × [−1,1] − +, +, + divide 

2 0,
1

2
 × [−1,1] − +, +, + divide 

3 
1

2
, 1 × [−1,1] − +, +, + divide 

⋮ ⋮ ⋮ ⋮ ⋮ 

16 
0,

1

4

× −1, −
1

2
 

− +, −, + eliminate 

⋮ ⋮ ⋮ ⋮ ⋮ 

66 

1

4
,
7

8

× −1, −
1

2
 

− +, −, + eliminate 

⋮ ⋮ ⋮ ⋮ ⋮ 

116 
7

8
 ,1 × 0,

1

4
 + +, +, + stop 

For all 𝑧 ∈  ,1 × 0,  , 𝑃(𝑧) > 0 is common 

solution to 𝐴  and 𝐴 . For instance, take 𝑧 = ,  

the matrix 

𝑃 =

1

4
−

1

32

−
1

32

15

32

 

is common solution to 𝐴  and 𝐴 . When the 
Algorithm 1 continues for 2000 steps, the 
common solution set (subboxes) is obtained as in 
Figure 1. 
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Figure 1. The subboxes are contained common 
solutions. 

Example 2. Consider the following Hurwitz 
stable matrices 

𝐴 =
−1 −3 −4
2 −3 −2
1 1 −2

, 𝐴 =
−4 −3 1
5 1 −1

−2 0 −3
. 

Eigenvalues of 𝐴 𝐴  and 𝐿(𝐴 )𝐿 (𝐴 ),  are 

3.3244, 0.3242 ± 0.4138𝑖,
0.5103, 0.9922 ± 1.0773𝑖

 

respectively. We conclude that the segments 
[𝐴 , 𝐴 ] is stable by Theorem 2 since they have 
no negative real eigenvalues.  

For initial box 

𝐵 = [0,1] × [−1,1] × [−1,1] × [0,1] × [−1,1], 

Algorithm 1 has given an affirmative result: 

𝑆 =
17

64
,

35

128
×

−1

64
,

−1

128
×

−25

64
,
−3

8

×
3

128
,

1

32
×

1

64
,

1

32
. 

The matrix  

𝑃(𝑧) =

𝜂 (𝑧) 𝜂 (𝑧) 𝜂 (𝑧)

𝜂 (𝑧) 𝜂 (𝑧) 𝜂 (𝑧)

𝜂 (𝑧) 𝜂 (𝑧) 𝜂 (𝑧)
 

is the common solution of the Lyapunov 
equations (6) for all 𝑧 ∈ 𝑆, where 

𝜂 (𝑧) =
619

3515
𝑧 −

113

703
𝑧 −

258

3515
𝑧

+
2659

7030
𝑧 −

166

3515
𝑧 +

86

3515
,

 

𝜂 (𝑧) =
273

7030
z −

80

703
z −

108

3515
z

+
1047

3515
z +

94

3515
z +

36

3515
,

 

𝜂 (𝑧) = −
18

3515
𝑧 +

26

703
𝑧 +

246

3515
𝑧

−
83

7030
𝑧 +

567

3515
𝑧 −

82

3515
,

 

𝜂 (𝑧) =
819

7030
𝑧 −

240

703
𝑧 −

324

3515
𝑧

+
2767

7030
𝑧 +

282

3515
𝑧 +

108

3515
,

 

𝜂 (𝑧) = −
219

7030
𝑧 +

41

703
𝑧 −

261

3515
𝑧

−
106

3515
𝑧 +

813

3515
𝑧 +

87

3515
,

 

𝜂 (𝑧) =
61

7030
𝑧 −

5

703
𝑧 +

169

3515
𝑧

+
43

7030
𝑧 −

82

3515
𝑧 +

1059

7030
.

 

Here, 𝑧 = 1 can be taken (see equation (5)).  
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The Classification of OECD Countries in Terms of Life Satisfaction Using 
Partial Least Squares Discriminant Analysis 

 

Esra POLAT1 

 

 

Abstract 

Life satisfaction (LS) measures how people assess their lives as a whole, not their present 
emotions. Measuring emotions can be very subjective, but it is still a useful completion to more 
objective data when comparing quality of life across countries. Many questionnaires are used 
to measure especially LS and happiness. The Partial Least Squares Discriminant Analysis 
(PLSDA) is a statistical method for classification and includes an ordinary Partial Least Squares 
Regression, where the dependent variable is categorical that represents each observation's class 
membership. In this study, the purpose is to classify 35 OECD countries correctly to their 
predefined classes (above or below the average LS level of OECD) by using year 2017 Better 
Life Index data. In the analyses PLSDA, a flexible supervised classification method, is used. 
PLSDA is a preferable alternative method in case of some assumptions not satisfied for classical 
discriminant analysis. The results showed that PLSDA has a satisfying classification 
performance and self-reported health (SH) is only effective variable in determining the LS 
levels of countries.  

Keywords: Better Life Index, classification, life satisfaction, OECD countries, Partial Least 
Squares Discriminant Analysis 

 

1. INTRODUCTION 

There is much more than Gross Domestic Product 
(GDP) numbers and economic statistics. 
Therefore, the current economic and financial 
crisis has refocused interest in other factors. The 
trick is to decide what works for a better life and 
the way of measuring progress. In most OECD 
countries, inequality is broadening and more 
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money does not make people feeling better. So 
that what else should be measured that thought to 
affect the life happiness? The OECD interested on 
this question over ten years ago; and work such as 
the Stiglitz-Sen-Fitoussi Commission in France, 
and in recent times national attempts such as the 
UK's programme Measuring National Well-Being 
[1].  
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In 2011, the OECD Better Life Initiative took an 
interactive step with the Better Life Index, an 
international comparable well-being indicator 
(How's Life? Report) and its interactive tool, the 
Better Life Index (BLI) inviting users to look at 
how their country measures up on the subjects that 
significant for them, a wide range of topics from 
education to air pollution, from health to income 
etc. [1]. 

A key reason for measuring well-being is to 
understand whether, where and how life is getting 
better for people. In “How’s Life? 2017: 
Measuring Well-being” report provides an 
overview of OECD countries’ achievements 
across 11 dimensions of current well-being and 
four different “capital stocks” that help to sustain 
well-being overtime. It features a various set of 
statistics, ranging from household wealth to times 
spent on leisure, and from air pollution to how 
safe people feel walking alone at night. Since the 
last 10 years have been a turbulent time in most 
OECD economies, the particular focus on 
changes in people’s well-being. It seeks to address 
the simple question: Is life today better or worse 
than it was in 2005, before the financial crisis took 
hold? [2]. 

Life satisfaction (LS) is highest in Denmark, 
Norway and other Scandinavian countries, also in 
Switzerland, New Zealand, Canada and Australia 
- countries with high levels of employment, 
quality of jobs and population health [3]. In 
countries with the lowest LS, employment levels 
and, usually, life expectancy are below the OECD 
average. The BLI indicates that having strong 
relationships with friends and deriving pleasure 
from a good work-life balance and personal safety 
is associated with high LS. Scandinavian 
countries score high in these areas, also in Spain 
where data that underpin BLI indicate that 96% of 
people know someone they can trust in the 
moment of need, one of the OECD's highest rates 
[3]. 

The BLI shows that there is little difference in LS 
between men and women in 35 countries. 
Nevertheless, in OECD countries individuals with 
bachelor’s degree have tendency to have higher 
LS than those who are merely primary school 

graduated. BLI includes 35 countries and 
measures well-being over 11 dimensions (civic 
engagement, community, education, 
environment, health, housing, income, jobs, life 
satisfaction, safety, work-life balance). This index 
clears that if a country has a good performance in 
economic, this means not directly it will indicate 
same good performance in terms of well-being. 
For example, Mexico and Turkey indicate a good 
performance in some form of civic engagement. 
South Africa scores inadequately compared to 
rich countries in terms of many indicators, 
however, it has a relatively strong public 
conscience and work-life balance [3].  

Personal security is also a problem in some rich 
countries. BLI shows that in Australia, New 
Zealand and US people feel unsafety in high level. 
The countries who perform well above the 
average in work-life balance have various 
economic levels such as Hungary, Ireland, Italy 
and Russia. Estonia, Germany, Japan, Korea and 
Poland are among the countries with the best 
general education and skill levels. Decent housing 
is a significant component of well-being. BLI 
reveals that good housing conditions are often 
connected with good economic outcomes. 
Canadians and Americans demonstrate a 
tendency to benefit from best housing 
circumstances [3]. 

BLI's online interactive tool also permits users to 
directly tell what is substantial to their own well-
being. Up to now, in 180 countries this tool has 
been used by more than 110000 people. In 
general, online users rank education, health and 
LS as the most essential elements for their well-
being. The education is commonly considered to 
be the most important of the 11 well-being 
dimensions in Latin America. However, regional 
differences appear. LS and work-life balance are 
among the top precedencies in North America 
even though community environment and health 
are the base interests in Europe [3]. 

LS measures how people evaluate their lives as a 
whole, not their present emotions. Considering 
the all OECD countries using a scale between 0 
and 10, people gave an average score of 6.5 for 
scoring their overall LS. However, LS is not 
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shared equally in the OECD. In some countries 
such as Portugal, Greece, Turkey - with an 
average of 5.5 scores or less, seen relatively low 
level of overall LS. At the other end of the scale, 
scores reach 7.5 in Denmark, Iceland, Finland, 
Switzerland and Norway [4]. 

The term of a better life first appeared in the 
2000s. In 2001, the OECD published a report on 
the better lives of countries [5]. Osberg and 
Sharpe [6] developed an economic well–being 
index by merely in view of economic variables for 
chosen OECD countries: Australia, Canada 
Sweden, Norway, U.K, U.S. Kerenyi [7] also 
studied on and introduced a BLI for countries. 
Kasparian and Rolland [8] developed a better 
quality of life index based on diverse data from 
OECD countries. Stevenson and Wolfers [9] 
interested on the relationship between income and 
well-being so that evaluations made on LS. 
Mizobuchi [10] suggested a combined indicator 
of overall well-being, to measure the performance 
of each country in supplying well-being to its 
citizens. He applied Data Envelopment Analysis 
to form a group of 11 separate well-being 
indicators into a combined indicator, using the 
World Bank's production base estimates for each 
country. Akar [11] assessed BLI as an alternative 
tool for measuring well-being for Turkey. As a 
result of this it is found that the lowest BLI value 
belongs to Turkey among OECD countries. 
Durand [12] discussed the advantages and 
disadvantages of several approaches for 
introducing and spreading information on 
multidimensional well-being to different people, 
containing the OECD BLI. The progress made in 
developing measures of well-being is exemplified 
and the statistical agenda for improving present 
indicators and building-up new ones is outlined 
[5]. Gundogan Aşık and Altın Yavuz [5] 
compared six different methods for modeling the 
LS using the OECD BLI Data. They have found 
that if solely classification is interested, the robust 
discriminant analysis can be used for modeling of 
LS. But robust logistic ridge regression could be 
used in case of determining the effective levels for 
LS. Başol [13] aimed to discover the dynamics 
affecting the LS in OECD countries by using the 
year 2016 BLI data. The results of this research 
using structural equation modeling technique and 

model development strategy showed; health and 
positive work quality positively affect LS; income 
and negative job quality negatively affect LS. 

PLSDA is a good alternative to classical 
discriminant analysis, since in some 
circumstances classical one could not be used 
while PLSDA could be performed; for instance, 
the situations such as the number of explanatory 
variables exceeding the number of observations 
(p>>n). Moreover, it can be performed on data 
even if in case of missing values and 
multicollinearity problem and non-normality 
[14]. The purpose of this study is classify 35 
OECD countries by using PLSDA according to 
their LS level (above or below the average score 
of 6.5 across the OECD) by using the potential 
effective 23 variables on LS that constituting 
quality of life.  

2. PARTIAL LEAST SQUARE 
DISCRIMINANT ANALYSIS 

PLSDA is a supervised classification method, 
since it must have primary information about the 
class memberships of the samples. Barker and 
Rayens [15] compared PLSDA with Linear 
Discriminant Analysis (LDA) and mentioned that 
PLSDA has advantages over classical 
Discriminant Analysis (DA) such as choosing of 
variables and reduction of noise [16]. 

The PLSDA method use the same algorithm for 
Partial Least Squares Regression (PLSR), the 
only difference is Y has discrete values used for 
showing class memberships of each observation. 
PLSR searches for a direct relationship between 
dependent variable and the explanatory variables. 
X matrix with nxp dimension shows the 
independent variables; n is the number of 
observations and p is the number of explanatory 
variables. Y matrix with nxq dimension 
corresponding to the dependent variable. Here, q 
represents the number of dependent variables. X 
and Y are decomposed by scores (or components, 
or latent variables) and the size of the data is 
reduced as shown in Eq. (1) and Eq. (2) [16]. 

X TP E                                                                          (1) 
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Y UQ F                                                                         (2) 

T and U are the score matrices for X and Y, 
respectively; P shows the loading matrix of X; E 
is the error term for X; Q is the loading matrix for 
Y and F is the residual matrix for Y. In PLSR 
while choosing components, their relationship 
with Y is also considered different from Principal 
Component Regression (PCR). The optimal 
number of components are generally lower than 
PCR. T components are orthogonal and they are 
estimated as in Eq. (3) by using *W , the weight 
matrix [16]. 

*T XW                                                                               (3) 

The T components are good predictors of Y and 
the PLSDA model is written as in Eq. (4). F shows 
the deviations between the real and predicted 
response.  

Y TQ F                                                                          (4) 

Inserting Eq. (3) in Eq. (4) the model can be 
updated lastly as in Eq. (5) and turns to a 
regression model as in Eq. (6).  

*Y XW Q F                                                                  (5) 

Y X F                                                                           (6) 

The regression coefficients are obtained as 
*W Q  , where *W  can be obtained as in Eq. 

(7). W is defined using a set of weighting 
loadings, which maximizes the covariance 
between X and Y [17]. The detailed information 
about PLSR model and its classical algorithm’s 
steps could be found in Wold et al. [18]. 

  1*W W PW
                                                               (7) 

In case of two classes in the data set, in PLSDA 
the matrix Y is coded to 0 or 1 (G=2). In case of 
multiple classes (G>2), several models could be 
constructed with 0 and 1 encoding, or the PLS2 
algorithm is used by constructing a matrix (nxG), 
in which each column shows a class [16, 19]. An 
important stage of constructing a PLSDA model 
is the determination of the ideal number of LVs. 

For this purpose, usually cross-validation (CV) is 
used. In this method the data set is divided by 
training samples and validation samples and the 
models are built with the separated observations 
for validation sample. The prediction errors are 
computed for separated samples using various 
numbers of LVs. The process is repeated until all 
samples are predicted. The PLSDA model gives a 
number by using Eq. (5), not reading completely 
0 or 1. Hence, constructing threshold values is 
necessary for defining the class limits. The 
threshold is estimated by using Bayesian theorem 
in many approaches [19] or by constructing 
confidence limits for each classified object. 
Usually resampling techniques such as bootstrap 
could be used for the calculation of these 
confidence intervals [16]. 

3. CLASSIFICATION PERFORMANCE 
MEASURES 

The calculated classification measures are 
described in Ballabio et al. [20]. These measures 
are used to assess the performance of 
classification methods such as classical DA or 
PLSDA. The classification results can be showed 
in confusion matrix (or contingency table). Since 
G represents the number of classes, the confusion 
matrix dimension is G x G. It could be showed as 
in Table 1. Each element gkc  shows the number 

of samples belonging to class g and assigned to 
class k. Hence, the diagonal elements ggc  show 

the number of correctly assigned observations, 
while off-diagonal elements show the numbers of 
unclassified observations [20, 21].  

Table 1. Representation of confusion matrix (in 
case of G classes) 

True Class 

 Assigned Class  
1 2  G 

1 
11c   12c    

1Gc  1n   

2 
21c  22c    

2Gc  2n  

             
G 

G1c  G2c    
GGc  Gn  

 
1n   2n   

Gn  n 
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Three popular class-based measures (sensitivity, 
precision and specificity) are used for estimating 
the classification performance obtained on each 
class. They are computed on each class 
individually and show different sides of the 
classification [20]. 

Sensitivity defining the model ability of correctly 
recognizing samples of the g-th class and is given 
as in Eq. (8) [20, 21]: 

gg
g

g

c
Sn

n
                                                                             (8) 

Here, ggc  (the diagonal elements of confusion 

matrix) showing the correctly classified samples, 

gn  is the total number of objects that member of 

the g-th class. In case of all the samples that 
member of the g-th class are correctly assigned 

 gg gc n , gSn equals to 1. The unassigned 

objects of the g-th class are not taken under 
consideration for the sensitivity computation. 

Precision represents the capability of a 
classification model not containing objects of 
other classes in the examined class. It shows the 
ability of a classifier avoiding wrong predictions 
in that class and given by Eq. (9) [20, 21]: 

gg
rg

g

c
P

n



                                                                              (9) 

Here, the total number of objects assigned to the 
g-th class showed by gn  . If all the objects 

assigned to class g correspond to the samples 
member of class g, rgP  equals to 1. 

Specificity characterizes the capability of a 
classifier to reject the samples of all the other 
classes and is given as in Eq. (10) [20, 21]: 

 
G

k gk
k 1

g
g

n c
Sp for k g

n n


 
 




                            (10) 

Each element of confusion matrix gkc  represents 

the number of objects belonging to class g and 

assigned to class k. Hence, kn  shows the total 

number of objects classified to the k-th class: 
G

k gk
g 1

n c


  . This measure computed as the ratio 

of “samples not member of the g-th class also not 
assigned to the g-th class“ over “the total number 
of samples not member of the g-th class (n-ng)”. 

gSp  equals to 1, in case of the objects not member 

of class g are never classified to g. Not classified 
objects are not taken under consideration for the 
specificity computation. 

Until now the three measures that we examined 
give the classifier performances on each specific 
class, however, they do not yield total assessment 
of the classification quality. Hence, by clustering 
class measures in different ways, global measures 
of classification performances are computed.  

Accuracy (AC) is another index helps for 
evaluating the classification quality. It is also 
named as overall agreement/predictive 
ability/classification rate/success rate, total 
accuracy. It is given as in Eq. (11) and shows the 
ratio of correctly classified objects. It takes the 
values between 0 (no correctly classified objects) 
to 1 (perfect classification) [20, 21]: 

G

gg
g 1

c

AC
n




                                                                     (11) 

n is the total number of samples and not classified 
objects are not used for the accuracy computation. 
“Misclassification error” is the complementary of 
it and defined as the ratio of objects classified to 
a wrong class.  

Non error rate (NER) is the mean of the class 
sensitivities [20]: 

G

g
g 1

Sn

NER
G




                                                               (12) 

Error Rate (ER) is given as: ER 1 NER  , 
using the non-error rate. 
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Ratio of not assigned samples is the fraction of 
the objects that could not have assigned in the 
modelled classes. Not assigned samples are not 
used in the specificity, sensitivity, non error rate 
and error rate computations [20]. 

Classification results could be presented by using 
graphs such as ROC (Receiver Operating 
Characteristics) curves. In Classification toolbox 
for MATLAB [22], as a result of PLSDA these 
curves are also given.  

A ROC curve is a plot of sensitivity and 
specificity, used for classification studies of two 
class date sets. Its discrimination threshold is not 
fixed. By using contingency table, a single value 
of sensitivity and specificity can be computed. So 
that each contingency table shows one point in the 
ROC space. For each threshold value, a 
classification rule is computed and the related 
contingency table is obtained. The best possible 
classification method would produce a point in 
the upper left corner of the ROC space, standing 
for maximum sensitivity and specificity, 
however, a random classification yields points 
along the diagonal line from the left bottom to the 
top right corners. ROC curves are computed for 
each class, separately, by changing the threshold 
of assignations. The area under the ROC curve 
(AUC) can be used as estimator of the class 
discrimination; it is shown in the plot title for each 
class [20]. ROC is a probability curve and AUC 
shows degree or measure of separability. It shows 
model ability of distinguishing between classes. 

Formula and extra details on these classification 
measures are given in html help files created for 
the Classification Toolbox for MATLAB [22, 
23]. 

4. APPLICATION AND RESULTS 

The Better Life Index is applied to 35 OECD 
members. These OECD countries are; Australia, 
Austria, Belgium, Canada, Chile, Czech 
Republic, Denmark, Estonia, Finland, France, 
Germany, Greece, Hungary, Iceland, Ireland, 
Israel, Italy, Japan, Korea, Latvia, Luxembourg, 
Mexico, Netherlands, New Zealand, Norway, 
Poland, Portugal, Slovak Rebuplic, Slovenia, 

Spain, Sweden, Switzerland, Turkey, United 
Kingdom, United States [2, 5]. 

The data set is obtained from OECD 2017 BLI 
data. LS used as the dependent variable and coded 
as two classes for each of 35 OECD countries. 6.5 
is the average LS score across the OECD. 

i

0, Countries with a LS score less than 6.5 / low LS level

1, Countries with a LS score greater than 6.5 / high LS level
y

 


  

The independent variables are 23 sub-dimensions 
given in OECD BLI data set. 10 dimensions and 
their sub-dimensions can be examined in Table 2. 
The analysis made by using Classification 
Toolbox (MATLAB) and XLSTAT (Excel) 
programs. XLSTAT running on Excel and lets 
users for analyzing, customizing and sharing their 
results within Microsoft Excel [22, 23, 24].  

Table 2. OECD Better Life Index 2017 dimensions 
and sub-dimensions 

Dimensions Sub-Dimensions 
Housing  Dwellings without basic 

facilities (DW) 
 Housing expenditure (HE) 
 Rooms per person (RP) 

Income  Household net adjusted 
disposable income (HI) 

 Household net financial wealth 
(HFW) 

Jobs  Labour market insecurity (LM) 
 Employment rate (ER) 
 Long-term unemployment rate 

(LUR) 
 Personal earnings (PE) 

Community  Quality of support network (QN) 
Education  Educational attainment (EA) 

 Student skills (SS) 
 Years in education (YE) 

Environment  Air pollution (AP) 
 Water quality (WQ) 

Civic 
engagement 

 Stakeholder engagement for 
developing regulations (SE) 

 Voter turnout (VT) 
Health  Life expectancy (LE) 

 Self-reported health (SH) 
Safety  Feeling safe walking alone at 

night (SWA) 
 Homicide rate (HR) 

Work-Life 
Balance 

 Employees working very long 
hours (EH) 

 Time devoted to leisure and 
personal care (TLP) 

Resource:https://stats.oecd.org/Index.aspx?DataSetCode=BLI 
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The data set could be analyzed by using classical 
DA. However, there are several assumptions for 
DA that must be checked. Firstly, an assumption 
that the discriminating variables follow the 
multivariate normality must be checked.  

 

Figure 1. The chi-square Q-Q plot 

Multivariate normality test has been implemented 
by using Mahalanobis Distances. Figure 1 shows 
that there are some deviations from the straight 
line, therefore, possible deviations from a 
multivariate normal distribution. It can be 
concluded that, this data set not meets 
multivariate normality assumption since the plot 
indicates departures from multivariate normal 
distribution explicitly. 

Multicollinearity exists in any model when two or 
more independent variables in the model are 
related to each other. There are several different 
numerical methods for exploring 
multicollinearity connections. VIF and Tolerance 
values are statistics which the researches usually 
prefer. The multicollinearity detection is done by 
using Microsoft Excel XLSTAT program. In 
practice, if any of the VIF values is equal or larger 
than 10, there is a near collinearity. From Table 3 
it is clear that the VIF values for RP, HI, LM, ER, 
LUR, PE, SS, WQ are 13.398, 17.475, 11.142, 
13.995, 13.552, 22.475, 11.112, 18.865, 
respectively. Hence, there is a multicollinearity 
problem for this dataset. 

 

Table 3. Multicollinearity statistics result 

Statistic DW HE RP HI 

Tolerance 0.136 0.340 0.075 0.057 

VIF 7.379 2.937 13.398 17.475 

Statistic HFW LM ER LUR 

Tolerance 0.189 0.090 0.071 0.074 

VIF 5.295 11.142 13.995 13.552 

Statistic PE QN EA SS 

Tolerance 0.044 0.105 0.142 0.090 

VIF 22.475 9.556 7.054 11.112 

Statistic YE AP WQ SE 

Tolerance 0.350 0.102 0.053 0.294 

VIF 2.856 9.769 18.865 3.400 

Statistic VT LE SH SWA 

Tolerance 0.295 0.163 0.116 0.175 

VIF 3.385 6.123 8.600 5.711 
Statistic HR EH TLP  

Tolerance 0.166 0.173 0.180  

VIF 6.015 5.774 5.549  

Since multivariate normality assumption and 
independence among predictors are not satisfied, 
instead of classical DA, PLSDA could be 
implemented on the data set. Before it is 
mentioned that PLSDA is not affected by these 
assumptions. Firstly, for PLSDA the ideal number 
of LVs must be determined. For this purpose, 
error rate CV against number of LVs graph could 
be used [23].  

 

Figure 2. Error rate in CV versus number of 
components in PLSDA. CV was implemented 5 
groups, obtained by venetian blinds method 
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From Figure 2, it is clear that by choosing 3 LVs 
much simple classification model is computed 
and CV error is very low for 3 LVs. After the ideal 
number of LVs is determined, PLSDA model can 
be obtained on the training samples. The final 
PLSDA model is obtained by choosing 3 LVs and 
5 CV groups for validation. The confusion 
matrices constructed for fitting and CV as given 
in Table 4. The outputs of the classification model 
are collected in confusion matrix and it is the 
preliminary stage of evaluating the classification 
performance. The last column of the Table shows 
the number of unclassified objects for each class. 
From Table 4, it can be observed that, in fitting, 1 
out of 21 high samples are classified into low 
class (3 in CV), 1 out of 14 low samples are 
classified into high class (1 in CV), and finally 
there is not any samples that are not assigned. It is 
clear from Table 4 that %94.29 of the countries 
are correctly classified for the training sample. 
For prediction sample it is seen from Table 4 that 
%88.57 of the countries are correctly classified. 

Table 4. Confusion matrices for fitting and CV with 5 
venetian blinds groups 

 Predicted Class 
Real Class High Low Not 

assigned 
Fitting    
High 20 1 0 
Low 1 13 0 

Cross 
validation 

   

High 18 3 0 
Low 1 13 0 

Table 4 reveals that in case of two classes the 
confusion matrix could be shown as in below (in 
which the high class is defined as positive, P and 
low class as negative, N): 

 Predicted Class 
High (P) Low (N) 

Real Class High (P) TP FN 
Low (N) FP TN 

Here, TP (True Positive) represents the number of 
high objects correctly classified as high, TN (True 
Negative) shows the number of low objects 
correctly classified as low, FN (False Negative) 
represents the number of high objects wrongly 
classified as low and FP (False Positive) shows 

the number of low objects wrongly classified as 
high.  

TP/(TP+FN) is used for computing the high class 
sensitivity. Class sensitivity values range between 
0 and 1 and defining the model capability to 
correctly distinguish objects that are member of 
that class. For instance, if not any of the high 
samples are assigned to low class (FN equals to 
0), the sensitivity for high class can be equal to 1.  

On the contrary, TN/(FP+TN) is used for high 
class specificity. The class specificity values 
range between 0 and 1 and defining the model 
capability of rejecting objects of all other classes. 
For instance, if not any of the low samples are 
assigned to high class (FP equals to 0), the 
specificity for high class can be equal to 1 [23].  

In Table 5, the classification performance 
measures of PLSDA model are presented. It is 
known that when there are only two classes, 
sensitivity and specificity of two classes are 
symmetrical, as a result, all the time sensitivity of 
the high class equals to specificity of the low class 
and vice versa. The results of fitting (in case of all 
training samples used for modelling) shows that 
the low class’s specificity and sensitivity values 
are 0.95 and 0.93, respectively. Taking under 
consideration only the classified samples, this 
means that 93 % of the low training samples (13 
out of 14) are correctly classified as low and 95 % 
of the high training samples (20 out of 21) are 
correctly classified as high. Because of sensitivity 
and specificity values show similarity, it can be 
concluded that the type of error is balanced, 
hence, there is not special trend in the model for 
recognizing high samples as low, or vice versa. 
The model NER and ER in fitting are equal to 
0.94 and 0.06, respectively. Finally, the 
classification performance of CV can be 
compared with model fitting. Cross-validated and 
fitting results are more similar for high class and 
less similar for low class. Although small 
difference can be seen, still it could be concluded 
that the PLSDA classification model can be 
supposed to be reliable and stable, since the 
classification performance is not badly affected 
by samples taken out from the training set during 
the CV procedure.  
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Table 5. Classification performance measures for both 
fitting and CV (for 5 venetian blinds groups) 

 High 
 sensitivity specificity precision 

Fitting 0.95 0.93 0.95 
Cross 

validation 
0.86 0.93 0.95 

 Low 
 sensitivity specificity precision 

Fitting 0.93 0.95 0.93 
Cross 

validation 
0.93 0.86 0.81 

 NER ER AC 
Fitting 0.94 0.06 0.94 
Cross 

validation 
0.89 0.11 0.89 

The evaluation of the classification performance 
of a model could also be made by using ROC 
curves. A perfect model’s AUC will be close to 1 
means that having a good measure of separability. 
A poor model’s AUC will be close to 0 meaning 
that having the worst measure of separability. This 
kind of poor model predicts 0s as 1s and 1s as 0s 
(means lows as highs, highs as low). Moreover, in 
case of AUC is 0.5, it refers to model’s 
incapability of separation. In Figure 3, ROC 
curves for high (upper) and low (lower) classes 
are shown. Table 5 also reveals that the ROC 
curves of both classes are nearly perfect. The plots 
on the right of Figure 3 are ROC curves, as 
showing the sensitivity and specificity values as 
the class threshold for assigning samples to the 
class is changed. The class threshold is chosen at 
the point where the number of FPs and number of 
FNs is minimized and hence, its value 
corresponds to the point where the specificity line 
crosses the sensitivity line.  

 

Figure 3. ROC curves (LEFT SIDE) and plots of 
specificity (red) sensitivity (blue) values (RIGHT 

SIDE) 

Since PLSDA’s origin comes from PLSR 
algorithm, the regression coefficients of the 
variables are obtained using this algorithm. The 
significant variables, for classifying objects to 
their correct classes, will have positive 
coefficients that contributing in increment of the 
class calculated response. Until now all results are 
obtained in Classification Toolbox, but in order to 
see which variable/variables are important in 
discriminating the classes, the results are obtained 
in XLSTAT.  

The standardized coefficients are given in Table 
6. It can be used to compare the relative weight of 
the variables in the model. For the computation of 
confidence intervals of coefficients, PLSR do not 
use the classical formulae based on the normality 
hypotheses used in Ordinary Least Squares 
regression. A bootstrap method gives confidence 
intervals estimations. If the absolute value of a 
coefficient is higher, weight of the variable in the 
model is also higher. In case of interval estimation 
of standardized coefficients contains 0, the weight 
of the variable in the model is unimportant [14].  
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Table 6. Standardized coefficients of the model 

Variable Coeff. Std. Dev. LB (95%) UB(95%) 

DW -0.078 0.202 -0.489 0.332 

HE 0.092 0.184 -0.281 0.465 

RP 0.173 0.157 -0.147 0.492 

HI 0.036 0.105 -0.178 0.250 

HFW 0.003 0.143 -0.289 0.294 

LM -0.239 0.208 -0.661 0.184 

ER 0.119 0.141 -0.168 0.406 

LUR -0.184 0.156 -0.502 0.133 

PE 0.131 0.079 -0.029 0.292 

QN -0.007 0.121 -0.253 0.239 

EA -0.025 0.188 -0.406 0.356 

SS -0.290 0.162 -0.619 0.039 

YE 0.084 0.159 -0.240 0.408 

AP 0.008 0.172 -0.340 0.357 

WQ 0.021 0.114 -0.211 0.253 

SE -0.158 0.251 -0.668 0.352 

VT 0.051 0.202 -0.358 0.461 

LE -0.011 0.157 -0.329 0.308 

SH 0.394 0.168 0.052 0.736 

SWA -0.030 0.125 -0.283 0.224 

HR 0.236 0.173 -0.116 0.589 

EH -0.104 0.206 -0.523 0.316 

TLP 0.020 0.178 -0.342 0.382 

The results in Table 6 indicates that the only 
important variable that determine the statuses of 
high and low LS levels of OECD countries is 
“self-reported health (SH)” that means percentage 
of people whose feeling healthy is the most 
important determinant of LS. 

5. CONCLUSION 

Quality of life of countries mainly can be 
understood from LS variable. The countries 
policies for making progress about their economic 
prosperity will be inevitably affected by 
researches on influences of other variables of 
quality of life on LS. Here, a significant variable 
LS that effects the quality of life is taken under 
consideration. A comparison between the welfare 
levels of countries in terms of many different 
areas can be derived by LS. Particularly in these 
days, the welfare of the countries identified 

merely by the income does not show that the 
welfare of the country is well. There are many 
different determinants of LS, that OECD surveys 
sum up them under titles like income, housing, 
jobs, education, community, environment, health, 
civic engagement, work-life balance and safety. 
Different from previous studies on this field, in 
this study, the sub-dimensions under these 
variables are used to find the most effective 
variable in determining the countries’ LS levels. 
The analyzes showed that data set is non-normal 
and also there is a multicollinearity problem. 
Therefore, classical DA couldn’t be used and 
PLSDA is preferred. As a result of PLSDA 
%94.29 of the countries are correctly classified 
for the training sample and %88.57 of the 
countries are correctly classified for validation 
sample. PLSDA has a good classification 
performance. Moreover, it is found that self-
reported health (SH) is the only important 
variable in determining life satisfaction levels of 
35 OECD countries.  

Systematic health surveys are done by most of 
OECD countries for enabling participants to 
report on various statuses of their health. "How is 
your health?" is a frequently asked question for 
collecting data about self-perception health status. 
In spite of this question is non-objective, the 
responses are used to be a well estimator of 
people's future healthcare. In the OECD, around 
69% of the adult population tell their health is 
"good" or "very good". Although 88% of adults 
say their health is "good" in New Zealand and 
Canada, less than 40% of people express their 
health as "good" or "very good" in Korea and 
Japan. Cultural, regional or other elements could 
affect the answers of this popular health question. 

Men most likely to report better health compared 
to women, as the OECD average says 71% of men 
define their health status as "good" or "very 
good", however, this is only 67% for women. The 
differences between men and women are highest 
in countries such as Portugal, Turkey, France, 
United Kingdom. The answers are also changing 
according to age and social status. As it is 
expected older adults, also unemployed, having 
less education or income people state bad health 
status. In OECD countries, nearly 78% of adults, 
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with an available income in the top 20%, report 
their health as "good" or "very good". However, 
61% of those, with an available income in the 
bottom 20%, give same answers. 

As a result, it could be mentioned that self-
reported health percentages obtained in each 
country could be explained by different factors. 
Each country must investigate the factors under 
people feelings about their health statuses. These 
feelings could be shaped on economical, 
sociological, physiological, even if climatic etc. 
factors. Each country must determine own 
policies for enhancing LS level in their home.  
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Abstract 

This paper aims to introduce Randomized Response Techniques (RRT’s) and show that how 
RRT’s are implemented in surveys in which sensitive behaviors are investigated. For this 
purpose, the most popular designs of the Binary RRT are summarized and an experimental 
study is conducted on drug use among dormitory students at a public university in Ankara, 
Turkey.  Despite the wide applicability of the drug use studies in Turkey, surprisingly any 
applications using indirect questioning techniques are not observed in the literature. In this 
study, for the first time, drug use behavior is investigated with Crosswise design which is the 
most frequently used indirect questioning technique and indirect questioning method 
(Crosswise design) is compared with direct questioning method to evaluate the effectiveness of 
the RRT. Results revealed that when Crosswise design is provided on asking sensitive 
questions, considerably minor response refusals are happened and significantly higher drug-use 
estimates are observed.  
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1. INTRODUCTION 

In natural and social sciences, some research 
topics are related to sensitive behaviors such as 
mobbing, political view, tax evasion, illegal 
income Semitism, gambling, alcoholism, drug 
addiction, doping usage, sexual and physical 
abuse, homosexual activities, abortion, illegal 
hunting and many others. In surveys that collect 
data with direct techniques on sensitive topics, 
respondents are often underreported on sensitive 
information, even they refuse to answer. So, 
nonresponse on sensitive questions is normally 
higher than for other questions in a survey.  In such 
surveys, a well-known technique to obtain valid 
and reliable information on sensitive questions is 
the Randomized Response Technique (RRT), 
introduced by [1]. The RRT is an effective indirect 
questioning technique that ensures privacy and 
may well succeed respondents’ reluctance to 
express sensitive or probably illicit information. 
Therefore, respondents are more tend to 
collaborate and give true answers to sensitive 
questions. RRTs use a randomization device (a die, 
a deck of cards or a spinner) efficiently to reduce 
non-respondents rates resulting from sensitive, 
embarrassing or even illicit questions. In RRT, 
with the usage of a randomization device, the 
respondent gives a randomized answer concerning 
his/her true status. Due to the interviewer is 
unknowing of the result of the randomization 
device, the use of these techniques protects the 
anonymity of the answers of respondents. It also 
appeared that the results of the RRT’s become 
more precise when the topic under investigation is 
more sensitive [2].  

RRTs are sub classified as binary and quantitative 
RRTs. Binary RRT’s are used to estimate the 
proportion of some sensitive behavior in a 
population. Quantitative RRTs are used to 
estimate the mean value of some behavior in a 
population [3]. In this study, the most popular 
Binary RRT’s will introduce and real applications 
in literature will be given. 

The paper is organized as: In section two, the most 
popular designs of the Binary RRT that have been 
proposed in the literature are summarized and real-
life examples for each design will be given. Also, 
in this section, the crosswise design which is one 

of the most popular design used in recent studies is 
adapted to the stratified sampling. In section three, 
empirical studies on drug use in university students 
in Turkey are summarized.  In section four, the 
application on drug use among dormitory students 
in a public university is described and the results 
are given. Section five concludes the paper. 

2. THE MOST POPULAR DESIGNS IN 
BINARY RRT  

In this section, the most popular designs in Binary 
RRT are summarized and instructions used in 
these designs are explained. The Binary RRT’s 
will be described together with the equations to 
compute the population estimates and their 
variances. In each design, the equations are 
derived based on a probability distribution. Since 
the probability of distribution of the randomized 
design is known, the prevalence of the sensitive 
characteristic can be estimated on the basis of 
probability theory. In each design, the fundamental 
principle to compute prevalence estimate and its 
variance is establishing a probabilistic relationship 
between reported answers and unreported true 
scores [4].  On the other hand, some RRT 
procedures may confuse respondents and cause 
refusing answers. Many respondents hesitate that 
the RRT protects their sensitive behaviors even 
when they completely understand the instructions 
[5]. Therefore, for each design, the instructions are 
described clearly for successful implementation.  

The most popular designs in Binary RRT classified 
into four types: 

 1. Warner’s Design (Mirrored Question Design) 

 2. Unrelated Question Design  

 3. Forced Response Design 

 4. Crosswise Design 

2.1. Warner’s Design 

Binary RRT is pioneering work of Warner [1]. 
Warner [1] proposed RRT for the first time to 
collect true response on sensitive questions by 
protecting the respondents’ privacy. In Warner’s 
design, respondents are requested to use a 
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randomization device (dice, coin or cards), whose 
outcome is unobserved by the interviewer. Let 
exemplify Warner [1] RRT with an example. For 
example, to estimate the “proportion of people 
who tried drug”, two statements are written on the 
cards in a deck. The respondents are asked to 
answer one of two statements: 

1. I tried drug (p).  
2. I did not try drug ( 1-p) 

The respondent randomly picks a card, and simply 
responds “true” or “not true” to the statement 
without revealing to the interviewer which 
statement is selected. The respondent is simply 
responding to the statement shown on the 
randomly drawn card (see Figure 1) 

Figure 1. Warner's Design 

Elementary probability theory can then be used to 
get an unbiased estimate ̂( )of the prevalence of 
drug use in the population. So mathematically, π is 
the true proportion of the subjects with the 
sensitive characteristic, and p is the proportion of 
cards written on them with “I tried drug”, (1-p) is 
the proportion of cards written on them with “I did 
not try drug”.  According to the Figure 1, the 
probability of a “yes” response, λ, is  
 

  1 1p p     
 

(1) 

 
Solving for π, Warner [1] estimator is given as    
 

  
 






1
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2 1w

ˆ p
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  (2) 

Here, ̂  is the observed proportion of “yes” 
answers in the sample: 
 

  1ˆ n

n  
(3) 

 
Note that the proportions p and 1 − p are known, 
as are the number of “yes” responses n1 and the 
sample size n. Hence, we can calculate the 
estimate values of π and sample variance. 

The sample variance of Warner [1] estimator is 
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ˆ
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wvar
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(4) 

 
As an early study of Warner design, Chaloupka [6] 
used this design to examine the illegal collection 
of shells in protected Great Barrier Reef in 
Australia. As a recent example, Gingerich [7] used 
this design to estimate the effect of a bureaucrat’s 
partisan and electoral ambitions on participation in 
acts of political corruption in Bolivia, Brazil, and 
Chile.  Other applications include capital 
punishment [2] and legalizing marijuana use [8].  

2.2. Unrelated Question Design 

Unrelated question design is developed by 
Greenberg et al. [9]. Unlike the Warner’s design, 
in this design, an unrelated question is used in 
order to increase respondents' adaptation with 
survey instructions. Thus, unlike Warner’s 
technique from the previous section, at least some 
of the respondents would have the reassurance that 
they answered a wholly unrelated question, 
resulting in more respondent cooperation than 
Warner’s technique. Under this design, there are 
two questions which one is sensitive and other one 
is unrelated, non-sensitive question. The 
randomization device assigns whether a 
respondent should answer a sensitive question or 
an unrelated, non-sensitive question.  
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Figure 2. Unrelated Question Design 

Let exemplify Greenberg et al. [9] RRT with an 
example. For example, to estimate the “proportion 
of people who tried drug”. Two questions are 
written on the cards in a deck. The respondents are 
requested to answer one of two questions: 

1. Have you ever tried drug in your lifetime? 
(Sensitive question is selected with p probability).  

2. Is your mother born in January?’’ (Non-
sensitive question is selected with 1-p probability) 

The respondent randomly picks a card, and simply 
responds “yes” or “no” to the question without 
expressing to the interviewer which question is 
selected. The respondent is simply responding to 
the question shown on the randomly drawn card 
(see Figure 2) 

Elementary probability theory can then be used to 
get an unbiased estimate ̂( )of the prevalence of 
drug use in the population. So mathematically, π is 
the true proportion of the subjects with the 
sensitive characteristic, and p is the proportion of 
cards written on them with sensitive question 
“Have you ever tried drug in your lifetime?” u  is 

the known population prevalence of unrelated, 
non-sensitive characteristic and (1-p) is the 
proportion of cards written on them non-sensitive 
question with “Is your mother born in January?”.  
According to the Figure 2, the probability of a 
“yes” response, λ, is  
 

       1 1 up p
 

(5) 

 
Solving for π, Greenberg et al. [9] estimator is 
given as                        

    
 

ˆ 1
ˆ u
G

p

p
 

(6) 

Here, ̂  is the observed proportion of “yes” 
answers in the sample: 

      Note that the proportions p and 1 − p are 
known, as are the number of “yes” responses n1 
and the sample size n and the prevalence of 
population of unrelated question. Hence variance 
of ̂ is calculated under known parameters. 

The sample variance of Greenberg et al. [9] 
estimator is 
 

   
 
 

 
 2

ˆ ˆ1
ˆ

1
Gvar
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(7) 

 
For example, Lara et al. [10] applied the unrelated 
question design to study abortion rates in Mexico. 

The instructions used in this study: 

Here is a folder, one colored red and the other 
green. The red folder contained a sheet of paper 
with a red dot and the following question:  

‘‘Did you ever interrupt a pregnancy?’’ 

The words “yes” and “no” were printed below the 
question.  

The green folder contained a sheet of paper with a 
green dot and the following question: 

‘‘Were you born in April?’’  

Again, the words “yes” and “no” were printed 
below. Then, fold the sheets of paper into the same 
shape, so that it is impossible to identify one from 
the other, and to place them in an opaque bag. 
Now, I shake the bag, please reach inside and 
select one folded sheet of paper and say your 
answer, either yes or no.  

Here, the interviewer does not know which 
question the respondent had chosen and was 
answering. The respondent would then say her/his 
answer out loud, either yes or no. The interviewer 
then recorded the respondent’s response. 
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As a recent example, Chen et al. [11] applied this 
design in the survey of issues relevant to 
commercial sex among men who have sex with 
men (MSM) in Beijing, China.  Other applications 
of the unrelated question include abortion in 
Turkey [12], a criminology study of self-reported 
arrests in Philadelphia [13]. 

2.3. Forced Response Design 

Forced response design is developed by Boruch 
[14]. Under Boruch’s design, the randomization 
device assigns whether a respondent truthfully 
answers the sensitive question or simply replies 
with an automatic (forced) answer, `yes‘or `no” 
response regardless of the true answer to the 
sensitive question. The result of the randomizing 
device is known only to the respondent, not to the 
interviewers.  

 

 

Figure 3. Forced Response Design 

In Boruch [14] design, each respondent’s answer 
provided with a randomization device, such as a 
die or a deck of cards. There are three statements 
in this design: 

 (i)  report “yes” 

 (ii) report “no”,  

(iii) report the true answer of the sensitive variable, 
say “yes” or “no” with proportion p1, p2 and p3 
respectively. 

So mathematically, π is the true proportion of the 
subjects with the sensitive characteristic, and p1 is 
the proportion of “yes” reports, p2 is the proportion 

of “no” reports and p3 is the proportion of cards 
written on them with sensitive question “Have you 
ever tried drug in your lifetime?”.  According to 
the Figure 3, the probability of a “yes” response, λ, 
is 
 

      
1 1 2

1p p p
 

(8) 

 

Solving for π, Boruch [14] estimator is given as                       
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Here, ̂  is the observed proportion of “yes” 
answers in the sample: 

      Note that the proportions p1 and p2 are known, 
as are the number of “yes” responses n1 and the 
sample size n. Hence variance of ̂ is calculated 
under known parameters. 

The sample variance of Boruch [14] estimator is 
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For example, a study of xenophobia and anti-
Semitism in Germany [15]. Krumpal [15] used 
coin flip method for this design. 

The instructions are reproduced here, 

“Now we would like to know your personal 
opinion on different segments of the population. 
One of these segments is foreigners living in 
Germany. We are aware of the fact that many 
people are very hesitant about giving their personal 
opinion on topics like this because they are very 
private. With this in mind, the University of 
Leipzig has developed a novel question technique 
that guarantees your privacy and makes the 
interview more comfortable. 

When answering the following questions, you can 
keep your personal opinion secret by flipping a 
coin. This might sound a bit unusual, however, I 
would like to ask you to help us and try out this 
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new method together with us. Could you please get 
three coins as well as a piece of paper and a pen? 
(…) 

Please flip the three coins each time before I ask 
you a question. However, please do not tell me the 
results! Depending on the result of the coin flip, 
please answer as follows. I am happy to give you 
some time to write down the rules, if you would 
like: 

- If you flip tails 3 times, please always answer 
“yes”. 

- If you flip heads 3 times, please always answer 
“no”. 

- If you flip a combination of heads and tails, for 
example tails 2 times and heads 1 time, please 
always tell your true personal opinion. 

As you can see, coincidence will decide whether 
you answer the question truthfully or whether you 
give a predetermined answer. This way your 
privacy will always be protected. I will not know 
the result of your coin flip and therefore I will 
never know why your answer is “yes” or “no”. Did 
you understand the coin-flip method? (…) 

Sometimes you will answer “yes” or “no” due to 
the result of your coin flip, even though this is not 
your real personal opinion. Please do not worry 
about that. You are doing the right thing if you 
follow the rules of the coin-flip method and always 
answer according to the result of the coin-flip. 

I will now read out aloud some statements to you 
which you might have heard at some point before. 
Please tell me each time, according to your coin 
flip, whether or not you would somewhat agree 
with the statement. We will now start with the first 
statement. (…) Please flip your three coins now 
without telling me the result. According to your 
coin flip, would you somewhat agree with the 
following statement? 

 “There are too many foreigners in Germany” 
(...).” 

This design is popular among applied researchers 
and there are numerous examples. 

A study of fabrication in job applications [16], 
social security fraud in Netherland [17], use of 
performance enhancing drugs [18] and vote choice 
regarding a Mississippi abortion referendum [19]. 

2.4. Crosswise Design 

Crosswise design (CD) is developed by Yu et al. 
[20]. This design is like unrelated question design. 
In this design, the sensitive question is asked 
together with a non-sensitive question that has a 
known population distribution (such as whether 
one’s mother’s birthday occurs in certain months). 
In this design, respondents are requested to give a 
joint answer to two questions rather than 
responding directly to the sensitive questions. The 
respondents are asked to indicate only whether 
their answers to two questions are the same (both 
“yes” and both “no”) or different (one answer is 
“yes” and the other answer is “no”). In this design, 
the probability distribution of the non-sensitive 
question should be known and unequal to 0.5 for 
prevalence estimation of sensitive characteristic. 
In addition to this, provided that the answer to the 
unrelated question is unknown, the respondent’s 
answer to the sensitive question remains 
confidential. The respondents could easily 
understand that the crosswise design protects their 
privacy because the interviewer is unaware of the 
possible answers, “the same” or “different”. 
Furthermore no one is forced to give a “yes” or 
“no” answer.  

So mathematically, π is the true proportion of the 
subjects with the sensitive characteristic, and p is 
the known population prevalence of non-sensitive 
question. According to the Figure 4, the 
probability of a “same” response, λs, is  

   1 1s p p     
 

(11) 

Solving for π, Yu et.al. [20] Crosswise design 
estimator is given as                        
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Here, ̂s  is the observed proportion of “same” 

answers in the sample. 
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      Note that the proportions p and 1 − p are 
known, as are the number of “same” responses. 
Hence, we can calculate the estimate values of π 
and sample variance. 

The sample variance of Yu et.al. [20] Crosswise 
design estimator is 
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Note that the crosswise design is formally equal to 
the Warner [1] original design. However, it 
follows a different logic than the Warner’s design. 
In crosswise design, the respondents have to 
answer two questions simultaneously and they 
don’t have to give directly “yes” or “no” answer. 

 

Figure 4. Crosswise Design 

Recent studies have pointed out that the CD 
successfully reduces under-reporting of socially 
undesirable behavior.  This design is also popular 
among applied researchers and there are numerous 
examples, recently. [21] conducted CD between 
Swiss and German university students to estimate 
plagiarism prevalence. [22] conducted a study to 
investigate drug use prevalence, especially 
anabolic steroids, among bodybuilding athletes in 
Iran. [23] implemented CD to estimate the 
prevalence of illicit drug use among the students 
of Tehran University of Medical Sciences. [24] 
used this design to investigate illicit drug use 
prevalence among students studying at 
Universities in Shahroud (Northeast of Iran). 
Other CD studies are summarized as, tax evasion 
[25], sexual behavior [26], attitudes towards 
Muslims [27], organ donation [28].  

2.4.1. Stratified Crosswise design 

In this section, crosswise design is suggested in 
stratified sampling. Let the population be divided 
into L non-overlapping homogeneous strata with 
Nh units in the hth

 stratum and nh be the number of 
units drawn by Simple Random Sampling without 
Replacement (SRSWOR) from the hth

 stratum.
L

h
h

n n



1

and 
L

h
h

N N



1

give the total sample size 

and the total population size, respectively. For the 
hth strata,  

h h
W N N /  is the stratum weight. An 

individual respondent in the sample from hth
 

stratum is instructed to report a joint answer to two 
questions.  

 the probability of a “same” response in h. stratum 
λsh, is 

  sh h h h hp p     1 1
. 

(14) 

 
Solving for πh, crosswise design estimator in h. 
stratum is  
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Crosswise design estimator in stratified sampling 
is given as        

st

l
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The sample variance of crosswise design estimator 
in stratified sampling is 
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Here, ̂
sh

 is the observed proportion of “same” 

answers in the h. stratum, ph is the known 
population prevalence of non-sensitive question in 
h.stratum.  
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3. DRUG USE IN UNIVERSITY 
STUDENTS IN TURKEY 

Empirical studies on university students in Turkey 
are based on direct questioning about socially 
undesirable behavior such as drug use.  Altındağ et 
al. [29] investigated the prevalence of illicit drug, 
smoking and alcohol use in fist year students of 
Harran University (n=253) and lifetime illicit drug 
use prevalence was identified as 2.3%.   Akvardar 
et al. [30] investigated the prevalence of illicit 
drug, smoking and alcohol use in medical students 
from three different medical schools in Turkey 
(n=447) and they found that 4% of the students 
reported using illicit drugs (cannabis, ecstasy, 
cocaine) at least once in their lifetime. Mayda [31] 
studied to determine the prevalence of substance, 
cigarette, alcohol use in students of Forestry 
Faculty of Düzce University (n=398) and he found 
that the substance use among students is 9.3%. 
Turhan et al. [32] made a cross-sectional study in 
students of Mustafa Kemal University (n=396) and 
lifetime illicit drug use were identified as 9.6%.  
Ulukoca et al. [33] researched the prevalence of 
cigarette, alcohol, and substance use among the 
students of Kırklareli University (n=902) and 
10.4% of students had tried using substances at 
least once in their life, with marijuana (4.1%) and 
solvents (3.2%) reported as the substances most 
commonly tried.  Yüncü and Atlam [34] evaluated 
the relationship between cigarette, alcohol, 
substance experience among gender, faculty, class, 
living environment, substance use of families 
among students of Ege University (n=1522). 
13.4% of students had tried using substances at 
least once in their life with cannabis (12.5%), 
ecstasy (MDMA) (2%), cocaine (0.6%) and heroin 
(0.1%) were mostly used illegal drugs. They found 
that the illicit drug use prevalence is significantly 
different among men (22.2%) a women student 
(7.6%).  Türk and Yavuz [35] investigated the 
meaning of penal sanctions with regard to 
substance use on students from different 
universities in Turkey (n=227). In the study, the 
students reported they used the below substances 
at least once; 17.9% marijuana, 3.4% heroin, 4.5% 
cocaine, 2.6% LSD, 4.5% ecstasy, 3% bonsai. The 
current study on drug use was carried on by 
Coşkun et al. [36]. They determined the change on 
alcohol and drug use among the first and last year 

university students of Gaziantep University 
(n=2217) and they found that 8.6% of the men and 
2.1% of the women had used drug at least once. 
8.3% of the last year students had used drug at least 
once while 4.6% of the first-year students had used 
drug at least once. 

4. APPLICATION 

This study aims to introduce binary RRTs and 
show the real application of RRTs in Turkey. By 
this aim, a RRT application is carried out in 
Ankara, Turkey.  The survey’s target population 
included the dormitory students at a public 
university in Ankara, Turkey. First of all, a pretest 
(n= 60) was conducted to students in order to with 
which binary RRT, they would feel safe and 
comfortable. The binary RRTs which are 
introduced in section 2 were presented to the 
students with instructions. After the presentation, 
the students were asked “which RRT design do 
you feel safe and comfortable for answering your 
sensitive behaviors?”. Most of the students (%78) 
reported that they would be more confident when 
Crosswise design (CD) is conducted. After pretest 
result, crosswise design was implemented to 
estimate illicit drug use prevalence. To evaluate 
crosswise design (CD) ensures better estimates of 
illicit drug use than direct questioning (DQ) 
method, two different questionnaires: a direct-
questioning version and a CD version were 
conducted on dormitory students. The private 
dormitory has 1980 students. Students were 
selected using stratified random sampling method. 
The survey is conducted with 712 students with 
0.03 margin of error. The sample is consisting of 
%46 women and %54 men.  

Students were randomly selected using a ratio of 3 
for the CD (n=534) to 1 for DQ (n=178).  For both 
techniques, the students were selected with 
stratified random sampling method which has two 
stratum and the stratum is gender. 

Due to the sensitive research topic, for both 
conditions, the students were all informed about 
the aims of the study. 

In the ‘direct questioning’ technique, a 
confidentiality assurance was read out loud to the 
respondent.  “ 
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We are aware of the fact that many people are very 
hesitant about revealing their sensitive behaviors 
because they are very private. With this in mind, 
we would like to assure you that all answers given 
will be kept confidential and will not be passed on 
to anyone else. I will now read aloud a question to 
you. Please answer the question by simply telling 
us ‘Yes’ and ‘No’. Now, I read the question. “Have 
you ever tried illicit drug in your lifetime?” 

 The instructions used in the CD technique:  

We are aware of the fact that many people are very 
hesitant about revealing their sensitive behaviors 
because they are very private. With this in mind to 
ensure the protection of your personal rights, we 
will use an indirect questioning technique that 
guarantees that your answers will be totally 
anonymous. 

Therefore, you will not be requested to answer any 
question directly, but rather, you will be asked” 
two questions at the same time by simply telling us 
whether the answers to the questions are (a) the 
same or (b) different. 

The questions: 

Question 1: is your mother’s birthday in January, 
February, or March.? 

Question 2: Have you ever tried illicit drug in your 
lifetime? 

 

In crosswise design application, the non-sensitive 
question is about respondent’s mother’s birthday: 
‘‘is your mother’s birthday in January, February, 
or March?’’. The known probability of answering 
‘‘yes’’ to the mother’s birthday question is .2471 
(i.e., 90.25 days/365.25 days). 

178 students were interviewed by DQ and 534 
students were interviewed by the CD. For CD 
technique, the prevalence estimation is calculated 
by Eq. (16).  The general result is showed in Table 
1. As Table 1 illustrates, 6.1% (SE = 1.47) of the 
students in the DQ technique reported that they 
had tried illicit drug at least once in their lifetime. 
By CD technique, the prevalence of illicit drug use 

is estimated as 22.6% (SE = 4.12). As expected, 
one-sided z test indicates a significantly higher 
prevalence estimate of illicit drug use for the CD 
technique compared with the DQ Technique (CD 
= 22.6%, DQ = 6.1%, p < .001). The illicit drug 
use prevalence among students is compared 
according to the gender in both DQ and CD 
Technique. In CD technique, estimated illicit drug 
use prevalence is higher among male students than 
female students (Male: 33.19 %, Female = 10.00 
%, p < .05). Similar result is also observed when 
DQ technique is conducted (Male: 9.00%, Female 
= 2.60%, p < .001). The results are showed in 
Table 2. 

Table 1. Prevalence estimate of illicit drug use 
according to the questioning techniques 

Variable Questioning Technique 

Illicit Drug Use DQ CD 

Prevalence Estimate (%) 6.1 22.6 

Standard Error (%) 1.47 4.12 

%95 Confidence Interval 3.2-9.00 14.5-30.7 

n 178 534 

z score (sig.) 3.78 (0.000) 

 

Table 2. Illicit drug use prevalence according to the 
Gender  

Variable Questioning Technique 

Illicit 
Drug Use 

Gender DQ CD 

Prevalence 
Estimate 
(%) 

Female 
(%95 CI) 

2.60 
(0.6-4.6) 

10.00 
(0.0-21.49) 

Male 
(SE) 

9.00 
(5.7-12.3) 

33.19 
(21.93-44.45) 

z score  
( sig.) 

 3.25 
(0.000) 

2.83  
(0.002) 
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5. CONCLUSION 

This study introduces the Binary RRTs and shows 
the real application of a RRT design in Turkey. 
The randomizing procedure is crucial for the 
success of the RRT, as it shows the answers of the 
respondents are protected by probability theory. In 
this study, Crosswise design is preferred in 
estimation of the prevalence of illicit drug use. It 
has seen that crosswise design provides more 
confidence for respondents and easier to apply to 
the other designs. The present study compared 
indirect and direct questioning techniques in 
estimating illicit drug use and with crosswise 
design, considerably minor response refusals are 
obtained and significantly higher drug-use 
estimates are observed by gaining more privacy in 
the data collection process. So, it can be concluded 
that Crosswise design gives the most efficient 
statistical estimation compared to alternative RRT 
designs. Moreover, the present research will 
provide to extend the recognition of the RRTs in 
sensitive surveys and encourage researchers to 
study on sensitive topics in Turkey. Future studies 
can be extended for analyzing all 
sociodemographic characteristics of the students 
and can be replicated for all university students in 
Turkey.  
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Assessment of Major Air Pollution Sources in Efforts of Long Term Air Quality 
Improvement in İstanbul 

 

Orhan SEVİMOĞLU*1 

 

Abstract 

Air pollution affected quality of life and public health due to high concentration levels of air 
pollutants in Istanbul, especially in 1990s. Major air pollution sources in Istanbul caused 
elevation of the air pollutants in ambient air of the megacity. To protect human health, the levels 
of PM10 and SO2 were reduced by taking effective actions such as the reduction of utilization 
of coal, fuel oil, wood combustion for residential heating, expending natural gas network and 
improving the quality of diesel and gasoline. Intelligent Traffic Systems (ITS) were applied to 
reduce the air pollutant emission from transportation by reducing travelling time. Overall, this 
study evaluates air pollution sources in Istanbul based on previous source apportionment studies 
that guide the emission reduction strategies. The improvement on PM10 and SO2 demonstrated 
as 50% and 98% reduction respectively since 1990s to 2014. 

Keywords: megacity, air pollution sources, emission, air quality management 

 

 

1. INTRODUCTION 

Air pollution is considered as one of the 
environmental problems in megacities due to 
decrease of comfort [1] and adverse health effects 
[2]. Air pollution researchers focus not only on 
outdoor/indoor air pollution [3] but also 
emphasize on greenhouse gas emissions from 
natural and anthropogenic sources that take into 
account the impact on climate change [4]. The 
dynamics of climate interactions are not 
completely understood, although there is a 
general scientific agreement that anthropogenic 

                                                 
*Corresponding Author: sevimoglu@gtu.edu.tr 
1Gebze Technical University, Department of Environmental Engineering, Gebze, Kocaeli, Turkey. ORCID ID: 
0000-0003-4861-5154  

activities are contributing to global climate 
change [5] and to ambient air pollution [6]. 

Istanbul is a megacity with a population that 
elevated from 6.6 million in 1990s to 15 million 
up to 2015 due to increasing business and 
industrial activities such as road construction, 
skyscrapers, housing, business centers, airports, 
railways and metro lines. All these developments 
in the city are a necessity for the public and 
market needs. The planning and developments of 
megacity requires a focus on environmental 
awareness, sustainability and infrastructure to 
protect its environment and the public health. 
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Therefore, air quality management requires 
source apportionment that needs the measurement 
of the major air pollution parameters, trace 
compounds representing sources, atmospheric 
parameters (temperature and pressure, wind 
speed, and directions), and emission inventories 
[7]. So, a significant amount of air pollutants and 
Greenhouse Gases (GHG) are released to the 
atmosphere from natural and anthropogenic 
sources [8] as a result of natural decomposition, 
combustion, natural and industrial activities [9]. 
Air pollution and GHG abatement efforts should 
be managed together that both are from the same 
sources [10, 11]. For this reason, air quality 
management of megacities should be determined 
with analytical approaches by creating strategies 
to reduce their own air pollutants [12]. Therefore, 
a comprehensive control protocol focusing on 
multiple criteria pollutants and emission sources 
was proposed to mitigate air pollution in Istanbul. 
The variation in concentration values of the major 
air pollutants (PM10, SO2, NOx, O3, CO) in the 
urban air of Istanbul has been carefully monitored 
by the municipal experts and researchers for last 
25 years. 

Nonetheless, recently, the mitigation and 
adaptation works in air pollutant reduction have 
been carried out by focusing in the area of 
transportation, traffic, waste disposal and energy 
requirement for the public for the last several 
decades in the concept of air quality 
improvement. There is a significant contribution 
and support from the Istanbul Metropolitan 
Municipality (IMM) and the Ministry in reducing 
emissions of greenhouse gases and air pollutants. 

The control efforts of air pollution emission from 
the sources could also reflect decreasing of the 
concentration of pollutants. Major reduction 
efforts of air pollutants have been implemented on 
particle sources by reducing the consumption of 
gasoline, natural gas, coal, fuel oil, and liquefied 
petroleum gas (LPG). Therefore, the mitigation 
works focus on improvement of transportation 
network such as arriving the target in a short time 
with public transportation and shifting coal 
combustion to natural gas, improvement on waste 
management that all these developments reflect as 
a decrease in the emission of major air pollutants 

to the atmosphere as well as GHG. This study 
focuses on emphasizing of assessment and 
identification of air pollution and GHG sources in 
the metropolitan city of Istanbul and explicating 
of the improvement works for the reduction of the 
concentrations of air pollutants, especially PM10 
and SO2, to bring the levels of vicinity of Turkish 
Ambient Air Quality Standards (TAAQS) in 
Istanbul. 

2. MATERIAL AND METHOD 

2.1. Air quality management in urban area of 
Istanbul 

Air quality management consists of controlling 
the criteria air pollutants, GHG emissions, and 
monitoring of pollutants entering from external 
sources (Figure 1). Air pollution of Istanbul was a 
critical level for public health in 1990s [13]. 
Istanbul Metropolitan Municipality has initiated 
works for the reduction of the concentrations of 
major criteria air pollutants; particulate matter, 
ground-level ozone, carbon monoxide, sulfur 
oxides, nitrogen oxides. The major air pollution 
sources such as vehicle exhaust, road dust, 
combustion emission from residential heating and 
energy supply adversely affect air quality in the 
urban area of Istanbul. The implementation plans 
were prepared in order to control the emission of 
the pollutants from the sources to ambient air.  

 

Figure 1. Control parameters in air quality 
management 

On the other hand, the reduction of GHG emission 
is promoted by the reduction of the air pollutants 
that originate from GHG sources. The effort of 
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reducing GHG emissions result in reduction of the 
air pollutants as well. Istanbul is also exposed to 
the external particle transport through airflow 
path from time to time [14]. This constitutes stress 
on the urban air quality parameters. The external 
pollution sources cannot be managed in the 
concept of urban air quality. For instance, the 
particles from the Balkans and Saharan Dust 
should be noted as two important external sources 
for Istanbul. Sea salt particles should be also 
considered as a PM source for urban area since its 
three sides are covered by the sea [15]. All these 
PM emissions naturally occur and impact on the 
Megacity. 

2.2. Istanbul ambient air quality background 

The air quality of Istanbul was investigated and 
reported by many researchers in the past three 
decades. Researchs were conducted previously 
focusing on measuring criteria pollutants to 
determine the level of pollutants in the ambient air 
quality of Istanbul Metropolitan Area (IMA). 
Both PM10 and SO2 parameters were focused on 
due to the high concentration levels 155 and 219 
g/m3 respectively in 1990s that obviously have 
adverse health effects [16]. The concentrations of 
air pollutants were presented on variations among 

the sampling years in Istanbul between 1990 and 
2014 (Table 1). The reported yearly average PM10 
was mainly below TAAQS or exceeded from time 
to time over the years. The most significant 
decline was seen in SO2 concentration in these 
two decades. NOx concentrations increased over 
the years due to emission from sources such as 
vehicle exhaust, natural gas burning, and marine 
vessels passing through Bosphorus. 

3. RESULTS 

3.1. Assessment of sources of major air 
pollutants in Istanbul urban area 

The major sources of air pollutants and 
greenhouse gases in Istanbul urban area are 
presented based on emitting by the pollutant types 
in Table 2. Major air pollution sources are 
cooking operations, domestic heating including 
wood, lignite (coal), natural gas, fuel oil, traffic 
sources including LPG, diesel and gasoline 
combustion in vehicles, and dust sources such as 
road/surface soil dust and tobacco smoking. In 
addition, long-range contribution from sea salt 
and Saharan Dust particles were reported for 
Istanbul ambient air [15] that could be responsible 
for the elevation of PM10 concentration [14].

 
Table 1. Measurements of air pollutants in previous research studies (g m-3) (O3= ppb). 

 

 PM10 
PM10 
winter 

PM10 
summer 

PM10 
Spring 

NOx SO2 O3 CO 
 

TAAQS (in 2014) 100 100 100 100 60 20 120 10000  
01.1990  225    450   [87] 
07.1990   45   75   [87] 
1991 103.8 155    219   [16] 
1993-1994      308   [17] 
1994-1995      249.8   [17] 
2000 65    50 30 25 1200 [18] 
2002 European Side     138 38  1550 [19] 
2002 Asian Side     98 18  1700 [19] 
2002-2003  65.3 55.6   22.95   [20] 
2005-2009 58        [21] 
2007-2009     60  15.2  [22] 
2007 69±27.9    91±65.1 12.1±10.1  686±428 [23] 
2008 39.1 44.5 29.8      [15] 
13.01.2008   129      [15] 
12.04.2008    107     [15] 
11.2007- 06.2009 39.1 48  55.2     [24] 
01.01.2010-31.12.2012 50    56 10 29  [25] 
2003-2013 53.60 57.45 49.75   10.43  718 [26] 
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Table 2. Major sources of air pollutants in Istanbul 

 
Major Sources of Air 
Pollutants 

Criteria Air Pollutants 
Emission 

GHG Emission Source 
Type 

 PMx SO2 NOx CO CO2 CH4  
Meat-Cooking Operations X       1 
Paved Road Dust X       1 
Wood Burning  X   X X  1 
Coal Burning  X X X X X  1 
Fuel Oil Burning X X X X X  1 
Tobacco Smoke X   X X  1 
Diesel Vehicles X X X X X  1 
Gasoline Vehicles X X X X X  1 
Natural Gas Combustion X  X  X  1 
Vegetative Detritus X      2 
Maritime Emission X X X X X  1 
Landfill Gas     X X 1 
Sea Salt Particles  X      2 
Saharan Dust  X      2 
Aviation Emission X X X  X  1 

1: Anthropogenic, controllable, 2: Natural, uncontrollable 

 

The landfill sites are a GHG emission source in 
the borderline of Istanbul Province [27]. 44% of 
the total area of Istanbul Province is covered by 
forests [82] and green lands could be considered 
significant PM source as vegetative detritus [28]. 
Vegetative detritus, sea salt particles, Saharan 
dust particles are naturally occurring 
uncontrollable PM sources. Istanbul as a coastal 
city is under the influence at maritime emissions 
as well [29]. In the following sections, the 
assessment of the major air pollution sources and 
implemented emission reduction works will be 
discussed. 

3.1.1. Cooking influence on air quality 

Different types of meat cooking emit varied 
emission factors with chemical compositions 
[30]. Meat cooking is significant part of food 
consumption in public that is a considerable 
source of organic aerosol emissions to the urban 
air [83]. Charbroiling extra lean meat produce fine 
aerosol emissions of 7 g/kg of meat cooked. In 
contrast, frying meat generate fine aerosol 
emissions recorded at 1 g/kg of meat [31]. The 
meat consumption per person was about 13.07 kg 
per year and chicken meat consumption was about 
19.43 kg per year in 2013 in Istanbul [32]. Fine 
aerosol emission was about 2148 kg per day 

(assumed for the meat consumption of half 
charbroiling and other half frying) for the 
population of Istanbul. The fine organic carbon 
particle emissions from meat cooking to ambient 
air were found about 1400-4900 kg per day for 
Los Angeles in 1982 [30]. Schauer [7] reported 
organic aerosol ratios for cooking as 20.78%, 
13.99%, 20.29% and 21.63% in Pasadena, 
Downtown Los Angles, West Los Angeles and 
Rubidoux in 1989, respectively. Another study 
was conducted in Pittsburgh with average yearly 
OC concentration originating from meat cooking 
determined as 0.45 mg-C m-3 as 16% in total OC 
concentration [33]. It was reported that the 
cooking was also a significant OC contributor, 
accounting for 0.6–3.1 μg C m-3 in the range of 6–
24% of fine OC in Hong Kong [34]. These 
research studies suggest meat cooking as a 
considerable PM source in megacities. The 
cooking emission was unexpressed by the 
researchers of the previous studies related to 
ambient air quality in Istanbul. However, the 
Particulate Organic Matter (POM) were measured 
from November 2007 to June 2009 and average 
POM was reported as 9.8 g m-3 of annual 
average value of PM10 (39.1 g m-3) in Istanbul 
[24]. Depending on previous research, the 
contribution of organic matter originating from 
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the meat cooking or cooking operations can be 
evaluated as at least 3% in contribution to the 
POM of PM10. Further research is necessary for 
true estimation of fine aerosols from meat 
cooking. The odor emission from facilities such 
as restaurants and cooking centers is controlled by 
applying “Causing Odor Control of Emission 
Regulations” [35] in the concept of air quality 
management. 

3.1.2. Paved road dust particles 

The research PM apportionment indicated that the 
road dust is a considerable source of atmospheric 
aerosol in ambient air [36]. There is a significant 
contribution to ambient air for the inhalable 
particle mass of road dust that contains hazardous 
trace elements and compounds that has adverse 
health effects [37, 38]. The road dust contribution 
to ambient air in PM10 was reported 13% in Paris 
[39]. The road dust concentration out of six major 
sources (secondary sulfate, secondary nitrate, 
motor vehicle, road dust, sea salt, and oil 
combustion) was about 4.13 out of 16.37 g m-3, 
corresponding to 25.22% of PM2.5 in New York 
City during July 2001 [40]. In another research 
study between October 2009 and October 2010 in 
Rochester, New York, the airborne soil was of 
12.8% of the total PM2.5 concentrations that was 
determined by Positive Matrix Factorization 
(EPA PMF, version 4.1) [41]. The road dust 
proportion was 25–27% in PM10 aerosols that 
were collected during 1989 every sixth day at six 
sites in Santa Barbara County, CA [42]. The road 
dust contribution was reported of 22% to PM10 in 
Istanbul [24]. Considering previous research 
studies, it can be stated that the road dust 
contributes at least 10% to atmospheric PM10 
formation. The movement of 3.5 million 
registered on the street and transit vehicles cause 
re-suspension of road dust particles that has a 
noteworthy proportion in PM10 of Istanbul 
ambient air [84]. In order to decrease the 
contribution of road dust particles to the ambient 
PM, the mechanical street sweeping was 
implemented to the main streets by the IMM and 
the local municipalities since 2002 [43]. 

3.1.3. Wood burning 

Wood is used for residential heating and industrial 
use [44] that is a source of particles in the 
residential areas [45]. The wood consumption in 
Istanbul was reported 350.000 ton/year in 1990 
[46] and 890.857 ton/year in 2007 [47]. Although 
95% of the natural gas distribution network is 
available for the household in Istanbul as of 2014, 
the use of wood for heating spaces in the 
residential buildings is still in use during in Fall 
and Winter seasons, especially in suburban areas 
by the low-income families. On the other side, the 
bakery stores use different types of wood in 
Istanbul [48]. There is no information about wood 
emission in the apportionment study of Istanbul. 
However, particle emission from wood burning to 
the ambient particles at different locations in 
previous studies may shed a light. For example, 
Pittsburgh Supersite work in 2001 [49] suggested 
that PM contribution from the wood burning was 
about % 4-5 based on PMF model. The other 
research study reported that the wood burning 
contribution was 1.4-10.4% in PM2.5 [7]. The 
wood burning in residential heating and industrial 
use should be considered as a PM contributor 
even in a small fraction such as 1-2% of PM10 for 
the air quality management of Istanbul. There is 
no ban in use of wood for the residential heating 
and industry, although the natural gas use is 
available for 95% of the metropolitan area. 

3.1.4. Lignite coal and natural gas combustion 

Lignite coal was affordable and easy to supply for 
the public as a major fuel of residential heating in 
Istanbul in 1990s. At the time consumption of 
lignite coal was about 5.8 Million tons per year 
[46]. Therefore, a large amount of PM and SO2 
pollutants from coal burning in the residential 
area caused a decrease in air quality of city by 
especially elevation of SO2 concentration in 
ambient air [13]. The concentrations of SO2 were 
high above the TAAQS in 1990s (Figure 2). 

In order to reduce SO2 concentrations, the natural 
gas network was widespread in the city of Istanbul 
to make available the clean energy source for 
residential and industrial use. Consumption of 
natural gas increased ten times from 1994 to 2004 
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(Table 3) [79]. "Regulation on Control of Air 
Pollution Caused by Heating" published in 2005 
determines the quality of the coal in use for 
heating purposes in residential area was 
implemented. Based on this regulation, the total 
sulfur content is allowed at most 2% in dry weight 
in at least 4800 Kcal/kg (±200 tolerance). So, SO2 
concentration decreased from 145 to 22 g m-3 
about six times less from 1994 to 2004.  

 

Figure 2. Yearly average of 24-h SO2 
concentrations [50]. 

The lignite usage degreased 18 fold and natural 
gas usage increased 10 fold. As a result, SO2 
concentrations drop 29 fold as of 2014. 
Consequently, the decrease of the SO2 
concentration result in reducing the amount of 
lignite usage less than 1-million-ton coal is still in 
use by the public for residential heating [47]. 
Although natural gas network is available for the 
public, there is no regulation to prevent the usage 
of coal. 

3.1.5. Fuel oil burning 

Fuel oil (No. 6) is sometimes referred to as 
furnace or heavy fuel oil (HFO) or residual oil that 
is commonly used for residential and commercial 
heating purposes in steam and power generation 
using industrial boilers in Istanbul. During 1990s, 
the amount of fuel oil use was 250,000 tons per 

year [46]. This volume has dropped to about 
30,000 tons per year in 2014 [51], which should 
be taken into account in terms of the amount of 
lower emission due to the less consumption. The 
combustion of HFO contributes SO4

−2 
significantly to the total PM mass [52]. The fuel 
oil combustion contributes accounting for 18% of 
the PM10 mass in the city of Colima, Western 
Central Mexico [53]. Cheng [54] reported that 
PM2.5 contains (∼10%) fine particles from 
residual oil combustion in Hong Kong from 2004 
to 2005. The source apportionment in five cities 
of Netherland revealed the residual oil 
combustion in PM2.5 is about 1-3% from 2007 to 
2008 [55]. All these previous research indicate a 
contribution of fine particles from HFO 
combustion in the formation of PM10 in Istanbul. 

3.1.6. Tobacco smoke 

The trace compounds of tobacco smoke were 
detected in ambient aerosol as a source of biomass 
burning [56, 83] with less than 1% in PM2.5 [7]. 
Smokers in the population of Turkey were about 
14.8 million (27.1%) of 75.6 million in 2012 [57]. 
Though, there is no exact number of smokers in 
Istanbul. However, there might be about 2.66 
million smokers in Istanbul in 2012 based on 
Istanbul population (13.6 Million). Smoking was 
banned in closed areas of public since 2008 in 
Turkey. A mean PM2.5 emission rate of 12.7 
mg/cigarette was reported [58]. If it is assumed 
that one person smokes per day one cigarette in 
open area, 11.5 kg PM2.5 emits to the ambient in 
Istanbul. Beyond the contribution of cigarette 
smoke to atmospheric pollution, it is important 
that 27% of the smokers of the urban population 
were exposed by ambient air pollution in addition 
to direct inhalation of cigarette smoke. Therefore, 
the adverse effect of tobacco use on public health 
should be taken into account due to additional 
pollution exposure [59].

Table 3. Natural gas consumption in last two decades. 

Years 1994 2004 2014 
Number of Subscribers 300,000 2,606,300 5,660,095 
Number of subscribers using gas (Unit) 215,000 2,280,704 5,357,080 
Amount of Consumed Gas (Year/m3) 353,111,160 3,025,985,565 4,943,890,773 
Amount of Consumed Gas per 
subscriber using gas (m3/subscriber) 

1642 1326 922 
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Hence, the necessary measures for the reduction 
of tobacco use should be taken even though PM 
proportion of tobacco smoke is very low in 
ambient air due to adverse health effect. 

3.1.7. Diesel and gasoline vehicle emissions 

One of the major sources of air pollution in the 
IMA is vehicle exhaust from gasoline and diesel 
vehicles [24]. Their exhaust emits fine particles 
including organic carbon (OC), elemental carbon 
(EC), trace metals, cations (Na+, K+, NH4

+), and 
anions (Cl−, NO3−, SO4

2−) [60] as well as gaseous 
pollutants including NOx, VOCs, and CO. Traffic 
emission has a considerable proportion in the total 
of GHG emissions in megacities [61]. The 
reduction of traffic jam and transportation time 
will lead to the reduction of emissions of both 
GHG and air pollutants from vehicle exhaust. 
Istanbul is an important junction point connecting 
two continents that is an indispensable route for 
transit transport. The vehicle emissions are from 
local use and transit vehicles. The determination 
of their proportion is not simple. There were 
3,383,812 vehicles registered in Istanbul Province 
in 2014. 67% of these vehicles were cars, the 
others include minibus, bus, truck, motorcycle, 
tractor, and special vehicles. In 2014, 495,714 
tons of gasoline and 2,760,567 tons of diesel fuel 
were sold. The sold gasoline/diesel fuel ratio is 
0.18. As a result, gasoline consumption is lower 
than diesel. It is known that significant quantities 
of gasoline vehicles were converted into CNG-
powered vehicles to lower the fuel cost. That also 
reflects to lower pollution emissions originating 
from gasoline equipped vehicle exhaust. On the 
other hand, the diesel equipped vehicle exhaust is 
effective in decreasing air quality [85]. In order to 
reduce the emissions from vehicle exhaust, 
lowering all types fuel consumption such as 
follows: acceleration of the traffic flow in peak 
hours, increasing the use of public transport, 
implementation of the prohibited zone to enter in 
the city center, use of intelligent traffic control 
systems, given traffic density information for the 
drivers that contributes in reducing the fuel 
consumption by changing optimum route. 

 

3.1.8. Vegetative detritus emission 

Plants emit GHG and fine particles to ambient air. 
Anthropogenic and natural particles (e.g., soil and 
exhaust particles) sink on the leaves under 
suitable conditions [62]. Due to wind-induced 
mechanical shear and rubbing of leaves against 
each other, foliage and leaf deposits become 
airborne particles that are resuspended into the 
atmosphere [63]. The leaf surface abrasion 
particles are identified in ambient PM by 
measuring the trace organic markers and trace 
elements [64]. There is a large forest area of 2424 
km2 in the northern part of Istanbul Province and 
80.7 km2 green areas in the IMA. Both green areas 
should be considered as vegetative detritus source 
that emit formed particles to ambient air. Rogge 
[63] reported that vegetative detritus particle 
proportion was 1.25-2.5% in total OC of PM2.5 for 
four cities of Los Angeles. Shrivastava [33] 
reported biomass burning and vegetative detritus 
together contributing to OC of PM2.5 as about 
8.3% in Pittsburgh Area. Due to no data reported 
about vegetative detritus particle contribution to 
ambient air for Istanbul, which is likely a minor 
proportion in PM10 needs to be determined. 
Vegetative detritus particles naturally occur, so 
there is no model to reduce emission from plants. 

3.1.9. Maritime emission 

Ship emissions are significantly increasing 
globally and have remarkable impact on air 
quality of seaside and inland [65]. Istanbul strait 
connect to the Black Sea and Marmara Sea that 
has an intensive maritime traffic with about 
50,000 ship passing through per year. In addition 
to the maritime traffic on Istanbul Strait, the ships 
that are in use in domestic transport, fishing, sport 
or strolling ships should be also considered [66]. 
The exhaust gas emissions from ships in the Sea 
of Marmara and the Istanbul Strait are calculated 
by utilizing the data acquired in 2003. Total 
emissions from ships in the study area were 
estimated as 5,451,224 t y−1 for CO2, 111,039 t y−1 
for NOx, 87,168 t y−1 for SO2, 20,281 t y−1 for CO, 
5,801 t y−1 for VOC, 4,762 t y−1 for PM [65]. Bove 
[67] reported that the source apportionment study 
presented the contribution of maritime particles as 
15% in the urban area of Genoa (Italy). The 
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contributions from shipping emissions to PM and 
gaseous pollutant concentrations show a large 
spatial variability with 1-7% to annual mean PM10 
levels with maximal contributions in the 
Mediterranean basin and the North Sea [29]. The 
PM and NOx contribution from the ship emission 
to Istanbul ambient air should be considered as a 
negative impact on air quality. However, there is 
no legislation to control or limit the emissions of 
ships passing through the Istanbul Strait due to 
international agreements. 

3.1.10. Sea salt particles 

Sea-salt particles associated with ions (Na+, Cl− 
and Mg2+) contribute to the ambient air particles 
in the coastal area [68]. Sea salt aerosols, as 
represented by Na+, were consistently confined to 
the coarse mode, peaking between 1–18 m 
depending on location and time [69]. So, Istanbul 
Province has two parts and each part of its three 
sides is surrounded by the Marmara Sea, the 
Black Sea and the Istanbul Strait. The land is 
under the influence of winds from the north-
western and the south-western/eastern sides. Sea 
salt particles are transported to the European and 
Asian parts by the wind that sweeps the sea 
surface and carries the sea salt particles to the 
inner regions. The aerosol sampling study 
represented ionic mass contributions up to 42% of 
the PM10 mass that has 8% sodium in Istanbul 
[24]. So, Na ion was 3.36% in PM10 that indicated 
the sea salt particles contributed to ambient 
particles in the coastline ambient air.  

3.1.11. Long range particle transport 

African dust travels over the Mediterranean Sea 
to impact the urban areas in cities of Europe such 
as Madrid (Spain) [70], Athens (Greece) [71], 
Istanbul (Turkey) [72, 73]. The Saharan dust 
episode cause the elevation of ambient PM 
concentration due to external PM entrance [74, 
75] that effects public health [76, 80, 81]. 
Chemical composition of PM revealed the 
concentration of PM10 reached 87 g m-3 in 13th 
of April 2008 that composed of 57% crustal 
material [15]. Perez [77] reported the PM 
elevation seen in PM10-1 during the Saharan dust 
event. The Saharan particles were deposited as 

dry and wet deposition [78]. Therefore, Saharan 
Dust episode can be considered as long range 
particles that contribute in elevation of PM10 in 
Istanbul. 

3.1.12. GHG emission from landfill 

About 15,000 tons/daily municipal solid waste 
(MSW) was disposed to landfills in the city of 
Istanbul in 2009 [27]. About 50 million tons and 
25 Million tons of MSW were disposed to both 
Odayeri and Kömürcüda landfills where located 
in rural site of the megacity from 1995 to 2014, 
respectively. LFG from both landfill sites has 
been emitted theoretically to the atmosphere since 
1995 until 2009 about 850 Million m3 (Odayeri) 
and 400 Million m3 (Kömürcüda) [27]. Due to the 
reduction in GHG emissions in the concept of the 
environmental awareness by IMM, Waste-to-
Energy Projects were applied to both landfills to 
produce electricity by utilizing LFG. After 
installation of power plants, the total produced 
electricity is about 1,112,756 MWh from 2009 to 
2014 [79]. These projects aimed to reduce GHG 
from the landfills in the concept of adaptation 
work. Hence, a minimum of about 110 thousand 
houses are provided with the electricity from both 
waste to energy production plants considered as 
renewable energy source. 

3.1.13. Aviation emission 

Aviation emits gases (Nitrogen Oxides), volatile 
organic compounds (VOCs), sulfur oxides (SOx), 
soot, and other particles [88]. Emissions close to 
the surface have impact on the concentrations of 
ozone, and fine particles at the urban area [89]. 
Air craft emissions impact on local air quality 
while landing, take-off, and non-LTO (non-
Landing-Take-Off) period above 1 km above 
from the surface [90]. In terms of city air quality, 
the travels of the aircraft within the city limits 
should be taken into consideration due to the 
emission of pollutants. There were two active 
airports in Istanbul during this study period, 
namely Atatürk Airport and Sabiha Gökçen 
Airport. These two airports emit significant 
greenhouse gas emissions. The calculated 
greenhouse gas emission values are; 904,465.32 
tons CO2-eq which has been verified as the 
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equivalent greenhouse gas emission of 2014 at 
Atatürk Airport [91]. The greenhouse gas 
emissions from Sabiha Gökçen Airport was 
reported as 682,916 tons of CO2-eq from the 
transportation-related fuel consumption in 2014 
[92]. The emission reduction studies of aviation-
induced greenhouse gases and air pollutants 
should be considered carefully. 

3.2. Assessment of PM10 and SO2 
concentrations between 2010 - 2014 

There is no significant variation in PM10 and SO2 
values between 2010-2014 (Figure 3). Yearly 
average SO2 concentrations were in the range of 
3-7 g/m3 last five years which are lower than 
TAAQS. It is obvious that the reduction of 
consumption of lignite coal cause the decrease of 
the SO2 concentration in the long term. 

 

 

Figure 3. PM10 and SO2 concentrations from 2010 
to 2014 in Istanbul [79]. 

On the other hand, PM10 values are in the range of 
49-56 g/m3 which are slightly lower than 
TAAQS. It can be interpreted that the 
implementation works have reduced emissions of 
PM10 which lead to a constant value. Table 4 
shows the major reduction works focusing on 
vehicle exhaust, dust particles and residential 
combustion sources (natural gas, lignite, fuel oil, 
wood) which has the most significant sources of 
PM10. 

4. RESULTS 

This study determined the sources of air 
pollutants in order to ensure an effective air 
quality management in the megacity of boundary. 
The concentration values of the pollutant 
parameters were examined retrospectively, and 
their changes were examined. Accordingly, the 
actions to be taken in the metropolitan area have 
been determined to reduce the emission values of 
pollutant sources. 

Major air pollution sources were evaluated at the 
metropolitan area of Istanbul based on a long-
term air quality improvement plan. Air quality 
management consist of controlling the emission 
of major sources that are cooking, road dust, wood 
burning, coal, natural gas, fuel oil, cigarette 
smoke, diesel and gasoline exhaust, and GHG 
emission from the landfills. These sources emit air 
pollutants and GHG that contribute to PM 
formation and other major pollutants in the urban 
ambient air. Vegetative detritus and sea salt 
particles are natural sources and long rang 
transport particles (Saharan dust) that contribute 
to elevation of the concentration of PM as well. 

It was a priority for air quality management to 
reduce the concentration of PM10 and SO2 for 
public health since 1990 to 2014 for the Istanbul 
case. PM10 has been reduced to about 50% since 
1990s. Despite all reduction efforts of PM 
emissions, the PM10 has remained in the range of 
49-56 g/m3 from 2010 to 2014, although there is 
an intensive urban growth. The stability of PM10 
is an indication that the works of the measures for 
air quality control management mentioned above.  

The emission reduction efforts were mainly 
applied on reduction of fossil fuel consumption in 
the metropolitan area. According to the previous 
source apportionment studies in road dust and 
vehicle exhaust gases constitutes higher rate of 
involvement in PM10. Contributions from these 
two sources should be tracked carefully by air 
quality researchers. Without examining major 
sources of air pollution, only greenhouse gas 
reduction efforts will not be effective in 
improving air quality studies. SO2 was reduced 
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98% since 1990 to 2014 due to reduction of lignite 
coal consumption with high sulfur content. 

 

Table 4. Major implementations of emission reductions. 

Major Sources of 
Air Pollutants 

                           Implementations of Emission Reduction  

Meat-Cooking 
Operations 

Filter application on exhaust hood of cooking facilities, Chimney Cooker Hood in residential 
kitchens. 
 

Paved Road Dust 
Main artery roads cleaning to collect road dust by sufficient number of street sweepers, using 
multipurpose street, barriers, and tunnels washing vehicles. Germination to roadside area. 
 

Wood Burning 
New retrofitted stove design to improve combustion efficiency. 
 

Coal Burning 
New retrofitted stove design to improve combustion efficiency, regulated lignite sale with less 
than 2% sulfur content. Selling coal-sacks with sealed and marked. 
 

Fuel oil Burning 
Improved the performance of oil-fired furnaces and boilers in fuel consumption and burning, 
improved the quality of fuel-oil. 
 

Cigarette Smoke 

Rehabilitation initiative worked for addicts to reduce tobacco use, informed community about the 
health hazard of smoking, regulated all tobacco products, established Smoke-Free Public Places 
Act 
 

Diesel and Gasoline 
Equipped Vehicles 

Acceleration of traffic flow in peak hours, encourage to use public transport, implementation of 
the prohibited zone to enter in the city center, use of intelligent traffic systems, to provide drivers 
with the necessary information about road conditions in order to use less fuel, established new 
roads and tunnels to reduce travel distance, promote public to use cars with less consume fuel, 
promote public to use advanced EURO model diesel vehicles.  
 

 

Natural Gas 

Development of intelligence heating system in residence, advanced technology in natural gas 
boiler, isolation of building, informed tips for public to use less natural gas and fuels. Encourage 
the use of natural gas, if available to access 
 

Vegetative Detritus 
 

Naturally occurred. 
 

Maritime Emission 
 

Promoting the use of MARPOL Annex VI compliant ships, no forced application. 
 

Landfill 
Implemented waste to energy projects to reduce GHG emission at three landfills (Hasdal, Odayeri, 
Kömürcüoda) in Istanbul. 

Sea Salt Particles Naturally occurred 

Saharan dust particles Naturally occurred 

Aviation Emission 
Reduced the waiting time for landing and take-off of aircraft, managed the fuel consumption, 
improvement of aircraft models, use high quality aircraft fuel.   

 

This study helps assess sources for the abatement 
of air quality problems for the development of 
megacities. It requires a serious effort to reduce 
existing emissions, primarily, the reduction of 
road dust emission, vehicle exhaust emission, and 

residential heating emission will contribute to the 
reduction of both air pollutants. 

Major emission reduction work was applied on 
both PM10 and SO2 parameters to bring them to 
the level of TAAQS in Istanbul area. The coal 
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(local Turkish lignite) containing high sulfur 
content was used a vast amount for the domestic 
heating until the beginning of 1995 that promoted 
high SO2 and PM emissions to the ambient air. On 
the other hand, all major sources emit particles in 
all ranges to ambient air that contribute to the 
formation of PM10. All mentioned control 
parameters were applied to pollution sources to 
reduce these concentrations. 
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The Effect of Spin-Orbit Interaction On Structural and Electronic Properties of 
ScIr2 

 

Hüseyin Yasin UZUNOK1 

 

Abstract 

The structural and electronic properties of face-centred cubic ScIr2 compound is investigated 
by using a generalised gradient approximation scheme of density functional theory with and 
without spin-orbit interaction. The structural results show that the spin-orbit interaction has a 
negligible effect for the crystallizing of ScIr2 compound. The Fermi surface calculations suggest 
considerable nesting along Γ − 𝑋 direction that could affect the vibrational properties. 

Keywords: intermetallics, density functional theory, electronic structure, spin-orbit interaction 

 

1. INTRODUCTION 

Laves phase cubic MgCu2-type (C15) 
intermetallic compounds are taken interest from a 
long time due to their interesting features such as 
heavy fermion behaviour, Kondo effect, 
interesting thermodynamic properties and 
especially favouring superconductivity [1-8]. The 
superconducting properties are studied by our 
group for these kind of compounds such as CaIr2 
and CaRh2 [9]. In this study, it is observed that the 
spin-orbit interaction has to be taken account 
when the transition-metal d states dominate Fermi 
level region. First Compton and co-workers [10], 
then Geballe and co-workers [11] are successfully 
synthesized and studied cubic Laves ScIr2 
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compound. They found that this compound is a 
superconductor with a 2.07 K superconducting 
transition temperature. In 2000, Goncharuk and 
colleagues [12] are investigated ScIr2 compound 
for its thermodynamic features by using 
electromotive force measurements. They have 
obtained Gibb energies, enthalpies, and entropies 
for this compound. Shrivastava and Sanyal [13] 
are studied structural, electronic and elastic 
properties of ScIr2 YIr2, and LaIr2 compounds by 
using full-potential linearized augmented plane 
wave (FP-LAPW) method. The results show that 
all studied compounds are showing ductile 
properties due to the elastic analysis. In 2019, also 
Chowdhury and Saha [14] have investigated the 
physical properties of ScIr2 superconductor using 
ab initio technique. They have found that the 
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electronic band structure reveals metallic 
conductivity and the major contribution comes 
from Ir-5d states. Even though there are several 
theoretical studies on structural and electronic 
properties of ScIr2, there is no study included the 
spin-orbit interaction (SOI) for this properties.  

Due to its interesting features, in this study, the 
structural and electronic properties of ScIr2 is 
studied by using generalised gradient 
approximation (GGA) scheme implemented in 
Density Functional Theory with and without SOI. 
Since the compound has transition metal in its 
structure, the SOI effect on its electronic structure 
has to be researched. The structural lattice 
constants, bulk modulus and its pressure 
derivative 𝐵  are obtained by fitting the total 
energy as a function of the lattice parameter to the 
Murnaghan equation of states [15]. The electronic 
properties are calculated by using full-relativistic 
norm-conserving pseudopotentials for including 
SOI and compared by the results obtained via 
scalar-relativistic norm-conserving 
pseudopotentials without SOI. 

2. METHOD 

The first principles calculations are performed by 
using the Quantum Espresso package [16, 17]. 
The exchange-correlation calculations are 
determined by using the norm-conserving GGA 
scheme [18, 19]. While the full-relativistic norm-
conserving pseudopotentials are employed for a 
description of interaction between the ionic cores 
and valence electrons with SOI, scalar relativistic 
norm-conserving pseudopotentials are used for 
the same calculations without SOI [18]. The wave 
function was expanded in plane waves with the 
energy cut-off of 60 Ry and the default charge-
density value of 240 Ry is used for the norm-
conserving pseudootentials. For the sampling of 
the Brillouin zone to obtain structural 
optimization, we have used a (8 × 8 × 8) 
Monkhorst-Pack [20] �⃗�-point mesh. For the 
electronic structure and the electronic density of 
states calculations (24 × 24 × 24) Monkhorst-
Pack [20] �⃗�-point mesh is used. 

3. RESULTS 

3.1. Structural Properties 

The ScIr2 compound crystallizes in MgCu2-type 
face-centred cubic (fcc) structure with the space 
group 𝐹𝑑3𝑚 (Wyckoff no:227). The structure is 
presented in Fig. 1. In this crystal structure, 
atomic positions are taken as Sc at 8b (0.375, 
0.375, 0.375) and Ir at 16c (0.00, 0.00, 0.00). The 
ground state properties have been determined by 
calculating the total energy as a function of lattice 
constant (a (Å)) and fitted to the Murnaghan 
equation of state [15] for defining the equilibrium 
lattice, the bulk modulus (𝐵), and the pressure 
coefficient (𝐵 ) [15]. Table 1 presents the 
calculated values of 𝑎, 𝐵, 𝐵  and the distance 
between atoms along with available previous 
experimental and theoretical studies. 

 

Table 1.The calculated structural properties for fcc 
ScIr2 with available previous studies. 

 𝒂(Å) 𝒅𝑺𝒄 𝑰𝒓 
(Å) 

𝒅𝑰𝒓 𝑰𝒓 
(Å) 

𝑩 
(GPa) 

𝑩  

This Work (With 
SOI) 

7.450 3.1176 2.6587 209.3 4.39 

This Work (Without 
SOI) 

7.520 3.1201 2.6654 208.5 4.52 

Experimental 7.348     
FP-LAPW[13] 7.399   224.2 5.02 
GGA[14] 7.449   225.8  
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Figure 1. The fcc MgCu2-type crystal structure of ScIr2 

 

The calculated results in this study are in 
accordance with previous experimental and 
theoretical results. More importantly, the results 
with and without SOI are very close to each other. 
This result is a sign for the spin-orbit interaction 
does not effect on the structural properties of 
studied ScIr2 compound. The distance between Ir 
atoms is shorter than the sum of their covalent 
radii which suggest a covalent bonding between 
Ir atoms while the electronegativity difference 
between Sc and Ir atoms suggest an ionic 
bonding. It could be said that the ScIr2 compound 
contains an interplay between covalent, ionic and 
metallic bonds. 

3.2. Electronic Properties 

The electronic structure of ScIr2 compound 
without SOI is presented in Figure 2 (a). The 
electronic structure in this figure clearly shows 
the metallic nature of the studied compound 
because of the electronic bands that are crossing 
the Fermi energy level (𝐸 ). Dispersive bands are 
crossing the 𝐸  along all the symmetry directions 
that shows there is no insulated direction along the 
studied high symmetry points. The bands show 
nondispersive character along the Γ − 𝑋 direction 
which suggest the density of states at the Fermi 
level (𝑁(𝐸 )) have a higher value because of this 
behaviour.  

Figure 2 (b) is presented the electronic band 
calculations with (solid red lines) and without 
(dashed black lines) SOI for comparison. Even 
though there is some splitting effect occurred for 
six-fold and four-fold degenerated bands, since 
the compound is centrosymmetric, there is no 
splitting seen for the two-fold degenerated bands. 
The six-fold degeneration around -0.26 eV at the 
Γ high-symmetry point is split into two- and four-
fold degenerated electronic band with a 0.1 eV 
energy difference. The split two-fold degenerated 
band stays under the 𝐸  along Γ − 𝑋 direction and 
does not contribute the 𝑁(𝐸 ) value. Along the 
Γ − 𝐿 direction the SOI splitting make the split 
band get closer to 𝐸  that makes more 
contribution to the 𝑁(𝐸 ). The SOI split four-fold 
degeneration into two-fold degenerated bands 
with a 0.04 eV difference at the W high symmetry 
point. Even though this splitting is quite small, the 
split bands get close to 𝐸 . Overall, the SOI effect 
on the electronic band structure is negligible. 

In order to investigate the nature of electronic 
bands, the total and partial density of states (DOS) 
with and without SOI of ScIr2 are presented in 
Figure 2 (c), and a comparison between total DOS 
values with and without SOI is presented with an 
inset figure. From this inset figure, it is found that 
the effect of SOI on the total DOS of ScIr2 is very 
small and negligible even though the 𝑁(𝐸 ) value 
with SOI seems higher than without SOI one. This 
feature could be related with the splitting effect 
that cause the electronic bands get near the 𝐸 . 
The value of 𝑁(𝐸 ) with SOI is calculated to be 
4.78 states/eV that decreases to 4.61 states/eV by 
turning off the SOC. These results are in 
accordance with previous FL-LAPW result of 
4.64 states/eV [13]. The value of 𝑁(𝐸 ) consists 
of roughly 82 % of Ir electronic states and 18% Sc 
electronic states. In particular, Ir 5d state alone 
contribution to the 𝑁(𝐸 ) is up to 74%. This result 
signs that Ir 5d electrons are most influential in 
consisting the free electrons around the 
developing the 𝐸 . 
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Figure 2. (a) The electronic structure of ScIr2 
compound without SOI, (b) The comparison between 
the electronic structure with (solid red lines) and 
without (dashed black lines) SOI, and (c) electronic 
DOS. The inset figure in (c) is presenting a 
comparison between total DOS values with and 
without SOI 

 

For a better understanding the electronic 
properties with SOI, the Fermi surfaces of ScIr2 is 
illustrated with and without SOI in Figure 3. The 
Fermi surfaces without SOI are illustrated in 
Figure 3 (b)-(c)-(d) and the Fermi surfaces with 
SOI are illustrated in Figure 3 (e)-(f)-(g)-(h). It is 
clear that the Fermi surfaces are divided into split 
sheets because of SOI. The Fermi surface in 
Figure 3 (b) has a hole characteristic and barely 
consists because the electronic band that 
constitute this surface is barely touched the 𝐸  
along Γ − 𝑋 direction. This Fermi surface does 
not consist when the SOI considered because SOI 
move this band away from the 𝐸 . The Fermi 
surface presented in Figure 3 (c) without SOI is 
split into two Fermi surfaces that are given in 
Figure 3 (e) and Figure 3 (f). This Fermi sheets 
make a closed curves around the Γ and X high 
symmetry points which show a high nesting 
features [21-23] along Γ − 𝑋 direction. Similar to 
this feature, the Fermi surface calculated without 
SOI that presented in Figure 3 (d) is split into two 
different Fermi surfaces when the SOI taken into 
account. These surfaces are given in given in 
Figure 3 (g) and Figure 3 (h). The Fermi sheets 
without SOI show complex features when the SOI 
simplified them. 

 

 

Figure 3. (a) High symmetry points of Brillouin zone 
of fcc structure, the Fermi surface sheets (b)-(c)-(d) 
without SOI, and (e)-(f)-(g)-(h) with SOI for ScIr2 
compound. 
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4. SUMMARY 

The structural and electronic properties of face-
centred cubic ScIr2 compound is investigated by 
using a generalised gradient approximation 
scheme of density functional theory with and 
without spin-orbit interaction. The structural 
results show that the spin-orbit interaction has a 
negligible effect for the crystallizing of ScIr2 
compound. The distances between the atoms are 
also suggest an interplay between different kind 
of bonding features exist. 

The electronic structure calculations are in good 
accordance with previous calculations[13, 14]. 
The SOI has a negligible effect on the electronic 
features of this compound even though the Fermi 
level is occupied by transition metal’s d orbital 
electrons. The Fermi surfaces are shown a 
considerable nesting and could affect the 
vibrational properties of studied ScIr2 compound. 
Hence the lattice dynamical properties have to be 
examined with detail. 
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A Study on the Gamma-ray Attenuation Parameters of Some Commercial Salt 
Samples 

 

Canel EKE*1 

 

Abstract 

The purpose of this study is to calculate self-attenuation correction factors, linear (LAC) /mass 
attenuation coefficients (MAC), half value layers (HVL) and tenth value layers (TVL) of 
different brands of commercial salt samples using gamma-ray spectrometry equipped with high 
resolution germanium (HpGe) detector. The gamma-rays emissions of 22Na, 60Co, 133Ba and 
137Cs point sources were counted with/without sample. The obtained gamma-ray spectra were 
analyzed using computer software. Self-attenuation correction factors and gamma-ray 
attenuation parameters of eleven different brands of commercial salt sample were calculated. 
The experimental MACs of salt samples were compared with those of NaCl compound utilizing 
WinXCom software. 

Keywords: Self-attenuation correction factor, gamma-ray attenuation parameter, gamma-ray 
spectrometry, salt samples 

 

 

1. INTRODUCTION 

Gamma-ray spectrometry is used to determine 
activity concentrations of natural and artificial 
radionuclides in environmental materials. The 
accurate and precise determination of 
radioactivity concentration in samples is 
important in many areas including radioactive 
waste management, health physics etc. [1]. 
Several correction factors have to be determined 
to obtain reliable activity concentrations. One of 
them is the self-attenuation correction factor 
which is described as the ratio a reference 
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specimen count rate to that of the sample [2] The 
self-attenuation correction factor is calculated 
theoretically [3], experimentally [1,4] and by 
simulation methods [2, 5, 6, 7]. Usually, the self-
attenuation correction factor is calculated using 
the Cutshall transmission method [4]. To obtain 
the most precise results the experimental 
approach should be used, in which point sources 
are placed upon the sample or reference specimen 
placed on the head of the detector [4, 6]. Values 
of self-attenuation correction factors vary 
depending on the density, geometry, the chemical 
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composition of the measured items as well as their 
attenuation coefficients [1, 6, 8]. 

The linear attenuation coefficient (LAC) is 
defined as the probability of interaction per 
distance unit [9]. Photons interact with material 
by three processes, namely the Photoelectric 
Effect, the Compton Effect and the Pair 
Production. The linear attenuation coefficient is 
the sum of the probabilities of these interactions 
as shown in the following equation: 

𝜇 = 𝜏 + 𝜎 + 𝜅                                                        (1) 

where τ, σ and κ are the aforementioned 
interactions, respectively. The Photoelectric 
Effect is dominant at low gamma-ray energies, the 
Compton Effect is dominant at mid-gamma ray 
energies, and the Pair Production is dominant at 
𝐸 > 1.022 MeV [11]. The mass attenuation 
coefficient (MAC) depends on the density of the 
sample. 

There are various methods to obtain gamma-ray 
attenuation parameters in different areas. 
Gamma-ray attenuation parameters were 
calculated for soil [13], cane sugar of milk [14], 
diethylene glycol dissolved in ethyl alcohol [15], 
naphthalene dissolved in ethanol [16], dilute 
aqueous solutions of sugar (C6H12O6) [17], 
manganese (II) chloride [18], potassium chloride 
[19], ammonium sulfate [20], NaCl [31], lead 
nitrate [22], etc. [23, 24]. Furthermore, biological 
compounds [25], some amino acids [26], alcohol- 
soluble compounds [27, 28], medical plants [29, 
30], different wood materials with different 
densities [31], environmental bulk sample 32], 
biological and geological samples [33], and many 
more. In literature, aqueous solution of salts 
samples were studied using different methods to 
calculate gamma-ray attenuation parameters [23, 
24, 37, 38]. 

Gamma-ray attenuation parameters are highly 
relevant in radiation protection [20] because 
investigation of gamma-ray parameters of 
materials is important for applicability in science, 
technology, human health dosimetry, 
radiography,  radiation shielding, etc. [23, 37]. In 
view of the importance of the attenuation 

parameters, the purpose of this study is to 
calculate gamma-ray attenuation parameters of 
salt samples and to give examples of application 
of the Cutshall et al. [4] transmission method 
using gamma-ray spectrometry. Also the 
experimental mass attenuation coefficients will be 
compared with obtained mass attenuation 
coefficients using WinXCom software [40] to 
check the accuracy of the results of this study. 

2. MATERIAL AND METHOD 

In this study to calculate gamma-ray parameters, 
eleven salt samples were used. Except for S6 
which is dishwasher salt, the others are different 
brands commercial edible salts. S1, S2, S3, S5 and 
S7 are not refined while S4, S8, S9, S10 and S11 
are refined. Densities of the samples are shown in 
Table-1 and Table-2. Densities (𝜌) of samples 
were calculated using  𝜌 = 𝑚

𝑉 equation, 
where 𝑚 is masses of the salt samples 𝑉 is the 
volume of the salt samples.  

The γ-ray emissions of radioactive point sources 
22Na (1274 keV), 60Co (1173 and 1332 keV), 
133Ba (81, 276, 302, 356 and 383 keV) and 137Cs 
(662 keV) were counted 1000 seconds using high 
purity germanium (HpGe) detector to calculate 
self-attenuation correction factors, linear-mass 
attenuation coefficients, HVL and TVL of eleven 
different brands of salt samples. The activities of 
these point sources are approximately 1 μCi (37 
kBq). The samples were put into 100 ml plastic 
container; its diameter and height are 61 mm and 
53 mm, respectively. The samples were not been 
sieved because their crystals get same size but 
samples were shaked to increase density before 
the measurements. Gamma-ray spectra were 
analyzed using Maestro-32 software [34]. 
Wolfram Mathematica-8 [36] software was used 
in calculating the self-attenuation correction 
factors of sample versus energy referring to 
ultrapure water and air fitting function.  

The self-attenuation correction factor 𝐶  is 
calculated using the following well know 
equation which is called the Cutshall transmission 
formula [4], 
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𝐶 =
𝐼𝑛

𝐼
𝐼

𝐼
𝐼

− 1
                                                          (2)  

where, 𝐼 is the count number of source inside the 
container with the sample and 𝐼  is the count 
number of the source inside the container (without 
sample). Firstly, the container was counted empty 
then it was filled with ultrapure water when the 
count number without sample was counted.  

The LAC is calculated using the well-known 
(Lambert – Beer’s Law) equation [10, 11], 

𝐼 = 𝐼 𝑒                                                               (3) 

𝜇 = −
ln

𝐼
𝐼

𝑥
                                                       (4) 

where, 𝜇  is the LAC of the sample, 𝐼  is the 
number of incident photons counts passing 
through absorber material, 𝐼  is the number of 
incident photons counts passing through without 
absorber material, viz., the empty sample 
container, and 𝑥  is the thickness of the absorber 
material, viz., the sample. 

The mass attenuation coefficient (MAC) depends 
on the density of the sample and is calculated 
using the following equation [9]: 

 𝜇 =
𝜇

𝜌
                                                                  (5) 

where, 𝜇   is the mass attenuation coefficient of 
the sample, and 𝜌  is the density of the sample. 
Also MACs were calculated using WinXCom 
software [40]. Total cross-sections and 
attenuation coefficients also partial cross-sections 
for incoherent and coherent scattering, 
photoelectric absorption and pair production can 
be obtained using WinXCom for elements, 
compounds or mixtures [40].  

Half value layer (HVL) and tenth value layer 
(TVL) are generally relevant in gamma-ray 
shielding enforcement considerations. The HVL 
is described as thickness of shielding materials 
which reduces the radiation intensity by a factor 

of two whilst TVL reduces the intensity by a 
factor of 10 [12]. The HVL and TVL are 
calculated using following equations, 

𝐻𝑉𝐿 =
𝐼𝑛2

𝜇
                                                             (6) 

𝑇𝑉𝐿 =
𝐼𝑛10

𝜇
                                                           (7) 

3. RESULTS AND DISCUSSION 

Self-attenuation correction factors of salt samples 
referring to air or  ultrapure water environment, 
linear attenuation coefficients (LAC), mass 
attenuation coefficients (MAC), half value layers 
(HVL) and tenth value layers (TVL) of salt 
samples are shown in Tables 1, 2 and 3, 
respectively. As an example, the self-attenuation 
correction factor versus energy graphic referring 
to air sample and ultrapure water sample, 
variation of the LACs as a function of the γ-ray 
energy of sample-1 and sample-4, variation of the 
MACs as a function of the γ-ray energy of 
sample-1 and sample-4, their transmission rates of 
sample-1 and sample-4 at different γ-ray energies 
are shown in Figures 1, 2, 3, 4 and 5, respectively. 

The self-attenuation correction factor of salt 
samples referring to air is greater than that 
referring to ultrapure water as shown in Figure 1. 
Because densities of salt samples are greater than 
that of air and the density of water is higher than 
air also the self-attenuation correction factor 
mainly depends on the chemical components and 
on the integral density of the investigated material 
[35]. The function of the self-attenuation 
correction factor versus the energy referring to the 
air sample and ultrapure water sample was fitted 
using the fitting function Cf=aE-b+c where E is 
the gamma-ray energy, and a, b and c are the 
fitting parameters. 

The LACs and MACs were fitted by the y=ax-b 
fitting function where y is the LAC or MAC, 
respectively, x is the gamma-ray energy, a and b 
are the best fit parameters. Because MACs are 
influenced by the density of the sample they are 
lower than the LACs. As shown in Figure 4, the 
values of MACs of sample-1 and sample-4 are 
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nearly equal although the density of sample-1 is 
1.286 g/cm3 and 1.651 g/cm3 for sample-4. 
Conversely, the LACs of sample-1 and sample-4 
are different since the LACs depend on the 
thickness of the samples. Although the 
thicknesses of the samples are equal in this 
experiment, the LACs are different. The LACs 
not only depend on density but also nature of 
samples. The MACs indicate similar values at 
certain energy for all samples so the compositions 
of salt samples are also similar. MACs of NaCl 
compound were calculated using WinXCom 
software [40] because the Na and Cl are main 
elements while the Mg, S, K, Ca, Mn, Fe, Br and 
Si are trace elements in commercial edible salt 
samples [39]. The MACs of salt samples obtained 
experimentally are lower than the results of 
MACs of NaCl compound obtained from 
WinXCom software [40] as shown in Table 4. 
These disparities in the results of the 
experimentally calculated and obtained from 
WinXCom [40] may be due about experimental 
setup especially from narrow-beam geometry in 
the source- detector settings [41]. 

The HVL and TVL increase with increasing 
incident gamma-ray energy (see Table 3). Thus, 
the transmission rate changes with the gamma-ray 
energy as shown in Figures 4 and 5 and the 
transmission rates of the sample-1 and sample-4 
decrease with increasing thickness of sample. 
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Table 1. Self attenuation correction factors of salt samples referring to air 

Sample 
No 

Density 
(g/cm3) 

133 Ba (keV) 137Cs (keV) 60Co (keV) 22Na (keV) 60Co (keV) 

81 276 302 356 383 662 1173 1274 1332 

1  1.286 1.666±0.024 1.299±0.038 1.288±0.019 1.279±0.009 1.280±0.032 1.211±0.007 1.160±0.009 1.154±0.008 1.143±0.009 

2 1.264 1.667±0.024 1.313±0.039 1.311±0.020 1.283±0.009 1.277±0.032 1.224±0.007 1.162±0.009 1.160±0.008 1.148±0.009 

3 1.480 1.806±0.030 1.381±0.044 1.358±0.022 1.343±0.009 1.336±0.035 1.266±0.008 1.197±0.010 1.180±0.008 1.175±0.009 

4 1.651 1.889±0.033 1.442±0.049 1.397±0.023 1.374±0.010 1.384±0.038 1.290±0.008 1.212±0.010 1.202±0.009 1.191±0.009 

5 1.486 1.802±0.030 1.353±0.042 1.349±0.021 1.336±0.009 1.339±0.036 1.250±0.008 1.196±0.010 1.182±0.008 1.178±0.009 

6 1.400 1.782±0.029 1.349±0.042 1.349±0.022 1.328±0.009 1.331±0.035 1.270±0.008 1.194±0.010 1.182±0.008 1.176±0.009 

7 1.434 1.762±0.027 1.333±0.040 1.353±0.022 1.326±0.009 1.346±0.036 1.257±0.008 1.188±0.010 1.184±0.008 1.172±0.009 

8 1.586 1.829±0.030 1.397±0.044 1.367±0.022 1.361±0.010 1.367±0.037 1.284±0.008 1.210±0.010 1.191±0.009 1.193±0.009 

9 1.579 1.820±0.030 1.402±0.046 1.378±0/023 1.342±0.009 1.334±0.035 1.267±0.008 1.195±0.010 1.181±0.008 1.174±0.009 

10 1.615 1.863±0.032 1.397±0.045 1.390±0.023 1.352±0.010 1.398±0.040 1.267±0.008 1.201±0.010 1.186±0.008 1.183±0.009 

11 1.631 1.868±0.032 1.412±0.046 1.385±0.023 1.365±0.010 1.386±0.039 1.279±0.008 1.207±0.010 1.189±0.008 1.184±0.009 
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Table 2. Self attenuation correction factors of salt samples referring to ultrapure water 
 

Sample 
No 

Density 
(g/cm3) 

133 Ba (keV) 137Cs (keV) 60Co (keV) 22Na (keV) 60Co (keV) 

81 276 302 356 383 662 1173 1274 1332 

1 1.286 1.174±0.019 0.989±0.034 0.990±0.017 0.991±0.008 1.002±0.029 0.986±0.007 0.993±0.008 0.998±0.008 0.993±0.008 

2 1.264 1.174±0.019 1.001±0.035 1.009±0.018 0.994±0.008 0.999±0.029 0.997±0.007 0.995±0.009 1.003±0.008 0.998±0.008 

3 1.480 1.289±0.024 1.059±0.039 1.049±0.019 1.045±0.008 1.050±0.032 1.033±0.007 1.027±0.009 1.021±0.008 1.023±0.009 

4 1.651 1.357±0.026 1.110±0.043 1.082±0.020 1.072±0.009 1.091±0.034 1.054±0.007 1.040±0.009 1.041±0.008 1.037±0.009 

5 1.486 1.285±0.024 1.034±0.037 1.041±0.019 1.039±0.008 1.052±0.032 1.020±0.007 1.026±0.009 1.023±0.008 1.025±0.009 

6 1.400 1.269±0.023 1.031±0.036 1.041±0.019 1.033±0.008 1.046±0.031 1.038±0.007 1.024±0.009 1.024±0.008 1.024±0.009 

7 1.434 1.252±0.022 1.018±0.035 1.045±0.019 1.031±0.008 1.059±0.032 1.026±0.007 1.018±0.009 1.026±0.008 1.020±0.009 

8 1.586 1.307±0.024 1.072±0.039 1.057±0.019 1.061±0.009 1.077±0.033 1.050±0.007 1.038±0.009 1.032±0.008 1.039±0.009 

9 1.579 1.300±0.024 1.076±0.040 1.066±0.020 1.045±0.008 1.048±0.031 1.035±0.007 1.025±0.009 1.022±0.008 1.022±0.009 
10 1.615 1.336±0.026 1.072±0.040 1.076±0.020 1.053±0.008 1.103±0.035 1.037±0.007 1.030±0.009 1.027±0.008 1.030±0.009 

11 1.631 1.341±0.026 1.084±0.040 1.072±0.020 1.064±0.009 1.093±0.034 1.045±0.007 1.036±0.009 1.030±0.008 1.032±0.009 
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Table 3. Linear attenuation coefficient (LAC), mass attenuation coefficient (MAC), half value layer (HVL) and tenth value layer (TVL) of salt 
samples 

 

Sample No 
133Ba (keV) 137Cs (keV) 60Co (keV) 22Na (keV) 60Co (keV) 

81 276 302 356 383 662 1173 1274 1332 
S1          

𝜇  (cm-1) 0.212±0.005 0.103±0.006 0.100±0.003 0.097±0.002 0.097±0.005 0.075±0.002 0.058±0.002 0.055±0.002 0.051±0.002 
𝜇 (cm2/g) 0.165±0.004 0.080±0.005 0.078±0.003 0.075±0.002 0.076±0.004 0.058±0.001 0.045±0.001 0.043±0.001 0.040±0.001 
𝐻𝑉𝐿 (cm) 3.264±0.074 6.711±0.038 6.941±0.237 7.149±0.164 7.128±0.372 9.271±0.225 12.048±0.386 12.539±0.384 13.471±0.463 
𝑇𝑉𝐿 (cm) 10.841±0.247 22.295±1.256 23.056±0.789 23.748±0.546 23.678±1.236 30.799±0.747 40.023±1.282 41.653±1.276 44.750±1.472 

S2          
𝜇  (cm-1) 0.212±0.005 0.108±0.006 0.107±0.004 0.098±0.002 0.096±0.005 0.079±0.002 0.058±0.002 0.057±0.002 0.053±0.002 

𝜇 (cm2/g) 0.168±0.004 0.085±0.005 0.085±0.003 0.078±0.002 0.076±0.004 0.062±0.001 0.046±0.001 0.045±0.001 0.042±0.001 
𝐻𝑉𝐿 (cm) 3.262±0.074 6.420±0.352 6.455±0.254 7.062±0.177 7.198±0.375 8.782±0.210 11.886±0.378 12.061±0.362 12.978±0.443 
𝑇𝑉𝐿 (cm) 10.838±0.246 21.328±1.168 21.445±0.842 23.460±0.589 23.911±1.245 29.175±0.697 39.485±1.256 40.066±1.202 43.113±1.472 

S3          
𝜇  (cm-1) 0.250±0.006 0.129±0.006 0.122±0.004 0.117±0.003 0.115±0.005 0.093±0.002 0.070±0.002 0.064±0.002 0.063±0.002 

𝜇 (cm2/g) 0.169±0.004 0.087±0.004 0.082±0.003 0.079±0.002 0.078±0.004 0.063±0.001 0.047±0.001 0.043±0.001 0.042±0.001 
𝐻𝑉𝐿 (cm) 2.768±0.062 5.361±0.268 5.683±0.209 5.910±0.140 6.020±0.284 7.479±0.170 9.885±0.284 10.800±0.306 11.088±0.363 
𝑇𝑉𝐿 (cm) 9.194±0.207 17.809±0.891 18.879±0.696 19.634±0.465 19.998±0.943 24.844±0.566 32.838±0.942 35.877±1.015 36.835±1.206 

S4          
𝜇  (cm-1) 0.272±0.006 0.148±0.007 0.134±0.005 0.127±0.003 0.130±0.006 0.100±0.002 0.075±0.002 0.072±0.002 0.068±0.002 

𝜇 (cm2/g) 0.165±0.004 0.090±0.004 0.081±0.002 0.077±0.002 0.079±0.004 0.061±0.001 0.045±0.001 0.043±0.001 0.041±0.001 
𝐻𝑉𝐿 (cm) 2.547±0.057 4.688±0.220 5.175±0.187 5.463±0.129 5.333±0.237 6.904±0.154 9.244±0.258 9.686±0.261 10.204±0.334 
𝑇𝑉𝐿 (cm) 8.461±0.191 15.574±0.731 17.190±0.621 18.148±0.429 17.717±0.788 22.936±0.512 30.709±0.856 32.177±0.868 33.898±1.111 

S5          
𝜇  (cm-1) 0.249±0.006 0.120±0.006 0.119±0.005 0.115±0.003 0.116±0.005 0.088±0.002 0.070±0.002 0.065±0.002 0.064±0.002 

𝜇 (cm2/g) 0.168±0.004 0.081±0.004 0.080±0.003 0.077±0.002 0.078±0.004 0.059±0.001 0.047±0.001 0.044±0.001 0.043±0.001 
𝐻𝑉𝐿 (cm) 2.781±0.063 5.758±0.297 5.821±0.232 6.026±0.149 5.977±0.283 7.911±0.183 9.949±0.288 10.681±0.301 10.909±0.359 
𝑇𝑉𝐿 (cm) 9.237±0.209 19.128±0.988 19.337±0.772 20.017±0.495 19.855±0.941 26.280±0.606 33.051±0.957 35.482±0.999 36.239±1.194 

S6          
𝜇  (cm-1) 0.244±0.006 0.119±0.006 0.119±0.005 0.113±0.003 0.114±0.005 0.094±0.002 0.069±0.002 0.065±0.002 0.063±0.002 

𝜇 (cm2/g) 0.174±0.004 0.085±0.004 0.085±0.003 0.080±0.002 0.081±0.004 0.067±0.002 0.049±0.001 0.046±0.001 0.045±0.001 
𝐻𝑉𝐿 (cm) 2.840±0.064 5.820±0.300 5.812±0.224 6.159±0.151 6.095±0.289 7.358±0.167 10.059±0.293 10.646±0.299 11.007±0.361 
𝑇𝑉𝐿 (cm) 9.434±0.213 19.335±0.996 19.308±0.743 20.460±0.501 20.245±0.961 24.443±0.555 33.415±0.972 35.364±0.993 36.563±1.200 

Table 3. continue 
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Sample No 
133Ba (keV) 137Cs (keV) 60Co (keV) 22Na (keV) 60Co (keV) 

81 276 302 356 383 662 1173 1274 1332 
S7          
𝜇  (cm-1) 0.239±0.005 0.114±0.006 0.121±0.005 0.112±0.003 0.118±0.006 0.090±0.002 0.067±0.002 0.066±0.002 0.062±0.002 
𝜇 (cm2/g) 0.166±0.004 0.080±0.004 0.084±0.003 0.078±0.002 0.083±0.004 0.063±0.001 0.047±0.001 0.046±0.001 0.043±0.001 
𝐻𝑉𝐿 (cm) 2.906±0.065 6.067±0.319 5.749±0.220 6.195±0.152 5.853±0.272 7.706±0.177 10.356±0.305 10.538±0.294 11.252±0.374 
𝑇𝑉𝐿 (cm) 9.653±0.217 20.154±1.059 19.099±0.730 20.579±0.503 19.445±0.905 25.600±0.588 34.402±1.013 35.008±0.977 37.377±1.243 
S8          
𝜇  (cm-1) 0.256±0.006 0.134±0.007 0.125±0.005 0.123±0.003 0.125±0.006 0.099±0.002 0.074±0.002 0.068±0.002 0.069±0.002 
𝜇 (cm2/g) 0.162±0.004 0.085±0.004 0.079±0.002 0.078±0.002 0.079±0.004 0.062±0.001 0.047±0.001 0.043±0.001 0.043±0.001 
𝐻𝑉𝐿 (cm) 2.704±0.061 5.168±0.251 5.550±0.207 5.639±0.134 5.551±0.250 7.020±0.157 9.338±0.261 10.177±0.278 10.101±0.331 
𝑇𝑉𝐿 (cm) 8.981±0.201 17.166±0.832 18.435±0.687 18.734±0.444 18.441±0.831 23.319±0.522 31.022±0.867 33.807±0.925 33.555±1.100 
S9          
𝜇  (cm-1) 0.254±0.006 0.135±0.007 0.128±0.005 0.117±0.003 0.115±0.005 0.093±0.002 0.069±0.002 0.065±0.002 0.062±0.002 
𝜇 (cm2/g) 0.161±0.004 0.086±0.004 0.081±0.002 0.074±0.002 0.073±0.003 0.059±0.001 0.044±0.001 0.041±0.001 0.039±0.001 
𝐻𝑉𝐿 (cm) 2.728±0.061 5.116±0.251 5.411±0.202 5.926±0.145 6.052±0.286 7.446±0.169 10.004±0.289 10.732±0.302 11.143±0.369 
𝑇𝑉𝐿 (cm) 9.061±0.204 16.994±0.834 17.976±0.672 19.685±0.481 20.105±0.951 24.736±0.563 33.231±0.960 35.650±1.003 37.017±1.224 
S10          
𝜇  (cm-1) 0.265±0.006 0.134±0.007 0.132±0.005 0.120±0.003 0.134±0.006 0.093±0.002 0.071±0.002 0.066±0.002 0.065±0.002 
𝜇 (cm2/g) 0.164±0.004 0.083±0.004 0.082±0.002 0.074±0.002 0.083±0.004 0.058±0.001 0.044±0.001 0.041±0.001 0.040±0.001 
𝐻𝑉𝐿 (cm) 2.611±0.059 5.168±0.254 5.257±0.195 5.774±0.139 5.161±0.229 7.449±0.169 9.705±0.277 10.461±0.289 10.620±0.349 
𝑇𝑉𝐿 (cm) 8.673±0.195 17.166±0.843 17.462±0.646 19.181±0.461 17.145±0.760 24.745±0.563 32.241±0.920 34.752±0.962 35.280±1.158 
S11          
𝜇  (cm-1) 0.267±0.006 0.139±0.007 0.130±0.005 0.124±0.003 0.131±0.006 0.097±0.002 0.073±0.002 0.067±0.002 0.066±0.002 
𝜇 (cm2/g) 0.164±0.004 0.085±0.004 0.080±0.002 0.076±0.002 0.080±0.004 0.059±0.001 0.045±0.001 0.041±0.001 0.040±0.001 
𝐻𝑉𝐿 (cm) 2.598±0.058 5.000±0.241 5.317±0.200 5.582±0.133 5.309±0.236 7.149±0.161 9.449±0.266 10.285±0.283 10.533±0.346 
𝑇𝑉𝐿 (cm) 8.629±0.194 16.611±0.802 17.664±0.665 18.542±0.443 17.635±0.783 23.750±0.535 31.387±0.883 34.167±0.939 34.991±1.151 

Table 4. Mass attenuation coefficients (MACs) of NaCl compound 
 

Energy  
133Ba (keV) 137Cs (keV) 60Co (keV) 22Na (keV) 60Co (keV) 

81 276 302 356 383 662 1173 1274 1332 
𝝁𝒎(cm2/g) 0.234 0.108 0.104 0.097 0.094 0.074 0.056 0.054 0.053 
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Figure 1. Self-attenuation correction factors of 
sample 4 versus energy referring to ultrapure 

water and air 

Figure 2. Variation of the LACs of sample-1 and 
sample-4 as functions of the γ-ray energy 

 

Figure 3. Variation of the MACs of sample-1 
and sample-4 as functions of the γ-ray energy 

 

Figure 4. Transmission rate of the sample-1 at 
different γ-ray energies 

Figure 5. Transmission rate of the sample-4 at 
different γ-ray energies 

4. CONCLUSIONS 

The self-attenuation correction factors, LACs, 
MACs, HVLs and TVLs were calculated 
experimentally by gamma ray spectrometry 
between 81 and 1332 keV. The self-attenuation 
correction factor of salt samples referring to air is 
higher than that referring to ultrapure water. 
There are differences between obtained 
experimental MACs of salts and the results of 
MACs of NaCl compound obtained from 
WinXCom software [40]. The LACs are different 
values for each salt samples whereas the MACs 
are same values at certain energy for all samples. 
The HVL and TVL increase with increasing 
incident gamma-ray energy. The transmission 
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rate decrease with increasing thickness of sample 
at certain gamma-ray energy. 

The self -attenuation coefficient is significant to 
accurate and reliable activity concentration of the 
samples. The attenuation coefficients are needed 
for different applications of radiation, e.g. 
dosimetry, radiography, tomography in industrial, 
agricultural and medical areas in science, 
technology, human health etc. [18, 20, 33]. The 
results of this study give information about self-
attenuation correction factors, LACs, MACs, 
HVLs and TVLs of salt samples. Chemical 
components and physical properties of salt 
samples can be investigated using atomic and 
nuclear techniques the effect on attenuation 
coefficients in the future.  

ACKNOWLEDGEMENTS 

The author would like to thank Dr. Christian 
Segebade for useful suggestions and comments. 

5. REFERENCES 

 [1]  D. Millsap and S. Landsberger, "Self-
attenuation as a function of gamma ray 
energy in naturally occurring radioactive 
material in the oil and gas industry," 
Applied Radiation and Isotopes, vol. 97, pp. 
21-23, 2015.  

[2]  P. Jodłowski, P. Wachniew and C. Dinh, 
"Monte Carlo validation of the self-
attenuation correction determination with 
the Cutshall transmission method in 210Pb 
measurements by gamma-spectrometry," 
Applied Radiation and Isotopes, vol. 87, pp. 
387-389, 2014.  

[3]  M. Barrera, A. Suarez-Llorens, M. Casas-
Ruiz, J. Alonso and J. Vidal, "Theoretical 
determination of gamma spectrometry 
systems efficiency based on probability 
functions. Application to self-attenuation 
correction factors," Nuclear Instruments and 
Methods in Physics Research Section A: 
Accelerators, Spectrometers, Detectors and 
Associated Equipment, vol. 854, pp. 31-39, 
2017.  

[4]  N. Cutshall, I. Larsen and C. Olsen, "Direct 
analysis of Pb-210 in sediment samples: a 
self-absorption corrections," Nuclear 
Instruments and Methods in Physics 
Research, vol. 206, no. 309-312, 1983.  

[5]  P. Sabyasachi, C. Agarwal, A. Goswami 
and M. Gathibandhe, "Attenuation 
correction for the collimated gamma ray 
assay of cylindrical samples," Applied 
Radiation and Isotopes, vol. 98, pp. 23-28, 
2015.  

[6]  P. Jodłowski, "A revision factor to the 
Cutshall self-attenuation correction in 210Pb 
gamma spectrometry measurements," 
Applied Radiation and Isotopes, vol. 109, 
pp. 566-569, 2016.  

[7]  S. Landsberger, C. Brabec, B. Canion, J. 
Hashem, C. Lu, D. Millsap and G. George, 
"Determination of 226Ra, 228Ra and 210Pb in 
NORM products from oil and gas 
exploration: Problems in activity 
underestimation due to the presence of 
metals and self-absorption of photons," 
Journal of Environmental Radioactivity, 
vol. 125, pp. 23-26, 2013.  

[8]    M. Bonczyk, B. Michalik and I. 
Chmielewska, "The self-absorption 
correction factors for 210Pb concentration 
in mining waste and influence on 
environmental radiation risk assessment," 
Isotopes in Environmental and Health 
Studies, vol. 53, pp. 104-110, 2017.  

[9]  N. Tsoulfanidis, Measurement and 
Detection of Radiation (Second Edition), 
United States of America: Taylor&Francis, 
1995.  

[10] G. Knoll, Radiation Detection and   
Measurement (Third Edition), United 
States of America: John Wiley&Sons, Inc., 
2000.  

[11]  G. Gilmore, Practical Gamma-ray 
Spectrometry (Second Edition), England: 
John Wiley&Sons, Ltd, 2008.  

Canel Eke

A Study on the Gamma-ray Attenuation Parameters of Some Commercial Salt Samples

Sakarya University Journal of Science 24(2), 412-423, 2020 421



 

 

[12]  S. Ahmed, Physics and engineering of 
radiation detection, UK: Academic Press 
Inc. Published by Elsevier, 2007.  

[13]  C. Laxman and R. Dayanand, "Attenuation 
Coefficient of Soil Samples by Gamma ray 
Energy," Research Journal of Recent 
Sciences, vol. 1, no. 9, pp. 41-48, 2012.  

[14]  L. Chaudhari, "Attenuation coefficient of 
cane sugar of milk samples using gamma 
source," Scholarly Research Journal for 
Interdisciplinary Studies, vol. 3, no. 20, pp. 
1088-1092, 2015.  

[15]  C. Udagani and T. Ramesh, "Detection and 
quantitative determination of diethylene 
glycol in ethyl alcohol using gamma- ray 
spectroscopy," Journal of Food Science 
and Technology, vol. 52, no. 8, pp. 5311-
5316, 2015.  

[16]  U. Dindore, S. Rajmane, S. Dongarge and 
U. Biradar, "Measurement technique of 
linear and mass attenuation coefficient of 
naphthalene soluble in ethanol by gamma 
ray energy at 1.33 M eV," International 
Journal of Engineering Technology, 
Management and Applied Sciences, vol. 4, 
no. 3, pp. 88-93, 2016.  

[17]  P. Malwadkar and S. Dongarge, "Linear 
attenuation coefficient of water soluble 
suger (C6H12O6) at 0.662 MeV gamma 
energy by varying concentration," 
International Journal of Engineering 
Technology Science and Research, vol. 3, 
no. 3, pp. 158-162, 2016.  

[18]  C. Udagani, "Dependence of gamma ray 
attenuation on concentration of manganese 
(II) chloride solution," International 
Journal of Scientific&Technology 
Research, vol. 2, no. 7, pp. 55-59, 2013.  

[19]  L. Chaudhari and M. Teli, "Linear 
attenuation (or absorption) coefficient of 
gamma radiation for dilute solutions of 
potassium chloride," Applied Radiation 
and Isotopes, vol. 47, no. 3, pp. 365-367, 
1996.  

[20]  S. Dongarge, P. Wadkar and M. Teli, 
"Measurement of linear attenuation 
coefficients of gamma rays for ammonium 
sulfate salt by aqueous solution method," 
International Journal of Physics and 
Applications, vol. 2, no. 1, pp. 1-8, 2010.  

[21]  L. Gerward, "On the attenuation of X-rays 
and gamma-rays in dilute solutions," 
Radiation Physics and Chemistry, vol. 48, 
no. 6, pp. 697-699, 1996.  

[22]  M. Dumpala and A. Nageswara Rao, 
"Mass attenuation coefficients of lead 
nitrate dilute solutions for 13.5 cm 
thickness at 1173 and 1333 keV," 
International Journal of Innovative 
Research in Science, Engineering and 
Technology, vol. 5, no. 5, pp. 8266-8271, 
2016.  

[23]  M. Teli, "On the attenuation of X-rays and 
γ-rays for aqueous solutions of salts," 
Radiation Physics and Chemistry, vol. 53, 
pp. 593-595, 1998.  

[24]  M. Teli, C. Mahajan and R. Nathuram, 
"Measurement of mass and linear 
attenuation coefficients of gamma-rays for 
various elements through aqueous solution 
of salts," Indian Journal of Pure & Applied 
Physics, vol. 39, pp. 816-824, 2001.  

[25]  D. Gaikwada, P. Pawar and T. Selvam, 
"Mass attenuation coefficients and 
effective atomic numbers of biological 
compounds for gamma ray interactions," 
Radiation Physics and Chemistry, vol. 138, 
pp. 75-80, 2017.  

[26]  P. Kore and P. Pawar, "Measurements of 
mass attenuation coefficient, effective 
atomic number and electron density of 
some amino acids," Radiation Physics and 
Chemistry, vol. 98, pp. 86-91, 2014.  

[27]  S. Dongarge and S. Mitkar, "Measurement 
of linear and mass attenuation coefficient 
of alcohol soluable compound for gamma-
rays at energy 0.36 MeV," Journal of 

Canel Eke

A Study on the Gamma-ray Attenuation Parameters of Some Commercial Salt Samples

Sakarya University Journal of Science 24(2), 412-423, 2020 422



 

 

Chemical and Pharmaceutical Research, 
vol. 4, no. 6, pp. 3116-3120, 2012.  

[28]  S. Mitkar and S. Dongarge, "Measurement 
of linear and mass attenuation coefficient 
of alcohol soluble compound for gamma 
rays at energy 0.511 MeV," Archives of 
Applied Science Research, vol. 4, no. 4, pp. 
1748-1752, 2012.  

[29]  R. Morabad and B. Kerur, "Mass 
attenuation coefficients of X-rays in 
different medicinal plants," Applied 
Radiation and Isotopes, vol. 68, pp. 271-
274, 2010.  

[30]  S. Teerthe and B. Kerur, "X-Ray mass 
attenuation coefficient of medicinal plant 
using different energies 32.890 keV to 
13.596 keV," Materials Today: 
Proceedings, vol. 3, pp. 3925-3929, 2016.  

[31]  B. Saritha and A. Nageswara, "A study on 
photon attenuation coefficients of different 
wood materials with different densities," 
Journal of Physics: Conference Series, vol. 
662, p. 012030, 2015.  

[32]  K. Satoh, N. Ohashi, H. Higuchi and M. 
Noguchi, "Determination of attenuation 
coefficient for self-absorption correction in 
routine gamma ray spectrometry of 
environmental bulk sample," Journal of 
Radioanalytical and Nuclear Chemistry, 
vol. 84, no. 2, pp. 431-440, 1984.  

[33]  V. Trunova, A. Sidorina and V. 
Kriventsov, "Measurement of X-ray mass 
attenuation coefficients in biological and 
geological samples in the energy range of 
7-12 keV," Applied Radiation and 
Isotopes, vol. 95, pp. 48-52, 2015.  

[34]  Maestro-32: Multi-channel analyser 
software, A65-B32 model, Ortec, 2008. 
[Online].Available:  
https://www.ortec-online.com/-
/media/ametekortec/manuals/a65-mnl.pdf  
[Accessed 01 Feb 2018]. 

[35]  E. San Miguel, J. Perez-Moreno, J. Bolivar, 
R. Garcia-Tenorio and J. Martin, "210Pb 
determination by gamma spectrometry in 
voluminal samples (cylindrical 
geometry)," Nuclear Instruments and 
Methods in Physics Research Section A: 
Accelerators, Spectrometers, Detectors and 
Associated Equipment, vol. 493, pp. 111-
120, 2002.  

[36] Wolfram Research, Inc., Mathematica, 
Version 8, Champaign, IL, 2010. 

[37] M.T. Teli, L.M. Chaudhari, S.S. Malode, 
"Attenuation Coefficient of 123 keV γ-
radiation by dilute solutions of sodium 
chloride," Applied Radiation and Isotopes, 
vol.45 (10), pp. 987-990, 1994.  

[38] L. Gerward, "Comments on attenuation 
coefficient of 123 keV γ-radiation by dilute 
solutions of sodium chloride," Applied 
Radiation and Isotopes, vol. 47, pp.1149-
1150, 1996. 

[39] H. Duggal, A. Bhalla, S. Kumar, J.S. Shani, 
D. Mehta, "Elemental analysis of 
condiments, food additives and edible salts 
using X-ray fluorescence technique," 
International Journal of Pharmaceutical 
Sciences Review and Research, vol.35, 
no,2, pp.126-133, 2015. 

[40] L. Gerward, N. Guilbert, K.B. Jenden, H. 
Levring, "WinXCom—a program for 
calculating X-ray attenuation coefficients, 
"Radiation Physics and Chemistry, vol.71, 
pp.653-654, 2004.  

[41] M.E. Medhat, V.P. Singh, "Mass 
attenuation coefficients of composite 
materials by Geant4, XCOM and 
experimental data: comparative study," 
Radiation Effects and Defects in Solids, 
vol. 169, no. 9, pp. 800-807, 2014. 

 

Canel Eke

A Study on the Gamma-ray Attenuation Parameters of Some Commercial Salt Samples

Sakarya University Journal of Science 24(2), 412-423, 2020 423



Sakarya University Journal of Science
ISSN 1301-4048 | e-ISSN 2147-835X | Period Bimonthly | Founded: 1997 | Publisher Sakarya University

http://www.saujs.sakarya.edu.tr/en/

Title: Artificial Neural Networks Based Decision Support System for the Detection of
Diabetic Retinopathy

Authors: Zehra Karapınar Şentürk
Recieved: 2019-10-07 15:58:55

Accepted: 2020-03-11 12:11:14

Article Type: Research Article
Volume: 24
Issue: 2
Month: April
Year: 2020
Pages: 424-431

How to cite
Zehra Karapınar Şentürk; (2020), Artificial Neural Networks Based Decision
Support System for the Detection of Diabetic Retinopathy . Sakarya University
Journal of Science, 24(2), 424-431, DOI:
https://doi.org/10.16984/saufenbilder.630482
Access link
http://www.saujs.sakarya.edu.tr/tr/issue/52471/630482

New submission to SAUJS
http://dergipark.org.tr/en/journal/1115/submission/step/manuscript/new



 

 

Artificial Neural Networks Based Decision Support System for the Detection of 
Diabetic Retinopathy  

 

Zehra KARAPINAR ŞENTÜRK*1 

 

Abstract 

Machine learning methods have been frequently used for the diagnosis of several diseases 
recently because of its reliability and convenience. In this paper, a comprehensive overview of 
the literature related to diabetes and diabetic retinopathy has been done and diagnosis of diabetic 
retinopathy disease is investigated. Artificial Neural Networks (ANN) method has been applied 
to the problem using Rapid Miner, a data mining tool. Some other methods have also adapted 
to the problem, but ANN based detection approach gave the best results.  88.52% sensitivity 
has been obtained using the features of Messidor dataset. Besides showing the success of ANN 
in diabetic retinopathy detection, this study also proved that Rapid Miner can be used 
effectively for the analysis of diabetic retinopathy.   

Keywords: diabetic retinopathy, artificial neural networks, Rapid Miner. 

1. INTRODUCTION 

Diabetes is a critical and protracted disease which 
occurs depending on the insufficient releasing of 
insulin or the inability of human body to use 
insulin [1]. Main types of diabetes are type 1 and 
type 2 diabetes. Type 1 diabetes is the primary 
cause of childhood diabetes but can be seen at any 
age and it cannot be prevented [1]. 90% of 
diabetes worldwide has type 2 diabetes and it can 
be controlled and even get rid of it [1]. To defer 
farther problems caused by type 2 diabetes may 
be possible via regularizations in eating and work 
out habits when an early diagnosis is achieved, 
but early diagnosis is not always possible and it 
takes seven years on the average to diagnose this 
disease [2]. Diabetic retinopathy (DR) is one of 
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the diabetic eye diseases and early diagnosis and 
timely treatment of DR can prevent vision 
disorders and blindness [1]. 21% of type 2 
diabetes patients also have retinopathy once the 
disease is diagnosed and  it is a progressive 
disease [3]. More than 60% of type 2 patients have 
retinopathy and a very often reason of recent 
occurrences of blindness between the ages 20 and 
74 is because of diabetic retinopathy  [3]. 
Therefore, early diagnosis of diabetes and 
diabetic retinopathy is crucial. Medical diagnosis 
of diseases is accurate, but may take a long time, 
costly, and psychologically disturbing for 
possible patients. So, computer aided decision 
support mechanisms which perform fast and 
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almost accurate diagnosis help significantly both 
to the doctors and the patients. 

There are many studies related to the diagnosis of 
diabetes in the literature. In [4], the researchers 
applied multi-layer perceptron, radial basis 
function and general regression neural networks 
to Pima Indian Diabetes (PID) dataset and showed 
that general regression neural networks perform 
the best with 80.21% accuracy for the diagnosis 
of diabetes.   ID3 and Decision Tree algorithms 
are used for diabetes detection in [5] and their 
accuracies were found as 80% and 72% 
respectively. Classification of whether a patient 
has diabetes or not was achieved 80.72% by 
AdaBoost algorithm and four base classifiers 
which are Support Vector Machine, Naïve Bayes, 
Decision Tree and Decision Stump were 
considered in [6]. Experimental results of the 
study indicate that Decision Stump supported 
AdaBoost classifies better than the other three 
base classifiers. A new distance metric, 
Lorentzian Distance is proposed in [7] for 
classification purposes and they applied this 
metric with k-nearest neighbor method to 
classification problem of diabetes. They achieved 
76% success with k=10 neighbors. In [8], multi-
layer perceptron (MLP) and different versions of 
Support Vector Machines (SVM) were used.  
Different kernel functions (linear, polynomial, 
radial) were used for diagnosis and SVM with 
linear kernel is decided as the most successful 
classifier with 77.47% accuracy.  

Another machine learning based diabetes 
diagnosis was realized by Naïve Bayes in [9]. The 
authors also used Genetic Algorithm to select 
affective four attributes among eight and applied 
NB together with these selected four attributes. 
The performance of NB was improved to 78.69%. 
As a prevalent and easy to apply method, an 
artificial neural network was used for the 
classification of diabetes in [10]. Four-layer 
neural network with eight input neurons, 10 
hidden neurons for each of two hidden layers and 
one neuron for output layer is trained and 92% 
accuracy was obtained. Different from the others, 
a mobile application was realized in [11] for 
diabetes diagnosis. Type of diabetes and the 
possibility of developing diabetes in the future 

were determined by the developed system using 
blood glucose level data. They developed a 
decision tree like algorithm based on the guidance 
of the health professional not a machine learning 
method. Random forests algorithm was used in 
[12] for diabetes diagnosis and they achieved 
89.63% accuracy. Decision Tree, SVM, and 
Naïve Bayes were used for the same purpose in  
[13] and they showed that Naïve Bayes has the 
best diagnostic performance when compared to 
others with 76.3% accuracy. In [14], an auto 
encoder neural network with 24 hidden layers was 
proposed for classification. Average accuracy of 
the study after twenty trials was found as 97.3%, 
which is the highest classification performance 
related to the classification of diabetes. As seen 
from the above mentioned studies diabetes are 
diagnosed using machine learning methods 
satisfactorily accurate with 97.3% at most. 

Although there are many studies on machine 
learning based diagnosis of diabetes, there is a 
few study related to the classification of diabetic 
retinopathy (DR) which affects many diabetics as 
mentioned above. A computer aided diagnostic 
system was proposed in [15]. Using a graph 
kernel, they proposed a multi-kernel multi-
instance learning method. They first detected 
hemorrhages and micro aneurisms (HMA) from 
fundus images and extracted some features related 
to color, shape, texture and gradient. An IOT 
based diagnosis of diabetic retinopathy (DR) was 
studied in [16] and they determined the blood 
glucose level of diabetics via Dexcom 
G4Plantinum sensors. Readings of the sensor 
were send to DRapp device and the patient's 
diabetes type was determined as type 1 or type 2. 
If it was determined as type 1, then the patient was 
directed for some treatments and a doctor 
appointment is set. If the patient had type 2 
diabetes, then the patient's fundus image was 
caught by fundus camera and retinal blood vessels 
were detected by the proposed image 
segmentation method. Accuracy of this method is 
99.58% and its sensitivity is 72.51%.   Face 
recognition methods were used for fundus images 
in [17] to detect exudates and their features were 
extracted very recently. Four classifiers were 
implemented by the extracted features. These 
classifiers are k-NN, ANN, Random Forests, and 
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SVM. The best classification was achieved by 
SVM with 80.4% accuracy. 

Deep learning (DL) has been used in the solution 
of many medical problems. Some of them are as 
follows. As explained in [18], DL models have 
been used in many medical imaging applications. 
In [19], the researchers developed a tool for the 
ophthalmologists to help them for grading DR via 
DL. Retinal fundus images were graded using this 
tool with the support of image magnification and 
contrast adjustment. They obtained very high 
performance metrics, but their approach is not a 
fully machine learning based decision system. An 
interpretable classifier was proposed in [20] for 
DR via DL. The proposed approach classifies 
retina images indicating the severity level. They 
developed a method and generated visual maps to 
be easily interpreted by the ophthalmologists to 
help the diagnosis of DR.   

In this study, different from the previously 
mentioned papers, the features of retinal fundus 
images of Messidor dataset [21] and artificial 
neural networks (ANN) model of Rapid Miner are 
used for the classification of possible diabetic 
patients whether having retinopathy since ANN 
provides solution to not only linear classification 
problems but also non-linear, multi-class 
problems with low computational cost.  Our 
method provides a cheap, fast and accurate 
decision support system for DR classification.  
Contributions of the paper can be summarized as 
the followings: 

 Features of retinal fundus images of 
Messidor dataset is used for diagnosis. 

 Detailed tables are provided for machine 
learning based diagnosis of diabetes and 
diabetic retinopathy. 

 Rapid Miner Studio is used for the first 
time as a tool for classification of DR so 
far.   

 Independent Component Analysis is used 
to reduce the dimension of the problem. 

 Sensitivity is respected as a performance 
metric and high sensitivity is achieved in 
diagnosis. 

Rest of the paper is organized as follows: Section 
2 gives the details of the method and the 
application, Section 3 provides the experimental 
results of the application and Section 4 concludes 
the paper and mentions about the future works.  

2. METHODOLOGY 

Early detection of DR is quite important since it 
is one of the main causes of blindness among the 
people between the ages 20 and 74  [3]. In this 
study, we intend to detect this serious disease by 
a popular and an easy approach. The details are 
given in the following subsections. 

2.1. Dataset Description   

In this study we used the dataset which includes 
the extracted features of Messidor dataset 
provided by Dr. Antal and Dr. Hajdu via UCI 
Machine Learning Repository [22]. For details of 
the features in this dataset, the explanations given 
in [21] can be examined. They are also 
summarized in Table 3. Number of samples are 
1151 and 540 of them belong to the healthy 
people and are labeled as zero. 611 of the features 
are of DR patients and they are labeled as 1. The 
dataset contains twenty columns which represent 
the lesions, describe an anatomical part or is an 
image-level descriptor. The last column of the 
dataset defines the diagnostic class whether 1 in 
case the patient has DR or 0 if he is healthy. 

2.2. Performance Assessment 

Accuracy of detection of true positives, i.e. 
number of samples with DR and diagnosed as 
having DR, must especially be satisfactory for a 
proper decision support system. Misdetection of 
samples with DR by an automatic machine 
learning based system may mislead their users 
and may cause to lose the chance of coming 
around by early treatment. This affects the rest of 
the life of people with DR. That is, 
misclassification of healthy people and advising 
them to see doctor when they are not DR patient 
in real are not much important than 
misclassification of DR patients and telling them 
that they are healthy. In general, the performance 

Zehra Karapınar Şentürk

Artificial Neural Networks Based Decision Support System for the Detection of Diabetic Retinopathy 

Sakarya University Journal of Science 24(2), 424-431, 2020 426



 

 

of a classification method is measured as given in 
equation (1)   

Accuracy =                                 (1) 

where TP = True positive, FP = False positive, TN 
= True negative, FN = False negative. But, in 
health-based vital classification problems using 
true positive ratio, given in equation (2), is more 
convenient than other performance metrics. 

TPR =                                                     (2) 

 True positive ratio (TPR) is known as sensitivity 
or recall in the literature. Therefore, TPR will be 
used in this study as most of other health based 
classification studies instead of considering 
accuracy as a performance metric since our 
method is also a health-based application. In the 
experiments we will try to minimize FN and try to 
maximize sensitivity of the current classification 
problem even if it leads to a lower accuracy. 

2.3. Artificial Neural Networks (ANN) Based 
Diabetic Retinopathy Detection 

ANN is a part of machine learning (ML) methods 
and it is frequently used in wide range of 
applications nowadays such as computer vision, 
bioinformatics, medical image analysis, computer 
networks, etc. It has multiple layers: input layer, 
hidden layer(s) and output layer. It learns in a 
supervised fashion. ML based disease diagnosis is 
becoming more prevalent day by day since these 
methods provide faster and cheaper solutions to 
real life problems. There are many papers related 
to ML based detection of diseases in the literature.  
Machine learning based detection of diabetes as a 
subset of ML based diagnosis is summarized in 
Table I. Although there are many studies related 
to the diagnosis of diabetes, there are few papers 
related to the detection of diabetic retinopathy 
which seriously affects many type 2 diabetics. 
The details of the papers related to the diagnosis 
of diabetic retinopathy are given in Table II. 

 

 

Table 1. Studies related to ML based detection of 
diabetes 

Ref. No. Method Compared 
Methods 

Accuracy 

[4] General 
regression 
neural 
networks 

Multi-layer 
perceptron, radial 
basis function and 
general regression 
neural networks 

80.21% 

[5] ID3 ID3 and Decision 
Tree 

80% 

[6] AdaBoost 
with 
Decision 
Stump 

Support Vector 
Machine, Naïve 
Bayes, Decision 
Tree and Decision 
Stump 

80.72% 

[7] k-nearest 
neighbor 
with 
Lorentzian 
Distance 

- 76% 

[8] SVM with 
linear kernel 

MLP, SVM with 
polynomial and 
radial kernels 

77.47% 

[9] Naïve 
Bayes and 
GA 

Naïve Bayes 78.69% 

[10] Artificial 
Neural 
Networks 

- 92% 

[12] Random 
Forests 

Binary Tree, 
SVM, Adaptive 
Boosting Model, 
Generalized 
Linear Models, 
Neural Network 
Model  

89.63% 

[14] 
Auto 
Encoder 
Neural 
Networks 

- 97.3% 
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Table 2. Studies related to the detection of ML based 
diabetic retinopathy 

Ref. No. Method Compared 
Methods 

Accuracy 

[15] Multi-
kernel 
multi-
instance 
learning 

- 91.6% 

[16] Fuzzy c-
means 
clustering  

- 99.58% 

[17] SVM k-NN, ANN, 
Random Forests 

80.4% 

[19] Deep 
learning 

- 90% 
(TPR) 

[20] Deep 
learning 

- 91.1% 
(TPR) 

As seen from the tables, DR is not studied 
properly by ML approaches. ANN method as a 
compatible ML approach can be adapted to the 
problem of the detection of DR and may help 
ophthalmologists and patients. There are very few 
studies related to the diagnosis of DR via ANN 
and their results are not satisfactory enough. In 
this study, ANN will be adapted to the 
classification of DR patients using the features of 
an open dataset. In addition, this application will 
be realized using a very popular data mining tool 
to make an easy analysis. To further improve the 
performance of ANN based classification, 
Independent Component Analysis (ICA) has also 
been applied for dimensionality reduction.  
Details of the tool based classification are given 
in below section. 

3. EXPERIMENTAL RESULTS 

In this study, an ANN model has been created 
using Rapid Miner Studio, a free software for data 
analysis [23] . This tool has not been used yet for 
the detection of diabetic retinopathy so far. It 

provides easy and various solutions for the 
problem. Dimensionality reduction has also been 
performed to improve the performance of ANN. 
More number of features mean more number of 
input nodes in ANN model and this may 
complicate the learning process. Therefore, 
feature reduction is used. ICA method has been 
used for the purpose.  ICA is a frequently used 
statistical technique and it estimates independent 
components  by maximizing the  non-Gaussianity 
of them, or maximizing the likelihood, or 
minimizing mutual information between them 
[24].  Weights of the attributes after ICA was 
applied are given in Table 3. There are 19 
attributes in Messidor dataset and 14 most 
independent attributes have been used in the input 
set. Bold-written attributes in Table 3 are the top 
14 attributes. These inputs were then given to 
ANN. 1151 samples in the dataset were divided 
into two as 0.8 and 0.2 splitting ratio for training 
and testing respectively. 920 samples were used 
in training the model and 230 unseen and 
unlabeled sample were used for testing.  

Table 3. Weights of the attributes determined by ICA 

Attribute  
No. 

Weight of 
Attribute 

Information about Attribute 

1 0.003 Result of quality assessment 
2 0.090 Result of pre-screening 
3 10.299 Number of MAs (Micro 

Aneurysm) found at the 
confidence levels α=0.5,…,1 
respectively 

4 9.891 
5 9.570 
6 9.133 
7 8.166 
8 5.456 
9 -10.996 Number of exudates at the 

confidence levels α=0.5,…,1 
respectively.  

10 -2.143 
11 -1.522 
12 -0.658 
13 -0.589 
14 -0.155 
15 -0.016 
16 0.002 
17 0.001 Euclidean distance of the  

center of the macula and the 
center of the optic disc 

18 0.001 Diameter of the optic disc 
19 -0.384 Result of the AM/FM-based  

classification 

Different topologies have been tried to determine the 
best topology of the ANN model for the problem. The 
highest- performance ANN model has one hidden 
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layer with 8 neurons, 0.01 learning rate, and 0.9 
momentum coefficient. Proposed ANN model is given 
in Figure 1. According to the confusion matrix given 
in Table 4, TPR (or sensitivity) and accuracy of the 
established model can be calculated as given in 
equation (3) and (4). 

TPR = = 0.8852                                 (3) 

Accuracy = = 0.7609             (4) 

Table 4. Confusion matrix of Diabetic Retinopathy 
detection model 

  Actual 

  Has DR 
Does not 
have DR 

P
re

d
ic

te
d

 Has DR 108 67 

Does not 
have DR 14 41 

 

Figure 1. Proposed ANN topology 

Although the accuracy of the method proposed in 
[16] is 99.58%, its sensitivity is low, i.e. 72.51%. 

This means this method classifies 72 of DR 
patients among 100 of them. About 28% of DR 
patients are predicted as normal, not having DR. 
That is, the method misdiagnoses DR patients 
considerably. Sensitivity becomes more of an 
issue in such health related problems. Therefore, 
one must regard sensitivity as a performance 
metric. [19] and [20] have good sensitivities but 
their methods are computationally harder. 88.52% 
sensitivity by an easy application is well enough 
to assist doctors for classifying their patients. 

4. CONCLUSIONS AND FUTURE WORK 

In this paper, ANN based DR detection method is 
proposed. The features of Messidor dataset have 
been used for the classification and quite sensitive 
results were obtained. Although there are many 
detection methods for diabetes, there is a few 
paper for diabetic retinopathy detection. ANN 
method have been frequently and easily used in 
many different applications and provided 
successful results. Applying this approach to DR 
classification simplifies the ML based diagnosis. 
Making analysis in an easier and faster way is 
very important for a research topic in health based 
problems. Rapid Miner is also introduced in this 
paper for the diagnosis of DR. It is proved by this 
research that Rapid Miner and ANN can 
efficiently be used in the analysis of DR data.  

Early detection of DR is quite important for 
diabetic patients and high-sensitive and low-
complexity methods must be developed for them. 
ML based methods proved their superior 
performance in many medical classification 
issues and DR classification can be one of these. 
The proposed method can be improved in the 
future studies. Parameter selection process can be 
optimized. DL can be adapted to the problem. 
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