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HEAT TRANSFER FROM AN OSCILLATED VERTICAL ANNULAR FLUID COLUMN
THROUGH A POROUS DOMAIN: A THERMODYNAMIC ANALYSIS OF
THE EXPERIMENTAL RESULTS
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Istanbul Technical University, Department of Mechanical Engineering
34437 Beyoglu, Istanbul, Turkey, ersin.sayar@itu.edu.tr

(Gelis Tarihi: 30.06.2016, Kabul Tarihi: 26.12.2016)

Abstract: Heat transfer in an oscillating vertical annular fluid column flowing through a porous domain in the single
phase or bubbly flow two-phase regime (sub-cooled or saturated nucleate flow boiling) are investigated
experimentally and theoretically, in quasi-steady state conditions. Forced oscillations are applied to water via a
frequency controlled dc motor and a piston-cylinder device. Heat transfer is from the stationary concentric tubular
electric heating element outer surface to the reciprocating flow. The heat transfer in an oscillating vertical annular
fluid column flowing in the single phase or in the bubbly flow regime is altered by using stainless steel wool porous
medium. For the single phase region of flow, it is understood that, the effective heat transfer mechanism is enhanced
and it is due to the hydrodynamic boundary layer which can not follow the core flow. Bubbly (nucleate) flow boiling
in oscillating flow is also investigated experimentally and theoretically using a simplified thermodynamic analysis.
The onset of boiling temperature is distinctly dropped compared to the pool and flow boiling experiments on polished
surfaces due the finned surface effect of the steel porous domain, due to the enhanced mixing of the boundary layer
flow and core flow; due to the improvement of apparent surface roughness and due to the alteration of ebullition cycle
(bubbles are limited by the cell volume here). The developed correlation predicted cycle-space averaged Nusselt
number is shown to be in good agreement with the experimental data. The present investigation has possible
applications in moderate sized wicked heat pipes, boilers, compact heat exchangers and steam generators.

Keywords: Oscillating, Heat transfer experiment, Single phase, Boiling, Sub-cooled, Flow boiling, Porous, Annular
duct.

GOZENEKLI ORTAMDA DIiKEY SALINIMLI HALKASAL BiR AKISKAN
KOLONUNDAN ISI GECiSi: DENEY SONUCLARININ TERMODINAMIK ANALIZi

Ozet: Bu calismada gozenekli ortamda bulunan, salmimli olarak dikey yonde hareket ettirilen, halkasal bir akiskan
kolonunda tek fazli veya iki fazli habbecikli akish 1s1 gecisi sanki-surekli durumda, teorik ve deneysel olarak
incelenmistir. Zorlanmis salinimlar suya DC motor ve piston-silindir araciligiyla uygulanmigtir. Is1 gecisi merkezdeki
sabit elektrikli 1sitma elemanindan salinimli akisa olmaktadir. Tek fazli veya iki fazli akig rejimindeki salinimlt
halkasal akigtan 1s1 gecisi paslanmaz ¢elik yiin gozenekli ortam vasitasiyla degistirilmektedir. Tek fazli akisg
bélgesinde olusan hidrodinamik sinir tabakasinin merkezdeki akisi takip edemedigi igin 1s1 gegisini iyilestirdigi tespit
edilmigtir. Basitlestirilmis bir termodinamik analiz kullanilarak salinimli akista habbecikli (kabarcikli) akis kaynamasi
da teorik ve deneysel olarak incelenmistir. G6zenekli ortamin sebep oldugu kanat etkileri; akistaki sinir tabakalarinin
karisimi; efektif yilizey piiriizliiliigiiniin artis1 ve habbelerin biiyiikliiklerinin gézenekli ortam hiicre hacmiyle kisith
olmasi gibi kaynama dongiisii degisiklikleri sebebiyle kaynama baslangici sicakliginin parlatilmig metal yizey
tizerindeki havuz kaynamasi ve kaynamali akiga nazaran kaydadeger derecede diistiigii tespit edilmistir. Cevrim
ortalama Nusselt sayisi i¢in bir korelasyon gelistirilmis, ve korelasyonun deney sonuglari ile uyumlu oldugu
goriilmistiir. Kazanlar, kompakt 1s1 degistiricileri, 1s1 borular1 ve buhar jeneratorleri yapilan galigmanin uygulama
alanlar igerisindedir.

Anahtar kelimeler: Salinim, Is1 gegisi deneyi, Tek faz, Kaynama, Kaynamali akis, Gzenek, Halkasal boru.

NOMENCLATURE d Hydraulic diameter of test duct (m)

h Heat transfer coefficient (W/m?2-K)
A Cross-sectional area of water column (m?) Hi, H2 Cycle-averaged enthalpies in Equation 6 (J)
Ao Dimensionless oscillation amplitude i Enthalpy (J/kg)

Ap Cross-sectional area of piston (m?) ™ Enthalpy of vaporization (J/kg)



Ja Jakob number

L Distance from probe 1 to probe 2 (m)
I Heater length (m)
Iy Distance from probes to heater (m)

Nu_.  Space and cycle averaged Nusselt number

Pr Prandtl Number

Rmen  The radius of the liquid-vapor meniscus (m)
Quss  Total heat loss to environment over a cycle (J)
Qi Total heat transferred to water over a cycle (J)
Qe Total wall heat transfer (W)

g1" Heat flux from heater to control volume (W/m?)
Heat flux from insulation layer to environment
(W/m?)

R Flywheel radius (m)

Rp Hemispherical vapor bubble effective radius (m)
Re, Kinetic Reynolds number

r Radial coordinate (m)

r Inner radius of annulus (m)
r Outer radius of annulus (m)
t Time (s)

T Temperature

To Average temperature defined in Equation 18 (°C)

Tio  First probe temperatures (°C)

T2  Second probe temperatures (°C)

Ta Ambient temperature (°C)

Ty The temperature of the vapor adjacent to the
meniscus (°C)

Tw Wall temperature (°C)

Two  Space-cycle averaged wall temperatures (°C)

uame  Amplitude of Darcy velocity (m/s)

Up Local Darcy mean velocity (m/s)

y Vertical coordinate (the origin is at the bottom of
the test set-up, y=y*+1.0 m)

y* Distance from reference to the meniscus (m)

y* Vertical coordinate (the origin is at the probe 1)

Ym Amplitude of oscillations (m)

Vi Interface position (m)

Yo Oscillation axis or filling height (m)

Greek Symbols

€ Volumetric porosity (m® fluid volume/m? total
volume)
) Momentum boundary layer thickness (m)

O Surface tension (N/m)
p Fluid density (kg/m?3)
® Angular frequency (rad/s)
A

T crit Critical superheat for bubble formation (°C)

Subscripts
| Liquid
v Vapor

INTRODUCTION

Oscillating flows have been a common topic of
fundamental investigations in the fields of heat and mass
transfer in the recent years. Loop heat pipe (LHP) is a
promising application of oscillating flow. LHP is an

exceptionally efficient heat transfer device (Wang et al.,
2013; Wan et al., 2012). A series of experiments were
performed to investigate heat transfer under varying
length and inner diameter miniature oscillating heat
pipes by Lin et al.(2011). Heat transfer in an oscillating
loop heat pipe consisting of three interconnected
columns was investigated experimentally by Ozdemir
(2007) and also by Arslan and Ozdemir(2008). Chatwin
(1975) and Watson (1983) discussed mass transfer in
pulsating and oscillating flow, to investigate transport
phenomena in organs of the human body. Zhao and
Cheng (1998) gave a literature survey on the heat and
mass transfer in pulsating and oscillating flow. Kurzweg
(1984) investigated the longitudinal heat transfer
process. Ozawa and Kawamoto (1991) investigated the
heat transfer = mechanism  experimentally and
numerically. The researchers concentrated on the flow
of the boundary and bulk regions of the fluid. Zhao and
Cheng (1995) carried out a study for forced convection
in a long heated pipe subjected to uniform heat flux with
a laminar reciprocating flow of air. In another numerical
study, Zhao and Cheng (1996) investigated the heat
transfer for laminar forced convection of a periodically
reversing flow in a pipe heated at constant temperature.
Four similarity parameters such as Prandtl number,
kinetic Reynolds number, dimensionless oscillation
amplitude and the length to diameter ratio of the heated
tube were used in their study. Xiaoguo and Cheng
(1993) obtained a correlation equation for cycle-
averaged Nusselt number in terms of Reynolds number,
kinetic Reynolds number and dimensionless fluid
displacement. The heat transfer from a vertical wall near
an oscillating gas/liquid interface was investigated
experimentally by Chen and Chen (1998). An empirical
equation for average Nusselt number was recommended.
The equation was based on Reynolds number and
Prandtl number in the case of oscillating interface
without evaporation. Heat transfer from a surface having
constant heat flux subjected to oscillating flow in a
vertical annular liquid column was investigated
experimentally by Akdag and Ozguc (2009). The
working fluid was liquid water and the experimental
system was open to surrounding atmosphere. Heat
removal from the cold surface due to the oscillating
liquid column was determined in terms of Nusselt
number (Akdag et al., 2008).

The heat transfer mode of boiling in porous media is
similar to boiling in wicked surfaces except that
evaporation on the top of the porous medium does not
have much effect on the formation and growth of the
vapor bubbles (Sondergeld, and Turcotte, 1997). Udell
(1985) observed boiling in porous media with heat
application from above. The vapor bubbles cannot
escape from the top of the porous medium as they can in
the case of boiling on a wicked surface (Ramesh and
Torrence, 1990). Costello and Redeker (1963)
investigated the ability of wicking material to adequately
supply coolant to a surface in order to sustain boiling.
When boiling begins in a fluid-saturated porous medium
heated from below, a two layer system is formed with a



liquid region overlying a two-phase region (Nield and
Bejan,2013). Experiments by Sondergeld and
Turcotte(1977) and Bau et al.(1982) have shown that the
liquid regime temperature profile may be conductive or
convective, but the two-phase region is essentially
isothermal at the saturation temperature (Faghri and
Zhang,2006) . Chuah and Carey (1987) studied boiling
in an unconfined layer of small spheres on a chrome-
plated copper boiling surface. The effect of the particles
on heat flux depends on the characteristics of the
particles: glass beads delay the onset of pool boiling
heat transfer, while copper beads improve it. A
numerical study of boiling with mixed convection in a
vertical porous layer was made by Najjari and
Nasrallah(2002). A three-dimensional simulation of
phase-change heat transfer in an asymmetrically heated
channel was carried out by Li et al.(2010). Li and
Leong(2011) performed an experimental and numerical
study of single and two-phase flow and heat transfer in
aluminum foams. Damronglerd and Zhang (2006)
studied transient fluid flow and heat transfer in a layer
with partial heating and evaporation at the upper
surface. In general, the boiling characteristics from
porous coated surfaces are generally superior when
compared to the pool boiling on plain surfaces(Li and
Peterson, 2007). The mechanisms of improvement are
essentially due to the increase of the wetted area, the
number of nucleation sites, the enhanced interaction
among bubbles, as well as possible film and capillary
evaporation induced through the use of porous coatings.
For discussion of some wider aspects of boiling and
two-phase flow in porous media, the reader is referred to
the reviews by Dhir(Dhir, 1994; Dhir, 1998; Dhir and
Cotton,1977;Naik and Dhir 1982). Lipinski(1982)
presents a comprehensive review of phase change and
two-phase flow phenomena in porous media. Porous
coatings with higher thermal conductivity were claimed
to perform better than those with lower thermal
conductivities, especially at low heat fluxes.
Accordingly, different from previous studies the
motivation of the present study is to investigate single
phase heat transfer and two-phase boiling performance
of water in a moderate thermal conductivity (stainless
steel, k = 15 W/mK) porous domain where the
experimental test section is annular. Enhanced boiling
surface may affect boiling characteristics; lowering the
temperature at onset of nucleate boiling; improving the
heat transfer coefficient in the nucleate boiling regime;
increasing the critical heat flux(Furberg, 2011).
Lowering the temperature at onset of nucleate boiling
indicates that the boiling heat transfer in porous layers
occurs within a narrower range of wall superheat and,
hence, may be more suitable for applications where
precise temperature control is required. The present
study primarily focuses and covers the relationship of
enhanced surface/volume features and the related heat
transfer mechanisms of the nucleate boiling regime in a
porous domain. This study reports part of an extensive
experimental research on the heat transfer from a surface
heated with constant heat flux to an oscillating vertical

annular water column. The analysis is carried out for
three different oscillation frequencies and four applied
wall heat fluxes while the displacement amplitude and
the thermo-physical — material properties of the stainless
steel wool porous medium can assumed to be constant
for all the cases considered. In the experiments, the
heated surface temperature is varied as a result of the
amount of electrical power supplied. Power is set to
produce four discrete wall heat fluxes and three different
frequencies of the forced oscillations are controlled by
the external piston-cylinder device. A correlation
equation is obtained for the cycle-averaged Nusselt
number as a function of kinetic Reynolds number and
Jakob number. Annular oscillating water column is
driven through a stainless steel wool porous media in
order to mix the liquid and vapor phases and hence
enhance the hydrodynamic and thermal performance of
the system. As opposed to the all the reported works at
the best of the authors knowledge, the present study
investigates the oscillating flow in an annulus for the
first time where the evaporation and boiling are
significant (in other words, the closest study, to the
present one is Chen and Chen (1998) investigates for
oscillating interface without evaporation).

Figure 1 : Experimental setup, 1 Heater, 2 Cooler, 3 Glass
pipe, 4 Cooling water inlet and outlet, 5 Piston cylinder
apparatus, 6 DC Motor, 7 Digital tachometer, 8 Velocity
control, 9 Power supply, 10 Data acquisition system
(Keithley-2700), 11 Stainless steel wool porous domain 12
Thermal insulation 13 Teflon parts (a) and (b) 14 Water vapor
condenser and 15 Piezoresistive transmitter.

EXPERIMENTAL SETUP

Figure 1 is a schematic diagram of the experimental
setup. The outer part of the vertical annular test section
is made of tempered glass which is 2.0 m in length, 37.5
mm in inner diameter and 42.0 mm in outer diameter. A
layer of thermal insulation (Polyethylene pipe insulation,
0.034 W/mK) is applied to the exterior of the tempered
glass test section. The inner and exterior diameters of
the insulator are 42.0 mm and 65.0 mm, respectively. A
cylinder 18.0 mm in outer diameter consisting of four
zones (from top to the bottom: adiabatic (a), heater,
adiabatic (b), cooler parts) is anchored precisely and



located at the centerline of the glass tube using three in-
house manufactured small positioners. The positioners
are located sufficiently far enough from the cooler and
heater sections so that they do not significantly disturb
the flow or heat transfer. Accordingly, the annuli that the
working fluid occupies has inner diameter 18.0 mm and
outer diameter 37.4 mm. The heater and cooler are made
of concentric copper tubes with lengths of 600.0 and
760.0 mm, respectively. The adiabatic teflon parts (both
(a) and (b)) are 300.0 mm in length. One of the adiabatic
parts is located between the heater and cooler. The other
adiabatic part is screwed smoothly to the top of the
heater. The top adiabatic part is in the shape of a hollow
tube in order to house the cables of the heater. The axial
heat conduction in the teflon cylinder and teflon hollow
tube are negligible compared with the copper ones.
These four zones are assembled together using threaded
joints in order to obtain smooth continuous surfaces
among the consecutive sections.

The heater is built by embedding electric resistance
wires inside a copper tube. Five thermocouple wires
located at the inside of the heater tube are taken out of
the test section by passing them through the inside of the
heater tube and the adiabatic hollow teflon tube. DC
power is used to feed the heater in order to prevent
thermocouples from electrical inductance. This is a
precaution just because the thermocouple cables are
located close to the electrical cables in the heater
section. Using five other thermocouple wires, surface
temperature of the electrical heater is also recorded. The
cooler is made of two concentric copper tubes. The
cooling water enters the inner tube which is 6.0 mm/ 8.0
mm in inner/outer diameter and leaves from the 16.0
mm / 18.0 mm inner/outer diameter outer tube of the
cooler. Seven thermocouples are welded on the cooler
surface and the leads are taken out of the test section by
passing them through the cooling water.

The heat transfer in an oscillating vertical annular fluid
column flowing in the bubbly flow regime is altered by
using stainless steel wool (comprises off open-cell,
discrete porous cells interconnected to each other
geometrically and through a possible contact resistance)
which produces a homogeneous porous medium within
the system. The porous media has a moderate thermal
conductivity ( k = 15 W/mK). Porosity, ¢ (void fraction)
of the porous domain is 93.75 % for the volume swept
by the oscillating flow and porosity for the entire porous
domain is 93.69 %. Accordingly, the porous domain is
claimed to be distributed homogenously along the length
of the electrical heater.

The thermocouples are placed such that they do not alter
the fluid flow i.e. they are placed inside the cooler, heater
sections or on the outer surface of the glass tube and
insulation layer. There are two thermocouple bundles
positioned inside the working fluids and they are called
‘probes’ in the present study. The first temperature probe
is located at the half way of the adiabatic section between
heater and cooler in order to measure the variation of
water temperature with radius (r). The first temperature

probe location is also the reference position to measure
the vertical positions of the surface temperatures and the
interface. This first probe consists of four thermocouples
located at different radial positions across the same
elevation (constant y) of the annular gap. The second
probe is similar to the first one but it is positioned at
150.0 mm above the heater section. Each thermocouple
signal of the probes is recorded and then the probe
temperatures are calculated by area-weighted averaging
of the thermocouple data over the cross-sectional area.

The outer surface temperatures of the glass tube are also
measured by ten thermocouples. The outer surface
temperatures of the pipe exterior insulation are also
measured by additional six thermocouples. All
thermocouples are calibrated using a constant
temperature bath before the experiments. The
thermocouples are Omega K-type Nickel-Chromium vs.
Nickel-Aluminum with a diameter 0.6 mm.

The pressure at the water vapor condenser is measured
by Keller model PAA-23 piezoresistive transmitter. The
transmitter was calibrated by the manufacturer. The
transmitter is able to measure absolute pressure up to 1.0
bar. The transmitter is connected to a data acquisition
system. The transmitter provide 0-10 V electric
potential signals, which are converted to actual pressure
values using a linear relation between voltage and
pressure.

A computer controlled data acquisition system (Keithley
2700) is used to collect temperature, pressure, electrical
potential and current data. The reciprocating motion of
the water column is generated using a piston-cylinder
driven by a 1 kw DC motor with adjustable speed and a
piston-cylinder device. The number of revolutions of the
motor is measured by an optical digital tachometer
(Lutron DT-2234B). The filling height of the water
column is kept constant for all the cases (yo=625 mm).
The experiments are conducted at for four different
heating powers and three different actuation frequencies.

Uncertainity Analysis

Using the measurable quantities (electric potential,
current, temperature and diameter) main error sources
were investigated. Applied heat is determined by the
product of voltage and current, which are measured with
the accuracy of 2 % and 1 %. The temperature values
are obtained by thermocouples of 1 °C accuracy, and for
each case, 500 values are collected from each
thermocouple, when the system is in pseudo-steady state
condition. The diameters were measured using a digital
caliper with the accuracy of +/-0.03 mm. To ensure if
the system is in the pseudo-steady state, temperatures of
every 20 minutes are compared, and decision of pseudo-
steady state condition is made by obtaining the relative
convergence below 1%. It takes up to 6 hours for each
experiments to reach pseudo-steady state.



MATHEMATICAL MODEL

The Critical Superheat for Bubble Formation in
Porous Domain

A surface coated with a porous layer is named a wicked
surface in Faghri and Zhang(2006). Some vapor nuclei
can always exist within the porous structure, but the
superheat is essential for these bubbles to grow. The
critical superheat for bubble formation in porous domain
given in Faghri and Zhang(2006 is summarized here.
Critical superheat for bubble formation in a porous
domain is obtained as Faghri(1995):
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which indicates that the required superheat in a porous
surface is lower than that for a plain surface.

Working Fluid Velocity
The amplitude of Darcy velocity of the water column is:

RoAp/(Ag)=uamp

where Ap is the piston cross-sectional area, A is the
water column cross-sectional area, R is the flywheel
radius and o is the actuation frequency. The temporal
variation of the Local Darcy mean velocity can be
written as follows:

Up (t) =U,e COS it 3)

It can be assumed that the interface is a flat surface once
the capillarity and wall effects are neglected. The height
yi(t) (represents the approximate position of the
interface) can be derived via integration of Equation (3):

(t) RA sin@ sin ot
)=y, +—L=sinf=y,+Yy_sinw
Yi Yo+ Yo+ Y @

Here, ym=RAp/(Ag) is the amplitude of oscillations and
Yo is the oscillation axis or similarly the initial filling
height (both are shown in Figure 2). It is also found that
the piston-cylinder device driving motor frequency
measured by tachometer is identical to the frequency of
the recorded interface motion. The frequency of the
recorded interface motion is calculated using the
Tracker video analysis and modeling tool (a software
developed by Open Source Physics). The Fast Fourier
Transform analysis (results are not shown here for
brevity) of the measured temperature data points out the

same base frequency with some small kinks at various
other frequencies.

Calculation Method of the Cycle-Averaged Heat
Transfer

A typical length scale has an order of Vvio for the
region that inertial and viscous forces in the flow
domain are comparable. The momentum diffusion
decreases quickly away from the wall and the porous
domain. Accordingly, the penetration depth (the depth
where the wall effects are in action) is approximately
given by Zhao and Cheng (1998) as follows:
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Figure 2. Control volume for the mass, energy and
momentum conservation equations

o=32viw (5)

This depth is below 1 mm for the frequencies considered
in the present study. Thus, the velocity profile can be
assumed uniform in the annular channel.

The conservation equations of mass, momentum and
energy can be solved for the fluid, porous media and the
solid matrix in a coupled algorithm within the system
undergoing periodic compression and expansion.
Convective heat transfer source term representing the
heat transfer from the solid matrix to the fluid should be
included in the energy conservation equations for the
fluid and for the solid matrix as well. Viscous loss
(includes Darcy permeability) and inertial loss (includes
Forchheimer number) terms alter the momentum



equation for the porous media zones. Further discussion
and solution of the listed governing equations are
beyond the scope of the present experimental
investigation and that can be conducted in future studies.

Interface position y+ approximately indicates the
position of the water—vapor interface in this conjugate
heat transfer problem of the water—vapor system. The
water—vapor interface is not a flat surface because of the
capillary and the water film created by the motion. Thus,
the wetted heater surface cannot satisfactorily be
identified only by the y+-position. Consideration of the
thermal energy for water and vapor regions individually
does not give practical results, due to the fact that the
shape of the interface surface and the velocity at each
point along the interface are presently unknown.
Accordingly, the thermal energy equation for the entire
system consisting of both water and vapor regions is
considered. Once energy equation is integrated over the
control volume shown in Figure 2, i.e. y* =0 to L and
also integrated over a cycle in time domain, the
following expression is obtained:

. 2 t -
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where cycle-averaged enthalpies are
H, = [[]eup Apiy (0,)dt = fleu, A G T, (0,t)dt

(thermal energy of the working entering to the control

H, =[[lu,Ap,i, (Y, t)dt
volume)  and 2 Dj AL (thermal
energy of the working leaving the control volume). Here

Iv(yi’t) is the enthalpy of the two-phase mixture

leaving the control volume and L (Y, t) =1, (with the
assumption saturated vapor leaves the system and
condense enters back to the control volume at the
saturated liquid state). q1",q2" are the heat fluxes on the
heater surface and the outer surface of the insulation
layer, respectively where g2" can assumed to be zero
since the exterior of the system is well-insulated.
Equation (13) shows the thermal energy balance of the
control volume. Enthalpy difference over the control
volume (H2-H1) is equal to the heat transfer at the
control volume inner and outer surfaces. The heat input

o 271, [_j
from the heater to control volume, @) is
constant over a cycle during the pseudo-steady state of
the experiments. The last term on the right hand side of
Equation (6) shows the total heat loss from the exterior
of the insulation layer to the surrounding room air over a
cycle and it is assumed zero. The heat flux from the
insulation outer surface to the environment is not
constant; it varies with position and time. However, its
magnitude is found to be negligible compared to the
other terms in the governing equations. Enthalpy

difference over the control volume is rearranged as
follows:

" 2z
Q) = (Hy—Hy) =gy 27mly, (EJ_QIOSS ™
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where . Ql is the total
heat transferred to water over a cycle, i.e. the net
thermal energy entering to the control volume from the
heater. The variation of the measured surface
temperatures of the exterior side of insulation with time
are neglected according to the observations during the
experiments. The surface temperatures of the inner side
of the glass tube perhaps vary harmonically with time.
Outer surface temperatures have a pretty steady
behavior with negligible minor harmonic oscillations
which can be attributed to the thermal capacitance
effects of the glass wall and exterior insulation layers.

The thermal energy equation for the boiling of two-
phase liquid-vapor mixture region over a cycle without
flat interface simplification can be written as follows:

Q= D‘j j' 27r,q,dy " dt — Dj‘y[ 271,q,dy " dt
l 0 (8)
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where, 0 is assumed zero. Here, y* is
the distance from probe-1 to the meniscus. The last term
on the right hand side of this equation shows the
neglected heat loss from the boiling of two-phase liquid-
vapor mixture side of the insulation to the environment,
so that the Equation (8) can be rearranged to give the
total heat transfer to water from the heater over a cycle
as:
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RESULT AND DISCUSSION

Cycle-averaged experimental data are given in the Table
1 with varying actuation frequencies of the piston-
cylinder driver motor and the applied electrical heater
power for each one of experiments.

Temporal variation of temperatures are given in Figures
3a-d (Table 1: Exp-10, ge = 180.0W, w=1.434rad/s,
ym = 0.10m, yo = 1.625m), respectively for the heater



outer surface (Figure 3a); glass tube external surface
(Figure 3b); insulation outer surface (Figure 3c) and
Probe-1 (Figure 3d) (Please also see Figures 1 and 2).
Total wall heat transfer, ge and angular frequency o are
kept constant for all figures i.e. temperature versus time
and vertical coordinate are shown. As shown in Figure 3a,
wall temperatures are slightly above the saturation
temperature (97.6 °C ) of the working fluid. Saturation
temperature is calculated as 97.6 °C using the measured
absolute averaged pressure of 95 kPa for all conducted
experiments. Boiling starts when the temperature of the
liquid near the heaters reaches the saturation temperature
of the liquid. The superheat at this state is typically less
than 1°C, which is much lower than that for the onset of
nucleate boiling during pool boiling on a polished surface.
The experiments conducted by Sondergeld and Turcotte
(1977) revealed that no significant superheat is required to
initiate boiling in porous media. In this regime, the heat
flux throughout most of the regime is enhanced compared
to pool boiling Rannenberg and Beer (1980) and
Rudemiller (1989). In Figure 3b glass wall exterior
surface temperatures are shown. Between the heater outer
surface temperature and the glass outer surface there are
two thermal resistances one is due to convection of
internal flow and the outer one is due to the conduction
resistance through the glass tube. At similar vertical
coordinates the difference between heater outer surface
temperature and glass tube outer surface temperatures are
insignificant which is a direct result of the following
physical mechanism. The vapor rises due to buoyant
forces, inertia of the reciprocating flow and vapor
pressure gradient, and liquid is pulled down to the heater
surface by capillary forces, inertia of the reciprocating
flow and gravity. Heat transfer that occurs with the
counter-filtration of the vapor and water phases is best
described as an evaporation/convection/condensation
mechanism. In Figure 3c, insulation outer surface
temperatures are given. These temperatures are used to
check the consistency between the heat conduction
through the pipe insulation and convective-radiative heat
transfer to the laboratory where heat loss to the room is
found negligible compared to the total heat given to the
electrical heater. During the experiments the doors and the
windows of the room are kept closed and the velocity of
air in the room are measured to be below 1.0 m/s. In
Figure 3d, temperatures of Probe 1 is plotted at four radial
coordinates where four thermocouples are installed
radially at the same y position, y=1000.0mm. The radial
distribution of temperatures are insignificant due to the
enhanced mixing provided by the steel wool porous
domain.

The time-averaged heater outer surface; glass tube
external surface and insulation outer surface temperatures
at various vertical coordinates at three different actuation
frequencies are shown in Figures 4a, 4b and A4c,
respectively where the experimental conditions are listed
as (Table 1. Exp-1-3), g = 115.0W, ®=1.434rads;
2.079rad/s or 2.273rad/s,ym = 0.10m, yo = 1.625m. The
time-averaged heater outer surface temperatures in Figure

4a are approximately linear a typical case for the fully
developed flows. The flow through the heating section can
be considered fully developed due to the mixing provided
by the porous domain. It decreases slightly at y=1506.5
mm vertical position due to the cooling provided by the
condensing vapor and by the heat transfer to the
environment. The onset of boiling temperature is
distinctly dropped compared to the flow boiling
experiments on polished surfaces due the finned surface
effect of the steel porous domain, due to the enhanced
mixing of the boundary layer flow and core flow; due to
the improvement off apparent surface roughness and due
to the alteration of ebullition cycle (bubbles are limited by
the cell volume here). According to the experimental
results, bubbles induce highly efficient heat transfer
mechanisms. Experimental study proved that the
frequency, and wall temperature are important parameters
affecting heat transfer. As shown in Figure 4b, time-
averaged glass tube outer surface temperatures increase
until saturated boiling (i.e. bulk fluid temperature is 97.6
°C) is reached in the test section (corresponding
y=1.375m, here), the temperatures decrease close to the
top cooling-condensation part (y=1.750m and y=1.925m).
Similar trend to the time-averaged glass exterior surface
temperatures, exterior surface temperatures of the
insulation increases along the heating section then it
decreases along the condenser-cooler section.

Time-averaged probe temperatures (Figures 1 and 2)
versus applied electrical power at three different actuation
frequencies are shown in Figure 5a (Probe-1) and Figure
5b (Probe-2) for all the cases considered. Experimental
conditions and the results are tabulated in Table 1 (Exp-1-
12, ge = 115W-180W, ®=1.434rad/s; 2.079rad/s or
2.273rad/s, ym = 0.10m, , zo = 1.625m). For Probe-1 in
Figure S5a, at ®=1.434rad/s (actuation frequency of the
piston cylinder device) boiling heat transfer is much
prominent as it is compared to single phase heat transfer
mechanism at g.=150W and 180.0W. On the other hand,
at ge=115W and 132.5W single phase heat transfer takes
over. At ©®=2.079rad/s boiling heat transfer is much
prominent as it is compared to single phase heat transfer
mechanism at ge=132.5, 150W and 180.0W. On the other
hand, at qe=115W single phase heat transfer takes over. At
®=2.7227rad/s the vapor bubbles are visually observed to
exist perhaps the contribution due to two-phase heat
transfer at that comparably high frequency is minor
therefore at all wall heat fluxes the single phase heat
transfer is the dominant one. For the single phase region
of flow, it is understood that, the effective heat transfer
mechanism is enhanced and it is due to the hydrodynamic
boundary layer which can not follow the core flow. In
oscillating flow, the heat transfer coefficient is strongly
affected for the single phase flow. In Figure 5b, Probe-2
temperatures are shown at four wall heat fluxes and three
actuation frequencies. According to the results in Figure
5b, the temperatures within the cooler-condenser section
approach to the condensation temperature as the relative
strength of boiling increases relative to the single phase
heat transfer within the experimental set-up.



Table 1. Cycle averaged experimental data

o (rad/s) ge (W) Two(°C) T20(°C) T (°C) Reo Ja h(W/m2K) Nur (exp) Nur (Corr) Abs.Error (%)
Exp-1  1.43 115.1 97.6 95.9 833 1719.0 5.28E-5 4216 373.9 395.4 5.7
Exp-2  2.08 114.1 93.3 93.0 82.4 24922 598.9 531.1 576.5 8.5
Exp-3 2.72 114.6 85.8 85.7 774  3263.9 899.6 797.9 754.9 54
Exp-4 143 132.1 99.6 99.6 85.2 1719.0 3.70E-3  541.2 480.0 479.7 0.1
Exp-5 2.08 132.6 98.5 98.0 86.6 24922 170E-3  629.2 558.0 545.8 2.2
Exp-6  2.72 132.7 92.6 92,5 83.3 3263.9 867.4 769.3 754.9 1.9
Exp-7 143 150.3 99.9 99.8 85.6 1719.0 4.31E-3 6154 545.8 538.7 13
Exp-8  2.08 150.3 99.9 99.7 88.3 24922 3.77E-3 7925 702.9 704.2 0.2
Exp-9 272 150.3 97.9 97.4 88.1 32639 6.12E-4 860.2 762.9 718.5 5.8
Exp-10 1.43 178.7  100.3 99.8 86.5 1719.0 5.08E-3 735.6 652.4 632.6 3.0
Exp-11  2.08 180.0  100.1 99.8 89.5 24922 468E-3 975.9 865.5 842.1 2.7
Exp-12 272 1782 1004  100.3 90.5 3263.9 4.40E-3 1152.1 1021.8 1042.4 2.0
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Figure 3. Temperatures versus time (Table 1: Exp-10, ge = 180.0W, ©=1.434rad/s, ym = 0.10m, yo = 1.625m, Ay, distance from
the bottom end of the tubular test section). a) Heater outer surface b) Glass tube external surface c) Insulation outer surface
d) Probe-1
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Figure 4. Time-averaged temperatures versus vertical coordinate at three different actuation frequencies (Table 1: Exp-1-3, ge =
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c) Insulation outer surface

Prediction of Nusselt Number

The total heat transfer to water from the heater over a
cycle QI can alternatively be written as follows:

Q= Zﬂrllhh(T 0~ T ) @l o) W

Here, the averaged water temperature can be defined as:

T _10*T20
02 (11)

Tio and Ty represent time and space averaged probe
temperatures (listed in Table 1). Parallel to the Equation
(10), the space and cycle averaged Nusselt number is
defined as:

hIh Ih QI

N = = 2 2]
ﬂl'lh(T —TO)( 7l w)

WO

(12)

The calculated Nusselt numbers using Equation (12) are
tabulated in Table 1 according to the applied
frequencies and heater power. Nusselt number is given
as a function of the kinetic Reynolds number Re, =
od?~v, modified Jakob number,
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dimensionless oscillation amplitude Ay,=2Xn/d, the
aspect (hydraulic diameter to length ) ratio of the heater
d/Ih and Prandtl number as Zhao and Cheng(1995) :
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Figure 6. Nusselt number versus kinetic Reynolds number

Nu =f(Rew, Ja, Ag, d/In,Pr) (14)
In this study, the parameters Ao, d/lIn, Pr are kept constant
while the kinetic Reynolds number and Jakob number are
varied. The correlation equation for Nusselt number is
found using the non-linear regression analysis as:

Nu

. (15)

= (10116Ja2 —23.408Ja + 0.2306) Rea)

The coefficient of determination is R =0-9787 and the
given correlation is applicable in the following range of

10

kinetic Reynolds numbers according to the the present
experiments.

1700<Re®<3300
The graphical representation of Equation (15) is shown
in Figure 6 together with the experimental data.

CONCLUSION

Nusselt correlation for the single phase and two-phase
heat transfer from a forced oscillated vertical annular
fluid column through a porous medium is obtained
experimentally. Heat transfer is from a surface heated
with constant heat flux to an oscillating single phase or
boiling vertical annular water column in the present
paper. The inner wall of the stationary concentric
element is heated and water is oscillated through the
annuli by an external piston-cylinder system. The
analysis is carried out for the case of three different
oscillation frequencies and four different applied wall
heat fluxes while the displacement amplitude remains
constant. A control volume formulation is introduced in
order to investigate the total heat transfer to water over a
cycle. The predicted cycle-space averaged Nusselt
number (using the kinetic Reynolds number and Jakob
number) is shown to be in good agreement with the
experimental data where the coefficient of determination

is R? =0.9787 The experimental  results
demonstrated that boiling in porous media could occur
over a large range heat flux, i.e., from 0 to 5.3 kW/mz2,
and at the same time, within a much narrower wall
superheat, i.e., <2°C, than for plain surfaces. This
indicates that(m boiling heat transfer in porous layers
occur within a narrower range of wall superheat and,
hence, may be more suitable for applications where
precise temperature control is required.



REFERANCES

Akdag, U. and A.F. Ozguc, Experimental investigation
of heat transfer in oscillating annular flow. International
Journal of Heat and Mass Transfer, 2009. 52(11-12): p.
2667-2672.

Akdag, U., M. Ozdemir, and A.F. Ozguc, Heat removal
from oscillating flow in a vertical annular channel. Heat
and Mass Transfer, 2008. 44(4): p. 393-400.

Arslan, G. and M. Ozdemir, Correlation to predict heat
transfer of an oscillating loop heat pipe consisting of
three interconnected columns. Energy Conversion and
Management, 2008. 49(8): p. 2337-2344.

Bau, H. and K. Torrance, Low Rayleigh number thermal
convection in a vertical cylinder filled with porous
materials and heated from below. Journal of Heat
Transfer, 1982. 104(1): p. 166-172.

Chatwin, P.C., Longitudinal Dispersion of Passive
Contaminant in Oscillatory Flows in Tubes. Journal of
Fluid Mechanics, 1975. 71(Oct14): p. 513-527.

Chen, Z.D. and J.J.J. Chen, A simple analysis of heat
transfer near an oscillating interface. Chemical
Engineering Science, 1998. 53(5): p. 947-950.

Chuah, Y. and V. Carey, Boiling Heat Transfer in a
Shallow Fluidized Particulate Bed. Journal of Heat
Transfer, 1987. 109(1): p. 196-203.

Costello, C. and E. Redeker. Boiling heat transfer and
maximum heat flux for a surface with coolant supplied
by capillary wicking. in Chem. Eng. Progr. Symposium
Ser. 1963.

Damronglerd, P. and Y. Zhang, Transient fluid flow and
heat transfer in a porous structure with partial heating
and evaporation on the upper surface. Journal of
Enhanced Heat Transfer, 2006. 13(1).

Dhir, D.V.K., Boiling and two-phase flow in porous
media. Annual review of heat transfer, 1994. 5(5).

Dhir, V., Boiling heat transfer. Annual review of fluid
mechanics, 1998. 30(1): p. 365-401.

Dhir, V. and I. Catton, Dryout heat fluxes for inductively
heated particulate beds. Journal of Heat Transfer, 1977.
99(2): p. 250-256.

Faghri, A. and Y. Zhang, Transport phenomena in
multiphase systems. 2006: Academic press.

Faghri, A. Heat pipe science and technology. in Fuel
and Energy Abstracts. 1995.

11

Furberg, R., Enhanced Boiling Heat Transfer on a
Dendritic and Micro-Porous Copper Structure. 2011.

Kurzweg, U.H. and L. Dezhao, Heat-Transfer by High-
Frequency Oscillations - a New Hydrodynamic
Technique for Achieving Large Effective Thermal-
Conductivities. Physics of Fluids, 1984. 27(11): p. 2624-
2627.

Li, H., et al., Three-dimensional numerical simulation of
fluid flow with phase change heat transfer in an
asymmetrically heated porous channel. International
Journal of Thermal Sciences, 2010. 49(12): p. 2363-
2375.

Li, C. and G. Peterson, Parametric study of pool boiling
on horizontal highly conductive microporous coated
surfaces. Journal of heat transfer, 2007. 129(11): p.
1465-1475.

Li, H. and K. Leong, Experimental and numerical study
of single and two-phase flow and heat transfer in
aluminum foams. International Journal of Heat and Mass
Transfer, 2011. 54(23): p. 4904-4912.

Lin, Z.R., et al., Experimental study on effective range of
miniature oscillating heat pipes. Applied Thermal
Engineering, 2011. 31(5): p. 880-886.

Lipinski, R.J., Model for boiling and dryout in particle
beds.[LMFBR]. 1982, Sandia National Labs.,
Albuquerque, NM (USA).

Naik, A.S. and V. Dhir, Forced flow evaporative cooling
of a volumetrically heated porous layer. International
Journal of Heat and Mass Transfer, 1982. 25(4): p. 541-
552.

Najjari, M. and S. Ben Nasrallah, Numerical study of
boiling with mixed convection in a vertical porous layer.
International Journal of Thermal Sciences, 2002. 41(10):
p. 913-925.

Nield, D.A. and A. Bejan, Mechanics of Fluid Flow
Through a Porous Medium. 2013: Springer.

Ozawa, M. and A. Kawamoto, Lumped-Parameter
Modeling of Heat-Transfer Enhanced by Sinusoidal
Motion of Fluid. International Journal of Heat and Mass
Transfer, 1991. 34(12): p. 3083-3095.

Ozdemir, M., An experimental study on an oscillating
loop heat pipe consisting of three interconnected
columns. Heat and Mass Transfer, 2007. 43(6): p. 527-
534.

Ramesh, P. and K. Torrance, Stability of boiling in
porous media. International journal of heat and mass
transfer, 1990. 33(9): p. 1895-1908.



Rannenberg, M. and H. Beer, Heat transfer by
evaporation in capillary porous wire mesh structures.
Letters in Heat and Mass Transfer, 1980. 7(6): p. 425-
436.

Rudemiller, G.R., A fundamental study of boiling heat
transfer mechanisms related to impulse drying. 1989.

Sondergeld, C.H. and D. Turcotte, An experimental study
of two-phase convection in a porous medium with
applications to geological problems. Journal of
Geophysical Research, 1977. 82(14): p. 2045-2053.

Udell, K.S., Heat transfer in porous media considering
phase change and capillarity—the heat pipe effect.
International Journal of Heat and Mass Transfer, 1985.
28(2): p. 485-495.

Xiaoguo, T. and P. Cheng, Correlations of the cycle-
averaged Nusselt number in a periodically reversing
pipe flow. International Communications in Heat and
Mass Transfer, 1993. 20(2): p. 161-172

Wan, Z.P., X.W. Wang, and Y. Tang, Condenser design
optimization and operation characteristics of a novel
miniature loop heat pipe. Energy Conversion and
Management, 2012. 64: p. 35-42

Wang, X.W., Z.P. Wan, and Y. Tang, Heat transfer
mechanism of miniature loop heat pipe with water-
copper nanofluid:  thermodynamics model and
experimental study. Heat and Mass Transfer, 2013.
49(7): p. 1001-1007.

Watson, E.J., Diffusion in Oscillatory Pipe-Flow.
Journal of Fluid Mechanics, 1983. 133(Aug): p. 233-
244,

Zhang, J.G. and U.H. Kurzeg, Numerical simulation of
time-dependent heat transfer in oscillating pipe flow.
Journal of Thermophysics and Heat Transfer, 1991. 5(3):
p. 401-406.

Zhao, T.S. and P. Cheng, A numerical study of laminar
reciprocating flow in a pipe of finite length. Applied
Scientific Research, 1998. 59(1): p. 11-25.

Zhao, T. and P. Cheng, A Numerical-Solution of
Laminar Forced-Convection in a Heated Pipe Subjected
to a Reciprocating Flow. International Journal of Heat
and Mass Transfer, 1995. 38(16): p. 3011-3022.

Zhao, T.S. and P. Cheng, Oscillatory Heat Transfer in a
Pipe Subjected to a Laminar Reciprocating Flow.
Journal of Heat Transfer, 1996. 118(3): p. 592-597

12



Is1 Bilimi ve Teknigi Dergisi, 37, 2, 13-18, 2017
J. of Thermal Science and Technology

©2017 TIBTD Printed in Turkey

ISSN 1300-3615

DOGAL GAZ YAKITLI BiR KAZANDA KATI YUZEY iLAVESINIiN NOx
EMISYONLARINA ETKIiSi

Emre UGURLUOGLU*, Y. Erhan BOKE** ve Ozer AYDIN***
*[stanbul Teknik Universitesi Fen Bilimleri Enstitiisii, Istanbul, Tiirkiye, emreugurluoglu@gmail.com
**[stanbul Teknik Universitesi Makina Fakiiltesi, Istanbul, Tiirkiye, boke@itu.edu.tr
***Dumlupinar Universitesi Makine Miihendisligi Boliimii, Kiitahya, Tiirkiye, ozer.aydin@dpu.edu.tr

(Gelis Tarihi: 27.06.2016, Kabul Tarihi: 29.12.2016)

Ozet: Bu ¢alismada gaz yakith kazanlarda 1smim ile 1s1 gecisini arttirmak icin yanma odasi igerisine yerlestirilen ilave
kat1 yiizeylerin alev sicakligina ve NOx emisyonlarina olan etkileri deneysel olarak arastirilmistir. Yanma odasinda
kat1 ylizey 1gmnimimmi arttirmak ig¢in bu kati yiizeylere kanat ilavesi yapilmustir. Kati yiizeyler (“kovan” olarak
isimlendirilen) et kalinligi 1 mm, boylar1 20 cm olan 25 ve 30 cm ¢apindaki i¢i bos silindirik paslanmaz ¢elik
elemanlardir. TS EN 676 standardinda tarif edilen alev geri doniislii bir kazanin yanma odasi igine 2, 4 ve 6 kanata
sahip kovanlar yerlestirilmis ve yanma odasindaki alev sicakliklari ile NOx emisyonlar1 dl¢tilmiistiir. Yanma odasina
yerlestirilen kovanlar ile kovansiz durumlarda yapilan deneylerde 30 cm capli kovanin kanat sayisi arttikca alev geri
doniis bolgesindeki sicakliklarin ve NOx emisyonlarin azaldigi tespit edilmistir. Kazanin baca gazi sicaklikligi ve
NOx emisyonlar1 kovansiz duruma gore daha diigiik 6l¢iilmiistiir.

Anahtar Kelimler: Dogal gaz yanmasi, NOx azaltma, Alev sicaklig1.

THE EFFECT OF ADDITIONAL SOLID SURFACE ON NOx EMISSION IN NATURAL
GAS FURNACES

Abstract: In this study, the effect of additional solid surfaces that placed in the combustion chamber on the flame
temperature and nitrogen oxide emissions was experimentally investigated. In order to increase the solid surface
radiation in the combustion chamber, the wing was added to the solid surface. The solid radiation surface (named as
“filling material”) was stainless steel tube with a wall of thickness 1 mm and diameters of 25 and 30 cm with lengths
of 20 cm. Filling materials with 2, 4, 6 wings were placed in the combustion chamber of a 116 kW fire tube water
which is defined in the Turkish Standards TS EN 676, and the flame temperature and NOx emissions were measured
in the combustion chamber. According to the experiments, it was seen that the as the number of wing increases on
filling material with 30 cm diameter, temperature and NOx emissions in the flame back return region were decreased.
The flue gas temperature and NOx emission of the flue gas leaving the boiler were measured lower than the no fill
material case.

Keywords: Natural gas combustion, NOx reduction, Flame temperature.

GIRiS

Diger fosil yakitlarla kiyaslandiginda, kirletici
emisyonlar bakimindan daha temiz bir yakit olan dogal
gazin yanmast sonucunda genellikle karbondioksit,
karbonmonoksit, su buhar1 ve azot oksit emisyonlari
olugmaktadir. Dogal gaz yanmasi sonucu olusan alev
sicakliklart diger fosil yakitlarla karsilastirildiginda
yikksek oldugundan, 6nlem alinmadigi takdirde azot
oksit emisyonlar1 yiiksek seviyelere ¢ikmaktadir.
Literatirde dogal gaz yanmasi sonucu emisyonlarin
azaltilmas1 ve kazan 1s1l veriminin arttirilmasini iceren
bircok deneysel ve sayisal ¢alisma mevcuttur. Azot oksit
emisyonu azaltma ydntemlerinden biri olan duman gazi
geri beslemesi ile yapilan deneylerde daha diisiik
degerler olgiilmiistir (Hepbash, 1991). Tleri alev

bolgesine metan piiskiirterek ve diisiik NOx yakicilarla
(bu yakicilar  iizerinde havanin ve  yakitin
kademelenmesini saglayan konstriiktif degisiklikler
yapilarak) farkli karisimlar olusturup NOx emisyonlarini
azaltilmasi iizerinde calisilmigtir. Bu ¢alisma sonucunda
1511 NO olusumunun reaksiyon sicakligina, bolgesel
stokiyometriye ve oyalanma zamanina bagli oldugu
tespit edilmistir. Yakitsal NO olusumunda ise yerel
oksijen derigiklikleri 6nemli rol oynamakla beraber, alev
sicakligr da etkilemektedir (Muzio ve Quartucy, 1997).
S. C. Li and F. A. Williams tarafindan yapilan ve
metanin kullamildigi farkli bir ¢alismada ise farkli
ekivalans oranlarinda yanma havasina belirli bir
miktarda su (COz Nz ve Argon ile birlikte) ilave
edilerek NOx emisyonlarinin azaldig1 tespit edilmistir
(Li ve Williams, 1999). C. D. Taglia et al. tarafindan



Cfc- Tasc programiyla yapilan sayisal g¢aligmada
yakiciya yakin bolgeye 1s1 degistiricisi konularak veya
yanmanin gergeklestigi bolgede konstriiktif degisiklik
yapilarak, diisik sicaklik ve NOx emisyonlart elde
edilmistir (Taglia,2001). M. Iilbas, vd., yaptiklari
niimerik ¢aliymada yanma odasina yerlestirilen levhanin
sicaklik ve azotoksit emisyonuna etkisini incelemistir.
FLUENT programmin kullanildigi bu g¢alismada ilave
1sinim  yiizeyinin NOx ve yanma odasi sicakligim
azalttig1 saptannustir (Ilbas ve dig.,2006).

K. Onat ise dogal gaz i1smmmmni arttirarak ocak
sicakligin1 diigiirmek igin alevin igerisine yerlestirilen
cesitli sekildeki kati1 yiizeylerin uygulamadaki diger
yontemlere gore etkenligini aragtirmistir. Dogal gaz
ocaklarinda tanecik ve is 151nmim1 bulunmadigindan ocak
1sitma yiizeyine gegen 1sinin kati ve sivi yakit ocaklarina
gore daha az olacagi ve daha yiiksek sicakliklar tespit
edilecegi distiniilmiigtir. A. Akgilingér, 35 kW
kapasiteli TS EN 676 standardina goére briilor testi igin
tasarlanmig dogal gaz yakitli bir deney kazanina cebri
briillor monte ederek laboratuar sartlarinda, kazan
igerisinde alev 6zelliklerini ve ortaya ¢ikan emisyonlari

incelemistir.  S.Yilmaz, A. Abdilkadir Akgiingér
tarafindan  yapilan c¢alisgmadaki deney kazanmnin
hesaplamali  akigkanlar ~ dinamigi  programlariyla

modelini olusturmus, niimerik ve deneysel verileri
karsilagtirmistir  (Y1lmaz,2001). S. Tucer dogal gaz
yakith bir ocak i¢in yaptig1 ¢alismada, ocak sicakliginin
yiiksek oldugu durumda yakma gazindan gelen azotun
kimyasal reaksiyona girerek NOx olusumuna sebebiyet
verdigini belirtmistir. Sayisal modellemede kati yiizey
isinmmint - arttirmak  amaciyla  dolgu  maddeleri
kullanilmistir. Dolgu geometrileri igin 1s1 gecis oranlari
farkli tespit edilmistir. Bunun nedeninin farkli
geometrilerde dolgunun alani, dolgu ile ocak duvarlar
arasindaki sekil faktorleri, esdeger tabaka kalinliklart ve
gaz emisivitelerindeki farklilik oldugunu vurgulamustir.
Tezin sonucunda boru kismi olan dolgularda belirli bir
dolgu cap1 i¢in kanat sayisi arttik¢a 1s1 gegisinin artig
goriilmiis ve belirli bir kanat sayisi i¢in optimum kovan
cap ve boyu degeri bulunmustur (Tucer, 2005). O.
Aydin tarafindan yapilan deneysel ve niimerik ¢alismada
TS EN 676 standardina gére imal edilmis ocak boyu
ayarlanabilir alev geri doniisli bir briilor test kazanina
cebri briilér monte edilerek laboratuar sartlarinda dogal
gaz yakilmaktadir. Kovansiz ve ¢ap x uzunluk degerleri
20x20, 25x20, 25x40, 30x20, 30x40 cm olan
kovanlarda, farkli hava fazlalik katsayilar1 ve 1sil
giclerde bu calisma yapilmistir. Deneysel ¢alisma,
FLUENT programi yardimiyla gercek sartlari uygun
modellenmis;  deney ve model sonuglart sicaklik
degisimleri (ocak ve bacada), emisyonlar (ocak ve
bacada) ve 1s1l verim yoniinden irdelenmistir. Yapilan
CFD c¢aligmalarinda HFK=1.26 degeri i¢in kazanin
yanma odasinda kati ylizey bulunmadigi duruma
(kovansiz) gore kat1 yiizey alani arttik¢a kazanda 1sitma
suyuna aktarilacak enerjinin arttig1 hesaplanmistir.
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Tablo 1. Ocak cidarina aktarilan enerji (Aydin, 2005).

Kazanin Yanma Odasindaki Kazanda Suya Aktarilan
Parametreler Enerji (kW)
Kovansiz 91.7
25%20 95.0
30x20 95.9

Yanma odasinda kat1 yiizey 1sinimini arttirmak amaciyla
yapilan calismalarda kovan olarak adlandirilan dolgu
maddelerinin &zellikle kisa boylarinda azotoksit ve
karbonmonoksit emisyonlarinin azaldig tespit edilmistir
(Aydin ve Boke, 2009; Aydin ve Boke, 2010). Kovan
boylar kisaldigi zaman ise kat1 ylizey 1smmimu azaldig
igin ocak cidarma olan 1s1 transferi azalmaktadir. Bu
nedenle bu ¢alismada boyu 20 cm olan kovanlara kanat
ilavesi yapilarak 1simim  yiizeylerinin arttirilmasi
saglanmistir. Kovan {izerine ilave 1simim yiizeylerinin
yanma odasi sicakligina ve emisyonlara etkisini
inceleyen aragtirmalarin devami olan bu ¢alismada,
cebri(iiflemeli) briilor ile TS EN 676 standardinda alev
geri doniiglii kazanda kati ylizey 1simimini arttirmak
amaciyla degisik ¢ap ve boylardaki kovanlara degisik
sayilarda (2, 4 ve 6) kanatlar monte edilmistir.

DENEYSEL CALISMA

Deney tesisatin1 olusturan bilesenler; kazan, pompa, su
besleme deposu, hava-su 1s1 degistiricisi ve bacadir
(Sekil 1). Deneylerde, TS EN 676 standardina gore imal
edilmis, ocak boyu ayarlanabilir, en biiyllk ocak
boyunda (790 mm) ve 400 mm c¢apinda maksimum
kazan 1s1l kapasitesi 116 kW (100 000 kcal/h) olan alev
geri dontslii bir kazan kullanilmistir (Sekil 2). Kazanin
yanma odasi icerisinde gerceklesen dogal gazin yanmasi
ile agiga ¢ikan yanma sonu gazlarinin sahip oldugu 1s1
enerjisi suya aktarilmaktadir. Deneylerde kazana su giris
sicakligi 70°C, kazandan ¢ikan suyun sicakligi ise 90°C
olacak  sekilde sogutma sistemi ayarlanmistir.
Deneylerde yapilan lglimlerin bazilart (sicakliklar, gaz
ve su debileri) zamana bagli olarak Olciilerek deney
stiresince veri toplama ve kayit cihazina kaydedilmistir.
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Sekil 1. Deney diizenegi.



3. gecly

ﬁl Su Cikay

2. gegls (alev geri doniiyll)

ALEV 1. gecly
T2 m <
Ta T

s -
f %,:,\l
790 1/ - Gaz

e Resirkiilasyonu

R175
R100
Brillér

-

Su !
Girlgl

1 £ i
ST- Yanma Odast \ Kovan

(Ocak)

Sekil 2. Deney kazani ve sicaklik 6l¢iim noktalari.

Duman Borusu

Kazanin yanma odast ekseni boyunca 6n, orta ve arka
kisimlarindaki alev sicakliklarinin 6l¢limii i¢in sirasiyla
yiiksek sicakliga dayanikli seramik kilifli S tipi (1800°C)
T1, T2 ve T3 olarak isimlendirilen termoelemanlar
yerlestirilmistir. Kazan kapagindan agilan iki farkh
noktadan yanma odasinda eksenel yonde belli araliklarda
gaz analizi yapilmis ve bu noktalarda sicakliklarda
Ol¢iilmiistiir. Bu noktalarin isimleri R100 ve R175 olarak
adlandirilmigtir. R100 6l¢lim hatt1 ocak yarigapmin 0.50,
R175 6l¢iim hatt1 ise ocak yarigapinin 0.875 oraninda yer
alacak sekilde ocak iginde olusturulmustur. R100 6l¢iim
hatt1 kovanlarin iginden alevin kenarindan gegerken, R175
6l¢lim hatt1 ise kovanlarin digindan ve ayni zamanda alev
geri doniis bolgesinden ge¢mektedir. Yanma odasi iginde
gaz analizi seramik gaz 6rnekleme probu ile yapilmustir.
Bu probun igerisine gaz analizinin yapildigi noktadaki
sicakligi  6lgmek igin termoeleman yerlestirilmistir.
Deneyler bacada karbonmonoksit (CO) degerinin
minimum oldugu ve 6n deneylerle belirlenen HFK=1.26
degerinde yapilmugtir. Tablo 2’de deneylerin yapildig
tarihlerde BOTAS kurumundan alinan dogal gaz bilesimi
gorilmektedir.

Tablo 2. Deneylerin yapildigi tarih itibari ile dogal gaz
hacimsel oranlar.

Bilesen Hacimsel oran (%)
Metan 81.25

Etan 8.60

Propan 1.72

Biitan 1.63

Pentan 0.76

Oksijen 0.40
Karbondioksit 143

Azot 421

TOPLAM 100.00

Deneylerde kazanin yanma odasi igerisinde 1simmim ile
olan 1s1 gecisini arttirmak i¢in kovan adi verilen kalinligi
1 mm olan yiiksek sicakliga dayamikli celik malzeme
sacdan yapilmis i¢i bos iki ucu agik silindirik elemanlar
kullanilmigtir ~ (Sekil  3). Deneylerde  kullanilan
kovanlarin ¢aplari ve boylari, Slgiiler cm biriminde
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olmak {izere ¥#25x20, B#30x20 olarak verilmistir. Kovan
caplarinin ocak g¢apina orant sirasiyla 0.625 ve 0.750
olup, kovan boylarinin ocak boyuna orami 2.53 olarak
belirlenmistir. Yanma odast igerisinde 1gmnim ile olan 1s1
gecisini daha da arttirmak i¢in s6z konusu bu kovanlara
2, 4 ve 6 kanat ilavesi yapilmistir. Kanatsiz kovanlar ise
yanma odasinda merkezlemeyi saglamak igin kiigiik
ayaklar ile techiz edilmistir. Yanma odasinin bos hali
“kovansiz” olarak adlandirilmusgtir.

Sekil 3. Yanma odasina igerisine
kovan.

DENEY SONUCLARI

Sekil 4’de 2, 4, 6 kanatli 25x20 kovanlar1 ile kovansiz
duruma ait HFK=1.26 degeri i¢in yanma odast ekseni
boyunca dlgiilen alev sicakliklart goriilmektedir. Kanat
sayisinin artttkga yanma odasinin merkezinde alev
sicakliklarmin artis gosterdigi goriilmektedir. Yanma
odast ekseninin bag (T1), orta (T2) ve son (T2)
kismindaki alev sicakliklari hemen hemen birbirine
yakin deger almistir.
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Sekil 4. Kovansiz ve 25 x 20 kovanina kanat ilave edilmesi
durumunda yanma odasi ekseni boyunca 6lgiilen sicakliklar.

Kovansiz ve 25 x 20 kovanina kanat ilave edilmesi
durumunda R100 ve R175 Ol¢iim hatlarindaki ocak igi
sicaklik ve NOx degerleri HFK=1.26 degeri i¢in Tablo 3
ve 4’de verilmistir. R100 o6l¢iim hattinda Olgiilen
sicakliklarda yanma odasmin arka tarafina dogru
gidildikce kovanli ve kovansiz durumlar igin artis
goriilmektedir. Bu artisin nedeni alevin ocak arka
duvarina ¢arpmasindan dolayr alevin geriye dogru
yayllmasindan  kaynaklanmaktadir.  Alevin  kovan
tarafindan baskilanmasi alevin kazanin arkasina dogru



uzamasina neden olmustur. Kovan iizerindeki kanatlar bu
Olgim  hattt  ilizerinde bulunmadigindan  &dlgiilen
sicakliklarda kanat sayisimin  sicakliklara  etkisinin
olmadigi goriilmektedir. R100 6l¢iim hattinda 6lgiilen
NOx emisyonlarin kovanli durumlarda daha yiiksek
olduklart goriilmektedir. Kovanli deneylerde Slgiilen alev
merkezindeki sicakliklarm yiiksek olmasi (Sekil 4) NOx
emisyonlarinda artisa neden olmustur.

R175 6lglim hattinin alev geri doniis bolgesi lizerinde
olmast nedeniyle ocak arkasina gidildik¢e sicakliklar
artmistir. Yanma odasina kovan konulmasi durumunda
artan kanat saysi ile birlikte sicakliklarda azalmalar
goriilmektedir. Kati yiizeyler bu bdlgede sicakliklarin
azalmasinda 6nemli rol oynamustir. Fakat bu bdlgedeki
NOx emisyonlart kovansiz duruma gore daha yiiksek
Olciilmiigtiir. R175 Olgiim hattinda Olgiilen sicakliklar
termal NOx olusumunu tetikleyen sicakliklar olmadig
icin burada dlgiilen NOx emisyonlarinin alev bolgesinde
olustuklart sdylenebilir.

Tablo 3. Kovansiz ve 25x20 kovanina kanat ilave edilmesi
durumunda R100 6lgiim hatti sicaklik ve NOx degerleri.

R100 Sicaklik (°C
Ocak [KOVANSIZ|25X20| 25x20 | 25x20 | 25x20
agzindan 2 4 6

mesafe kanatli | kanath | kanath

(cm)
0 704 637 | 625 603 609
10 747 724 | 706 700 690
20 775 799 | 793 766 785
30 791 813 | 795 770 809
40 788 819 | 800 771 840

R100 NOXx (mg/m?®)
0 140 134 146 134 131
10 138 134 144 136 134
20 121 119 | 138 136 138
30 121 125 142 132 127
40 123 131 148 129 127

Tablo 4. Kovansiz ve 25x20 kovanina kanat ilave edilmesi
durumunda R175 6l¢iim hatt1 sicaklik ve NOx degerleri.

R175 Sicaklik (°C)
Ocak 25x20 | 25x20 | 25x20
agzindan 2 4 6
mesafe | KOVANSIZ | 25X20 | kanath | kanatli | kanath
(cm)

0 681 697 648 643 668
10 701 715 685 673 688
20 739 733 723 700 719
30 761 736 745 725 743
40 784 741 768 738 765

R175 NOXx (mg/m?®)

0 138 131 140 131 144
10 140 134 140 140 146
20 140 134 148 142 146
30 140 134 148 144 148
40 138 134 170 154 150
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Sekil 5°de 2, 4, 6 kanatli 30x20 kovanlari ile kovansiz
duruma ait HFK=1.26 degeri igin yanma odasi ekseni
boyunca 0lgiilen alev sicakliklar1 goriilmektedir. Kovanl
deneylerde alevin bas (T1) bolgesinde sicakliklarin
yiksek deger aldigi goriilmiistir. Kovan ¢apinin
biiylimesinden dolayr alevin bu bdlgesine geri doniisler
sicakligin artmasina neden olmustur. Fakat nispeten daha
soguk gazlarin bir kisminin alev bolgesine geri donmesi
kanatli kovanlarda alevin orta ve son kisimlarinda
sicakliklarin kovansiz duruma gore daha diisiik deger
almasina neden olmustur. Literatiirde mevcut 30x20
kovanlit CFD modelleme ¢aligmasinda yanma odasindaki
hiz vektorleri, gazlarm alev bolgesine geri doniislerinin
oldugunu gostermistir (Sekil 6), (Aydin, 2005).
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Sekil 5. Kovansiz ve 30 x 20 kovanina kanat ilave edilmesi
durumunda yanma odasi ekseni boyunca dlgiilen sicakliklar.
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Sekil 6. 30x20 kovanli sayisal modelde hiz vektorleri (Aydin,
2005; Aydin ve Boke, 2009).

Hiz vektorleri (m/sn)

Kovansiz ve 30 x 20 kovanina kanat ilave edilmesi
durumunda R100 ve R175 6l¢lim hatlarindaki ocak igi
sicaklik ve NOx degerleri HFK=1.26 degeri igin Tablo
5 ve 6’da verilmistir. R100 o6l¢iim hattinda Olgiilen
sicakliklarda alevin ocak arka duvarina garpip alevin
geriye dogru geri donmesinden (2. gecis) dolay1 kovanli
ve kovansiz deneylerde artis olmustur. Kovanl
deneylerde R100 hattinda dlgiilen sicakliklar daha diigiik
degerler almistir. 4 ve 6 sayili kanath kovanlar ile
yapilan deneylerde sicakliklarin azaldigr goriilmiistiir.
Bu ol¢iim hattinda sicakliklarin  azalmasinda kanat
etkisinden daha ¢ok artan kovan ¢apmnin etkili oldugu
sOylenebilir. Ciinkii kovan g¢api artikga alevin kovan



tarafindan ¢evresel baskilanmasi azalmaktadir. R100
Olglim hattinda NOx emisyonlar1 ise sicakliklarda
oldugu gibi benzer karakteristik 6zellik gostermistir.
Fazla kanat sayisina sahip kovanli deneylerde alev
bolgesindeki sicakliklarin  diisiik olmasindan dolayi
R100 hattinda NOx emisyonlar: diigiik degerler almustir.

Tablo 5. Kovansiz ve 30x20 kovanina kanat ilave edilmesi
durumunda R100 6l¢iim hatt1 sicaklik ve NOx degerleri.

R100 Sicaklik (°C
Ocak 30x20 | 30x20 | 30x20
agzindan 2 4 6
mesafe |KOVANSIZ|30X20| kanath | kanatli | kanatl
(cm)
0 704 742 | 636 594 595
10 747 786 | 694 630 635
20 775 824 | 780 693 695
30 791 848 | 793 750 770
40 788 852 | 816 800 825
R100 NOXx (mg/m?®)
0 140 134 | 113 107 111
10 138 134 | 117 105 111
20 121 119 | 113 119 119
30 121 125 | 121 123 125
40 123 131 | 123 127 127

R175 o6l¢iim hattinda kanatlarin sicakliklarin azalmasi

lizerinde etkisi daha belirgin olmustur. Kovanl
deneylerde  ozellikle kanat sayisiin  artist  ile
sicakliklarn ~ kovansiz ~ deneye  gore  azaldigi

goriilmektedir. R175 olglim hattinda olgllen NOXx
emisyonlarinda sicakliklardaki azalmaya paralel olarak
diistis olmustur. Kovanli deneylerin tamaminda NOX
emisyonlar1 kovansiz deneye gore daha diisiik deger
almigtir. Kati yiizeylerin artmasi sicakliklari azalttig
gibi NOx emisyonlarinin da azalmasina neden olmustur.

Tablo 6. Kovansiz ve 30x20 kovanina kanat ilave edilmesi
durumunda R175 6l¢iim hatt1 sicaklik ve NOx degerleri.

R175 Sicaklik (°C
Ocak 30x20 | 30x20 | 30x20
agzindan 2 4 6

mesafe |KOVANSIZ|30X20| kanath | kanath | kanatl

(cm)
0 681 629 | 623 570 565
10 701 695 | 650 590 593
20 739 733 | 700 640 648
30 761 767 | 735 693 700
40 784 795 755 718 745

R175 NOXx (mg/m?)
0 138 131 117 111 134
10 140 134 117 109 132
20 140 134 121 113 131
30 140 134 125 125 134
40 138 134 131 134 131

25x20 ve 30x20 kovanlarina kanat ilavesi durumunda
kazanin bacasindan atilan NOx emisyonlarinin degisimi
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Tablo 7’de verilmistir. Kovanlara kanat ilavesi
durumunda baca sicakliginda yaklasik 15°C azalma
goriilmektedir. Baca sicakligindaki bu azalma yakitin
yakilmast sonucu elde edilen enerjinin daha verimli
kullanildigin1  gostermektedir. Bacadan atilan enerji
azaltilarak yakit tasarrufu saglanilmis olunmaktadir.
Bacadan atilan NOx emisyonlarinda da kovansiz
duruma gore azalma meydana gelmistir.

Tablo 7. Kovansiz, 25x20 ve 30x20 kovanina kanat ilave

edilmesi durumunda bacada Olgiilen sicaklik ve NOx
degerleri.
KOVANSIZ 25x20 25x20 25x20
2 kanatl 4 kanatl 6 kanath
Sicaklik (°C)
326 | 329 | 308 | 313
NOx (mg/m?®)
142 150 127 140
KOVANSIZ 30x20 30x20 30x20
2 kanatl 4 kanath 6 kanath
Sicaklik (°C)
326 | 320 | 322 | 313
NOx (mg/m?®)
142 | 19 | 17 | 119
SONUGCLAR

Dogal gaz iilkemizde ve diinyada yaygin kullanilan bir
yakit oldugundan dogal gazin enerji doniisiim veriminin
arttirtlmasit ve yanmasi sonucu ¢ikan emisyonlarin
azaltilmas1 Onemlidir. Bu ¢aligmada yanma odasina
yerlestirilen ilave 1s1nim yilizeylerinin (farkli dlgiilerde
kovanlar ve farkli sayilarda kanatlar) alev sicakligi ve
NOx emisyonlarina etkisi deneysel olarak incelenmistir.
Yanma odasinda kat1 yiizey 1sinimini arttirmak amaciyla
boylar1 20 cm olan 25 ve 30 cm ¢apl et kalinligr 1 mm
olan igi bos silindirik dolgu elemanlarina (kovan) kanat
ilavesi yapilmustir. Yanma odasina yerlestirilen farkli
caplar ve kanatlara sahip kovanlar ile kovansiz durumda
yapilan deneylerde kazan iginden sicaklik ve emisyonlar
Ol¢iilmiistiir. Yapilan bu 6l¢timler karsilastirildiginda 30
cm capli kovanda alev bolgesine gaz doniisiiniin daha
fazla olmasi nedeniyle alev bdolgesindeki sicakliklarin
daha diisiik oldugu ve dolayisiyla NOx emisyonlarinin,
25 cm c¢apli kovanla kiyaslandiginda, azaldig:
goriilmistiir. 30x20 kovanmin kanat sayisindaki artisa
paralel olarak geri doniis hattinda sicakliklarin ve NOx
emisyonlarin disiikk oldugu, akist bozmadig1 tespit
edilmistir. Bu durum R175 6l¢iim hatt1 ocak agzindan
mesafenin 0 cm oldugu konumdaki NOx emisyon
degerlerinden goriilmektedir. R175 6l¢iim hattinda ocak
agzindan 0 cm uzakliktaki 6lgme noktasi, yanma sonu
gazlarinin ocagi terk ettigi yerdir. 25x20 kovanl
deneylerde ise capin azalmasi alevi baskilayarak alev
boyunun uzamasma neden olmus ve ocak merkezinde
sicaklik ve NOx emisyonlarmin artmasina neden
olmustur. Ayn1 kovanda kanat ilavesinin arttirilmasi alev
geri doniis (2. gecis) sicakliklarin ve NOx emisyonlarin,
kovansiz ve kovanli kanatsiz durumlara kiyasla diistik




deger almasma neden olmustur. 30x20 kovan
kullanilmas1 halinde ocaga yerlestirilmis olan ilave
1sinim ylizey alani 25x20 kovanlt duruma gore daha
fazla oldugundan 30x20 kovan durumundaki ocak igi
sicakliklariim 25x20 kovan durumundaki sicakliklardan
ve NOx emisyonlarindan daha diisik oldugu
goriilmektedir. Kovan ilave edilmesi yanma odasi
merkezindeki sicakliklarin artmasia sebep olmustur.
Her iki kovan ilavesinde de R100 ve ozellikle R175
Ol¢im hattinda kovansiz ve kanatsiz kovanli durumla
kiyaslandiginda gaz sicakliginda ve Nox emisyonunda
azalma oldugu goriilmektedir. Kazanin yanma odasinda
1sinim  yiizeylerinin arttirilmasi, 1smmim ile olan 1s1
transferini arttirmis ve alev geri doniis hatt1 ile bacagaz
bolgesindeki NOx emisyonlarin1 azaltmistir. Ayrica
yanma odasina konulan bu ilave ylizeyler baca
sicakliginin azalmasina dolayisiyla kazan verimini
arttirarak yakit tasarrufuna neden olmaktadirlar. Kazanin
bacasindan dlgiilen NOx emisyonlart da 6zellikle 30x20
kovanlarinda daha diisiik deger almustir.
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Abstract: In this study, the effect of the flow routing plates on the laminar mixed convection heat transfer in a
horizontal channel that has protruded heat sources at the bottom and top surfaces were investigated numerically and
experimentally. The air was used as the cooling fluid, and protruded heat sources were equipped as 4x8 rows into the
rectangle channel that has insulated walls. The experimental study was applied for two different Reynolds (Re)
numbers. A numerical model complying with the experimental results was created, and numerical investigations were
performed in different Reynolds and modified Grashof (Gr*) numbers for the 0°, 30°, 60° values of the plate angles
(o). The analyses showed that using flow routing plate only increases the heat transfer from the first four heater rows
on the bottom surface, and the first and the last heater rows on the top surface. The findings obtained during the
experimental and numerical studies were presented in detail as graphics showing the row averaged Nusselt number
(Nurow ave.), the heater temperatures, velocity vectors, and temperature contours.

Keywords: Flow routing plate, Horizontal channel, Mixed convection, Protruded heat sources

AKIS YONLENDIRICi PLAKANIN CIKINTILI ISI KAYNAKLARINDAN KARISIK
KONVEKSIYONLA ISI TRANSERINE ETKISi

Ozet: Bu galismada, akis yonlendirici plaka kullanimiin alt ve {ist yiizeylerinde ¢ikintil1 1s1 kaynaklari bulunan yatay
bir kanal igerisindeki karisik konveksiyonla laminar 1s1 transferine etkisi sayisal ve deneysel olarak incelenmistir.
Sogutucu akigkan olarak hava kullanilmis olup 1s1 kaynaklari duvarlari yalitilmis olan dikdortgen kanal igerisine
8x4’lik diziler halinde yerlestirilmistir. Deneysel ¢aligma iki farkli Reynolds sayisi (Re) igin yapilmustir. Deneysel
¢alisma sonuglari ile uyumlu bir sayisal model olusturulmus ve sayisal ¢aligma 0°, 30°, 60° plaka agilar1 i¢in farkli Re
ve Grashof (Gr) sayilarinda gergeklestirilmistir. Analizler akis yonlendirici plaka kullaniminin yalnizca alt yizeyde ilk
dort 1sitict sirast igin, st yiizeyde ise ilk ve son isitici siralari igin 1s1 transferini artirdigini gostermistir. Deneysel ve
sayisal ¢aligma sirasinda elde edilen bulgular sira ortalama Nusselt sayist (Nugra ort.), 181tict sicakliklari, hiz vektorleri
ve sicaklik kontorlerini gosteren grafikler halinde ayrintili olarak sunulmustur.

Anahtar Kelimler: Akis yonledirici plaka, Yatay kanal, Karisik konveksiyon, Cikintili 1s1 kaynaklart

NOMENCLATURE L distance between heater and neighbour
temperature, [m]

A heat transfer area, [m?] Lglasswool  glasswool insulation thickness, [m]

Ax channel cross-sectional area, [m?] Lr interplate distance, [m]

Aneater heater surface area, [m?] Th mass flow rate of air, [kg/s]

Cp specific heat, [kJ/kg.K] Nfan theoretical fan power, [W]

Dn channel hydraulic diameter, [m] NUrowave.  FOW average Nusselt number,

g gravitional acceleration, [m/s?] [=( Gconv row ave Dr)/(K(T s-Tintet)row ave.) ]

Gr Grashof number, [=(gB(Ts-Tintet)ave. DH)/V?] Patm atmospheric pressure, [Pa]

Gr* modified Grashof number, Pc channel perimeter, [m]
[=(gBaconv.ave DH)/kv?] Bconv. convection heat flux, [W/m?]

h convection heat transfer  coefficent, Econy ave. all heaters average convection heat flux,
[Wim2.K] [Wim?]

k thermal conductivty, [W/m.K] Geonvrowave FOW average convection heat flux, [W/m?]

Qetectric supplied electrical power, [W]



QCOHV

Qcond.isolation

convection heat transfer rate, [W]
conduction heat transfer rate heater to

isolation, [W]
Qeondsice  conduction heat transfer rate heater to side
walls, [W]
Qraa radiation heat transfer rate, [W]
Rheater heater electrical resistance, [Q ]
Riotal total electrical resistance, [Q ]
Re Reynolds number, [=(WinetDr)/V]
Ri Richardson number, [=Gr/Re?]
T fluid temperature, [K]
Ts heater surface temperature, [K]
Th bulk temperature, [K]
Tintet air inlet temperature, [K]
u x component of air velocity, [m/s]
% y component of air velocity, [m/s]
\% voltage drop, [V]
w z component of air velocity, [m/s]
Winlet air velocity at inlet, [m/s]
p air density, [kg/mq]
o angle of plate, [degree]
B thermal expansion coefficent, [1/K]
v kinematic viscosity, [m?/s]
1 dynamic viscosity, [kg/ms]
€ heater surface emissivity
o Stefan-Boltzman constant, [W/m?.K*]

INTRODUCTION

The chips on the printed-circuit boards (PCBs) are
presented as rectangular heat sources in many numerical
and experimental studies in literature over the cooling of
the electronic devices and increasing the heat transfer
rate. In these studies, the effects of various flow
conditions, channels and placement arrays of the heat
sources on the temperature distribution and heat transfer
were investigated. Wu and Perng (2008) investigated the
mixed convection heat transfer from protruded heat
sources in a horizontal channel numerically by placing a
rectangular plate vertically into the entrance of the
channel. The results show that the heat transfer
enhancement is provided with the placement of plate for
different parameters as Reynolds and Grashof number.
The forced convection heat transfer from heat sources
on the bottom surface of a horizontal channel, and a
triangular shaped plate placed at the entrance of the
channel were investigated by Oztop et al. (2009). It is
obtained that insertion of triangular plate enhanced heat
transfer and the highest heat transfer is observed at the
position of the plate with y=3,5. Korichi et al. (2009)
made a numerical analysis in a case when plates were
placed periodically on the top surface of a channel
which had three vertical protruded heat sources on the
bottom surface. It is observed that different physical
arrangement as plate lengths, angles affect heat transfer.
Fu and Tong (2009) investigated the heat transfer from
the heat sources in a case when a vibrating cylinder was
placed into the entrance of a channel which had four
vertical protruded heat sources on the bottom surface.
Numerical results show that heat transfer enhancement
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occurs with the insertion of the cylinder for the variable
cylinder vibration amplitudes and frequencies. The
effects of the inclination angle and the thickness of a
plate which placed into the channel on the heat transfer
and pressure drop for unsteady flow conditions were
investigated numerically by Davidson (2001). It is
observed that heat transfer is variational for different
solution methods. In a numerical study performed by
Sohankar (2007), the effects of the plate angle and
channel height on heat transfer and pressure drop was
investigated by placing a V-shaped plate on the bottom
surface of a rectangular and horizontal channel. The
study shows that heat transfer and pressure drop
increases with V-shaped plate and, DNS and LES
simulation results are similar. Literature survey shows
that using of flow routing objects (plates, cylinders, etc.)
in the channel, affects heat transfer in different ratios
based on the parameters as placement order of the heat
sources, plate angle, plate length and thickness, Re and
Gr numbers, or ratio of channel height to width. (Myrum
et al.,, 1993; Valencia, 1999; Chompookham et al.,
2010; Fu et al., 2001; Beig et al., 2011; Perng et al.,
2012; Wu and Tao, 2008; Fu et al., 2012; Yang, 2002;
Min et al., 2012; Sripattanapipat and Promvonge, 2009;
Teamah et al., 2011)

There are not detailed analyses on the effects of the
placement of flow routing plates on the mixed
convection heat transfer in the channels that have heat
sources on the bottom and top surfaces in the literature.
In this present research, the heat transfer and the
temperature distribution that occur when plates are
placed into a horizontal channel which has protruded
heat sources on the bottom and top surfaces were
investigated numerically and experimentally. Also, the
effects of the using of flow routing plate on heat transfer
enhancement were analysed by comparing the cases with
and without plate in the channel.

EXPERIMENTAL SET-UP

The experimental set-up is seen in Figure 1 mainly
consists of a fan, a flow straightener, test zone, damping
chamber to separate the test zone from the fan, DC
power supply, and control panel, and measurement
systems. The test zone has totally 64 protruded heat
sources which are equipped with 4x8 rows on lower and
upper walls, and there are two plates in the entrance of
the test zone.

The test zone is a rectangular-shaped channel in a length
of 500 mm with heater blocks and plates. The aluminium
heater blocks which have 5 mm thickness, are
manufactured by casting method and their surfaces are
grinded. Resistance heaters are placed into the each
aluminium blocks for heat generating. The parts of the
channel that are 850 mm before the test zone and 150 mm
after the test zone are composed to maintain the flow to be
independent of the effects of the entrance and the exit of
the channel respectively. The plates are placed on the line
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Figure 1. Schematic diagram of the experimental set-up (dimensions in mm.) a) Dimension of test zone (x-z plane), b)
Experimental set-up, ¢) Schematic of heat sources assembly, d) Layout of plates (y-z plane) and e) Dimension of plexiglass plate.

of the first heater rows that are on the lower and upper
surfaces. The dimensions of the test zone made from
transparent plexiglas are shown in Figure 1.

There are holes which create 0=30° angle against the y-
axis on the side walls of the channel for the placement of
routing. Entire surface is produced from plexiglass
material except the test zone where there are the heat
sources and plates. Politetrafloroetilen material (PTFE)
with a thickness of 5mm however, is used for the test
zone. The outer surface of the channel is insulated with
foam board that has a thickness of 50 mm. An insulation
material (glass wool) with a thickness of 20 mm is
placed between the heaters and the foam board to
prevent the foam board material from being damaged by
the effects of high values of temperature. There are
thermocouples in both sides of the insulation material
which are in the same alignment with the blocks as
shown in Figure 1 to determine the heat transfer from
the heater blocks to the insulation material.

A DC power supply and a control panel are used to get
the necessary electric current for the heaters in the
experiments. The necessary electric current values are
obtained by changing the resistance from the control
panel. Also, the control panel was equipped with low
voltage adjustable regulators. These regulators are used
for adjusting heater voltages with an accuracy of £1%.

The flow straightener which consists of hoses in the
diameter of 5 mm and the length of 50 mm is placed at
the entrance of the channel to provide uniform velocity
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distribution in the channel. Also, it consists of a nozzle
to eliminate flow separation and provide a uniform
velocity profile. The nozzle is made of alloy plates with
a thickness of 0,5 mm. The damping chamber is used to
separate the test zone from the fan mechanically and
acoustically, and to provide the fluid absorption of the
fan to be uniform.

Measurement of the electric current, resistance and
voltage drop necessary for the calculations, the Protek 506
digital multimeter is used with an accuracy of +0.1% for
the voltage, and of +0.5% for the resistance. 201 copper-
constantan (T-type) thermocouples are used for the
measuring of temperatures. All thermocouples are
separately calibrated. The outlets of the thermocouples are
connected to the ELIMKO 680 series universal data
loggers which have computer interaction. The
thermocouples are also used in the inlets and outlets of the
channel, and on some specific parts of the insulation for
the heat transfer calculations. For the measurement of the
flow velocity during the experiments, an airflow UA30
ultrasonic anemometer which can measure the speed in
the range of 0-30 m/s was used with an accuracy of +1%.
It is observed that experimental conditions reach a steady
state after approximately 4-6 h. The steady-state
conditions are accepted to have been occurred when the
variation of the temperature reaches to a negligible
level( AT < 0.1°C).



Processing of Experimental Data

The nondimensional parameters affecting the heat
transfer and temperature distributions are calculated by
using the equations given below.

The Re number was determined with Eq. (1),

WinletDH
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Re= 1)

In this equation, winer Shows the inlet velocity of the air
entering the channel, and it is measured during the
experiments. The kinematic viscosity of the air is shown
by v . Du, hydraulic diameter is calculated from

_4AC
"op

C

D (2)

where A shows the cross-sectional area of the channel
and P¢ shows the channel perimeter.

Grashoff number (Gr) is calculated by the equation
below,

Gr= gB(Ts _Tinlet )ave.DH3

V2

®)

where Ts is the surface temperature of the heater, Tinet iS
the inlet temperature of the air entering the channel, g is
the gravitational acceleration, B is the thermal expansion
coefficient of the air at inlet conditions. The (Ts-Tinlet)ave
value is determined by considering the average
temperature difference of the 64 heaters.

The modified Grashof number (Gr*) is calculated by
using Eq. (4).

Gr*: gB qconv.ave. DH4

4

kv? @
The §eonv. ave. IS the average convection heat flux value
for the 64 heaters, and k is the thermal conductivity of
the air. The average convection heat flux value is
calculated by finding the average value after the
calculation of the convection heat flux value (gconv.) for
each heater by using the equation given below.

QCOHV.

A )

q conv. =

heater

where Qconv. is the convection heat transfer rate from
each heater, and Aneaeer iS the surface area of each heater.
The row average Nusselt number is
calculated as given below,

(N Urow ave.)
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hD

=_——H
row ave.
k

Nu (6)
where h is the convection heat transfer coefficient of the
air and is calculated by Eq. (7).

q conv.row ave.

(T.-T.

s inlet ) row ave.

U]

In this equation, §wonv.ow ave. IS the average convection
heat flux that is obtained for each heater row consisting
of four heater blocks, and (Ts-Tinket)row ave. IS the average
temperature difference. The Eq. (8) for the Nurow ave. IS
obtained by substituting the Eqg. (7) into Eq. (6).

Nu row ave.
' k(Ts _Tinlet

q conv.row ave.
_ fconvrowave. TH (8)

) rowave.

The Richardson number (Ri) is defined depending upon
the Re and Gr numbers with the equation below,

Gr
Re’

Ri=

(©)

The expression of energy balance (Eq. 10) is used to
identify the convection heat transfer rate.

Qeom. = Quectric = Qeondisotation ~ Qeondisice = Qraa. (10)
In the equation, Qeectric is the supplied electrical power,
Qcond.insulation IS the conduction heat transfer rate from the
heater to isolation, Qconasice is the heat transfer rate from
heater to other heaters and side walls, and Q. is the
heat transfer from the heaters with radiation.

Supplied electrical power (Qelecric) is calculated with the
equation below by using the voltage drop in the heaters
(V), and the total resistance (Rwtw) Which is the total
resistance of the line between the control panel and the
heater, and the heater resistance (Rneater)-

2
V R heater

Qelectric =

11
R (11)

total

Conduction heat transfer rate from heater to glass wool
isolation (Qcond.insulation) hOWever, is calculated from,

_k

Q cond.isolation

A(T,

isolation ( top_

T

bottom )

(12)
isolation

where Kisolation 1S the thermal conductivity of the glass
wool insulation, Lisation IS the thickness of the glass
wool insulation, and A is the heat transfer area. The
expression of (Tiop Tooom) 1S the temperature
difference for the insulations of the bottom and top
surfaces.



The heat transfer rate (Qcondsice) from the heater to the
other heaters or side walls is calculated from

kteﬂon A(Theater -Tneighbour )
L

QcondAside = (13)

where Theaer IS the heater temperature measured,
Theighoour 1S the either neighbouring heater temperature
when there is heat transfer between the heaters, or is the
edge temperature in case there is heat transfer to the
edges of the teflon. In calculating the edge temperatures,
bulk temperatures, and the temperature distribution in
the foamboard are taken into account. The Kefion is the
thermal conductivity of the teflon plate, and L is the
distance between the heater and the point where the
neighbouring temperature value is taken.

Eq. (14) is used to calculate the radiation heat transfer
rate (Qrad).

Q.. =0€FA, . (T*-T.%) (14)

heater
where o is the Stefan-Boltzmann constant, € is the
emissivity of the aluminium heater blocks, Ts is the
surface temperature of the heaters, and Ty, is the average
bulk temperature of the fluid. The F shape factor is
taken as F=1.

The bulk temperatures Ty, can be calculated by applying
the principle of the conservation of energy to a selected
control volume in the channel (Eq. (15)). The selected
control volume includes each four heaters on the lower
and upper surfaces for a heater row. Air is used as a
cooling fluid and it is accepted as an ideal gas.

- Q total.c.v. +T

bl

T

b2

A (15)
mc,

In this equation, i is the mass flow rate of the air, ¢, is
the specific heat, Ty is the inlet temperature of the air
before the heater row (it is the inlet temperature of the
fluid entering the channel for the first heater row), and
Tpz is the inlet temperature of the air before the next
heater row. Quuicy. is the total heat energy amount
transferred to the fluid from the 8 heaters in the control
volume. All the thermophysical properties of the air are
defined at the bulk temperature.

The standard calculation methods in the literature are
used for uncertainty analysis of the experimental results
(Moffat, 1982; Kline, 1985; Smith and Wehofer, 1985).
The uncertainty in the Nusselt number is calculated
around +5% depending upon uncertainties of g onv.row
aves Dn, K and  (Ts-Tiniet)row ave.. The uncertainties of
modified Grashof humber and Re number, however, are
calculated around +3% depending upon uncertainties of
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Du, k and gconv. ave. and around +2% depending upon
uncertainties of Dy and Winier, respectively.

NUMERICAL STUDY

The problem analysed in the numerical study includes
the effects of using of flow routing plates on heat
transfer from protruded heat sources in a three-
dimensional channel. Numerical analysis is performed
by creating a mathematical model, and the numerical
findings obtained are compared to the experimental
findings to make validation of numerical results.
Geometries used in the numerical study for the cases
with and without plate are seen in Figure 2. Dimensions
of these geometries are identical with Figure 1.

Mathematical Model

The air was used as the cooling fluid, and analyses were
performed by assuming the fluid is Newtonian,
incompressible, and convection properties of the fluid
are constant for the steady-state and laminar flow
conditions. Also, the Boussinesq approach was used to
determine the effects of the buoyant force. The
conservation equations given below were used to
calculate the air velocity components (u, v, w), the
pressure (P) and temperature (T) values in the study.

The conservation of mass equation is expressed with the
Eqg. (16).

olpw) , 8V, 8(pw) _
oX oy oz

(16)

The conservation of momentum equations is expressed
with the equations given below in the directions of x, y
and z respectively.

u o(pu) +v o(pu) W opw) _ P

OX oy oz OX
o’'u d'u du
H—; - ) 17)
ox" oy oz
L2V, oev) | olev) _ oP
ox oy oz oy
o'v d'v v
wW(— +— +—)tpgB(T-T,,,)
ox" oy oz (18)
U o(pw) v o(pw) W o(pw) _ opP +
OX oy oz oz
o'w  d'w  d'w
+ + (19)
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In the differential equations given above u, v and w is
the velocity components in the direction of X, y and z
respectively, P is the pressure, u is the dynamic viscosity
of the fluid, p is the density of the fluid, g is the
gravitational acceleration, B is the thermal expansion
coefficient of the fluid at inlet temperature, T is the fluid
temperature, and Tine iS the inlet temperature of the
fluid. The last expression on the right side of the Eqg.
(18) is used for the purpose of identifying the effects of
mass forces (Boussinesq approach).

The conservation of energy equation can be written as
follows.

o(pT) o(pT)  opT) _
u +v +W =
OX oy oz
o°T
oz’

o°T
ay2

o°T
+
ox’

+

) (20)

k
CP
where ¢, is the specific heat of the fluid, and k is the

thermal conductivity of the fluid.

The boundary conditions in the inlet and the outlet of
the channel are given in Eq.( 21) and (22) respectively.

u=0;v=0; W= Winet; Tinler=23,5°C;

Pam=101325 Pa (21)
ou ov ow or
—=0; —=0; —=0; —=0 (22)
0z 0z 0z 0z

The flow is symmetrical to the axis of x. Therefore, the
boundary conditions in the symmetrical axis of the
channel can be written as follows;

ov ow ot oP
u=0; —=0; —=0; —=0; —=0
OX OX OX OX

(23)
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Flow direction

b)
Figure 2. Geometries for the numerical analyses a) the case without plate b) the case with plate

No-slip conditions were defined on the lower, upper and
side surfaces of the channel, over the plates and heat
sources and all surfaces were assumed to be adiabatic
except surface of heat sources;
u=0; v=0; w=0; 9=0 (24)
The boundary condition identified on the heater surfaces
is given in Eq. (25);

g=gconv.

(25)
Numerical Method

Creating the geometries and numerical analyses were
performed by the ANSYS Fluent (2011) software for the
problem. The channel model was created depending
upon the measures in Figure 1. As the flow in the
channel was symmetrical to the middle of the channel in
the direction of x-axis, half of the geometry given in
Figure 2 was modelled.

The SIMPLE and Coupled algorithm with the option of
Pseudo-Transient were adopted to derive the discretized
form of all conservation equations are given Eq. (16)-
(20) in the case with and without plate respectively. The
Second Order Upwind Differencing scheme was
adopted for discretizing terms in Eq. (16)-(20). The
iterations were maintained until the residual values
became less than 1x10° for the conservation of mass
and momentum, and less than 1x10° for the energy
equations.

Processing of Numerical Data

Numerical analysis was carried out by assuming uniform
and constant heat flux values (§conv.) for each heater
block and values of heat fluxes that calculated with
Eq.(5) during the experiments, are used for comparing
of experimental and numerical results. The Re number,
Gr number, modified Gr number (Gr*), row average
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Figure 3. Grid independent test results for different numbers of node (Re=2000, Gr*=3x108, a=30°, Lp/H=3/20, H/W=1/2)

a) without plate b) with plate

Figure 4. Mesh structure and distribution a) without plate b) with plate(a=30")

Nusselt number and Ri number, however, are calculated
with Eqg. (1),(3).,(4), (8) and (9) respectively.

Validation of Numerical Data

In order to obtain grid independent solutions and
compatible results with experiments, a grid independent
test was carried out. A uniform grid was used for
throughout the domain but a fine grid was used near the
walls. Grid independent test results for different
numbers of node are presented in Figure 3. As seen in
Figure 3., it is observed that the mesh structures with
64x80x377 and 80x80x430 nodes on the x, y and z-axes
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are in compliance with experimental results for the cases
with and without plate, respectively.

The mesh structure and distribution for the cases with
and without plate are shown in Figure 4. The
comparisons of the experimental and numerical study
results for the row average Nusselt numbers in the value
of two different Reynolds numbers for the cases without
and with plate are shown in Figure 5 and 6 respectively.
As can be seen from these figures, there is a very good
agreement between the numerical and experimental
results. The maximum difference between experimental
and numerical values does not exceed 7%. This can be
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Figure 5. Comparison of experimental and numerical results (a=30°, Gr*=3x108, Re=2000, H/W=1/2, Lp/H=3/20)
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Figure 6. Comparison of experimental and numerical results (a=30°, Gr*=3x108, Re=930, H/W=1/2, Lp/H=3/20)

considered as a sufficient verification of the
computational domain and numerical procedures applied
in the present study.

RESULTS AND DISCUSSION

The experimental study was performed for certain Re
and Gr* number values and compared to the numerical
study of the same parametrical values. After this, a
parametrical study was performed numerically for the
different Re and Gr* numbers, and the values of the
plate angles (o). The numerical study parameters are
given in Table 1. The comparisons between the cases
with and without plates for the row average Nu number
and temperature difference at different Gr*, Re numbers
and plate angles, are presented in Figures. 7 and 8.

Using plates increases the Nurw ave. at the first four
heater rows for bottom heaters according to the case

without plate (Figure 7a). As can be seen from Figure
6a, the heat transfer decreases with decrease in Gr*
number. At all Gr* number values, the temperatures of
the bottom heaters increase until a certain heater row
and decrease due to the effect of buoyancy affected
secondary flow.

The Nurow ave. distributions for the different Re numbers
can be seen in Figure 7b. For all the values of Re
numbers, it is observed that the heat transfer in the first
four heater rows when there are plates is greater, and the
heat transfer from other heaters decreases when
compared to the case without plates. Using plates is only
useful for the first four heater rows since the heat
transfer decreases after the fifth heater row. On the other
hand, the heat transfer enhancement increases with
increase in Re number when all heater rows are taken
into account.

Table 1. Numerical study parameters for the cases with and without plate

Re | Gr* Winlet Ri L/H | HW |« Ri a Ri a« |Ri
(m/s)

2000 | 3x10° | 024 | o | 1,9 3120 72 o 27 1300 |22 |60° |23

2000 | 2x10° | 024 | S 13 o | 3120 72 o 19 |30° |14 |60° |15

2000 | 1x10% | 024 | =076 = 3120 72 o 1 30° |07 |60° |08

1400 | 3x10° | 0,16 | £ (5.2 <= [3/20 72 o 64 |30° |63 |60 |57

930 | 3x10° | 011 | = [135 S [3/20 72 o 153 |30° | 149 |60° | 139
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The Nurw ave. are higher than those of the case without
plate until 5th heater row for the plate angles of a=30",
60°, 0° (Figure 7c). After fifth heater row, however,
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there are not much difference in the heat transfer. When
all the bottom heaters are considered, the highest heat
transfer enhancement occurs for the plate angle of



0=30°. When the bottom heater temperatures are
considered, the heater temperatures increase until the
3rd heater row and then begin to decrease due to the
effect of the natural convection for all plate angles.

Nurow ave. and temperature distributions at different Gr*
numbers are shown in Figure 8a for the top heaters. Use
of plate has only provided heat transfer enhancement at
the first and the last heater row. There is a great amount
of decrease in heat transfer at the 3rd-6th heater rows
compared to the case without plate and the heat transfer
increases with the decrease in the Gr* number for the
case with plate. Temperatures of heater rows increase
starting from the first heater row to the last heater one
for the case without plate. Temperatures for the case
with plate, however, increase until 4th heater row and
then decrease up to the last one.

Effects of the Re number on the Nuow ae and
temperature distributions for the top heaters at the case
with and without plate is observed in Figure 8b. The
heat transfer enhancement for the first heater row and
the last heater row occur after the placement of the
plates at the Re numbers of Re=2000 and Re=1400.
With the decrease of the Re number (Re=930), the heat
transfer for the last two heater rows in the case with
plate remains nearly the same as for the case without

1th heater row 2nd heater row 3rd heater row 4th heater row
T o N N N P

Sth heater row 6th heater row Tth heater row Sth heater row

plate. The heat transfer for other heater rows decreases
for the case with plate at all the Re numbers.

Distribution of row average Nu numbers and
temperatures at various plate angles for the top heaters
are given in Figure 8c. The heat transfer is higher only
for the first heater row for the case with plate angle of
0=0°. The heat transfer enhancement occurs in different
amounts for the first heater row for the cases of a=30°,
60° but for the last two heater rows when the angle is
a=30. The heater temperatures increase until the 4th
heater row for the plate angles of 0=30°, 60° and 0°, and
then decrease after the 3rd heater row.

The velocity vectors and the temperature contours for
the case with and without plate are given in Figure
9.The air accelerates while passing between the first
heater row and the plates. The air also hits the top and
bottom heater surfaces while passing through the
between the plate and the heater and then turn towards
the middle of the channel. This case causes that the
adequate amount of air flow cannot reach to the 3rd —
6th heater rows, and thus the heat transfer decreases.
Even though the adequate amount of flow cannot reach
to the 3rd — 6th heater rows, the natural convection that
occurs on the bottom heaters contributes to the cooling.
The air ascends with the effect of buoyancy affected
secondary flow and squeezes among the top heaters.

a)
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’t,.‘w— :
! LATI004 . BT

prrTy

th heater row 2nd heater row 4th heater row
- et - L

- F = g - i

Sth heater row 6th heater row Tth heater row 8th heater row

3rd heater row

Figure 9. For the cases with and without plate, a) Velocity vectors at y-z plane, x=25mm, b) Temperature contours at
y-z plane, x=25mm, c) Temperature contours at x-y plane (Re=2000, Gr*=3x108, 0=30°, H/W=1/2, Lp/H=3/20)
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Figure 10. For the cases with and without plate, a) Velocity vectors at y-z plane, x=25mm, b) Temperature contours
at y-z plane, x=25mm, ¢) Temperature contours at x-y plane (Re=2000, Gr*=1x108, o=30°, H/W=1/2, Lp/H=3/20)

Therefore, the heater temperatures increase more on the
top heater rows. The air flow is more parallel to the
bottom and top heater surfaces for the case without plate.
This case provides preferable cooling conditions for only
the top heaters. The temperatures of the bottom heaters
decrease as the effect of buoyancy affected secondary
flow increases throughout the last heater rows.

As seen from Figure 10, with the decrease of the Gr*
number from Gr*=3x108 to Gr*=1x108, the Ri number
takes the values of Ri=0,76 and Ri=0,7 depending upon
the cases with and without plate, respectively and thus
the forced convection condition becomes more
dominant in the channel. The increase in the effect of
forced convection causes a decrease in the effect of
buoyancy affected secondary flow on the bottom heaters
for both the cases. The top heater temperatures decrease
due to the decrease in the amount of hot air that is
squeezed among the heaters. Thus, the difference in the
temperatures and the heat transfer rates between the
cases with and without plate decrease.

The velocity vectors and temperature contours at
different Re numbers for a specific Gr* number and
plate angle are presented in Figure 11 and 12. Natural
convection becomes more dominant with the decrease in
the Re number for both cases with and without plate.
The air flow passing through between the plate and the
heater surface directs more to the middle of the channel
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especially for the top heaters by hitting the first heater
row for the case with plate (Figure 11 and 12). In this
case, the heater temperatures of 2nd -8th heater rows
increase more compared to the case without plate. For
the bottom heaters, the heat transfer after the 5th heater
row at the case without plate is higher than those of the
case with plate due to the effect of buoyancy affected
secondary flow.

The velocity vectors and temperature contours
depending on the variation of the plate angle are
presented in Figure 13. For the angle of a=60°, the air
that hits the top heater surfaces changes direction
slightly since the distance between the plate and the
heater surfaces is larger than those of the angle of 0=30°
and o=0°. This case creates greater cooling conditions
for the second heater row on the top surface when
compared to the cases which have plate angles of 0=30°
and 0°. But because the air velocity in the entrance of
the channel decreases in this angle, the heat transfer
enhancement decreases for the first and last two heater
rows compared the case with plate angle of a=30° and
0°.

CONCLUSIONS
In the experimental and numerical analyses, it is

investigated that using flow routing plates has only
provided heat transfer enhancement for the first four
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heater rows which are placed at the bottom surface, and
the first and the last heater rows which are placed on the
top surface. The air passing through between the plates
and heaters hits the heater surface and directs to the
middle of the channel. This causes the adequate amount
of air flow cannot reach to the heater rows of 3rd-6th,
and this also causes the decreasing of heat transfer when
compared to the case without plate. Also, the air velocity
that flowing between plates increases for high Re number
and prevents increase in the amount of air that directing
to the middle of the channel. For this reason, the air flow
more directs to the middle of the channel at low Re
number.

The natural convection increases with increase in Gr*
number and decrease in Re number. Heated air rises and
leaves the channel due to density difference between hot
and cold air with increase in natural convection for the
bottom heaters. This case increases heat transfer from
bottom heaters. Effect of natural convection is different
for the top heaters. Ascending hot air with the effect of
buoyancy affected secondary flow squeezes among the
top heaters. Therefore, the heater temperatures increase
more on the top heater rows in regard to bottom heater
rows.

Plate angle is the another important parameter and affects
heat transfer in different ratios. Variation of plate angle
changes the distance between plate and heater surface.
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The air accelerates while passing through the region
between heater rows and plates. This situation increases
heat transfer for certain heater rows. The distance
between plate and heater surface is minimum for the
angle of «=30°. Thus, the highest heat transfer
enhancement when compared to the case without plate is
obtained at an angle of a=30°.
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Abstract: In this study, developing combined forced and natural convection heat transfer and fluid flow in a duct
with an open cavity are numerically studied using two- and three-dimensional models of various cavity size and flow
induced parameters. The left wall of the cavity is isothermal while all other walls, including duct walls, are assumed
to be adiabatic. Air (Pr=0.71) flows through the duct. The geometrical parameters used in this work are the cavity
width to cavity height ratio (0.5<W/D<2), and the channel height to cavity height ratio (0.25<H/D<2). The flow
induced parameters consists of the Reynolds number (Re) and the Richardson number (Ri). Re=10, 100, 200 and
Ri=0.01, 0.1, 1 and 10 cases are considered in the study. The effects of the geometrical parameters of the cavity as
well as the flow parameters on the fluid flow patterns and the temperature distribution (isotherms) were analyzed. The
mean Nusselt number over the isothermal wall of the cavity was computed, and the effects of Richardson and
Reynolds numbers, cavity aspect ratio and relative duct dimensions on the heat transfer were investigated. The results
show that for all Re numbers, as the Richardson number increases, the air circulation becomes stronger inside the
cavity. The flow inside the cavity for Ri>1 and Re>100 becomes three-dimensional. Based on the 2D and 3D
numerical simulations, using the computed mean Nusselt numbers, correlations were developed.

Keywords: Natural, Forced convection, Combined flow, Three-dimensional simulation, Open cavity.

ACIK OYUK iICEREN KANALLARDA BILESIK ISI TRANSFERI VE LAMINAR
AKISIN iKi VE UC BOYUTLU OLARAK INCELENMESI

Ozet: Bu ¢alismada, zorlanmis ile dogal tasinimun birlikte gelistigi, agik oyuk iceren bir kanalda 1s1 transferi ve
akigkan akisi, cesitli oyuk boyutlarive akiga etkileyen parametrelerin cinsinden, iki- ve tic-boyutlu modellerle sayisal
olarak incelenmistir.Oyugun sol duvari izotermal olarak tutulurken, kanal duvarlar1 da dahil olmak {izere diger tiim
duvarlar adyabatik kabul edilmigtir. Kanal boyunca hava (Pr = 0.71) akis1 saglanmaktadir. Bu ¢aligmada kullanilan
geometrik parametreler, oyuk genisliginin ile oyuk yiiksekligine oran1 (0.5<W/D<2) ve kanal yiiksekliginin oyuk
yiikseklik orani (0.25<H/D<2)’dir. Akiga bagli parametreler, Reynolds sayisi (Re) ve Richardson sayisindan (Ri)
olugmaktadir. Caligmada Re=10, 100, 200 ve Ri=0.01, 0.1, 1 ve 10 degerleri g6z oniine alinmstir. Oyugun geometrik
parametrelerinin ve akig parametrelerinin akig iizerindeki etkileri ile sicaklik dagilimi (izotermler) analiz edilmistir.
Ortalama Nusselt sayisi, oyugun izotermal duvari iizerinden hesaplanmis olup; Richardson ve Reynolds sayilarinin,
oyuk en/boy oraninin ve bagil kanal boyutlarinin 1s1 transferi lizerindeki etkileri arastirilmistir. Caligma sonuglari, tim
Reynolds sayilar igin, Richardson sayisi arttik¢a, oyuk i¢indeki hava sirkiilasyonu daha gii¢lii hale gelmistir.2B ve
3B sayisal simiilasyonlarin sonuglarina dayanarak hesaplanan ortalama Nusselt sayilart kullanilarak korelasyonlar
gelistirilmistir.

Anahtar Kelimeler: Dogal, Zorlanmis tasinim, Birlikte akis, Ug-boyutlu simiilasyon, Acik oyuk.

NOMENCLATURE

D Cavity height [m] T Temperature [K]

g Earth’s gravitational acceleration [m/s?] To Inlet fluid temperature [K]

Gr Grashof number [=gBATH?/v?] Th Hot wall temperature [K]

H Duct height [m] Uo Inlet velocity [m/s]

Nu Nusselt number \Y Dimensionless velocity

P Pressure [Pal W Cavity width [m]

Pr Prandtl number [=v/a] k Thermal conductivity [W/mK]

Re Reynolds number[=UoH/v] h Convective heat transfer coefficient

Ri Richardson number [=Gr/Re?] [W/m2K]



Greek symbols

) Fluid density[kg/m?®]

o Thermal diffusivity [m/s?]

v Kinematic viscosity [m/s?]

B Volumetric thermal expansion coefficient [K™]

INTRODUCTION

Numerous studies on the convective heat transfer in an
enclosure have been studied because of its wide
application areas. Investigation of mixed convection of
flow and heat transfer in a duct with an open cavity has
also attracted attention and studied mostly numerically
in recent decades due to its importance in many
engineering applications such as cooling of electronic
equipment, collection of solar energy, etc.

Most of the studies encountered on mixed natural and
forced convection in the literature involve the numerical
modeling of the rectangular cavity whose top wall is
moving at a constant speed (lid-driven cavity) (Erturk
et.al.,2005; Freitas and Street, 1988; Iwatsu and Hyun,
1995; Khanafer and Chamkha,1999; Moallemi and
Jang, 1992; Mohamad and Viskanta,1991,1995; Prasad
and Koseff,1996; Sharif, 2007); however, the studies
which involve cavities heated from vertical or bottom
walls placed below a fluid stream are relatively few.
Some studies involving open cavity with the presence of
discrete heaters, constant heat flux etc. were also
pursued to observe the effects of fluid flow and heat
transfer on the electronic components (Muftuoglu and
Bilgen, 2008; Aminossadati and Ghasemi 2009). Chang
and Tsay (2001) numerically studied the natural
convection in an enclosure with a heated backward step
to investigate the effects of the Rayleigh and Prandtl
numbers as well as the size of the enclosure on the flow
structure and heat transfer characteristics.The study
revealed that the extent of heat transfer enhancement
increased with decreasing Rayleigh number. Manca et
al. (2006, 2008) experimentally investigated mixed
convection and opposing mixed convection in a duct
with an open cavity below a horizontal duct. Also some
experimental and numerical studies have been
conducted with natural convection in two-dimensional
enclosures (Calcagnietal., 2005; Das et al., 2002;
Ishihara et al., 2002). Aydin et al. (1999) analyzed
natural convection of air in enclosure heated from one
side and cooling from the top numerically to observe the
effects of the Rayleigh number and the aspect ratio on
the flow pattern. It was observed that the effect of
Rayleigh number on heat transfer was more significant
when the enclosure was shallow and the Ra humber was
high, and when the enclosure was tall, the influence of
aspect ratio was stronger. Leong et al. (2005)
numerically studied mixed convection in a horizontal
channel for 1<Re<200, 0<Gr<10® and 0.5<D/W<4.
They observed that Reynolds number and Grashof
number controlled the flow pattern and the flow became
unstable in the mixed convection regime. Manca et al.
(2003) investigated numerically the effect of heated wall
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position on mixed convection in two-dimensional
horizontal channel with an open cavity. They studied
streamlines and isotherms for Re=100 and 1000 and
Ri=0.1 and 100. The results showed that the mean
Nusselt number and the maximum temperature were
obtained in the opposing forced flow configuration.
Rahman et al. (2012) numerically studied flow and heat
transfer in a duct with a cavity heated from different
sides subjected to a magnetic field. For specified Pr=0.7
and Re=100 conditions, a constant magnetic field is
imposed to the duct. Basak et al. (2009) studied mixed
convection flows within a square cavity heated from
bottom. They obtained numerical solutions for various
values of 1<Re<100, 10°<Gr<10° and 0.015<Pr<10.The
flow patterns indicated that the natural or forced
convection is based on both the parameters Richardson
and Pr numbers. For Pr=7, 1<Gr<4000, 50<Re<1000,
Sidik et al. (2014) numerically simulated mixed
convection for fluid with particle laden flow in an open
cavity with an aspect ratio of 4 which is heated from
below. This study illustrates the variations in the
Grashof number made a remarkable difference in the
observed flow pattern and cleaning efficiency.
Selimefendigil and Yurddas (2012) investigated using
2D numerical model for the mixed convection in a
channel with a cavity heated from below and left
vertical walls for pulsating flow for 0.1<Ri<100,
300<Re<800 and for Strouhal numbers from 0.25 to 1.
Brown and Lai (2005) studied numerically combined
heat and mass transfer from a 2D horizontal channel
with an open cavity heated from below for Pr =0.7,
1<Re<1000, 0<Gr<10% and 0.1<Le<10. Based on the
two-dimensional numerical simulations, correlations for
the entire convection regime, from natural, mixed, to
forced convection, were proposed. Burgos et. al. (2016)
numerically studied steady and unsteady laminar flow in
a duct with a cavity heated from below for 50<Re<1000
and 0.01<Ri<10. They observed that the analysis of the
unsteady regime revealed a very rich phenomenology
where the geometry of the problem couples with the
oscillatory thermal instability.

Recently flow of nanofluids in a duct with an open
cavity has attracted some attention due to technological
applications. Abdellahoum et al. (2015) numerically
studied 2D turbulent forced convection of AlO3
nanofluid over a heated cavity in a horizontal duct and
investigated the effects of Re number (10°<Re<10°) and
nanoparticles concentration (0<¢<4%) on the heat
transfer and flow characteristics. As a result, the mean
Nusselt number increased with the volume fraction of
nanoparticles for the whole range of Re number. And
also Pack and Cho viscosity model gave maximum
friction and heat transfer. Mehrez et al. (2013)
numerically investigated mixed convection and entropy
generation of nanofluids flow in an open cavity heated
from below for 1<AR<2, 100<Re<500, 0.05<Ri<1 and
solid volume fraction of nanoparticles up to 10%. It was
found that the heat transfer and the entropy generation
increased with increasing Re and Ri numbers, and
volume fraction of nanoparticles. In a follow up study,
Mehrez et al. (2015) numerically studied entropy



generation and mixed convection heat transfer of Cu—
water nanofluid flow in an inclined open cavity
uniformly heated from the left wall. The investigation is
carried out for a wide range of inclination angles of the
cavity and the range of nanoparticle volume fractions up
to 6%, for 100<Re<500 while the Grashof number was
fixed at 10 The results show that for all inclination
angles, the enhancement rate of heat transfer is higher
than the increase rate of entropy generation.

Numerical simulations involving three-dimensional
models are relatively rare. Stiriba et al. (2010)
investigated numerically the effects of mixed convective
flow over a three-dimensional cavity which is situated at
the bottom of a horizontal channel and heated from right
cavity wall. A parametric study is performed for
10°<Gr<10°® and 100<Re<1000. For high Re and RIi
numbers the natural convection was involved in and
pushed the recirculation zone further upstream. Pallares
et al. (1996) studied natural convection in a cubical
cavity heated from below for 3500<Ra<10* They
reported that the effect of the Rayleigh number and the
type of flow structure on heat transfer rates at the top
and bottom plates. The heat transfer and fluid flow
characteristics of laminar flow in an open cavity heated
from below was carried by Stiriba et al. (2013). The
effects of Reynolds and Richardson number on the flow
in the duct and inside the cavity are studied for
100<Re<1500 and 0.001<Ri<10. It was observed that
the flow became steady at both low Ri and Re number,
and as Ri number was increased, the buoyancy became
stronger and part of the heated fluid moved to the left
side wall. Abdelmassih et al. (2016) numerically and
experimentally studied 3D steady and unsteady mixed
convection in a cubical open cavity heated from below
for 100<Re<1500 and 0.1<Ri<10.The results show
that alternate flow ejections persist for all the Reynolds
values analyzed.

The interaction between a flowing external stream and
the buoyancy driven flow induced by a heated surface
from cavity walls leads to the possibility of complex
flows. Therefore it is important to understand the heat
transfer characteristics of a mixed convection in such
configurations. Correlations involving a wide range of
design parameters are practically nonexistent. The
objective of this study is to investigate two-dimensional
and three-dimensional combined forced and natural
convection heat transfer and fluid flow in an open cavity
(heated from the left wall) which is located below a
horizontally configured duct. The geometrical duct
parameters, duct height to cavity height (H/D) and
cavity width to cavity height (W/D), and flow
parameters, Reynolds and Richardson numbers, are
varied in a wide range, and the streamlines as well as
isotherms are examined qualitatively. A basic
quantitative parameter which is the mean Nusselt
number was computed as an average over the heated
wall surface area. Finally, based on 2D and 3D
numerical trials two correlations are developed.
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PHYSICAL PROBLEM AND MATHEMATICAL
FORMULATION

A horizontal square duct of HxH in cross section and
8xW in length is considered. A cavity with a width W
and height D is placed at bottom at a distance 4xW
away from the entrance of the duct. The geometry and
the coordinate system as well as the geometric variables
used in this study are illustrated in Fig. 1.

Figure 1. Schematic diagram of the geometry

In this study, the radiative heat exchange is neglected
and the thermo-physical properties are assumed to be
constant except for the density for which the Boussinesq
approximation is used. The working fluid is air
(Pr=0.71), and it enters to the duct with a uniform
velocity Up with ambient temperature To. The
temperature and flow fields are allowed to develop
within the enclosure. Also the flow is assumed to be
steady, laminar and incompressible.  Constant
temperature is applied to the left cavity wall while all
other remaining walls, including those of the duct, are
assumed to be adiabatic.

Under these assumptions the governing equations can
be stated as; for the continuity

V-V=0 1)

for the momentum equations

(V~V)V=—1VP+VV2V—gB(T—TO)j 2
P

and for the energy

(V-V)T=aV’T ®)

where V is the velocity, p is the density, P is the pressure,
v is the kinematic viscosity, a is the thermal diffusivity,
is the thermal expansion coefficient, T is the temperature
and j is the unit vector depicting y-direction. Due to the
physical phenomenon taking place, the dimensionless
numbers encountered here are Prandtl, Reynolds, Grashof
and Richardson numbers which are defined as

Pr=v/a,Re=UH/v,Gr=gBATH® /v? and
Ri=Gr /Re’ respectively.



The boundary conditions (for the general 3D model)
can be stated as follows:

ductinletT=T,, u=U,, v=w=0,
ou _ov oT

< 0, - =0,P=0

duct outlet —=0,
OX 0Ox OX

adiabatic wallsg—T =0, u=v=w=0

n
heated cavity wall T=T,, u=v=w=0

where To and Ty, are the inlet (ambient) and the hot wall

temperatures, respectively; P is the gauge pressure at the

pressure outlet, Uo is the fluid velocity at the entry of

the duct and n denotes the direction normal to the wall.

Once the temperature field is resolved, by equating
convection heat flux to that of the conduction heat flux,
the local convective heat transfer coefficient at every
face nodes are computed. Then the mean heat transfer
coefficient and Nusselt number is computed over the
isothermal heated surface area according to

1 [[NudA
Ah Ay
where k is the conductivity of air, A, is the heated

®)

surface area, h and Nu are the mean heat convection
transfer coefficient and the mean Nusselt number.

NUMERICAL SOLUTION

The continuity, momentum and energy equations are
solved using Fluent 6.3®(2003) where Boussinesq
approximation is employed for the density variations. In
the discretization of the convection terms, the second
order upwind and as for the solution algorithm SIMPLE
is used. In the numerical simulations, the cavity aspect
ratio (W/D) and duct height to cavity height ratio (H/D)
are varied for 0.5<W/D<2 and 0.25<H/D<2 intervals.
Richardson number which is a measure of natural
convection heat transfer rate to that of forced convection
is varied from 0.01 to 10 while, in this study,the
Reynolds numbers for 10, 100 and 200 are investigated.

h=—[[hdA
A
A (@)
Table 1. Comparison of the computed Nusselt numbers with published results.
Ri=1, Re=10 Ri=0.01, Re=100 Ri=0.1, Re=100 Re=0.1, Re=1000
Leong, Present Leong, Present Stiriba Present Stiriba Present
2005 2005 2008 2008
2.209 2.309 3.837 4.006 3.2 2.956 7.8 7.157
Table 2. Grid sensitivity analysis for W/D=1 case.
Grid size Ri=0.01 Ri=0.01 Ri=0.1 Ri=0.1
Re=100 Re=200 Re=100 Re=10
103 2.357 2.744 2.470 1.569
203 2.413 (2.3%) 2.806 (2.21%) 2.527 (2.25%) 1.597 (1.75%)
40° 2.449 (1.47%) 2.830 (0.85%) 2.563 (1.40%) 1.617 (1.24%)
503 2.456 (0.28%) 2.822 (0.28%) 2.571 (0.31%) 1.624 (0.43%)

To validate the accuracy of Fluent® solutions with
respect to the grid configuration and to ensure grid
independent solutions, the numerical solutions are
obtained using various grid configurations in the
computational domain. First, to determine the accuracy
of the present study, the numerical solutions for 2D-
model are compared with those of available numerical
studies in the literature. The comparative results are
presented in Table 1. It is observed that presented
solutions fairly agree with the published literature. The
numerical simulation results and relative errors with
respect to the mean Nusselt numbers for W/D=1 and
four different grid configurations (103, 203, 40% and 50%)
are depicted in Table 2 to determine the grid
independency. The grid is further clustered near the
walls in order accurately to obtain the velocity and
temperature gradients. It is determined that with the
relative errors below 0.5% as depicted in Table 2,
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configuration with 50% is the optimum grid
configuration. Since flow is laminar, it is observed that
the grid structure influences the mean Nusselt results
relatively less.

RESULTS AND DISCUSSION

The flow field (streamlines) and temperature
distributions (isotherms) for the 2D and 3D studies are
produced for each simulation. These distributions are
compared and analyzed with respect to the dimension-
less parameters (Re and Ri) and geometrical parameters
(W/D and H/D) considered.

Two-Dimensional Analysis

For Ri=0.01, H/D=0.5 and Re=10, the variations of
streamlines and isotherms with respect to W/D aspect



(@)

() os |

(©

1.01
0.81

—0.71

——0.61 =

0.51
} 0.41
0.30
0.20
I 0.10
0.00
103
5 0.93
0.83 E———

—10.72

—10.62

0.52
0.41
0.31

0.21

0.10
0.00

103
0.83

—0.72

—10.62 =
0.52
0.41
0.31 N /

0.21

0.10
0.00

Figure 2. The effect of aspect ratios on isotherms on the left hand side (LHS) and streamlines on the right hand side (RHS) for
Ri=0.01, H/D=0.5 and Re=10.(a) W/D=0.5, (b) W/D=1, (c) W/D=2

ratio are depicted in Fig. 2. For a slender cavity
(W/D=0.5), the streamlines display almost a linear path
on the upper portion of the duct while the moving fluid
adjacent to the cavity-top depicts a small dip into the
cavity. As a result of this, the fluid inside the cavity
remains relatively undisturbed which yields an increase
in the temperature of the cavity. The isotherms indicate
that the heat transfer mechanism taking place in the
cavity is mostly governed by conduction. The thermal
boundary layer starting from the top of the cavity
encompasses almost the whole cavity. Due to the
formation thick thermal boundary layer, hot wall surface
yields small temperature gradients as a result the
convection heat transfer from the hot cavity wall
becomes insignificant. As the aspect ratio W/D
increases, the surface area of the cavity open-top surface
area facilitates the entrance of the fluid into the cavity
(Figs. 2b and 2c) which in turn disturbs relatively
inactive fluid. For W/D=1, the region below the bottom
streamline in the cavity, the fluid is trapped inside the
cavity (Fig. 2c). As W/D increases, the thermal
boundary layer shrinks towards the heated wall, the
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streamlines are stacked closer thereby the temperature
gradients as well as the convection heat transfer rates
are increased. However, this increase is still not
significant enough to overcome the present conduction

mode. For Ri=0.01, W/D=1 and Re=200, the variations
of streamlines and isotherms with respect to H/D
(0.25<H/D<2) ratio are depicted in Fig. 3. In Fig. 3a, the
cavity height is 4 times larger than the duct height, the
isotherms concentrate on the left wall yielding higher
temperature  gradients.  There is a  strong
clockwisecirculation  inside the cavity which
encompasses the entire cavity. The thermal boundary
layer is almost symmetrical with respect to central
horizontal line where it becomes the thinnest. At the
upper portion of the cavity, the isotherms indicate that
due to strong clockwise circulations, the fluid escapes
the cavity and drifts in the main flow direction along the
duct (Fig. 3a) which is consisted with the streamlines.
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Figure 3. The effect of H/D on isotherms (LHS) and streamlines (RHS) for W/D=1, Ri= 0.01, Re=200, (a) H/D=0.25,
(b) H/D=0.5, (c) H/D=1, (d) H/D=2

As H/D is further increased, the strength of the
circulation in the cavity is reduced due to fluid volume
flowing in the cavity. The circulation center shifts
slightly to the northeast of the cavity. As a result of all
these, both hydrodynamic and thermal boundary layer
thicknesses are increased in comparison to H/D=0.25
case. The fact that some of the hot air escapes and fresh
cold air enters the cavity, the natural circulation
becomes evident. As H/D is further increased, as
depicted in Figs. 3c and 3d, due to smaller cavity height
or shallower cavity, the amount of air leaking from the
cavity increases leaving no change for natural
circulation cycle to be fully completed. Due to strong
duct flow (Re=200), as air rises to the top surface level,
it is transported away from the cavity in the main flow
direction (Fig. 3d).For Ri=0.01, W/D=1 and H/D=0.25,
the variations of streamlines and isotherms with respect
to Reynolds number (Re=10, 100, 200) are depicted in
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Fig. 4. In Fig. 4a, for Re=10, the fluid velocity is
considerably small. The rising air due to heat input from
the hot wall inthe cavity has the potential to fill the
upper portion of the cavity including the corresponding
duct section. The streamlines follow a strong curved
pattern on the right upper corner of the cavity sweeping
the fluid yielding higher fluid temperatures in the
downstream of the duct. The thermal boundary layer,
due to relatively weak and small circulation, is thick
with small temperature gradients at the hot surface, and
thus the convection heat transfer rate is significantly
small. In Fig. 4b, for Re=100, the fluid velocity is
significantly higher than the previous case. Frictional
interaction between the fast moving fluid inside the
duct and the fluid at the top surface of the cavity
creates a stronger clockwise circulation within the
cavity. The influence of natural convection is evident.
As  the circulation gains  strength  with
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Figure 4. The effect of Reynolds number on isotherms (LHS) and streamlines (RHS) for W/D=1, H/D=0.25 and Ri=0.01,
(a) Re=10; (b) Re=100; (c) Re=200.

increasing Re number, the isotherms shrink tighter
towards the heated wall yielding increased heat transfer
rates; however, during the clockwise circulation of the
cavity fluid, some of the rising hot air leak out of the
cavity and drifts away along the downstream of the
duct. In Fig. 4c, for Re=200, natural circulation caused
by buoyant flow expands towards all three walls
encompassing the whole cavity. The isotherms are
clustered on the hot left wall further squeezing thermal
boundary layer yielding steeper temperature gradients in
comparison to Re=100 (Fig. 4b) case. Since Re=100
and Re=200 cases involve faster moving duct fluid, the
streamlines and isotherms of the two cases are very
much similar (Figs. 4b and 4c) in comparison to that of
Re=10 which yields much slower axial velocity in the
duct.

To observe the effect of Richardson numbers on the
flow and heat transfer, computations for Ri=0.01, 0.1, 1
and 10 have been conducted. For Re=10, H/D=0.15 and
W/D=1, the variations of streamlines and isotherms with
respect to Richardson number are depicted in Fig. 5. In
Fig. 5a, Ri=0.01 case, due to small Re number, the air
flow into the duct is facilitated mostly from right side of
the cavity because of the direction of the velocity
vectors. The straight horizontal flow is influenced by
rising hot air which penetrates into the cavity slightly.
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Conduction heat transfer at two-thirds of the bottom
region, where a weak non-uniform circulation occurs, is
dominated; therefore, the thermal boundary layer covers
almost the entire cavity. The streamlines above the
cavity depict deviation towards northeast of the cavity
due to relatively small inertia forces. For Ri=0.1 (Fig.
5b), the isotherms are similar to those of depicted in Fig.
5a, but the eddy in the cavity slightly gains strength, and
the clockwise circulations spread out to extend the side
walls. In Fig. 5c, for Ri=1 where the influence of the
buoyancy forces increase, although fluid passing the
duct slightly penetrates into the cavity at the top surface,
the inertia forces are strong enough to trap most of the
fluid inside the cavity. Unicellular circulation becomes
stronger covering the entire cavity. It is observed that
the shape of the thermal boundary layer is also distorted
due to the interactions between the competing buoyancy
and inertia forces. This leads to steeper temperature
gradients at the bottom half of the heated wall in turn
yielding higher heat transfer rates in comparison to
previous cases. For Ri=10, in Fig. 5d, the streamlines
and isotherms take the form of the flow in a single
cavity enclosed by four walls. Natural circulation, a
unicellular clockwise roll, is observed within the entire
cavity leading to streamlines covering the entire cavity.
Due to the flow field, the temperature gradients along
the hot wall and thus the heat transfer rate are increased.
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Figure 5. The effect of Richardson Number on isotherms (LHS) and streamlines (RHS) for W/D=1, H/D=0.25 and Re=10, (a)
Ri=0.01; (b) Ri=0.1; (c) Ri=1; (d) Ri=10.

Three-Dimensional Analysis

For W/D=0.5 and W/D=1, the pathlines (colored by
temperature) are depicted for H/D=1 and Ri=0.1, and
for Re=10, 100 and 200 in Fig. 6 to observe the effect of
cavity length (W) to cavity height (D) ratio. For
W/D=0.5, the cavity is tall having relatively small
surface area of interaction between the duct and the
cavity in comparison to W/D=1 in which case the
surface area is doubled. In Fig. 6a, for Re=10 and
W/D=0.5, the fluids lightly penetrates into the cavity
from the open top surface. The penetrating fluid is
pushed upwards due to buoyancy forces while the
bottom of the cavity remains relatively inactive due to a
weak circulation. For W/D=1, the cavity’s surface is
longer or larger along the flow direction. Thus, due to
competing forces, the fluid is able to achieve deeper
penetration covering most of the cavity. The region
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occupied by the three-dimensional boundary layer
decreases which leads to cooler temperatures inside the
cavity because of increased motion of the fluid within
the cavity. The flow at the front and back walls of the
cavity is hindered due to friction between the fluid and
aforementioned cavity walls. The temperature of the
fluid passed cavity also increases with respect to afore
the cavity due to this interaction. For Re=100 in Fig. 6b,
for W/D=0.5 (LHS), the fluid flowing thru the duct does
not exhibit significant penetration into the cavity; thus,
the circulation in the cavity displays 2-D flow
characteristics. The fluid rising from the cavity distorts
pathlines above the cavity, but it soon recovers at the
downstream of the duct. Relatively weak activity in the
cavity, fluid temperature inside the cavity increases
yielding small temperature gradients and thus small heat
transfer rates.
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Re=200

For Re=100 and W/D=1, while the general form of the
roll complies with unicellular pattern, the pathlines
depict 3-D flow patterns especially at the core of the
cavity. In the meantime, the flow above the cavity is
further distorted and the flow later recovers to its
original horizontal pattern further downstream. The
motion of the fluid in the cavity is limited in the zone
away from the walls where the friction forces reduce the
inertia of the fluid motion. For Re=200 and W/D=0.5 in
Fig. 6¢, the fluid motion basically resembles those of
Fig. 6b; however, the fluid, as the circulation inside the
cavity gains strength, expands towards the cavity walls.
For W/D=1, the circulation inside the cavity not only
maintains its 3-D structure but also expands and
becomes more violent leading to a better mixing within
the cavity which in turn shrinks the thermal boundary
layer region. This physical phenomenon increases the
heat transfer rate. For H/D=0.5, 1 and 2, the pathlines
(colored by temperature) are depicted for Ri=0.1,
W/D=0.5 and for Re=10, 100 and 200 in Fig. 7. In Fig.
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7a, for W/D=0.5, the pathlines are depict slight fluid
penetration into and out of the cavity at the duct-cavity
interface while fluid motion is directed upwards due to
occurring density differential which also slightly distorts
the flow in the duct above the cavity. The cavity
becomes hotter yielding small temperature gradients at
the heated wall. When the cavity height is doubled
(H/D=1), the inertia forces are increased and the amount
of fluid penetration into the cavity is reduced. The weak
fluid circulation is basically confined to the upper
portion of the cavity. The cavity temperature increases
in comparison to H/D=0.5 as a result the temperature
gradients at the heated wall surface decrease. This trend
is maintained for H/D=2 case as well. In Fig. 7b, for
H/D=0.5, the fluid velocity increases with Re number.
The clockwise flow pattern in the cavity display 3D
characteristics due to the inflow of fluid from the duct
flow. As a result of this impact, the duct flow above the
cavity is distorted which recovers at the duct
downstream. For H/D=1, increased mass and inertial
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Figure 7. Pathlines (colored by temperature) for W/D=0.5, Ri=1 and H/D=0.5(1st col.); H/D=1(2nd col.); H/D=2(3rd col.) :( a)
Re=10, (b) Re=100, (c) Re=200

forces created in the duct lead to smaller distortions in
the fluid motion in the duct which confines the fluid
inside the cavity. The flow at the interior region of the
cavity depicts 2D flow patterns, but the frictional effects
are clearly observed near the cavity walls. For H/D=2 in
Fig. 7b, the duct height is comparatively much larger
than that of the cavity. Thus the mass of the fluid is
larger which leads the fluid suppression in the cavity.
As a result, a weak circulation confined at the upper half
of the cavity is observed. For Re=200 and H/D=0.5
(Fig. 7c), circulations with 3-D mixed-flow structures
occupying the entire cavity are formed. For H/D=1,
weaker yet 3-D flow patterns are formed at the upper
half of the cavity, and it is relatively inactive at the
lower half. For H/D=2, the pathlines of the fluid flowing
inside the duct is almost linear with slight distortions
above the cavity. This means that the fluid in the cavity
remains trapped and circulations inside are to be
expected.

In Fig. 8, the effects of the Reynolds number on the
pathlines are depicted for two cases (1) H/D=0.5,
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W/D=0.5, Ri=0.1 (on LHS) and (2) H/D=1, W/D=1,
Ri=1 (on RHS). For Re=10 and for Case 1, a weak
circulation extending to the duct level is formed. The
fluid is relatively motionless at the bottom portion of the
cavity. For Re=100, the duct flow partially shifts into
the cavity which slams into the wall opposite of the hot
wall and continues to circulate in the cavity. The
clockwise circulation covers the entire cavity while the
circulation generally maintains 2-D flow pattern. As a
result, the size of the thermal boundary region is
reduced which leads to increased heat transfer rates. For
Re=200, the fluid in the cavity is active. For Case 2 in
Fig. 8, due to increased top surface area of the cavity,
the amount of the inflow fluid up to the top one-third of
the cavity increases while creating a cellular (2-D like)
fluid motion below this path; however, the circulations
are not very strong because of small value of Re
number. Since the fluid cannot escape the cavity, the
temperatures within the circulation zone which
encompasses the hot wall increase yielding small
temperature gradients at the surface of the hot wall.
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For Re=100, the fluid flow inside the cavity exhibiting
3-D flow patterns is violent. The flow covers the entire
cavity; however, the velocity and temperature gradients
are observed to be much steeper at the hot wall implying
significant increase in the heat transfer rates. For
Re=200, basically similar flow and heat transfer patterns
are also observed here. Due to higher Reynolds number
value, the mixing is more vigorous extending towards
enclosing walls, and as a result, the thermal boundary
layer region is much smaller.

In Fig. 9, the effects of Richardson number on the flow
and heat transfer are depicted for (a) Re=10, (b) Re=200
and for H/D=1 and W/D=0.5. For Re=10, the circulation
created at the upper half of the cavity extends towards
the bottom wall of the cavity as Richardson number is
increased. The flow structure complies with 2D flow
patterns, but the effects of the fluid frictions with the
walls become more pronounced with increasing Ri
number. For Re=200, the flow structures depict 3-D
flow patterns with features strengthening by increasing
Ri number. It is noted that for Ri=10, the buoyancy
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forces are strong enough to overcome inertial forces at
the open top of the cavity so that rising cavity fluid
causes strong distortions in the region above the cavity.

Fig. 10, using the 3D numerical simulations, the
variation of the Nusselt number with the Reynolds
number and H/D for Ri=0.1 and 1, and for W/D=0.5 and
1 is depicted. For Ri=0.1 and fluid flow at low Reynolds
numbers (Re=10), the change in the mean Nusselt
number is insignificant. For Re=10, it is observed that
Nu<l due to stagnant fluid becoming hotter in the
cavity which facilitates conduction heat transfer.
However, as the Reynolds number is increased, the
mean Nusselt number increases with W/D for H/D>0.5
due to strengthening duct flow and increased open
surface area of the cavity. For W/D=0.5 and Ri=0.1, the
relative increases in mean Nusselt numbers with respect
to H/D=0.5 are, respectively for H/D=1 and 2, 59% and
60% for Re=10, 56.5% and 62.1% for Re=100, and
36.3% and 57.3% for Re=200. The relative increases in
the mean Nusselt numbers for W/D=1 with respect to



1.0
. 0.9
—10.8
0.7
0.6
05
04
0.3

B
0.2

I0.1
0.0

.1.0
0.9
—10.8

0.7
—10.6

0.5
. 0.4

0.3

0.2
0.0

(@)

(b)
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W/D=0.5 are 25%, 27% and 37% for Re=100 and
21.5%, 22% and 26.5% for Re=200 (Figs. 10a and 10b),
respectively, for H/D=0.5, 1 and 2. In Figs.10c and 10d,
the mean Nusselt number variations are depicted for
Ri=1. The mean Nusselt numbers for Re=10 are
identical to Ri=0.1; that is, for duct flows of low
Reynolds number, the Richardson number does not have
a significant effect on the heat transfer rates. On the
other hand, as the Reynolds number is increased, the
mean Nusselt number increases with W/D.  For
W/D=0.5 and Ri=1, the relative increases in mean
Nusselt numbers with respect to H/D=0.5 are,
respectively for H/D=1 and 2, 59% and 60% for Re=10,
25.5% and 57.1% for Re=100, and 25.5% and 38.2% for
Re=200. The relative increases in the mean Nusselt
numbers for W/D=1 with respect to W/D=0.5 are
24.8%, 45.1% and 44% for Re=100 and 21.5%, 25%
and 35.4% for Re=200 (Figs. 10c and 10d),
respectively, for H/D=0.5, 1 and 2.

It is observed that the flow in some cases can be
considered two-dimensional. This phenomenon is also
observed in the quantitative results depicted by the
mean Nusselt numbers tabulated in Table 3. For Ri<1,
the mean Nusselt numbers are almost identical where
3D computations yield slightly larger Nu values. This is
also observed for large Reynolds number flows
(Re=100 and 200); however, as the Richardson number
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is increased, computed Nusselt numbers from the 3D
simulations are consistently smaller than those of 2D
simulations. It is observed that the deviations in the
mean Nusselt numbers increase with the Reynolds
number due to aforementioned 3D flow patterns
encountered inside the cavity. As a result of momentum
losses of the fluid front and back cavity walls as well as
complex fluid patterns, the temperature field also
becomes three-dimensional.

Table 3. Comparisons of the mean Nusselt numbers computed
from 2D and 3D models for W/D=0.5 and H/D=1

Re Ri Nuzp Nusp
10 0.1 1.13 1.15
10 1 1.13 1.15
10 10 1.14 1.17
100 0.1 1.69 1.72
100 1 1.75 1.79
100 10 3.44 2.49
200 0.1 1.99 2.05
200 1 241 2.56
200 10 5.83 3.38
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Heat Transfer Correlations

The mean Nusselt numbers computed from 2D and 3D
numerical simulations for all cases and parameters
considered in the study were fitted using a regression
analysis, and correlations were developed. For 2D
simulations, the mean Nusselt number correlation using

144 data sets wusing four wvariables led to
(Timuralp,2015).
Nu=0.674ReRi%% (B (WP 2 o978 (5)

A
D
for 10<Re<200,0.01<Ri<10, 0.253%32, o.ss%sz

The mean Nusselt number correlation using 54 data sets
from three-dimensional numerical simulations using all
parameters investigated yields (Timuralp,2015)

_ 0.135 0.487
Nu=0.354Re°~481Rio-m(%) (%) , r2=0.949

(6)

for10<Re <200, 0.1<Ri<10, 0.5s%s2, O.SS%sl
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CONCLUSIONS

Heat transfer and fluid flow in an open cavity placed
below a straight duct are simulated numerically using
2D and 3D models with respect to W/D and H/D, and
Richardson and Reynolds numbers. Left surface of the
duct is maintained at constant temperature while all
other walls, including the duct, are assumed to be
adiabatic. The flow through streamlines and/or pathlines
and the heat transfer through isotherms and the
computed mean Nusselt numbers are studied
qualitatively and quantitatively. The study vyields the
following conclusions:

a) For small W/D cavities, the buoyancy induced
circulations are weak, for small Re values, the heat
transfer process is dominated by conduction; however,
fluid circulations and heat transfer increase with
increasing W/D;

b) For large Reynolds numbers and Ri>1, the flow
becomes stronger and three-dimensional unstable flow
patterns are observed inside the cavity which also



effects the mean Nusselt number yielding smaller values
than those of computed from 2D models;

c) As the Richardson number is increased, either
in 2D or 3D simulations, the mean Nusselt number
increases and becomes more pronounced at higher
Reynolds number values;

d) For increasing H/D allowing fluid escape from
the cavity yields increase in the mean Nusselt number;

e) Two correlations that can be used in practical
engineering applications, using 2D and 3D models,
were obtained.
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Abstract: In this study, the application of VAR system to an industrial company is investigated. For this purpose, the
company which requires an air-conditioning system to its office building was chosen. After determining this company
had an industrial furnace, this research aimed to design the VAR system utilizing waste heat from this furnace flue
gases to air-condition the office building. Firstly, the physical properties and heat quantity of the flue gases were
determined and the cooling load of the office building was calculated. It was found out that the flue gases had enough
heat capacity to drive the VAR system. Next, single effect VAR system was introduced and the thermodynamic,
energy and exergy analysis were made. The COP of the VAR system is calculated to be 0.64 and the highest exergy
destruction was obtained at the generator which is 37.19kW. Finally, the application of the VAR system to this
industrial company was analyzed in detail. The capital, maintaining and operating costs of the VAR system were
analyzed and compared with alternative systems.

Keywords: Absorption, Water-Lithium bromide solution, Vapor Absorption Refrigeration.

ABSORPSIYONLU SOGUTMA SiSTEMININ SANAYIYE UYGULANMASI

Ozet: Bu calismada, Absorpsiyonlu Sogutma (ABS) sistemin bir sanayi firmasima uygulanmasi incelenmistir. Bu
amagla, ofis binasinda bir klima sistemi ihtiyaci olan bir firma segilmistir. Firmada bir endustriyel firin bulundugu
belirlendikten sonra, ofis binasinin klimalandirilmas: amactyla bu endiistriyel firinin baca gazindaki atik 1s1 ile tahrik
olan ABS sisteminin tasarlanmasi aragtirtlmistir. Baglangi¢ olarak, baca gazinin fiziksel 6zellikleri ve igerdigi atik 1s1
miktari tespit edilmis ve ayni1 zamanda ofis binasiin sogutma yiikii hesaplanmistir. Baca gazinin ABS sistemini tahrik
edebilecek miktarda atik 1stya sahip oldugu bulunmustur. Daha sonra, tek kademeli ABS sistemi izah edilmis ve
termodinamik enerji ve ekserji analizleri yapilmistir. ABS sisteminin Sogutma Tesir Katsayist (STK) 0.64 olarak
hesaplanmig ve en biiyiik ekserji yikimmin 37.19 kW ile kaynaticida meydana geldigi saptanmustir. Son olarak, ABS
sisteminin bu sanayi firmasma uygulanmasi detayl bir sekilde analiz edilmistir. ABS sisteminin yatirim, isletme ve
bakim maliyetleri arastirilmis, alternatif sistemler ile karsilastirilmustir.

Anahtar Kelimler: Absorpsiyon, Su-Lityum bromiir eriyigi, Absorpsiyonlu Sogutma Sistemi.

NOMENCLATURE
i Interest rate
a Characteristic dimension associated with time of k Thermal conductivity of tube material, solution
spreading [m] thermal conductivity [W/m K]
A Surface area [m?] I Estimated distance that a drop of solution
Cp Specific heat [kJ/kg °C] spreads on the tube [m]
COP Coefficient of performance L The unwrapped length of the tube length [=
d Diameter [m] 7do/2] [m]
E Energy [kW] m Mass flow rate [kg/s]
EA  Equivalent annual value n The number of sites at which droplets form; time
EAC Equivalent annual cost period; efficiency
Ex Exergy [kW] Nu Nusselt number [=h-dn/K]
F Dry area coefficient P Pressure [kPa], present cost
ex Specific exergy [kd/kg] Pr Prandtl number [p-cp/K]
f Flow ratio q Thermal load [kJ/kg]
g Gravitational acceleration [m/s?] Q Heat transfer [kW]
h Enthalpy[kJ/kg], heat transfer coefficient r Radius of the tube [m]
[W/m2K] Re  Reynolds number
h* Modified latent heat of vaporization [kJ/kg] S Fin pitch, entropy [kJ/kg K]
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Thickness [m]
T Temperature [°C]
AT  Logarithmic temperature difference [°C]

U Overall heat transfer coefficient [W/m? K]
W Power [kW]
X Lithium bromide concentration

Greek symbols

€ Effectiveness

n Exergy efficiency

C] Contact angle at the solution tube interface
n Dynamic viscosity [Pa s]

o) Density [kg/m?]

o Solution surface tension [N/m]

9 Specific volume of solution [m3/kg]
Subscripts

AB  Absorber

b Nucleate boiling

c Initial cost, convective

ch Chemical

Ci Cold fluid inlet
co Cold fluid outlet
conv Convection
cond Conduction

CO  Condenser

d Developing region
dest  Destruction

e Equivalent

eff Effective

est Estimation
EV  Evaporator

f Fouling, fin
fg The difference between saturated vapor and
liquid

GE  Generator

hi Hot fluid inlet

ho Hot fluid outlet

horiz Horizontal

Component

Liquid

Mean

Outer

Pump

Refrigerant

ref Reference environment
rtv Refrigerant throttle valve
sat Saturation

-~ og—x

S Solution
SHE Solution heat exchanger
tot Total

VAR Vapor Absorption Refrigeration
VCR Vapor compression system
VRF Variable refrigerant flow

v Vapor

w Wall, wet area

1,2... State points

0 Reference environment state

INTRODUCTION

Because of the limited fossil fuel sources, ever-
increasing energy costs and global warming, people,
especially engineers, have to concentrate on both the
improvements of the efficiency of the existing systems
and the utilization of the waste heat, as well as searching
for new energy sources. However, energy consumption
of developing counties where the economy and industry
grows rapidly increases rapidly. It is claimed that the
crude oil and natural gas sources will depleted in next
50 years. As far as the air conditioning and refrigeration
are concerned, buildings use quite a lot of energy. The
main reason for this is the air conditioning and
refrigeration systems mainly use Vapor Compression
Refrigeration (VCR) Systems and compressing vapor
consumes really a big amount of energy. In cooling
season, the consuming electrical energy can reach peak
and the brownout situations can be encountered. It is
reported that %15 of the generated electricity in whole
world is consumed by mostly these systems. For whole
buildings, it is estimated that %45 of the consumption is
for air-conditioning purposes. The electrical energy
consuming by VCR systems is mostly produced by using
fossil fuels leads to depletion the fossil fuel sources.
Another effect is that the releasing gas during
production the electrical energy causes to increase the
amount of greenhouse gas emissions. Furthermore, some
of the refrigerants using by VCR system as working
fluid such as CFCs, HCFC and HFCs which Montreal
and Kyoto Protocol limits to use contributes to ozone
layer depletion (Choudhury et al.,2010; Kalkan et al.,
2012). Utilizing waste heat from industrial process is an
effective way in respect of energy efficiency, economy
and environment in order to reach sustainable
development. As far as the utilization of the waste heat
is concerned, Vapor Absorption Refrigeration (VAR)
Systems which are devices with the unique capability of
producing cold water/air by using the heat sources
comes front such as tri-generation applications (Law et
al.,2013; Chen et al.,2014). Economical and energy
savings by applying VAR systems driven by heat in
exhaust gas from industrial process was investigated
also. Garimella (2012) investigated the low-grade waste
heat recovery for chilled and hot water generation. Heat
from waste gas from an industrial process which
temperature is 120°C is supplied to drive the system.
They found that annual savings can be achieved up to
$1.2 million in such an application. Balaji and
Ramkumar (2012) studied the waste heat recovery from
steam turbine exhaust for vapor absorption system in
sugar industry.

The VAR system performance has been investigated by
many researchers. The effect of operating parameters on
the system performance for single effect VAR system
was investigated. It was found that the solution heat
exchanger (SHE) had more effects on the investigated
parameters than the refrigerant heat exchanger (RHE)



(Kaynakli and Kilic, 2007). Kilic and Kaynakli (2007)
investigated the second law-based thermodynamic
analysis of water-lithium bromide VAR system. They
analyzed the effect of the temperatures of main system
components on the system performance, the
irreversibilities in the thermal process and the exergy
loss of each component. They found that the increasing
heat source temperature is dominant on the exergetic
efficiency. The exergy analysis of a single effect VAR
system using water-lithium bromide solution is made
(Sencan and Yakut, 2005). According to the researcher,
the condenser and evaporator has less exergy loss than
the generator and absorber because of the heat of mixing
in the solution. Kaynakli et al. (2015) investigated the
energy and exergy analysis of a double effect VAR
system based on different heat sources. Their system
used water/lithium bromide as working fluid pair and
the refrigeration system run on various heat sources such
as hot water, hot air and steam. They concluded that the
exergy destruction was maximized when hot air heat
source was used and minimized by utilizing hot water
heat source.

As can be seen from the literature, the related papers
just focused on energy savings by applying VAR
systems, but not tried to find the effective way to meet
the demands and use energy efficiently. On the other
hand, this paper aims to investigate the utilization of the
waste heat from an industrial company by using the
VAR system for air conditioning purposes and
comparing VAR systems with alternative air
conditioning systems. Additionally, almost all of the
researchers use hot water or steam to drive VAR system
while making exergy analysis. Unlike the literature, the
exergy analysis for the applied VAR system is applied to
show exergy destructions parameters for flue gas fired
VAR system in detail.

VAPOR ABSORPTION REFRIGERATION (VAR)
SYSTEMS

The VAR system which is quite similar to the vapor
compression refrigeration system includes a thermal
compressor which consists of an absorber and a
generator, instead of a conventional compressor which
requires a lot of mechanical energy input. There is no
need for the compressor and its compression and
maintenance costs in VAR systems. Heat input is
enough to operate VAR system except for the small
amount of mechanical energy input to the liquid pump.
This allows VAR system to be used in utilizing the
waste heat and also the solar and geothermal energy
(Horuz, 1998).VAR system, shown schematically in Fig.
1, operates in a cycle. The VAR system basically
consists of an evaporator, a condenser, a generator, an
absorber and a solution heat exchanger. The generator is
driven by a heat source, the evaporator takes heat to
provide refrigeration and the condenser and absorber
release heat to the medium (generally to the ambient
air).
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The VAR cycle uses a refrigerant-absorbent solution
rather than pure refrigerant as the working fluid. The
absorbent acts as a secondary fluid to absorb the
primary fluid which is refrigerant. This study will
concentrate on the VAR system using water-lithium
bromide (LiBr) solutions where water is refrigerant and
water-lithium bromide is absorbent. The refrigerant-
absorbent solution passing through the solution pump is
referred to as a weak solution, being relatively weak in
LiBr. The solution returning from the generator to the
absorber contains only a little more LiBr compared to
the solution being pumped from the absorber to the
generator and is therefore referred to as rich solution
(see Fig.1).

Y14 415 412 Yll
1
Condenser - Generator
2 7 + + 8
- Solution
heat
N exchanger
6
Refrigerant Solution Solution
throttle throttle pump
valve valve
3 1 5

A

Evaporator Absorber

Ais Y17 A13

Figure 1. The schematics of the VAR system
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The generator, absorber, evaporator, condenser and
solution heat exchanger are designed by using heat and
mass transfer calculations. The heat transfer capacity of
the main components of VAR system is calculated by as
follows (Genceli, 1999);
Q=U-AAT, @
The overall heat transfer coefficient can be determined
as shown below;

1 :ZRCW JFZRf +ZRcond 2
U-A
where thermal resistance is represented by R.
AT AT -AT, 3)

m AT,

In(—2)
AT,

where;
ATl :Tho _Tci (4)
AT, =T,-T, (®)

The following assumptions have been made in order to

develop the mathematical models for the VAR system

analysis (Kilic and Kaynakli, 2007; Sencan and Yakut,

2005; Kaynakli et al., 2015; Dinger and Rozen, 2007):

1. The temperatures of the VAR system components
are constant.

2. Refrigerant leaving the condenser is saturated water
at condenser pressure and refrigerant leaving the
evaporator is saturated vapor at evaporator pressure.



3. The generator and condenser pressure are equal to
the pressure corresponding the refrigerant saturation
pressure at the condenser temperature and the
evaporator and absorber pressure are equal to the
pressure corresponding the refrigerant saturation
pressure at the evaporator.

4. The temperature and pressure of superheated vapor
leaving the generator is equal to the temperature and
pressure of the generator.

5. All the system components are at steady state
conditions.

6. Pressure drop in the heat exchangers and piping
systems and heat loses and gains in various
components and piping system are negligible.

7. Reference environment temperature and pressure are
taken as 25°C and 101.325kPa, respectively. The
reference environment enthalpy and entropy used for
calculating the exergy of the working fluid are the
values for water at an environment temperature and
pressure of 25°C and 101.325kPa, respectively.

8. The Kkinetic, chemical and potential exergy of all
streams at the VAR system are neglected. Chemical
exergy of flue gases is considered.

9. The solution pump efficiency is taken as 0.9.

The thermodynamic analysis of an absorption system
involves the application of principles of mass
conservation, energy and exergy analysis to individual
components of the system. The exergy analysis method
provides us exergy destruction and exergy efficiency
which is an important thermodynamic property. The
exergy is represented by “ex” which is defined as the
maximum work potential of a matter or a form of energy
with respect to its reference environment (Kilic and
Kaynakli, 2007).

Mass balance equations are as follows:
M, =, +m, (6)
m, - X, =my - X, O]

General energy and exergy balance equations are as
follows (Dinger and Rozen, 2007):

E. =Eu 8)

EX, —EX,, = Xy )

Ex =rm-(ex+ex,) (10)

ex=h-h, -T,(s—s,) (11)

oMo Xy (12)
m, Xg—-X,

Heat capacity and the exergy destructions obtained from
exergy balances of each components of VAR system
illustrated in Fig. 1 can be expressed as follows:

Condenser:
Qo _ h, —h, (13)

Ueo =—;

1
Exdest = ml : (exl - exz) + m14 : (EXM - exls) (14)

Evaporator:

Oev = Q.EV =h, —h, (15)

1
Exdest =M; - (EX; —€X,) + Mg - (X5 —€X,;) (16)

Generator:

qGE=Q,GE=h1+f.h8—(f+1)-h7 17)
ml

EXgest =My ’(exll - eXlZ) +m, -ex; — (18)

My -eXg — M, -ex;

Absorber:

qAB=%=(f+1)-h5—h4—f-h10 (19)
ml

EXgeer = My - (6%, —€X,,) + 1M, - €X, + (20)

mm (X — m5 " €Xs

Solution heat exchanger:

Qo= 2= by -h) = (D) (hy—h) (@D

1

EX o = Mg - (BXg — Xy ) + M, - (X, —eX,) (22)

Throttle valve between evaporator and condenser:

Exdest =m, Ty -(S;—5,) (23)

Solution pump:

W, = - (n, #h) = ToVelFeo = Pe) (24)

My
EX et = My - (X5 —€Xg) + W, (25)

Total exergy destruction can be expressed follows
(Dinger and Rozen, 2007):

N
Exdest,tot = Z Exdest,j (26)
=1

where; N is the number of VAR system components and
j is jth component.

The exergy efficiency can be expressed as (Dinger and
Rozen, 2007):

n= EXlG — EX17 (27)
Ex,, — Exp, +W,

The coefficient of performance (COP) is a measure of a
cycle’s ability to transfer heat between various
temperature levels (Horuz, 1998)

QEV (28)

COP i = O +W
GE p



Table 1.

Assumptions and calculated values of the VAR system

States Substance T(°C) X(%) m (kg/s) h(kJ/kg) s(kJ/kgK)
1 Superheated vapor 90 - 0.0384 2668.27 8.536
2 Saturated water 40 - 0.0384 167.50 0.572
3 Water-vapor 4 - 0.0384 167.50 0.604
4 Saturated vapor 4 - 0.0384 2507.87 9.05
5 Water-LiBr 40 58.43 0.6517 107.80 0.237
6 Water-LiBr 40 58.43 0.6517 107.80 0.237
7 Water-LiBr 61.8 58.43 0.6517 150.86 0.367
8 Water-LiBr 90 62.09 0.6132 221.21 0.494
9 Water-LiBr 65.54 62.09 0.6232 175.45 0.365
10 Water-LiBr - 62.09 0.6232 - -
11 Flue gases 270 - 3.1887 -622.02 7.686
12 Flue gases 230.7 - 3.1887 -665.91 7.602
13 Water 29.63 - 7.4661 124.21 0.431
14 Water 33.91 - 7.4661 142.14 0.490
15 Water 37 - 7.4661 155.04 0.531
16 Water 12 - 4.2971 50.45 0.180
17 Water 7 - 4.2971 29.51 0.106

AN INDUSTRIAL APPLICATION

The aim of this section is to apply VAR system to
produce chilled water that will be sent to the office
building fan coil system by utilizing flue gases from an
industrial furnace of an industrial company. Flue gases
produced by the natural gas fired industrial furnace is
normally not being utilized in this company. The flue
gases volume flow rate was measured to be 5.029 m?%s
at 270°C. To determine the substances in the flue gas,
measurements were carried out. It was determined that
the flue gas contains 6% H;0, 2.74% CO2, and 16.2%
0O,. The remaining amount of flue gas content was
assumed to be N.. Normally, the office building does
not have any air conditioning system and the company
needs their office building to be air conditioned. The
office building’s comfort cooling load is calculated to be
85 kW. This section aims to investigate an application
of the air conditioning system which includes the VAR
and fan coil systems. So the necessity of comfort
cooling will be met by utilizing the currently available
waste heat. In order to do this, the application of the
system is analyzed and designed.

The Energy And Exergy Analysis of The Industrial
Application

In order to utilize the waste heat at the industrial
company, the VAR system’s parameters to be applied
are needed to be determined. Firstly, the decision is
made about which solution will be used. When the
manufacturer catalogs of absorption chillers are
analyzed, it can be seen that almost all the
manufacturers use water-LiBr solution but only a few of
them use ammonia-water solution. Additionally it is
known that the COP performance of water-LiBr solution
is better than the ammonia-water solution. Both have
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disadvantages and advantages. The VAR system with
water-lithium bromide solutions has higher performance
than the VAR system using ammonia-water system.
While the VAR system with the water-lithium bromide
solution is suitable for air-conditioning applications, the
VAR system with the ammonia-water solution is
suitable for industrial applications requiring low
evaporating temperatures in evaporator. It should be
considered that the VAR system using water-LiBr has
crystallization risk and limitations on operating in very
low temperatures because of water as being the
refrigerant (Horuz, 1998). For the reasons mentioned
above the VAR system using water-LiBr solution is used
to air condition the office building.

The assumptions and calculated values for the VAR system
to be applied were summarized in Table 1. Entropy values
of the solution are obtained from Kaita (2001).

Table 2. The calculated data of the VAR system

Descriptions Unit System
Qas kW 133.78
Qco kw 96.16
Qce kw 139.95
Qev kW 90
Qshe. kw 28.06
Wp kw 0.0028

COPvar 0.64
EXdest. AB kw 6.35
EXdest,co kw 1.59
EXdest,GE kW 37.19
EXdest,ev kw 1.89
EXdest,she kw 1.63
EXdest,p kW 0.0025
EXdest rtv kw 0.37
EXdest tot kw 49.04
VAR 0.082




As it can be seen from Table 2, the COP of the VAR
system is 0.64 and exergy efficiency is 8.2%. Because of
the large heat capacity and the temperature differences
between streams, the generator has the highest exergy
destruction. The next biggest exergy destruction
occurred at the absorber. The pump has the lowest
exergy  destruction. Other components exergy
destruction values are quite close. Because the exergy
destruction value of the generator has the highest value
in the total exergy destruction, the special attention is
given to decrease it. Fig 2-7 are prepared by the values
shown at Table 1.
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Figure 2. The exergy destruction at the components of VAR
system with increasing generator temperature

Fig. 2 shows the variations of exergy destruction of
VAR system components against increasing generator
temperature. The generator which has the highest exergy
destruction and the absorber which has the second
highest exergy destruction values decreases with
increasing generator temperature. The slope of decrease
of the exergy destruction of the generator sharply
decreases at 90°C. The highest exergy destruction value
at the generator is 48.16 kW at 85°C, the lowest exergy
destruction value at the generator is 32.06 kW at 105°C.
The same trend is also valid for the absorber. The
highest exergy destruction value at the absorber is 8.92
kW at 85°C, the lowest exergy destruction value at the
absorber is 5.65 kW at 105°C. The other components of
VAR system doesn’t effects the exergy efficiency and
exergy destruction compared to the generator and
absorber because of the lower exergy destruction.
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Figure 3. The relative exergy destructions of the components
of the VAR system
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As seen at Fig. 3 the relative exergy destruction at the
generator decreases from 75.83% at Tee=90°C to
74.65% at Tee=105°C. The relative exergy destruction
at absorber increases from 12.95% at Tee=90°C to
13.95% at Tee=105°C. When relative exergy destruction
at the condenser and evaporator having close values to
each other is approximately 3.5% at Tee=90°C, it
reaches approximately 4.3% at Tge=105°C. When the
solution heat exchanger has 3.33% relative exergy
destruction at Tee=90°C, it has 2.67% relative exergy
destruction at Tee=105°C. Refrigerant throttle valve has
second lowest value like 0.86% at Tce=105°C. And the
pump has relatively very low exergy destruction and it
can be neglected. The bigger temperature difference
between the source and the generator causes the higher
relative exergy destruction at the generator. When the
generator temperature increases, the relative exergy
destruction at the generator decreases because the
streams temperature differences and the heat capacity
decreases so relative exergy destruction decreases. The
mixing of the rich solution coming from the heat
exchanger and refrigerant from the evaporator at
different temperature at the absorber causes the second
highest relative exergy destruction. As increasing the
generator temperature, the temperature of rich solution
coming from the heat exchanger increases so the
temperature difference at the mixing process increases.
This causes an increase on relative exergy destruction at
the absorber.
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Figure 4. The COP, n and exergy destruction changes with
increasing generator temperature

Fig.4 shows the changes of COP, exergy efficiency and
exergy destruction versus the generator temperature. It
can be observed that COP increases with increasing
generator temperature. While the value of COP is 0.49
at Tee=85°C, it reaches to 0.72 at Tge=105°C. The
exergy efficiency of VAR system increases with
increasing generator temperature. While the value of
exergy efficiency is 0.064 at Tge=85°C, it reaches to
0.091 at Tee=105°C. And also it is observed that the
total exergy destruction decreases with increasing
generator temperature.



Table 3. The VAR system components design parameters
Descriptions Condenser Evaporator Absorber Generator
Inside of the tube diameter(mm) 175 9.55 17.55 17.08
Outside of the tube diameter(mm) 19.05 125 19.05 21.3
Horizontal tube number 11 16 10
Vertical tube number - 20 19
Tubes array - 2x8x20 10x19 3x23
Total number of tubes 104 320 190 69
Tubes length(mm) 2200 1510 1504 1000
Number of pass 2 4 2 1
Pressure(kPa) 7.38 0.81 0.81 7.38
Temperature (°C) 40 4 40 90
Number of fins - - - 251
Fin height(mm) - - - 10
Fin thickness(mm) - - - 0.5
Fins area(m?) - - - 46.74
U(W/m?K) 1622.09 952.44 604.5 17.12
inlet temperature and generator temperature. While the
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Figure 5. The generator capacity and flue gas outlet
temperature variations with increasing generator temperature

Fig. 5 shows us the changes of the flue gas outlet
temperature and the generator temperature with increasing
the generator temperature. Initially, the generator capacity
of the VAR system tends to decrease with increasing
generator temperature. It varies between 124 and 180 kW.
While the highest capacity of the generator of the VAR
system is 180 kW at 85°C, the lowest capacity of the
generator of the VAR system is 124 kW at 105°C. Also
the slope of decrease of the capacity of the generator
sharply decreases at 90°C. The flue gas outlet temperature
tends to increase with increasing generator temperature. It
varies between 219.36 and 235.18°C. While the highest
flue gas outlet temperature is 235.18°C for generator
temperature at 105°C, the lowest flue gas outlet
temperature is 219.36°C for generator temperature at
85°C. The reason of both decrease the generator capacity
and increase of the flue gas outlet temperature is the
increasing COP of VAR system. This reason shows that
the potential energy utilization of waste heat increases
with increasing generator temperature.

Fig. 6 shows the changes of total exergy destruction and
exergy efficiency with the difference between flue gas
inlet temperature and generator temperature which is an
important parameter. Total exergy destruction tends to
increase with an increase in difference between flue gas
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efficiency of the VAR system is 0.092 at 165°C, the
lowest exergy efficiency of the VAR system is 0.064 at
185°C. These changes of total exergy destruction and
exergy efficiency show how important parameter the
difference between flue gas inlet temperature and
generator is.
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Figure 6. The effect of the difference between flue gas inlet
temperature and generator temperature

Fig. 7 shows the exergy efficiency changes with
increasing reference environmental temperature. It can be
seen that the exergy efficiency increases with increasing
reference environment temperature. For Tee=90°C, the
exergy efficiency increases from 0.082 at T.=25 °C to
0.122 at Te=32°C. And for Tee=105 °C, the exergy
efficiency increases from 0.091 at T=25 °C to 0.137 at
Twe=32 °C. The results at Fig. 7 shows that potential
energy to utilize decreases with increasing reference
environment temperature and shows that the potential




energy is used better at Tee=105°C comparing to
TGEZQOOC.

—&—T GE=90°C —&—TGE=105°C

M

0,16
0,14
0,12

0,1

= 0,08
0,06
0,04
0,02

25 26 27 28 29

Tref (°C)

30 31 32

Figure 7. The variation of exergy efficiency with increasing
Reference environmental temperature

The VAR System Components and

Construction

Design

This section aims to show how the VAR system
components are designed and constructed. It is expected
that the equations at the Appendix and detailed
knowledge presented at this section could be a guide for
researchers and engineers. To design the components of
the VAR system, the equations used to calculate heat
and mass transfer coefficient can be found at Appendix
(Genceli, 1999; Florides et al.,2003; Seewald and
Blanco,1994; Davies and Rideal,1961; Thome, 2009;
Cosenza and Vliet, 1990; Lorenz and Yung, 1979; Li et
al., 2011; Ribatski and Thome, 2007; Cengel,2002;
Wang et al., 2012). All of the VAR system components
design parameters are shown at Table 3.

Absorber is chosen to be a shell and tube heat
exchanger. In the absorber, the LiBr solution is dripped
over the horizontal tubes cooled by water flowing inside
by using dripping tray. It drags and absorbs the water
vapor coming from the evaporator and flows in a thin
film around tubes. And then it is collected at the bottom
of the lower shell. The absorber also has feedback
system. When the water vapor isn’t absorbed by rich
solution, a feedback pump start to work and pumps the
solution to the dripping tray. So, the more solution drips
the more water vapor is dragged and absorbed. When
the water vapor is absorbed completely, the solution
pump pumps the solution to the solution heat exchanger.
These two pumps located at the bottom of the shell are
controlled by the control systems. The tubes in the
absorber must be resistible to corrosion since water-
LiBr solution has corrosion effect. So, CuNil0 is
preferred as the tubes material in the absorber. And also
the parts of shell which water-LiBr solution contacts
with is preferred 316 L stainless steel as the shell
material. To design the absorber, the equations used to
calculate heat and mass transfer coefficient can be found
in Appendix. The thermophysical properties water-LiBr
solution was obtained from Florides et al. (2003). Mass
transfer must also be considered. A practical model for
absorption of vapors into a laminar film of water and
LiBr falling along a constant temperature vertical plate
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was described. The details of mass transfer coefficient
calculation can be found from Florides et al. (2003).

Evaporator is also chosen to be shell and tube heat
exchanger. Absorber tubes and evaporator tubes
positioned to the same shell. In the evaporator, the
saturated water coming from the condenser is dripped
over the horizontal tubes. When it flows in a thin film
around tubes, it evaporates by rejecting heat from the
water flowing inside. Falling film evaporators have dry
area problem. When the fluid flows in a thin film around
the tubes, the tubes area may not be get wet by the fluid
completely. Because of that the heat transfer coefficient
may decreases sharply. The refrigerant that couldn’t
evaporate is collected in the bottom of the lower shell
because of the dry area problem. The evaporator also
has a feedback system. When the refrigerant
accumulates at the bottom of lower shell enough, a
feedback pump start to work and pumps the refrigerant
to the dripping tray. So, more refrigerant drips and less
dry area may occur. When the water evaporates
completely, the feedback pump stops. The feedback
pump located at the bottom of the shell is controlled by
the control systems. Copper is used as tubes material.
Condenser is a water cooled shell and tube heat
exchanger. In the condenser, the water vapor coming
from generator is condensing over the horizontal tubes
cooled by water flowing inside. The cooling water will
enter the condenser after it exits from the absorber.
Copper is used as tubes material.

In the generator, when the water-LiBr solution flows
inside the vertical tubes, the flue gas flows outside the
vertical tubes. The tubes are mounted between bottom
reservoir and top reservoir. The bottom reservoir is used
for collecting the water-LiBr solution coming from the
solution heat exchanger and for providing the
distribution to tubes properly. The top reservoir is used
to send the removed water vapor from the water-LiBr
solution to the condenser and to send the water-LiBr
solution to the solution heat exchanger. And by
mounting the fins to the tubes heat transfer area is
increased, so more compact construction is obtained.
To protect the corrosion effect of the water-LiBr
solution, 316 L stainless steel is used as the generator’s
tubes material. And the fin’s material is selected to be
aluminum. The inside heat transfer coefficient is so high
relative to the outside heat transfer coefficient because
of the boiling, so it is not necessary to calculate it.

When designing the solution heat exchanger, the
double-pipe heat exchanger is used. To overcome the
corrosion effect of the water-LiBr solution, 316 L
stainless steel is used as material. When the solution
heat exchanger is designed e-NTU method was used
(Cengel, 2002). The overall heat transfer coefficient is
found to be 490 W/m?K.



Table 4. The systems cost parameters

P¢ (Euro) EAc (Euro) Annual operation EAC (Euro)
cost (Euro)
The fan coil system and the VAR system to 49300 5790 233 6023
be manufactured (1)
The fan coil system and the VAR system to 80200 9420 361 9781
be bought (2)
The fan coil system and the VCR system to be 36300 4269 3108 7377
bought (3)
VRF air conditioning system to be bought (4) 22507 2643 1245 3888

COST ANALYSIS

This section aims to investigate and compare the cost
analysis of the system which includes (1) the VAR
system to be manufactured and the fan-coil system, (2)
the VAR system to be bought and fan-coil system, (3)
the vapor compression chiller to be bought and fan-coil
system and (4) the Variable Refrigerant Flow (VRF) air
conditioning system. During the cost analysis, life cycle
cost technique which includes all cost factors as initial
cost, operating and maintenance costs. To apply this
technique, equivalent annual method is chosen. At this
method all the costs taking place over a period are
converted to an equivalent uniform yearly amount. The
equations below are being used (Elsafty and Al-Daini,
2002). The cost analysis parameters are shown at Table
4. In the cost analysis, it is assumed that the air
conditioning systems work 10 hours a day for 120 days
which refers to cooling season under full load.

EA =P (1+_|) i (29)
@+i)"-1
EAC = EA, +annual operating cost (30)

Assumptions are i: 10%, n: 20 year, Electric price:
0.0576 Euro/kWh.

To make the cost analysis, the VAR system to be bought
has been chosen to be the single effect hot water driven
VAR system because the commercial flue gas fired
VAR system which provides the desired cooling
capacity is not available in the market on this size. So,
the hot water will be obtained by using the heat
exchanger mounted to the chimney and run the hot water
driven VAR system. The VAR system model HWAR-L
30HH is chosen from World Energy Absorption Chillers
Europe Ltd. The VCR system to be bought has been
chosen to be air cooled chiller. The VCR system is
domestic production by Frigotek and the model is FMC-
36. VRF air-conditioning system to be bought is chosen
from Samsung. The model of outer unit of VRF air
conditioning system is AM260FXVAGH and the inner
units of VRF air conditioning system is chosen
appropriately from Neo Forte type. The fan coil system
has been chosen from domestic productions called
Untes. Additionally, the VAR system is planned to be
manufactured in Turkey.
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As can be seen from the cost analysis, the initial cost of
the fan coil system and the VAR system to be
manufactured (1) is lower than the initial cost of the fan
coil system and the VAR system to be bought (2)
because it (2) is not manufactured in Turkey. The
system (1) has the lowest operation cost and is third as
far as the initial cost is concerned. The system (2) which
has the highest initial cost compared with the other
systems has quite low operation costs compared to the
systems (3) and (4) but not as low as the system (1). The
system (3) which has the highest operation cost
compared to the other systems has lower initial cost than
the systems including the VAR systems. The system (4)
which has lowest initial cost compared with the other
systems has quite high operation and maintenance costs
compared to the systems (1) and (2). Because of the fan
coil units and piping system costs, the system (3) has
higher initial costs than the system (4). Although the
system (1) does not seem to be the most advantageous
system, it comes front by utilizing the waste heat and by
decreasing the operation costs.

CONCLUSIONS

This study aims to present the investigation of utilization
of the waste heat from the chosen industrial company by
using VAR systems including energy and exergy
analysis and comparing VAR systems with alternative
systems.

It is obtained that the flue gas fired VAR system’s COP
is 64%, and exergy efficiency is 8.2%. The parameters
that effect the VAR system are investigated. The COP of
the VAR system increases with increasing generator
temperature. It increases about 23% with an increase at
generator temperature around 20°C. The highest exergy
destruction is found to be at the generator about 75% of
the total exergy destruction because of the temperature
difference between the inlet and outlet stream
properties. And it decreases with increasing generator
temperature around 33.4% with the difference of 20°C at
generator temperature. The exergy efficiency increases
and total exergy destruction decreases with a decrease at
the difference between the source and the generator
temperature. Total increase at exergy efficiency is
around 2.73% and total decreases at exergy destruction
is about 21.13kW with a decrease at the difference of
20°C. The effect of reference environmental temperature



is also investigated. The exergy efficiency of VAR
system increases by increasing reference environmental
temperature. When at generator temperature 90°C,
exergy efficiency increases 4.1% with an increase at the
difference of 7°C, at generator temperature 105°C,
exergy efficiency increases 4.6% with an increase at the
difference of 7°C.

It has to be noted that from the cost analysis, the fan coil
system and the VAR system to be bought has the highest
initial cost like approximately three times higher than
the VRF air conditioning system. The fan coil system
and the VAR system to be manufactured has the lowest
operation cost like approximately thirteen times lower
than the fan coil system and the VCR system to be
bought. As expected, VAR systems has lower operation
cost than VCR and VRF air conditioning systems and
VAR systems has higher initial cost than VCR and VRF
air conditioning systems. The most advantageous
systems are the VRF air conditioning system and the fan
coil system and VAR system to be manufactured from
the total annual cost. Although the VRF air conditioning
system has lower total annual cost, the fan coil system
and the VAR system to be manufactured can be more
advantageous if the VAR system is manufactured
domestically as mass production, also come front by
utilizing the waste heat and by decreasing the operation
and maintenance costs. Additionally, the other systems
use fossil fuels to drive. As known, when the VVRF air
conditioning system is preferred, the carbon emissions
will be released to the atmosphere and it will cause the
green house affect that causes global climate change. And
also the fluids as CFCs that is being used in the VRF air
conditioning system may cause the ozone depletion. In
addition to these disadvantages, utilizing the waste energy
is so important because the countries like Turkey that do
not have enough fossil fuel sources to produce their own
energy. But, by preferring VAR systems utilizing waste
heat, the total efficiency of industrial furnace integrated to
the VAR system will be increased, thermal pollution can
be decreased and also total cost of comfort cooling of the
office buildings will be minimized.
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APPENDIX

The inside heat transfer coefficient for tubes flowing
water can be determined as follows [12]
Nu = 0.023- Re®®. pr4 (A1)

At the absorber the total area of one tube can be
estimated as [16, 17]

Ay =2-1-n-7-r, (A2)

1 1
. 4 2 3
Iz[3 Ps )4( _n ] (7-1,-a-c-cos@®)a (A3)
329 ms'lus

For absorber, the wavelength can be determined as
follows [18]:

n-o
P9
At the absorber the outside convective heat transfer
coefficient can be determined as follows [19];

A=2.7- (A4)

Nu = Re®* (A5)
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When the outside heat transfer coefficient is determined,
a model for falling film evaporation on horizontal
smooth tubes can be used [20].

h, =h, +h, -(Itj+hc (1—';_")

Falling film evaporation in a vacuum, the nucleate
boiling term can be eliminated [21].

And for wet areas falling film evaporation Nu number
can be determined as follows;

(A6)

Nu=182.1-Re™* (A7)
At falling film evaporation, for dry areas a coefficient is
determined as follows [22];

F =0.0024- Re** (A8)
For falling film evaporation, the outside convective heat
transfer coefficient for developed region is determined
by multiplying convective heat transfer coefficient and
dry area coefficient as follows;



h,=F-h, (A9)

The heat transfer for condensation on the outside surface
of a horizontal tube gives the outside heat transfer

coefficient [23].

(A10)

Nioriz = 0.729-

horiz

1
g-p '(pl _pv)'h:g 'k|3 N
H '(Tsat_TI)'do)
1
=—h (Al1)
NE

hhoriz, Ntubes horiz

At the generator, to calculate the outside heat transfer
coefficient, the correlation below is used [24]:

k 0.681 % JS 0.2-
h, :0.134'[dj'(Re ).(Pr J (14.85] (A12)

e
0.1134
S
tf
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Abstract: Objects and surfaces often appear in Particle Image Velocimetry (PIV) images. Unless masked, the
features on these contribute to the cross correlation function and introduce an error in the vectors as a result of the
PIV analysis in the vicinity of the phase boundary. Digital masking of objects has appeared numerous times in the
literature as part of the analysis chain, with a growing focus on isolating moving features using dynamic masks. One
aim of this article is to provide a summary of milestones achieved in dynamic masking covering a wide range of
applications. Another aim is to show the difference between image masking and vector masking. Finally, two
different dynamic masking examples are described in detail and compared. The examples used are selected from
swimming microorganisms in small channels. In the first example, a histogram thresholding-based dynamic masking
is used, while, in the second example, a novel technique employing a feature tracking-based dynamic masking is
used. Results show that histogram thresholding-based masking provides better results for swimmers which randomly
change shape and direction; whereas, feature tracking-based masking provides better results for swimmers which do
not change shape or direction significantly. In order to show the improvement due to dynamic masking, a
comparison is made between PIV results a) with no masking, b) with just image masking and c¢) with both image and
vector masking. Results show that the best approach is to use both image and vector masking.

Keywords: Dynamic masking, Image masking, Vector masking, Histogram thresholding based dynamic masking,
Feature tracking-based dynamic masking.

PARCACIK GORUNTULEMELI HIZ OLCME TEKNIGi iCiN
DINAMIK MASKELEME TEKNIKLERI

Ozet: Cisimlere ve yiizeylere Parcacik Goriintiilemeli Hiz Olgimi (PIV) imajlarinda sikga rastlamir. Bunlar
maskelenmedigi slirece, ¢apraz korelasyon fonksiyonunu etkiler ve PIV analizi sonucu elde edilen hiz vektorlerinde
faz simirina yakin yerlerde hatali sonuglar olusturur. Cisimlerin dijital ortamda maskelenmesi, ¢zellikle hareketli
cisimlerin dinamik maske kullanilarak imajlardan ¢ikarilmasi hesap zincirinin bir pargas: olarak literatiirde pek ¢ok
kez yaymnlanmistir. Bu yazinin bir amaci dinamik maskelemede ulasilan kilometre taglarimin genis bir uygulama
yelpazesini de kapsayan bir 6zetini vermektir. Bir diger amag ise dinamik imaj ve vektér maskelemenin farklarini
gostermektir. En son olarak, iki ayr1 dinamik maskeleme 6rnegdi ayrintili olarak anlatilmakta ve karsilastirilmaktadir.
Kullanilan &rnekler kiiciik kanallarda yiizen mikroorganizmalardan secilmistir. Ilk 6rnekte histogram esikleme ile
dinamik maskeleme ve ikincide ise yeni bir teknik olan, dzellik takibi ile dinamik maskeleme kullanilmistir. Sonugta,
histogram esikleme ile maskelemenin yiizme yoni ve sekli rastgele degisen yiiziiciilerde; Ozellik takibi ile
maskelemenin ise sekli ve yonii pek degismeyen yiiziiciilerde daha iyi sonuglar verdigi ortaya ¢ikmaktadir. Dinamik
maskelemenin yararini géstermek igin maskeleme yapilmadan elde edilmis PIV sonuglari, sadece imaj maskelemesi
yapilarak elde edilmis PIV sonuglar1 ve hem imaj hem de vektdr maskelemesi yapilarak elde edilmis PIV sonuglari
karsilagtirilmigtir. Sonugta hem imaj hem de vektér maskelemesinin kullanilmasinin daha uygun oldugu ortaya
citkmustir.

Anahtar Kelimler: Dinamik maskeleme, imaj maskeleme, Vektor maskeleme, Histogram esikleme ile dinamik
maskeleme, Ozellik takibi ile dinamik maskeleme.

INTRODUCTION becomes an extremely cumbersome and time-consuming

process if the object is moving. Especially in the case of
Masking is an important step during PIV processing time resolved P1V systems,—where thousands of images
and, in many cases, manually-drawn static masks are can be acquired in an image ensemble—manual masking
sufficient to remove stationary objects from PIV of moving objects from each image is simply not
images. Masking can be a relatively easy process if the practical. Static digital masking is rather straightforward
unwanted section or object is stationary, however, it and has appeared numerous times in the PIV literature;



therefore, any reference to static masking techniques is
omitted here, and the focus will be on dynamic
masking.

With the introduction of high-speed PIV systems,
time-resolved flow field information has become more
readily available. Along with generating large numbers
of images, this has also driven a necessity for an
effective dynamic masking process when phase
separated image processing is required in various
multi-phase flow investigations. There are often
significant velocity gradients across phase boundaries,
which can cause cross-correlation based PV methods
to fail. Ironically, phase boundaries are often the focus
of investigations where important fluid dynamics
phenomena occur. In interrogation windows which
overlap the boundary, the PIV computations are more
likely to represent the displacements of the phase with
the greater density of particle images. Therefore, it is
essential to identify the phase boundary accurately in
order to perform phase-separated PIV evaluations for
a more accurate representation of the flow field where
interesting flow phenomena occur.

To date, many multi-phase flow investigations have
used some form of dynamic masking and these cover
almost all phase combinations: gas in liquid (e.g.
bubbly flow reactors, boiling flows), liquid in gas (e.g.
sprays, free surface flows), liquid in liquid (e.g.
droplet formation, mixing), gas in gas (e.g. combustion
diagnostics, flame front investigations), solid in liquid
(e.g. sediment transport, swimming objects), solid in
gas (e.g. flapping and flying objects) and solid, liquid
and gas (e.g. landslide investigations). Separation of
phases can be accomplished using optical methods,
digital methods, and using additional hardware
components (e.g. a secondary illumination mode,
Lindken and Merzkirch, 2002). Phase separation can,
of course, also be achieved using a combination of
these. Of particular interest—and the focus of the
current report—are the digital methods which create
dynamic masks of moving objects by applying a
number of image processing functions using the
original image ensemble. Although a number of
different image processing techniques can be used in
tandem, digital separation methods can be grouped
under three main categories: (i) size-based separation,
(ii) greyscale histogram thresholding methods and (iii)
boundary detection methods. This study is a first
attempt to summarize existing literature on the three
digital separation methods. Additionally, two
examples are provided of recent dynamic masking
applications from  bio-micro-fluidics. The first
application example demonstrates masking of a
uniflagellate  microorganism  using  histogram
thresholding and the second details masking of a
copepod microorganism using a novel feature
tracking-based approach.
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Size-based separation

The first study using moving masks for phase-separated
PIV processing was by Gui and Merzkirch (1996) in a
bubbly flow experiment. In their analysis, a digital mask
was used to track & separate larger gas phase objects
(bubbles) from the smaller seeding particles in the liquid
phase for double-frame PIV recordings. The separation
technique relied on the existence of a significant
difference in size distribution between the bubbles and
the seeding particles. In another bubbly flow
investigation from the same research group, Lindken
and Merzkirch (2000) used a similar digital masking
technique. In this study, a secondary high-speed imaging
system was added to reconstruct the bubble shape and
position in three-dimensions. The light sheets of the two
systems were perpendicular to one another, and the 3D
bubble shapes were reconstructed using the 2D bubble
contours produced by each of the high-speed imaging
systems. The use of this secondary imaging system
allowed phase-separated measurements of simultaneous,
multiparameter information: (i) two-component planar
velocity field, (ii) bubble positions and (iii) 3D bubble
shapes.

Separation of three phases was achieved by Fritz et al.
(2003), who performed digital dynamic masking in a
landslide wave tank without using additional hardware
components. First, the seeding particles in the water
phase were separated from the sliding granular matter
and air, using image-processing functions. Second, the
pixel value fluctuations arising from illumination
intensity were removed using a sliding background
subtraction. Finally, the water phase was isolated from
the other two phases using digital dynamic masks
similar to techniques used in Lindken & Merzkirch
(2000). The ramp and water surface were masked to
avoid biased correlation signals caused by total
reflections and light scattering from floating seeding
particles. This masking technique was used successfully
in un-separated and separated flow conditions, meaning
the mask was able to follow morphological changes in
the two-phase flow.

The size-based separation methods naturally rely on a
significant size difference between the phases. If the size
difference is small, i.e. if the size of the bubbles are
close to the size of the particles, phase separation
becomes quite difficult. Histogram thresholding
methods, in combination with other image processing
functions, have certain advantages in such situations and
can be more effective when applied to other challenging
flow configurations.

Histogram thresholding methods

Lindken and Merzkirch (2002) improved upon their
previous size-based separation method by adding a
histogram thresholding-based separation approach. They
used the digital mask as an operator in the PIV



evaluation algorithm in which the separation of phases
is performed on individual image histograms.
Furthermore, a secondary light source in transmission
mode was used in combination with PIV in order to
get distinct background levels between particles and
bubble areas. The detailed image processing steps are
implemented such that they can be applied to large
image ensembles in a systematic fashion (automated
masking).

In the realm of PIV literature, the term “dynamic
masking” was first coined by Sveen and Daziel (2005).
In their approach, dynamic masking allowed
simultaneous measurements of velocity and density
gradients by separating PIV and synthetic Schlieren
signals in a gravity wave tank. In the experiment,
backlit particle shadows were superimposed on
synthetic schlieren images. The particle images were
removed using a 3-step masking procedure. First, a
background subtraction was performed based on pixel
maximum to remove static features on the tank walls.
Second, a histogram thresholding was performed to
locate the particles, and third, an erosion filter was
applied to increase the imaged particle size. The
resulting image was used for masking the synthetic
Schlieren images. Sveen and Daziel (2005) even
measured the performance of their dynamic masking
technique by comparing the RMS signal of a) a non-
seeded measurement, b) a seeded measurement
without a mask and c) the seeded measurement with
dynamic masking. They observed that the masking
technique reduces RMS errors by 7%.

Another performance assessment was made by Seol &
Socolofsky (2008) using a PIV/LIF (Laser Induced
Fluorescence) experimental setup. In this study,
experiments were performed in a bubbly two-phase
flow and made a three-way comparison between a)
optical phase separation, b) digital phase separation
(masking) and c) mixed-phase PIV analysis with
vector post processing. As a result of the error analysis
among the data sets, it was found that the vector post-
processing algorithm performed well, but contained
small errors in the fluid-phase velocity field around
some bubbles. A five-step image processing chain was
used to identify the bubble signatures for masking: (i)
a 3x3 median filter, (ii) histogram thresholding at 5%
of peak pixel value, (iii) binarization, (iv) opening /
closing filters and (v) a dilation filter were used to
generate the masking algorithm. The binary image
mask was then multiplied by the original image to
separate the bubbles from the fluorescent particles. In
the processed particle image, the missing bubble
regions were filled with an average background pixel
value instead of a zero-pixel value so that the PIV
algorithm is not biased by the sharp edges created by
the masked bubble regions.

Up until 2010, all the histogram thresholding-based
techniques used in bubbly flow experiments relied on
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the use of additional systems or hardware components.
In 2010, Deen et al. (2010) and Hammad (2010)
reported masking of stationary and moving objects using
only image processing functions, i.e. without the use of
additional hardware components. Deen et al. (2010)
described a combined image processing approach that
deals with uneven illumination and masking, where a
two-phase flow between the filaments of a spiral wound
membrane module was digitally separated. The
approach consisted of (i) intensity normalization to cope
with uneven illumination, (ii) background subtraction to
remove stationary objects and (iii) image masking to
remove the moving bubbles in two-phase flow. The
removal technique of moving bubbles—which appear as
bright rings on the image—was similar to what was
developed by Seol & Socolofsky (2008). Hammad
(2010) performed phase-separated velocity
measurements in a two-phase flow experiment in which
the turbulent bubbly flow was produced by an impinging
water jet on a horizontal air-water interface. Dynamic
masking was performed using a sequence of low-pass,
high-pass and morphology digital filters to yield
background subtraction, bubble detection and phase
separation. The liquid-phase containing the seeding
particles was produced first by identifying the areas
occupied by bubbles using median filtering, and then by
subtracting the bubbles from contrast-enhanced images.
Each phase was evaluated separately using an adaptive
correlation-based PIV algorithm.

In general, the dynamic masks generated in the literature
have been accurate down to a single pixel. Wosnik and
Arndt (2013) applied a slightly different dynamic
masking technique based on a local threshold filter
applied on the interrogation area. The experiment was
performed in a bubbly wake produced by ventilated
supercavitation, where only the velocity fields of the gas
phase in the cavitating flow were obtained by PIV
analysis of the bubbles. In order to retain vectors
associated with bubbles, the original PIV image was
thresholded not pixel-by-pixel, but by the size of the
final interrogation area. The masked and unmasked
regions were defined based on a pixel value summation
over the final interrogation area compared to a defined
threshold value. In other words, if the sum of the pixel
values was above a certain threshold, the mask was
“on”, and if below the mask was “off”’. Therefore, the
1024x1024 original image was converted to a 63x63
binary image mask for 32x32-pixel final interrogation
area and 50% overlap. That approach naturally
produced a mask with coarser resolution.

Histogram thresholding-based dynamic masking has also
been applied in other challenging applications. Among
these are (i) the masking of organisms during
locomotion, (ii) the masking of droplets during break-up
and (iii) the masking of reactants and products in
combustion diagnostics.



Wadhwa et al. (2014) used a dynamic masking
algorithm to investigate the flow field around A.
Tonsa, a sub-millimeter sized microorganism, during
locomotion. A two-step masking procedure was
applied to remove the organism from the particle
images: The procedure consisted of a sliding
averaging of the pixel intensity values followed by
thresholding to remove those pixels from the analysis
which corresponded to the organism. The masking
process made it “impossible” to get measurements in
the close vicinity of the organism, especially around
the swimming appendages. As a result, the masking
parameters had to be adjusted for each recording
manually in order to minimize the loss of useful data.
After every pass of the processing and during post-
processing, outliers were removed using a median
filter and de-noising. Later Ergin et al. (2015a) applied
a feature tracking-based dynamic masking approach to
achieve better results using the same raw images. This
approach will be described in detail in Section 3.

Carrier et al. (2015) used dynamic image and vector
masking successfully in a droplet formation
experiment where the dynamic mask was used to reject
spurious vectors in the non-seeded continuous phase.
The first step was to isolate the features in motion (the
droplet interface and the seeding particles) from the
static background. For this purpose, the harmonic
mean was subtracted from the inverted pixel values of
the raw shadow images. In addition to this, a static
mask was applied to remove residual wall reflections.
Finally a suitable histogram threshold level was
selected so that only the features in motion had a non-
zero pixel value. Then a sufficient number of dilations
(bright pixels flooding the dark pixels) were
performed to fill the gaps between the particles and the
interface entirely. A natural side effect of this dilation
is the ‘fattening’ of the finger, which can be remedied
by an equal number of erosions (dark pixels flooding
the bright pixels). The masks generated in Carrier et
al. (2015) were successful in following the
morphological changes during the droplet formation,
especially during the break-up stage (Fig. 1). A movie
of the droplet break-up is available in Ref M1.

Stevens et al. (1998) performed phase-separated PIV
measurements in a combustion application. The
experiment consisted of a premixed turbulent methane-
air flame in a stagnation plate configuration, where a
dynamic masking technique was used to improve the
PIV results for interrogation areas located along the
flame front. In order to separate the reactant and product
zones, local seeding density was used as the
differentiator. The seeding density is often higher before
combustion, and lower afterwards due to a sudden
expansion of gases. As a result of the seeding denisty
change, local mean pixel intensity in the PIV images is
higher in the air-fuel mixture before combustion than
after. Stevens et al. (1998) were able to determine the
thin flame front using the Light Sheet Tomography
technique, which is based on the local intensity of Mie
scattering from the seeding particles. A suitable
threshold applied on the mean pixel values was used to
separate the two zones and a cross-correlation-based
PIV algorithm was applied in each zone separately.

The histogram-thresholding techniques seem to be more
frequently applied in the literature; particularly for the
masking of multiple medium-sized features in the flow
field, such as bubbles, microorganisms, and droplets.
Due to their flexibility and their ability to handle more
challenging situations, they can even produce successful
results along more complex phase boundaries such as a
flame front in combustion applications.

Boundary detection methods

Boundary detection methods are more suitable for
separation of phases across longer, single-phase
boundaries such as flame fronts, surface instabilities
and liquid free surfaces. For example, Coron et al.
(2004) used a boundary detection method for phase
separation in a turbulent premixed flame, very similar
to what is described by Stevens et al. (1998). Both
groups were successful in (i) obtaining the phase-
separated instantaneous velocity fields simultaneously,
and (ii) improving the accuracy of the PIV
measurements in the vicinity of the flame front.
Additionally, Coron et al. (2004) were able to measure

B O

Figure 1. Snapshot of the flow field at rupture instant during the droplet break-up experiment performed by Carrier et
al. (2015). Colors indicate velocity magnitude, max velocity 270 mm/s. Histogram thresholding based dynamic mask is
able to follow morphological changes during droplet formation.
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the flame front contour location. Coron et al. (2004)
also perform a phase separation between fuel and
reactants based on the fact that Mie scattering light
intensity from the seeding particles is lower in
products than in reactants—due to the gas expansion
across the flame front. In this study however, the
active (deformable) contours technique was used for
boundary detection rather than a histogram
thresholding method. These deformable contours can
be breifly described as curves or surfaces defined
within a multi-dimensional domain which can move
toward desired features (usually edges). The
preferred model for their study employed parametric
active contours, which allowed a compact
representation of data. The boundary detection
technique using active contours is an iterative
procedure, in which an initial contour on the image
domain is allowed to deform. Coron et al. (2004)
used a contour obtained by the reliable averaging
windows technique as an initial guess. After the final
flame front contour was obtained, a mask was
produced on one side of the contour at a time with
PIV analysis performed in the fuel mixture phase and
the combustion products phase separately. As a
result, in regions where the interrogation windows
stretch across the flame front, the densely seeded
fuel phase did not influence the correlation function
in the reactants phase.

Another application where boundary detection
methods prove to be more suitable are flows with
free liquid surfaces. Sanchis and Jensen (2011) used
Radon transformation for automatic boundary
detection and performed phase separation in a
stratified two-phase flow through a circular pipe.
The boundary was identified by the seeding particles
floating at the free surface, which appeared as a long
connected dotted line in PIV recordings. The Radon
transform is a mathematical tool well suited for the
detection of linear features in noisy images and is
commonly applied in computer vision. This
technique tends to suppress pixel intensity
fluctuations due to noise by the process of
integration. A normalization procedure was included
to take into account the aspect ratio of rectangular
input  images. During image  processing,
segmentation was necessary and an increased
number of image segments were used in areas with
increased curvature. Hermite cubic interpolation
between  adjacent  segments  allowed the
reconstruction of the interface piece by piece across
the entire image. This technique was able to track the
interface with an accuracy of +/- 0.67 pixels under
worst-case scenarios; i.e. in low particle density and
with a noisy background.

Honkanen and Saarenrinne (2003) provided a good
overview of other digital object separation methods
and their application in PIV analysis of turbulent
bubbly flows. They described four different object
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separation methods including (i) probability of centre,
(ii) convex perimeter, (iii) curvature profile and (iv)
Shen’s method. The last three are breakpoint detection
methods and were found to be more efficient than the
probability of centre method for bubbly flows. Their
superior performance is due to the fact that they search
for connecting points of outlines of individual objects on
the perimeter of the segment. Among all four methods
the curvature profile method located the connecting
points most accurately and most reliably, and it was also
the least sensitive to noise. It should be noted that these
findings only apply for bubbly flows where smooth
contours are normally encountered during PIV
recording.

As can be seen in the literature, there are a great number
of different masking approaches used by researchers,
and it is quite difficult to universally comment whether
one approach is better than the other. In the current
work, the aim is not to name the best masking technique
that works in every scenario. On the contrary, based on
previous studies, the dynamic masking approach should
be tailored for each application. Regardless of the
approach being used, mask definition is the same;
information from one or more phases must be
suppressed while leaving information from the
remaining phase(s). In the next section the mask
definition for image masking and vector masking is
presented.

Mask definition

The goal of dynamic masking is to get a specific pixel
value (such as “0”) on the object that is to be masked
and retain the pixel value information everywhere else
for each image in the ensemble. This can be achieved in
a 3-step procedure. In step one; a new image ensemble
is produced by filtering, thresholding etc. to obtain a
pixel value of 0 on the object and 1 everywhere else
(Gui and Merzkirch 1996). In step two, each time step
of the new image ensemble is multiplied by the
corresponding time step of the original ensemble. If the
original image background pixel value is nonzero, this
results in a sharp pixel value difference between the
mask and the image background. As a remedy, in step
three, background subtraction techniques can be used to
obtain a 0 pixel value in the masked ensemble’s
background, or the masked area can be padded with the
average pixel value of the background (Seol &
Socolofsky 2008). Finally, the mask ensemble can be
applied to mask either the raw images (image masking)
and/or the PIV results (vector masking). In short, the
preferred image masking definition here is following
Gui and Merzkirch (1996), where the mask is defined as
a binary image and it is applied on the raw images using
pixel-by-pixel image multiplication:

A (i,j)= 0 if the pixel, p(i,j) belongs to the phase that is
to be masked (Phase 1)

A (i,j)= 1 if the pixel, p(i,j) belongs to the phase that is
subject to PIV evaluation (Phase 2).



A typical phase-separated PIV evaluation of a two-
phase flow starts with image masking of phase 1 and
PIV evaluation in phase 2. Then the binary mask is
inverted to mask phase 2 using a simple pixel
inversion and PIV evaluation is performed on phase 1.
An additional vector masking step is usually applied
after each evaluation in order to clean up the vectors in
the masked phase close to the phase boundary (see
Fig. 6). The vector masking definition is similar to
image masking:

A (i,j)= 0 if the vector V(i,j) belongs to the phase that
is to be masked (Phase 1)

A (i,j)= 1 if the vector V(i,j) belongs to the phase that
is subject to PIV evaluation (Phase 2)

Finally, both vector maps are merged to represent the
two-phase flow field. For multiphase flows where
more than 2 phases are present, the same approach can
be used a number of times until each phase is
represented in the flow field. In some cases, one of the
phases could be a solid boundary in motion (e.g.
flapping wing, rotating vane etc.) where PIV
evaluation may not be necessary. In the following two
sections, different dynamic masking strategies are
described using the above mask definition. In the
Section 2, flow around a uniflagellate swimmer,
Euglena Gracilis (E. Gracilis), is isolated using
histogram thresholding-based dynamic masking. In the
Section 3, flow around a breaststroke swimmer,
Acartia Tonsa (A. Tonsa), is isolated using a novel
tracking-based dynamic masking technique. Recently,
similar dynamic masking procedures for E. Gracilis
and A. Tonsa have been reported in Ergin (2015) and
in Ergin et al. (2015a), respectively. The current work
uses the same two raw particle image ensembles, but
provides improved comparisons and descriptions
(including flow charts for data analysis) of masking
and velocimetry. In the case of E. Gracilis, the
importance of dynamic masking is demonstrated by
providing a three-way comparison between PIV results
with a) no masking, b) image masking and c) vector
masking. Similarly for A. Tonsa, a comparison
between unmasked and masked PIV results is
provided.

HISTOGRAM THRESHOLDING-BASED
DYNAMIC MASKING

The microorganism E. Gracilis is known to use a
single whip-like structure, called flagellum, in
combination with rolling, stretching and contracting its
flexible body. A schematic of this mono-flagellate is
shown in Fig. 2. Its body length without the flagellum
can vary between 20pum and 100pum. The flagellum is
located at the end close to the photoreceptor, and the
cell nucleus is centrally located in its body. Although
imaging the flagellum is challenging, the
photoreceptor and the cell nucleus can be detected
easily under a microscope (Fig. 2).
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Figure 2. Schematic of E. Gracilis. Flagellum is added
manually as it cannot be resolved by the optics. The
photoreceptor, nucleus and chloroplast are visible under the
microscope.

The experimental measurement setup used in this
masking example is a MicroPIV system manufactured
by Dantec Dynamics. The system components include
an inverted fluoresence Microscope (HiPerformance), a
sensitive CMOS detector (SpeedSense M310), a
synchronization device (80N77 Timer Box), and a
pulsed LED illumination system (Microstrobe). In
biological flows, high-power pulsed laser illumination is
often not preferred as this can disable the organism or
influence its normal locomotion behaviour. For this
reason, a lower-power LED-based pulsed illumination
was used in backlit transmission mode which produced
shadow particle images. 1um-diameter seeding particles
were introduced in small quantities until a sufficient
seeding density was achieved for PIV. The seeding
density was kept at a low level in order to avoid a
change in normal swimming behaviour. The particle
images were recorded at a frame rate of 12.5 fps, with a
resolution of 1280 x 800 pixels. The images were
acquired using a 40x magnification objective, producing
a 0.64 mm x 0.4mm field of view (FoV). Later a smaller
region of interest (ROI) is extracted with a resolution of
323 x 529 pixels, corresponding to 162um x 265um in
the object space. Single-frame image acquisition was
performed with a constant time difference of 80ms.
Since the FoV was relatively small (~0,25mm?), it was
often necessary to wait until an organism swam through
the FoV with the measurement system in operation. The
images were continously acquired and stored in a ring
buffer with the acquisition stopped manually after the
organism had passed through the FoV. 83 consecutive
frames were analyzed to produce 82 flow field
measurements. Total recording time was 6.56s. Further
details can be found in Ergin (2015).
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Figure 3. E. Gracilis during locomotion in water with 1-um diameter seeding particles at t=1.92 s. (a) Raw image before
background subtraction (b) after pixel inversion and background subtraction (re-inverted) (c) dynamic mask (d) particle image

after image masking (re-inverted)

Fig. 3a shows the raw PIV recording of a 47,5um-tall
E. Gracilis in the sparsely seeded flow. In the acquired
ensemble, E. Gracilis meanders upwards through
filtered water; covering a net distance of
approximately 256um (Fig. 4). Use of filtered water
provides a cleaner, foreign-object-free background in
the raw images and allows more precise seeding
density adjustments. Furthermore, other marine
organisms (predator or prey to E. Gracilis) that can
change E. Gracilis’ normal locomotion behaviour are
excluded.

@)
Figure 4. Quality of dynamic masking (a) Recorded position
(b) dynamic mask of E. Gracilis every 0.96s.

(b)

The first step in image pre-processing is pixel
inversion in order to work with positive particle
images rather than particle shadows. Although
working with (inverted) positive particle images
during processing, it is preferable to present (re-
inverted) shadow particle images for better visibility
(Fig. 3b and 3d). In the second step, a background
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subtraction is performed using the minimum pixel value
found in the inverted ensemble (Fig. 3b). Next, a
histogram thresholding-based dynamic mask is produced
using the ensemble in the second step (Fig. 3c) and
finally image masking is performed (Fig. 3d). A flow
chart describing the complete analysis chain for dynamic
masking of E. Gracilis is shown in Fig. 5.

Pixel
Inversion

Raw Image
Ensemble

Background
Remowval
]
Image
Masking
]

PIV
Amnalysis
1
Vector
Masking
Figure 5. Flow chart describing the analysis chain for

dynamic masking of E. Gracilis.

Dynamic

Post-
processing

Result
Presentation | |

In the current study, the following image processing
chain produced an acceptable dynamic mask: a 9x9
median filter, a closing filter with 10 iterations,
thresholding (min:125 max:4096), pixel inversion,
thresholding (min:3970 max:4096), erosion filter with 2
iterations, thresholding (min:0 max:1). The final
thresholding step produces the binary image mask. In
order to demonstrate the quality of the dynamic mask,
position of E. Gracilis (Fig. 4a) and the used mask (Fig.
4b) are shown side by side at selected time steps. One
immediate observation is that the mask is slightly larger
than the organism. This is intentional in order to keep a
small margin around the masked object, and the margin
thickness can be controlled by the number of erosions
and dilations. Another observation is that the used mask
may produce non-ideal results around image boundaries
(see for example the top of Fig. 4b at t=5,76s). Apart



from these, the dynamic mask captures the position
and the shape of E. Gracilis in a successful fashion.

For velocity calculations, an adaptive PIV algorithm is
used, which is an advanced particle displacement
estimator implemented in DynamicStudio (Dantec
Dynamics, Skovlunde, Denmark). Briefly, the
implementation is a cross-correlation based, adaptive
and iterative procedure employing vector validation
and deforming windows: First, the displacement is
calculated on an initial interrogation area (1A), which
is larger in size compared to the final 1A. In each step
the 1A is shifted by the displacement calculated in the
previous step. For the case of E. Gracilis the final
interrogation windows of 32x32 pixel are used with
75% overlap. Window deformation is performed by
adapting the IA shape to velocity gradients, with
|du/dx|, |[dv/dx|, |du/dy], |dv/dy| < 0.25.

Several passes can be made to further shift & deform
the windows to minimize the in-plane particle dropout.
For each 1A size, this procedure is repeated until a
convergence limit in pixels or a maximum number of
iterations is reached. Then a 9-point, two-dimensional
Gaussian fit is performed on the highest correlation
peak to obtain the displacement field with subpixel
accuracy in each pass. A number of FFT window
(Hanning, Hamming etc.) and filter functions can be
applied during the analysis. Between passes, spurious
vectors are identified and replaced with a number of
validation schemes including peak height, peak height
ratio, SNR & Universal Outlier Detection (UOD)
(Westerweel and Scarano  2005).  Following
Westerweel and Scarano (2005), UOD is performed
between passes in a 5x5 neighbourhood with 0.1
minimum normalization level and a detection
threshold of 2.0. The vectors are considered valid if
the peak height ratio is larger than 1.25. In other
words, the displacement calculation is considered
reliable when the highest peak (the assumed signal
peak) is at least 1.25 times higher than the second
highest peak (assumed to be noise) in the cross-
correlation function. This is certainly not the only
vector validation method, but it is one of the oldest. A
threshold value of 1.2 is often used in the literature, so
in this respect the present threshold value of 1.25 is
more conservative. The subpixel positioning accuracy
of the Adaptive PIV algorithm is reported as 0.06
pixels with 95% confidence (Ergin et al. 2015b). The
0.06 pixels correspond to a 27.5nm displacement in
the object space, and the velocity uncertainty is
estimated as 0.34um/s. An average filter in a 5x5
neighbourhood and vector masking is applied after
Adaptive PIV computations.

A close up of the flow field around E. Gracilis at
t=1.92s is shown in Fig. 6. In this figure, vectors
represent the u and v components of the flow field and
colors represent the magnitude of local velocity, where
blue areas represent stagnant flow regions. Figure 6
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Figure 6. Flow field around E. Gracilis at t=1.92s.
(a) Without masking, (b) with image masking only, and
(c) with both image masking and vector masking.
Max velocity is 12um/s in b and c.



includes three subfigures in order to make a three way
comparison of the flow field first without the
application of masking (Fig. 6a), second with image
masking but without vector masking (Fig. 6b), and
third with both image and vector masking (Fig. 6c).
The raw particle image is also included in Fig. 6¢ in
order to show the position of E. Gracilis with respect
to the flow field.

It is clear from Fig. 6a that without any masking the
flow field in the immediate vicinity the organism is
contaminated by the upward motion of the organism
itself. This is simply because the features on the
organism produce a strong correlation peak in
interrogation areas that overlap the organism and the
fluid around it. Application of image masking (Fig.
6b) improves the situation significantly for the liquid
phase, but this time some erroneous vectors are
registered on the organism; vectors indicate a
downward motion while the organism swims upwards.
These spurious vectors can be cleaned with the
application of vector masking (Fig. 6c), which leaves
us with the flow field around E. Gracilis where the
information is only coming from the liquid phase. The
flow field reveals that the fluid is drawn towards the
organism upstream and downstream, and fluid is
expelled from the organism on the sides. The
downstream flow field can be explained as the wake in
the aft of the swimmer, and the upstream flow field is
produced most likely by the flagellum pulling a stroke,
the main source of propulsion. Due to continuity
around the organism, the fluid is expelled outwards
from the sides. This flow field also produces four
small vortices, one at each corner of the image, i.e. due
Southwest, Southeast, Northwest and Northeast of the
organism.

The histogram thresholding-based dynamic masking
example described above proves to be quite powerful
as it is able to tackle several important challenges
encountered in the image ensemble: uneven
illumination (Fig. 3a), random object trajectory,
random object shape, and random object velocity (Fig.
4). Although quite powerful, histogram-thresholding
based dynamic masking strategies may not work for
certain applications. In the following section, the
feature tracking-based dynamic masking strategy was
used, which proved to be more successful for the
application.

FEATURE TRACKING BASED DYNAMIC
MASKING

Recently the hydrodynamics of a ~220-pm-long A.
Tonsa (Fig. 7) nauplius were analyzed in Wadhwa et
al. (2014) wusing time-resolved MicroPIV/PTV
(Particle Tracking Velocimetry), in which a two-step
masking technique was applied to remove the
organism from the particle images.
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Figure 7. Schematic of A. Tonsa nauplius at the beginning of
a power stroke. From Ergin et al. (2015a).

vicinity of the organism, especially around the
swimming appendages. As a result, Wadhwa et al.
(2014) had to adjust the masking parameters for each
recording manually in order to minimize the loss of
useful data. Later Ergin et al. (2015a) made some
improvements on the masking strategy of Wadhwa et al.
(2014) and provided some phase-locked averaged
results. In the current study, the same particle image
ensemble is used, but a more effective approach for both
masking and velocimetry is employed. Although the new
strategy is not successful in masking the swimming
appendages, it enables more accurate measurements in
the close vicinity of the organism without having to
adjust masking parameters manually for each image and
without having to apply phase-locked averaging. In the
current study, an improved tracking algorithm is used,
which tracks both the horizontal and the vertical position
of A. Tonsa, whereas, Ergin et al. (2015a) performed
tracking only in the vertical direction. Since A. Tonsa is
moving slightly to the left (see Fig. 11), a larger mask
was used in Ergin et al. (2015a). Second, the analysis
consists of 16x16 final IA size with 50% overlap
followed by a UOD scheme with a detection threshold
of 0.5. This enabled the comparison of masked and
unmasked flow fields at any instant, without resorting to
phase-locked averaging.

The experimental setup for the second application
example is described in Wadhwa et al. (2014) and is
summarized here briefly: Copepods A. Tonsa were
cultured at 18°C and were transferred before
experiments to the test aquarium containing filtered
seawater. Only a few specimens were transferred in
order to avoid possible interactions between them. The
test aquarium is a glass cuvette (10x10x40mm) placed
on a horizontal stage and kept at room temperature,
between 18°C and 20°C.

The experimental measurement setup is a long-distance
Micro Particle Image Velocimetry (LDUPIV) system
where the light sheet propagation direction and the
camera viewing direction are perpendicular. As
described in the previous application, high-power visible
laser illumination is often not preferred in biological



Figure 8. (a) First, (b) 33" (middle), and (c) 65™ (last) frames of the raw particle image ensemble. Boxes show the approximate

borders of the ROI extracted around the organism.

flows. For this reason, a low-power, continuous-wave
infrared laser (Oxford Lasers Ltd, 808nm wavelength)
was used. Sheet forming optics were assembled to
produce a 150um thick light sheet, defining the
measurement depth of the experiments. TiO; seeding
particles smaller than 2um were introduced in small
quantities until a sufficient seeding density was
achieved. The particle images were recorded on a
high-speed CMOS detector (Phantom v210, Vision
Research Inc.) at a resolution of 1280 x 800 pixels.
Single frame image acquisition was performed with a
constant time difference of 500us between frames,
corresponding to 2000fps. The images were acquired
with 11.65x magnification producing a 2.2mm X
1.4mm FoV (approx 3mm?). Once again, the images
were acquired and stored continuously in a ring buffer
and the acquisition was stopped manually after the
organism had passed through the FoV. Consecutive
frames were used for two-frame PIV processing - quite
typical for time-resolved PIV measurements: 65
frames were analyzed to produce 64 flow field
measurements. Further details can be found in Ergin et
al. (2015a).

The first, middle and last frame of the image ensemble
are shown in Fig. 8, where a ~0.22mm tall A. Tonsa is
in motion. During the experiment, A. Tonsa propels
itself upwards through filtered seawater by pulling
three breaststrokes and covering a distance of
approximately 650um (Average swim speed approx.
20mm/s). It is observed that A. Tonsa moves in an
almost-vertical straight line and its angular orientation
does not change significantly (Fig. 8 and 10).
Subsequent image analysis includes feature tracking,
image masking, velocity field calculation, vector
masking and image masking.

Several different histogram  thresholding-based
dynamic masking strategies proved unsuccessful in a
laboratory-fixed coordinate system; i.e. the “real-life”
situation where the fluid is stationary and the
microorganism is in motion. Since the microorganism
did not rotate around its axis or change shape and
moved in a relatively straight trajectory, a pixel-
accurate, cross-correlation based tracking method was
implemented in order to track its position throughout
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the ensemble. The idea behind this tracking technique is
to move to an object-fixed coordinate system in which
the microorganism is fixed and the surrounding fluid is
in motion. When the object is fixed, conventional static
masking techniques can be applied on the images and/or
on the calculated vectors. This was achieved in three
steps: First, a feature was defined using the organism’s
image in the first frame (Fig. 8a). It was possible to
identify the organism throughout the ensemble because
some of the seeding particles were stuck on the
organism (Fig. 9). For this reason, the tracked feature
was selected as the body of the organism, excluding the
appendages.

Figure 9. Close up of the A. Tonsa showing particleé stuck on
its body.
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Figure 10. Correlation of the organism with itself in the (a) first, (b) 33" (middle), and (c) 65" (last) frames.

Second, a new pixel-accurate tracking algorithm was
implemented in Matlab, which locates the peak of the
cross-correlation function between the defined feature
and the entire image (Fig. 8). This essentially searches
for the defined feature within the entire image. The
algorithm is only pixel accurate because no subpixel
fitting was performed during the computations. Figure
10 shows the calculated cross correlation function for
the first (Fig. 10a), the middle (Fig. 10b) and the last
(Fig. 10c) frames in the ensemble, and the position of
the cross correlation peak can be compared to the
position of the organism in Fig 8a, 8b and 8c. The
maximum pixel value of the cross correlation function
in the ensemble reveals the nearly-linear trajectory of
A. Tonsa (Fig. 11).

Figure 11. A. Tonsa’s nearly linear trajectory during the
experiment.

Third, once the organism location was established on
all frames, a constant-size ROI, (576x384 pix) was
extracted around it (Fig. 8). The vertical ROI
dimension (384 pixels) was the maximum value which
could be used in all frames. The limitation was due to
the first and the last frames, in which the imaged
distance fore and aft of the organism must stay within
the FoV throughout the ensemble (Fig. 8a and 8c). The
horizontal ROl dimension (576 pixels) was a value
which fixed the organism approximately in the center
of the ROI horizontally, and reached sufficiently far
into the flow field. This three-step procedure fixed the
coordinate system on the organism and allowed the
application of a conventional static masking procedure
to remove the organism (image masking) and,
eventually, the spurious vectors on the organism
(vector masking). In this application, final
interrogation windows of 16x16 pixel were used with
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50% overlap for PIV processing. Here, the uncertainty
of 0.055 pixels corresponds to a 94.4 nm displacement
in the object space, and the velocity uncertainty is
estimated as 189 um/s; i.e. 1% compared to the average
swim velocity. A flow chart describing the analysis
chain for dynamic masking and PIV analysis of A.
Tonsa is shown in Fig. 12.

Object
Definition
!
Raw Image Cross-corr. Region of Static
Ensemble | based tracking| | Interest ext. | | Mask
!
Static Image
Masking
!
PIV
Analysis
!
Result Post- Vector
Presentation | | processing | | Masking

Figure 12. Flow chart describing the analysis chain for
dynamic masking of A. Tonsa.

The organism’s swim velocity history could be
measured by probing a vector in the far field, upstream
of or beside the organism. A time history of this vector
showed that the nauplius is an almost perfectly periodic
swimmer, and that three full breaststroke cycles were
recorded (Ergin et al. 2015a). Figure 13 shows the flow
field around the organism during the power stroke in the
vicinity of the maximum swim speed. This figure
includes two subfigures in order to make a comparison
of the flow field without tracking and masking (Fig.
13a), and with tracking-based image and vector masking
(Fig. 13b) at the same time instant. In Fig. 13b, the
instantaneous swim velocity value is subtracted to show
the flow field details around the organism. Similar to the
case for E. Gracilis, it is clear from Fig. 13a that,
without any masking, the flow field in the immediate
vicinity of the organism is contaminated by the upward
motion of the organism itself. This error is due to the
fact that the features on the organism produce a strong
correlation peak in interrogation areas which overlap
both the organism and the fluid surrounding it.
Application of image and vector masking (Fig. 13b)
provides a cleaner picture where the flow field
information around A. Tonsa is only extracted from the
liquid phase.



(b)

Figure 13. Flow field during the power stroke at t=3.5ms,
(a) without masking (b) with image and vector masking.
Swim speed at this instant is ~40mm/s. Both subfigures are a
result of 16x16 final 1A size, 50% overlap followed by UOD
scheme with a detection threshold of 0.5.

In both masked and unmasked results, the wake behind
the organism and two vortices are detected; one on
each side of the organism and each with opposite
rotation directions. The counter-rotating vortex system
is an indication of a toroidal (ring) vortex system in
three-dimensions which is in agreement with the
previous findings in Wadhwa et al. (2014). The spatial
dimension of the toroidal vortex is similar to the length
of the organism. The observed toroidal vortex ring is
more clearly visible in Fig. 13b when compared to Fig.
2 in Wadhwa et al. (2014). This is primarily due to the
improved image processing functions used here. The
masking process successfully removes the contribution
of moving particles stuck on the organism.

DISCUSSION, RECOMMENDATIONS &
FUTURE WORK

Masking will continue to be an important step in PIV
analysis  because it allows phase-separated
measurements which improve the velocity accuracy
along phase boundaries. Phase boundaries are
locations where many interesting flow phenomena
occur, such as velocity gradients, flow separations, gas
expansions, impinging flows and many others.
Ironically, this is where masking algorithms often fail
and generate the most measurement uncertainty. This
necessitates the evaluation of mask quality along the
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actual phase boundaries and warrants some future
investigations into the quantification of mask
performance.

It was shown in both application examples that masking
improves the accuracy and understanding of the flow
field, by removing the swimming object from the
analysis. Furthermore, it is shown in the case of E.
Gracilis that vector masking should almost always be
accompanied with image masking for a better
representation of flow around the organism. It is
described here as “a better representation” of the actual
flow field, because the accuracy can still be improved.
For instance, there are often sharp velocity gradients in
thin boundary layers and the size of the interrogation
window where the cross-correlation is applied is
relatively large. In such situations, the displacement
estimation is often biased towards the faster moving
fluid particles which are located away from the wall in
the correlation window. Vector repositioning, wall
windowing or particle tracking techniques can further
improve the accuracy close to these boundaries.
Achieving improved accuracy using dynamic masking in
conjunction with the above mentioned boundary
techniques will be the subject of future investigations.

It is clear that the use of image processing functions is
key for dynamic masking. Some image processing
functions are more preferrable than others in the
literature—median, opening, closing, erosion, dilation
and threshold filters—and are widely used for histogram
thresholding-based masking algorithms. Since the
number of experimental conditions is infinite, it is
essential to use these flexible image-processing
functions to generate appropriate image masks.
Additionally, manual mask generation is a user-
dependent process and should be avoided if possible.
Instead, masking should be performed based on
algorithms in a systematic and traceable fashion.
Another recommendation is to work with positive
particle images during algorithm development, which
can be achieved by a simple pixel inversion in cases
with particle shadows.

Based on the results provided here, and in the author’s
opinion, a histogram thresholding-based dynamic masking
is recommended if the object / surface is deforming and
changing direction. On the other hand, feature tracking-
based dynamic masking should be a better choice for
dynamic masking if the object is rigid and does not rotate
within the FoV. In practice, this is often not the case,
because the object is either deforming or rotating. In order
to cope with these situations, future investigations will
focus on more advanced feature-tracking techniques
where the tracked feature is changing shape and/or
orientation from one frame to the next.

Currently, no automated dynamic masking technique is
reported which is capable of working globally for every
application. There is a general demand for a robust



technique that performs automatic object recognition
and phase separation, both for double-frame and for
time-resolved acquisitions. This warrants future
investigations which focus on a hybrid technique
(histogram thresholding + boundary detection +
tracking) for automated dynamic masking with
minimum input from the user. Edge detection methods
are few and far between in the literature, which may
indicate more possibilities for better algorithms. In
particular, the actively deforming contours technique is
interesting for investigation because of its applicability
to both smooth and rough contours.

One final remark can be made on the effect of
measurement plane thickness and object thickness on
the accuracy of the masking techniques described here.
(The thickness of the measurement plane is defined by
the depth of field of the imaging system in the case for
E. Gracilis and by the thickness of the light sheet in the
case for A. Tonsa.) If the thickness of the object was
much smaller than the measurement plane thickness,
some particles may have been present in the illuminated
zone between the object and the objective and could
potentially be registered on the PIV images. This would
have added some noise on top of the object image and
may have had a negative influence on the accuracy for
both masking techniques. Fortunately, in both dynamic
masking applications presented here, the imaged objects
are are thicker than the measurement plane, so noise-
free object images were recorded.

ACKNOWLEDGMENTS

The author wishes to thank Dr. Giovanni Noselli for
providing the culture for E. Gracilis, Dr. Navish
Wadhwa for providing the raw images of A. Tonsa,
Dr. Denis Funfschilling for providing the raw images
for Figure 1, Mr. Bo Watz for tracking software
implementation, and Dr. Samuel Hellman for
reviewing this manuscript.

REFERENCES

Carrier O, Ergin FG, Li HZ, Watz BB and Funfschilling
D “Time-resolved mixing and flow-field measurements
during droplet formation in a flow-focusing junction” J.
Micromech. Microeng. (2015) 15 084014

M1 - Movie of the droplet break-up experiment
performed by Carrier et al.
http://Aww.dantecdynamics.com/microfluidics-
category/time-resolved-velocity-measurements-of-
droplet-formation-in-a-flow-focusing-junction

Coron X, Champion JL and Champion M: Simultaneous
measurements of velocity field and flame front contour
in stagnating turbulent premixed flame by means of
PIV. In 12th International Symposium on Applications
of Laser Techniques to Fluid Mechanics, 2004.

73

Deen NG, et al. On image pre-processing for PIV of
single-and two-phase flows over reflecting objects. Exp
Fluids, 2010, 49.2: 525-530.

Ergin FG “Flow field measurements during
microorganism locomotion using MicroPIV and
dynamic masking” Proc. 11th Int. Symp. on PIV, Santa
Barbara, California, September 14-16, 2015

Ergin FG, Watz BB and Wadhwa N ‘“Pixel-accurate
dynamic masking and flow measurements around small
breaststroke-swimmers using long-distance MicroPIV”
Proc. 11th Int. Symp. on PIV, Santa Barbara, California,
September 14-16, (2015a)

Ergin FG, Watz BB, Erglis K and Cebers A “Time-
resolved velocity measurements in a magnetic
micromixer” Exp. Therm. Flu. Sci. (2015b) 67, pp. 6-13

Fritz HM, Hager WH and Minor HE “Landslide
generated impulse waves. 1. Instantaneous flow fields”
Exp Fluids 35 (2003) 505-519

Gui L and Merzkirch W (1996) Phase-separation of PIV
measurements in two-phase flow by applying a digital
mask technique. ERCOFTAC Bulletin 30: 45-48

Hammad KJ. “Liquid jet impingement on a free liquid
surface: PIV study of the turbulent bubbly two-phase
flow.” In: ASME 2010 3rd Joint US-European Fluids
Engineering Summer Meeting collocated with 8th
International Conference on Nanochannels,
Microchannels, and Minichannels. American Society of
Mechanical Engineers, 2010. p. 2877-2885.

Honkanen M and Saarenrinne P “Multiphase PIV method
with digital object separation methods™ Sth International
Symposium on PIV, Busan Korea, Sept 2003

Lindken R and Merzkirch W (2000) Velocity
measurements of liquid and gaseous phase for a system
of bubbles rising in water. Exp Fluids 29, 194-201

Lindken R and Merzkirch W (2002) A novel PIV
technique for measurements in multiphase flows and its
application to two-phase bubbly flows. Exp Fluids 33,
814-825

Sanchis A and Jensen A “Dynamic masking of PIV
images using the Radon transform in free surface flows”
Exp in Fluids 2011 51(4) 871-880

Seol DG and Socolofsky SA (2008) Vector post-
processing algorithm for phase discrimination of two-
phase PIV. Exp Fluids 45:223

Stevens EJ, Bray KNC and Lecordier B “Velocity and
scalar statistics for premixed turbulent stagnation flames
using PIV” Proc. 27th International Symposium on
Combustion (1998) pp. 949-955.



Sveen JK and Dalziel SB “A dynamic masking
technique for combined measurements of PIV and
synthetic schlieren applied to internal gravity waves”
Measurement Science and Technology, (2005) 16,
1954-1960

Wadhwa N, Andersen A and Kigrboe T
“Hydrodynamics and energetics of jumping copepod
nauplii and copepodids” J. Exp. Biol. (2014) 217,
pp.3085-3094

Westerweel, J. and & Scarano, F. (2005). Universal
outlier detection for PIV data. Experiments in
Fluids, 39(6), 1096-1100.

Wosnik, M., and Arndt, R. E. A, (2013),
"Measurements in High Void-Fraction Bubbly Wakes
Created by Ventilated Supercavitation,” ASME J.
Fluids Eng. 135(1), pp. 011304-011304-9

74



Is1 Bilimi ve Teknigi Dergisi, 37, 2, 75-88, 2017
J. of Thermal Science and Technology

©2017 TIBTD Printed in Turkey

ISSN 1300-3615

ANEW METHOD FOR THE OPTIMIZATION OF INSULATION THICKNESS FOR
RADIANT WALL HEATING SYSTEMS

Aliihsan KOCA*, Giirsel CETIN** and Eser VELISAN***
*Fatih Sultan Mehmet Vakif Universitesi, Mithendislik Fakiiltesi, 34445 Istanbul, Tiirkiye, ihsankoca@hotmail.com
** Mir Arastirma ve Gelistirme A.S., 34220 Istanbul, Turkey, mgurselcetin@gmail.com
**% Mir Arastirma ve Gelistirme A.S., 34220 Istanbul, Turkey, velisan.eser@gmail.com

(Gelis Tarihi: 10.11.2016, Kabul Tarihi: 07.02.2017)

Abstract: In this study we proposed a new modified New Degree-Day Method (NDDM) for the optimization of
insulation thickness of the wall where the radiant panels are mounted (WMRP) in which heat generation inside the
wall is considered. The existing Standard Degree-Day Method (SDDM) is not applicable to estimate the optimum
insulation thickness for the buildings where the WMRP is mounted. Because SDDM method uses indoor air
temperature as a base temperature, hence heat generation through the WMRP cannot be taken into account. In the
new method, important parameters were obtained from the series of the CFD analysis for different thermal
transmittance coefficient (U) and outdoor air temperature (To) values are used to create an empirical equation for the
estimation of Tp (hew base temperature) with the multiple polynomial regression method. Then the numerical results
were validated with experimental results which were obtained from the real-size test chamber. Using the new method
optimum insulation thickness, net energy saving and payback periods for radiant wall heating systems were calculated
(for Istanbul climate) and compared with the results which were obtained using the standard degree-day method
(SDDM). The results showed that, the SDDM significantly lower (85-95%) estimates the optimum insulation
thickness and can’t be used for the buildings where the WMRP is used. The new method can be used for radiant wall
heating systems where the performance of radiant heating systems is significantly affected by the insulation
capabilities and has a great importance in the sizing process of the radiant systems.

Keywords: Radiant wall heating; Optimum insulation thickness; New degree-day method.

ISINIMLA DUVARDAN ISITMA SiSTEMLERINDE YALITIM KALINLIGI
OPTIMiZASYONUNDA KULLANILABILECEK YENI BiR YONTEM

Ozet: Bu calismada 1sinim 1sitma panellerin kullandigi duvarlardaki yalitim kalmligimin optimizasyonu igin,
duvarlardaki 1s1 tiretimini dikkate alan, yeni bir derece-giin yontemi (NDDM) gelistirilmistir. Standard Derece-Gin
Yontemi (SDDM) temel sicaklik olarak mahal hava sicakligini dikkate almakta ve duvara monte edilmis 1ginim
panellerindeki 1s1 iiretimini dikkate alamamaktadir. Bu yiizden standart yontem ile 1gimmim panellerin bulundugu
duvarlar igin yalitim kalmligi optimizasyonu yapmak imkansizdir. Onerilen yeni metotta kullamilan yeni temel
sicaklik degerinin (Tp) elde edilmesinde kullanilan ampirik ifade (3. dereceden polinom) farkli yap1 1s1 gegirgenlik
katsayis1 (U) ve farkli dis hava sicakliklar1 (To) parametreleri igin sayisal analizlerden elde edilmistir. Daha sonra
sayisal calismalarin sonuglar1 aym sartlarda yiiriitiilen gercek dlcekli deney sisteminde dogrulanmistir. Istanbul iklim
sartlar1 i¢in yeni yontem ve eski yontem kullanilarak ideal yalitim kalinliklari, enerji tasarruflari ve geri donts sureleri
hesaplanmis, iki yontemden elde edilen sonuglar kiyaslanmistir. Sonuglara gore eski yontemle hesaplanan ideal
yalitim kalinligi yeni yontemden elde edilen degerin ¢ok altinda (%85-95) kalmaktadir. Bu yiizden standart yontemin
1s1 iiretimi olan duvarlarda kullanilmasinin miimkiin olmadig1 gérulmiistiir. Onerilen yeni yéntem ise, 1sinimla 1sitma
sistemlerinin projelendirilmesinde dnemli bir kriter olan 1s1 kayiplarinin hesaplanmasi ve ideal yalitm kalinliginin
belirlenmesinde kullanilabilecektir.

Anahtar Kelimler: Isinimla duvardan 1sitma, Optimum yalitim kalinligi, Yeni derece-giin yontemi.

NOMENCLATURE Hu Lower heating value of the fuel [j/kg]
k Heat conduction coefficient [W/m.K]
A Area [m?] m¢ Annular fuel mass [kg]
Ca Annular heating cost [TL/yr] Ri Inside air film thermal resistance [m2.K/W]
Cy Fuel cost [TL/kg] Ro Outside air film thermal resist. [m?.K/W]
Cy,, Insulation cost per unit area [TL/m?] Rw Total thermal resistance [m2.K/W]
hi Inner heat transfer coefficient [W/m2.K] To Base temperature [°C]
ho Outer heat transfer coefficient [W/m2K] Ti Indoor air temperature [°C]

To Outdoor air temperature [°C]



WMRP backside temperature [°C]

Tsi Inner surface temperature of the wall [°C]
Tso Outer surface temperature of the wall [°C]
q”’ Heat flux [W/m?]

U Coefficient of thermal trans. [W/m?.K]

X Insulation thickness [m]

Xop Optimum insulation thickness [m]

n Efficiency of heating system [%]

Abbreviations

CFD Computational Fluid Dynamics
DD Degree-Day

HVAC  Heating Ventilating Air Cond.
LCCA Life Cycle Cost Analysis
NDDM  New Degree Day Method

PBP Pay Back Period

SDDM  Standard Degree-Day Method
WMRP  Wall-Mounted Radiant Panel
MPR Multiple Polynomial Regression

INTRODUCTION

It is a fact that energy consumption is one of the world’s
biggest problems since energy need is increasing
proportionally to the population and conventional
sources are diminishing evenly. As a result of this, the
International Energy Agency (2013) predicts an increase
in global energy consumption by 56% from 2010 to
2040. For the present, fossil fuels are used as major
energy sources but they will not able to meet energy
requirement in the near future. Thus, it is important to
ensure energy efficiency when using fossil fuels and
place an emphasis on finding alternative energy
solutions. Energy management and efficiency will be an
important matter in the coming years. Therefore
developing systems which promote energy saving is
inevitable. Although the economy has been growing
gradually in Turkey as well as energy demand and
energy policy is heavily dependent on imported energy.
The government invested 25$ billion in energy
production between the years 2002 and 2011, but still
Turkey has to import 71% of energy needs. According to
the Energy and Natural Resources Ministry of Turkey
(2013) 31% of Turkey’s energy is being used in
buildings. This high percentage is due to the fact that
most buildings do not meet general energy efficiency
criteria such as thermal insulation requirements for
external walls. Thermal insulation is an easy and
applicable method to increase energy efficiency by
means of decreasing the heat flux from indoor to outdoor
and vice versa (Comakli and Yiiksel, 2003).

Insulation thickness is a parameter which balances
investment and operational cost. In the literature, there
are many studies which have been investigating how to
determine optimum insulation thickness (Yildiz et al.,
2008; Dikmen, 2011; Bolattirk and Dagidir, 2013;
Kaynakli, 2013; Kaya et al., 2016; Duman et al., 2015).
Comakli and Yiiksel (2004) used life cycle cost analysis
(LCCA) based on the degree day method for calculation
of optimum insulation thickness and annual energy
savings of some cities from 4th climatic region of
Turkey and also they discussed the subject from an
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environmental point of view. Optimum insulation
thickness of Denizli region for different fuel types and
different insulation materials was obtained by Dombayc1
et al. (2006) by using the standard degree-day method.
Differently, Arslan and Kose (2006) also took into
account the effect of condensed vapor within the
standard degree day method. Further, Sisman et al.
(2007) calculated optimum insulation thickness of roofs
for different degree-day regions of Turkey. Kaynakli
(2008) chose Bursa as a model city and evaluated
residential energy requirement for heating season and
calculated optimum insulation thicknesses for different
types of fuels. Bolattiirk (2008) calculated the optimum
insulation thickness using his method and compared the
results with the standard heating degree-hour method.
Ucar (2010) determined optimum insulation thicknesses
for four different climatic regions of Turkey by using
exergy analysis method. Optimum insulation thicknesses
and energy savings were also studied by Ucar and Balo
(2010) for different regions of Turkey. Ozkan and Onan
(2011) considered effects of glazing areas on the
optimum insulation thickness. Ozel (2011) determined
optimum insulation thickness by using a dynamic
method. Kaynakli (2012) reviewed the existing studies
with focusing on reported optimum insulation thickness
results. EKkici et al. (2012) calculated optimum insulation
thickness using different wall structures and fuels for
different regions of Turkey. De Rosa et al. (2014)
evaluated energy demand by a method which combines
dynamic model based on the lumped capacitance
approach and electrical analogy method.

Radiant heating systems are different from typical
HVAC systems because they heat surfaces rather than air
and can save large amounts of energy while providing
higher levels of thermal comfort. The radiant heating
system consists of large radiant heat transfer surfaces can
be installed on room walls, floors or ceilings. A
conditioned surface is called as a radiant system if 50%
or more of the designed heat transfer on the temperature-
controlled surface takes place by thermal radiation.

Radiant heating systems are quite convenient alternatives
to the traditional HVAC systems. They reduce energy
consumption because of low-temperature heating and
high temperature cooling operations. In the literature
heat transfer, thermal comfort performances and energy
efficiency capabilities of these kinds of systems have
been studied in detailed (Kilkis, 2006; Tye-Gingras and
Gosselin, 2012; Seyam et al., 2014; Bojic et al., 2015;
Rehee and Kim, 2015; Jeong et al., 2013; Stetiu, 1999;
Franc, 1999; Miriel et al., 2002; Koca et al., 2016; Koca
et al., 2014; Koca et al., 2013; Koca, 2011; Erikci Celik
et al., 2016; Kanbur et al., 2013; Acikgoz and Kincay,
2015). Therefore this proven technology should be
disseminated in Turkey to achieve energy efficiency
goals of the country.

In the literature, not many studies available dealt with
the optimization of insulation thickness for radiant
heating cooling systems. There is only one study
(Cvetkovi and Bojic, 2014) available in the literature, in
which the investigators used Energy Plus© software to



evaluate the energy consumption of the simulate
building. They reported that radiant wall insulation
requires a higher insulation thickness when compared
with other radiant systems. Moreover the thickness of
thermal insulation is the highest for the location where the
radiant panels are located. The house with the optimal
thermal insulation thickness has significant energy saving
compared to house with older customary thermal
insulation (Cvetkovi and Bojic, 2014). But in their study,
they conducted the simulations according to Serbian
climate conditions without any experimental validation.
Moreover, they did not compare the classical methods
with their newly reported results.

In most of the aforementioned studies researchers dealt
only with theoretical examination using either degree-day
or hourly-based methods without any experimental
validation. As a result of this the results of these studies
are not valid for the radiant heating systems, since the
indoor air temperatures are taken into account as a heat
source (or base temperature). In radiant heating systems
there is no indoor heat loss through the walls where the
radiant heating panels are mounted. In such cases heat loss
occurs through the panel backside surfaces. Therefore, in
this study we propose a new method to evaluate the
optimum insulation thicknesses of radiant wall heating
systems that takes into account the radiant panel backside
temperature as a heat source where the huge amount of
heat leakage occurs. For this reason, our first goal is to
evaluate optimum insulation thicknesses for radiant wall
heating systems since the performance of radiant heating
systems is significantly affected by the insulation
capabilities and has a great importance in the sizing
process of the radiant systems. In the new method
important parameters, that were obtained from a series of
the CFD analysis for different thermal transmittance
coefficient (U) and outdoor air temperature (To) values,
are used to create an empirical correlation for the
estimation of Tp (the new base temperature) with multiple
polynomial regression method. A new experimental test
set-up which simulates typical conditions of occupancy in
an office or residential room was used for the validation of
the computational results. Then serial CFD analyses were
conducted to create a new correlation for the estimation of
the base temperature (Tp) with multiple polynomial
regression method (MPR). Based on the new base
temperature, LCCA based Standard Degree-Day Method
(SDDM) is adjusted for Wall-Mounted Radiant Panel
(WMRP) and created a New LCCA based Degree-Day
Method (NDDM). Using the new method optimum
insulation thickness, net energy saving and payback
periods for radiant wall heating systems were calculated
for the city of Istanbul and compared with the results
which were obtained using the standard degree-day
method (SDDM).

NUMERICAL MODEL

In this work, a numerical model was developed using the
commercial CFD package ANSYS-FLUENT® Version
15 to simulate the WMRP. Fluent uses a control-volume-
based technique to convert an inclusive scalar transport
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equation to an algebraic equation that is solved
numerically. The steady simulations were performed with
the software, using the coupled double precision solver.

Physical Model

A 3D model that has the same dimensions as the
experimental set-up (1.2 m in height, 0.6 m in length)
was used for the simulations. The pipe in the panel
which is made of cross-linked polyethylene (PEX) has
10.1 mm outer diameter and 1.1 mm thickness with 150
mm pipe spacing. The gypsum board which is exposed
to the inside room has 1.5 cm thickness. EPS (Expanded
Polystyrene) was used as an insulation material which
has a coefficient of thermal transmittance value of 0.039
W/m.K (at 25°C). To decrease the mesh number and
precisely solve the heat loss from the WMRP,
experimental room domain wasn’t considered in our
numerical model. Instead, average total heat transfer
coefficient — comprised of the radiation and convection —
was implemented as a surface boundary condition. The
implemented average total heat transfer coefficient was
obtained experimentally (using the same test chamber in
this study) in our previous study (Koca et al., 2014)
using different WMRP surface temperatures and which
are valid for wide range (25 - 45 °C) of WMRP surface
temperature. According to the results of Koca et al.
(2014), the measured average values of radiant heat
transfer coefficient is about 5.46 W/m?.K and convection
heat transfer coefficient is about 2.32 W/m2.K resulting
in an average total heat transfer coefficient of 8.33
W/m2.K — which was considered in this study. Obtained
average total heat transfer coefficient for wall (8.33
W/m?.K) is compatible with the ones typically shown in
standards of EN 15377-1 (2008) and EN 1264-5 (2008).

Mesh Mesh

Computational  Domain, and

Independency Analysis

The computational mesh was generated using tetra and
hexahedral elements with ANSYS Meshing tool. In
order to accurately resolve the solution fields in the
vicinity of the heat transfer surface between pipe and
the surrounding interface, the mesh was refined at the
area where the heating pipes are embedded. The grid
was fine enough for the other areas to solve the simple
heat conduction problem. A sample of the
computational model and grid was shown in Fig. 1.

Before the computations, a grid independence study
was carried out to ensure the results’ accuracy. Eight
different mesh configurations (varies from 1M to 27M)
were analyzed for same boundary conditions and the
calculated panel backside surface temperature (T,) —
which is our main parameter — was compared. As
shown in Fig. 2, at the range between the first and third
configurations of the results slightly vary with the grid
resolution but after the fourth mesh configuration, T,
tends towards constant. So after that point the results
can be considered grid independent. In regard to this
mesh independence results, simulations were carried



out with the mesh configuration which has 6.5M
elements and average skewness value of 0.20.

Insulation
material

Gypsum
board

‘Water
domain

PEX pipe

Figure 1. CAD model of the panel (left) and computational
mesh grids (right)
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Figure 2. Mesh independence study

78

Solution Methods and Procedure

3D, steady-state, CFD analysis were performed by
using ANSYS FLUENT 15°. Mass, momentum and
energy  conservation  equations  were  solved
numerically. As main boundary condition, WMRP
surface was set as mixed (radiation and convection)
heat transfer surface, where the average total heat
transfer coefficient (sum of radiation and convection)
was defined as the value of 8.33 W/m2.K (radiant and
convective heat transfer coefficients were obtained
from our previous work done by Koca et al., 2014).
The other side walls were set as adiabatic boundary
conditions. The backside of the panel was set to the
convection surface having the certain value of total
heat transfer coefficient of 25 W/m?2.K.

The outside air temperature of the WMRP — which is
exposed to outside conditions — was set at certain
values and studied as a parameter in the simulations.
The indoor room temperature (T;) was defined constant
as 15°C for all cases. Inlet water mass flow rate was
defined as constant at the value of 0.04 kg/s (Reynolds
number is 4200). Therefore a turbulence model
(Realizable k-& model) was chosen for the calculations.
Also enhanced wall treatment was implemented for the
heat transfer surface where the y* value is varied
between 1 and 5. Among the different code options,
Second Order Upwind law interpolation scheme and
the discretized equations were chosen and numerically
solved by the SIMPLE algorithm. In the present work,
all the solutions were considered to be fully converged
when the sum of residuals was below 1x1074.

Multiple simulations were conducted by varying
outdoor air temperature (T,) and insulation thickness
(Ap) of the WMRP. Outdoor air temperature values
between -15 °C and +18 °C (34 different outdoor
temperatures increased numerically between -15 °C and
+18 °C within a value of around 1 °C) were set as a
boundary conditions of the WMRP while the insulation
thickness of the panel was varied between 0 - 16 cm
(16 different insulation thickness with 1 cm variation).
On the basis of the obtained simulations, the backside
surface temperatures of WMRP (T,) were evaluated
using area-weighted-average method (cell-centered)
and the results are presented in Table 1.

In the table, values of total U (overall coefficient of
thermal transmittance of WMRP) and outdoor air
temperature (T, in °C) are the input parameter, WMRP
backside temperature (T, in °C) is the output parameter
of the simulations.



Table 1. Result summary of the numerical simulations

To Unbbm X Tp To Unbbm X Tp To Unbbm X Tp To UnbbMm X Tp
-15 0.23 16 20.7 2 0.23 16 23.1 18 0.23 16 25.8 1 0.23 16 22.9
-14 0.24 15 20 3 0.24 15 23 17 0.24 15 25.6 0 0.24 15 22.5
-13 0.26 14 19.8 4 0.26 14 23 16 0.26 14 25.3 -1 0.26 14 22.1
-12 0.28 13 | 19.6 5 0.28 13 22 15 0.28 13 24 -2 0.28 13 | 21.6
-11 0.30 12 | 194 6 0.30 12 | 229 14 0.30 12 | 246 -3 0.30 12 | 21.1
-10 0.32 11 19.1 7 0.32 11 22.9 13 0.32 11 24.2 -4 0.32 11 20.5
-9 0.35 10 18.8 8 0.35 10 22.8 12 0.35 10 23.8 -5 0.35 10 19.8
-8 0.38 9 18.5 9 0.38 9 22.8 11 0.38 9 23.3 -6 0.38 9 19
-7 0.42 8 18.1 10 0.42 8 22.7 10 0.42 8 22.7 -7 0.42 8 18.1
-6 0.47 7 17.6 11 0.47 7 22.6 9 0.47 7 22 -8 0.47 7 17
-5 0.53 6 17 12 0.53 6 22.5 8 0.53 6 21.2 -9 0.53 6 15.8
-4 0.61 5 16.4 13 0.61 5 22.4 7 0.61 5 20.3 -10 0.61 5 14.3
-3 0.72 4 15.7 14 0.72 4 22.3 6 0.72 4 19.2 -11 0.72 4 12.6
-2 0.88 3 14.7 15 0.88 3 22.1 5 0.88 3 17.7 -12 0.88 3 10.3
-1 1.12 2 135 16 1.12 2 21.9 4 1.12 2 15 -13 1.12 2 7.6
0 1.56 1 11.9 17 1.56 1 21.6 3 1.56 1 13.6 -14 1.56 1 3.9
1 2.55 0 9.8 18 2.55 0 21.3 2 2.55 0 10.3 -15 2.55 0 -1.2
METHODOLOGY
0, T, <T,
A New Degree-Day Calculation Method for Wall- f(D) = {Tp(U, T)— Ty, Ty =T, @
Mounted Radiant Panels
DD = ¥§_, f(i) )

In (SDDM), degree-day value (DD) is calculated using
inner and outer air temperatures for a fixed base
temperature. This method cannot be applied for
buildings heated by WMRP due to the fact that WMRP
has different heat transfer characteristic comparing to the
conventional systems. Because in these kinds of systems,
heat source is part of the wall structure and this causes
two-way conduction in the structure. However, as shown
in Fig. 3, the temperature gradient from inner surface
temperature (Ts) to outer air temperature (To) in
conventional systems is similar to the temperature
gradient (from backside temperature, T, to outer air
temperature, T,) in radiant systems. Therefore, a
correlation for the evaluation of T, which is based on the
To and overall heat transfer coefficient of wall (U) was
obtained using a numeric and statistical methods.

a) b)

) o
Py = = - H A 4 N
<§:’]@| Eﬂ nvection \/{onvectl on || - |_r~._|[ Convection>
: L JCon uction - o
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- - o )
o T Outer Air ‘
L R
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|y — -~ RadiaEon] L I
< Radiation “Radiation] < Radiation | O |"Radiation >
External : External  [Radiant] -
Wall Wall Panel

Figure 3. Heat transfer through external wall in a)
conventional system b) WMRP system

Moreover base temperature (T; in Fig. 3) was defined as
15°C for the calculation of degree-day value in SDDM
whereas internal heat sources (human, electronic devices
etc.) exist. Eqs. 1 and 2 show the general calculation
procedure of the DD value:

25-year averages of daily air temperatures were used to
calculate the degree-day value and the degree day value
is a series sum of day 1 to day 365 as a function of T.
Also Tpis a function of x, which was obtained from
regression of CFD results.

Multiple Polynomial Regressions

Multiple polynomial regressions, is a statistical approach
for modeling of the relationship between a dependent
variable and independent variables. WMRP backside
temperature (T,) values were obtained from series of the
CFD analysis for different thermal transmittance
coefficient (U) and outdoor air temperature (T,) values
were used to create an empirical equation for the
estimation of T, with multiple polynomial regression
method (MPR) where the Newton-Raphson method was
implemented. In MPR, 3 degree of the polynomial
equation (Eqg. 3) was chosen in which the results were
best yielded (correlation coefficient (R?) is 0.998 and
Residual Sum of Squares (RSS) is 0.74).

T, = AT,® + BT,?U + CT,U? + DU® + ET,* + FT,U +
GU? + HT, +1U +] )

DD =YN_, AT, + BT,?U + CT,U? + DU® + ET,% +
FT,U + GU? + (H-1)T, + IU +] (4)

The constant coefficients of the above equations are
given in Table 2.

Table 2. Coefficients of the polynomial equation

A B C D E
-1.40-10* -2.36-10% | -9.61-10? -1.27 1.16-10
F G H | J
6.16-10" 34 -32 -169.1 3223.15
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Calculation of Optimum Insulation Thickness Using
New and Standard Degree Day Methods

Egs. 5-6 and Egs. 9-15 are common for both new and
standard methods. Calculation method of overall heat
transfer coefficient (U) is similar both in NDDM and
SDDM. Nevertheless in NDDM inner heat transfer
coefficient (h;) and thermal resistance of panel (R) are
not included into the equation since these parameters
have already been taken into account in the CFD
calculations and embedded into the proposed equation of
Tp (Eq. 3).

The heat loss per unit area of external walls is given by:
()

Annual heat loss per unit area from external walls (g'")
in the terms of degree-days is given by:

Q=U(T, = Tp)

q' =86400-DD-U (6)
Overall heat transfer coefficient (U) and equivalent
thermal resistance of wall (R;,) were calculated using
the Eqgs. 7-8. Whereby, Eq. 8a and Eq. 8b were used to
calculate the U values of interest for SDDM and NDDM
respectively:

Rww = Ry + Rins + Rj + R, (7)
1
Usppm X (8)
RW+§+%+hli
1
Unbpm Rw+§+% (8b)

Where, R, and R; are the inside and outside air film
thermal resistance, Ry is the total thermal resistance of
the wall associated with the structural components of the
wall and panel, hi (W/m2.K) is the inner, hy (W/m2.K) is
the outer convective heat transfer coefficients, x is the
insulation thickness (m) and k (W/m.K) is the heat
conduction coefficient of insulation material.

Annual energy requirement (Ea) was calculated by the
Eg. 9 and it corresponds to annual heat loss.

_ 86400-DD
- X

(Rew+g)

©9)

Epx=m¢-Hy'm

Where, ms (kg) is the annular fuel mass consumption, Hy
(i/kg) is lower heating value of the fuel and n (%) is the
efficiency of the heating system.

Then, the annular fuel mass consumption (m;) was
obtained by dividing the annual heat loss (Ea) by lower
heating value (Hy,) and efficiency (n) of fuel, yields:

86400-DD

e = (Rtw"'E)'Hu'T]

(10)
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If we multiply annular fuel mass consumption (my) with
the fuel cost Cr (TL/kg), we get annular heating cost per
unit area (Ca):

Ca=m-Cg (11)
86400-DD-C¢

Cph=7——7—5—
A (Rtw"‘ﬁ)'n'ﬂu

(12)

The LCCA used in this paper calculates the heating cost
over the lifetime of the building. The total heating cost
over a lifetime of N years is estimated in present value
Turkish Liras using the PWF (Present Worth Factor).
The PWF depends on the inflation rate g, and the interest
rate i. The PWF, which is dependent on the inflation rate
g and the interest rate i, is adjusted for inflation rate as
shown below (Hasan A., 1999). The interest rate
modified for inflation rate, i*, is defined by the following
equations:

(i>g) (13)

_ @+iHN-1

PWF = i*(1+i)N

(14)

Where N is the lifetime and which is assumed to be 20
years.

Total cost (Ci) was calculated by multiplying the Present
Worth Factor (PWF) into annual heating cost (Ca) and
adding the total insulation cost per unit area (Cy,, ).

_ 86400-DD-CFPWF

Ct - (Rtw"'i)'n‘Hu (15)

tins

The cost of investment of the insulation material is given
by the following equation:

Ctins = Cjps "X (16)
Where, Cins (TL/m?) is the cost of insulation per unit
insulation area. Therefore, the following equation gives
the total cost of heating of insulated building in present
sum of Turkish Liras:

_ 86400-DD-CFPWF

R OWHETRE

17)

Then, the optimum insulation thickness was obtained by
minimizing the total heating cost (C:). Therefore, the
derivative of C; with respect to the insulation thickness
(x) was taken and set equal to zero, from which the
optimum insulation thickness (xqp) values were derived
for SDDM (Eq. 18a) and NDDM (Eqg. 18b) as follows:

dC¢

a

86400-DD-CPWF-k
=
(kR +x) M-Hy

(18a)

ins



dc,

dx

86400-PWF-CrUnppm®
k'Hym

Unppm - ((c “To(0) + G) +2-(1+ (F-T,()) + B
T,()?) + A-To(i>3+E-To(i>2(H—l)-To(i)ﬂ))

=Zg=1cins—< '(4'D'UNDDM2+3'

(18b)

Unpbm

Egs. 18a and 18b are different in both methods since in
the NDDM T, is a function of U (also U is a function of
X). Hence, derivation results of the Eq. 19 are different
for NDDM than SDDM.

Despite of the aforementioned differences in the
previous steps, the methodology of the last two steps is
common for both SDDM and NDDM. A root of Eq. 19
which is the minimum point of the Eqg. 18, gives the
optimum insulation thickness values.

dac,

dx=0

(19)
For the SDDM, the derivative of the Eq. 18a gives the
optimum insulation thickness value, which is obtained as
follows:

_ 86400-DD-CPWF-k
Xopt = . - k - Rtw
Cinsn'Hu

In Eqg. 18a, DD value is constant for SDDM, while the
DD value in Eqg. 18b for NDDM is a function of Unppm
and accordingly function of x. For this reason in NDDM,
optimum insulation thickness values were obtained using
the Matlab® code because of the complicity of the
dependent variables in the Eq. 18b. In the code, to sum
up the series, T, values were defined as a matrix. Since
only the value of x is independent variable in the
equation, the solution matrix was equalized to zero and
then the values of x obtained.

(20)

Parameters used in the optimization calculations are
shown in Table 3.

Table 3. Parameters used in the optimization of insulation

thickness
Parameters
Interest rate, i % 8 %
Inflation rate, g % 7.49 %
Life cycle, N yr 20
Present Worth Factor, PWF - 14.99
ho W/m2K 25
Cs (N. Gas) TL/kg 1.003
Cs (Lignite) TL/kg 0.38
Hu (N. Gas) ilkg 3.46 x 107
H, (Lignite) ilkg 2.10 x 107
Iu (N. Gas) % 93
Iu (Lignite) % 65
Ceps TL/m? 300
kEps W/m.K 0.4
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EXPERIMENTAL VALIDATION
The Arrangement of the Test Chamber

The climatic test chamber was constructed to simulate
radiant wall heating system under various boundary
conditions which are listed in Table 4. As seen in Fig. 4
and Fig. 5, the test chamber is composed of four zones:
Ceiling (volume-4), floor (volume-3), facade (volume-2)
and the tested zone (volume-1). WMRP were mounted
into the tested zone which is characterized by a floor
area of 16 m? (4 m x 4 m) and an internal height of 3 m
as recommended in EN 1264-5 (2008) and BS EN
14037-5 (2016).

The wall types were chosen as the sandwich type panel
with polyurethane insulation between two layers is made
out of sheet steel which has engagement and locking
mechanism to increase the strength. The coefficients of
thermal transmittance of the wall and ceiling were
decided according to Turkish Standard TS 825 (thermal
insulation requirements for buildings) (2008). The
enclosed volumes were conditioned with mechanical air
conditioners to ensure relevant boundary conditions in
the tested volume. The emissivity of the indoor wall and
WMRP surfaces, were estimated by the use of an
infrared thermal imaging camera and calibrated
thermocouples.

First, the surface temperatures were obtained by using
precise temperature sensors, and then the surface
emissivity was changed in the pyrometer setup in order
to get the same temperature of the analyzed surface as
obtained before by the use of the temperature sensors
(Olesen et al., 2000). The physical dimensions and the
thermo-physical properties of the test chamber and the
testing equipment meet the general requirements of the
ANSI/ASHRAE Standard 138 (2005). The main
difference from the standard is; to ensure appropriate
boundary conditions in the tested volume, the inner
surfaces in the test zone were conditioned through the
surrounded volumes as they are equipped with a
mechanical air conditioner whereas the ANSI/ASHRAE
Standard 138 (2005) recommends directly conditioning
the testing room through pipes embedded in the surfaces.

Figure 4. General view of the test room



Table 4. Controlled parameters in the zones

Ceiling Floor Facade Tested zone
Temperature Range -10°C/+40°C +0°C/+30°C -10°C/+40°C +0°C /+30°C
Temperature Tolerance +0.5°C +0.5°C +0.5°C +0.5°C
Humidity Range n/a n/a %35 / %85 RH n/a
Humidity Control Steps n/a n/a %1 n/a
Humidity Tolerance n/a n/a +% 0.5RH n/a
Air Velocity n/a n/a 0.5-5m/s n/a
- $470 - The general dimension of the WMRP was 1.2 m in
R s i B height and 0.6 m in width (same as the CFD model). The
: - : 1 test chamber was configured with six WMRP panels
N Volume 4 | which are shown in Fig. 6 but measurements were
1 } performed from one of them. Six WMRP panels were
- volume 2 . Volume 1 o W'”::z attached to the wall instead of attaching single panel, this
T "i i T more closely simulates typical application allowing for
g g more realistic results.
g g
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Figure 5. Dimensions of the test chamber (all units are in
millimeters)

The Wall Mounted Radiant Panel

The WMRP’s were manufactured for this study consist
of three layers which are gypsum board, serpentine
heating pipe and insulation material; from inner to outer
layers. The pipe serpentine was inserted into the gypsum
board. The thickness of the gypsum board is 15 mm
while the panel insulation thickness is 30 mm. The
serpentine has cross-linked polyethylene (PEX) pipes
with a 10.1 mm external diameter and 55 mm pipe
spacing. Expanded polystyrene (EPS) was used as a
backside thermal insulation material which has a
coefficient of thermal transmittance value of 0.040
W/m.K (at 30 °C). WMRP has the standard insulation
thickness which is attached during its manufacturing
process. It should be noted that, obtained optimum
thickness values (Xopt) in this study are an additional
insulation to be attached to the external walls.
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Figure 6. Arrangement of the wall mounted radiant panel
Hydraulic Circuit of WMRP

A water conditioning system was attached to the test
chamber. As shown in Fig 7, inlet water accesses the
hydraulic line through the buffer tank (the water
temperature is maintained by means of electrical
resistances), it then comes to the four-way valve. Here,
the four-way valve was placed to provide a mixture
through the supply and return lines. The mixed water
leaves the four-way valve such that it is equal to the
desired WMRP inlet temperature and enters the pump to
supply the needed pressure. Then, the water comes to the
three-way valve where the mass flow rate of the water is
maintained at precisely appropriate flow rate. After that,
the water passes through the ultrasonic flow meter,
where the volumetric flow rate was measured. The data



for the flow rate control was provided from an
electromagnetic flow meter. Following the flow meter,
the water goes through manifolds and then the WMRP
facility to activate the heat transfer mechanism. After
finishing the cycle in the hydraulic line, the fluid comes
to the four-way valve again through the return pipeline it
is mixed with the water that comes from the buffer tank
if needed (to adjust the required temperature of the fluid
precisely). The pipes in the water circuit are well
insulated.

E

E?p
t storage
water
N }:
LT3 7 { S
& Drainage )
pipe

Figure 7. Hydraulic circuit of the test system

Chiller

) Tank

The Measurement Equipment and Experimental
Method

The main objective of the experimental study was to
validate the numerical simulation results. The most
reliable analyses are those based on the measurements
performed in the full scale test chamber which was
described in detailed above. The measurements were
carried out for the chosen representative WMRP, where
the temperature transducers were inserted as described in
the Fig. 3-b. For all cases, the supply water mass flow
rate (0.04 kg/s) and the other environmental conditions
were fixed at desired conditions. The measurements
were carried out under steady conditions for variable
outdoor (volume-2) air temperatures (To,). The water
conditioning system was turned on to achieve the desired
steady state and initial conditions and heat flow
throughout the heated WMRP before collecting the
experimental data. Steady state conditions were ensured
after about 3-4 h in which supply water temperature and
water flow rates, surface temperature of the WMRP (Tsi),
outdoor surface temperature (Ts), WMRP backside
surface temperature (T,), outdoor air temperature (To)
and indoor air temperature (T;) were nearly constant,
only then the tests were begun.

Indoor and surrounding volumes’ air temperatures (Tj,
To), the related surface temperatures (Tp, Tsi, Tso) Water
mass flow rate, supply and return water temperatures
were measured, controlled and stored for each measuring
time interval (1 minute). Average test duration took
around 8 h so that all important variables reached desired
and steady state conditions. The temperatures of Ti, T,
Tp, Tsi, Tso Were evaluated after the system reached a
steady state condition (which was characterized by
physical properties that were unchanging in time).
Results corresponding to average values were stored
during the periods of at least 30 min in which stable
conditions were observed.

Multiple tests were carried out by varying the outdoor air
temperature (Tor = -3 °C, Toz = 3 °C, Toz = 5 °C) in
Volume-2. When the air and surface temperatures bands
changed less than 0.1 K/min, measurements were started.
In terms of the recorded measurements, the panel
backside surface temperatures (T,) were obtained and
compared with the numerical results.

RESULTS AND DISCUSSION

The optimum insulation thickness (Xopt) values which
were calculated by two different methods (NDDM,
SDDM) for different fuels in Istanbul climate, are shown
in Table 5 and described below.

According to the general outcomes, optimum insulation
thickness values which were calculated by NDDM are
higher than the ones calculated by SDDM. Because, in
SDDM indoor air temperature is used as a base
temperature and heat production in the walls is neglected
for the buildings heated by WMRP. Therefore,
calculated optimum insulation thickness values from
SDDM for the walls where the WMRP is mounted will
be insufficient from the point of energy saving. On the
other hand, optimum insulation thickness values were
obtained by NDDM for a building heated by WMRP is
lower than the ones obtained for standard building using
the SDDM. This is because; backside insulation layer
attached to the WMRP provides additional insulation to
the walls, resulting in higher energy efficiency.
Moreover, the payback periods (PBP) for natural gas and
lignite obtained by NDDM were shorter than the ones
obtained through SDDM. Accordingly, NDDM ensures
better estimation of optimum insulation thickness than
the SDDM, resulting in a shorter payback period.

Table 5. Summary results

NDDM SDDM
Xopt PBP DD Xopt PBP DD
N.Gas | Lignite | N.Gas | Lignite | N.Gas | Lignite | N.Gas | Lignite | N.Gas | Lignite | N.Gas | Lignite
WMRP 3.7cm | 3.3cm | 3.9yrs. | 4.2yrs. | 2686 2686 2cm | 1.7cm | 7.2yrs. | 7.4yrs. | 1865 1865
f't:;'t?r?;d 52cm | 49cm | 7.9yrs. | 9.1yrs. | 1865 | 1865 | 5.2cm | 49cm | 7.9yrs. | 9.1yrs. | 1865 | 1865




Table 6. Validation of the numerical studies

Outer Air T ture | U W/m2.K T, (€) Eror (*C)
uter Air Temperature | Uoom (WIM™K) Fe e imental | CFD | MPR | CFD-Exp | MPR-CFD | MPR-Exp
-3°C 0.72 15.9 156 | 154 -0.3 0.2 -0.5
3°C 0.72 174 17.9 | 178 0.5 0.1 0.4
5°C 0.72 18.4 18.7 | 18.6 0.2 0.1 0.2
Experimental Validation NDDM considers the interface temperature (between
wall and WMRP) as a base temperature rather than
The numerical model was validated with the indoor air temperature as well as heat generation (as

experimental results conducted in same conditions.
WMRP backside temperatures (T,) calculated from the
simulations were compared with the experimentally
evaluated results. Because Ty is the most important, new
parameter and affects the NDDM results, this validation
of the T, ensures the accuracy of the numerical results.
However to increase the accuracy of the numerical
results, comparison study was done for three different
outer air temperatures (To).

The comparison summary of the numerical and
experimental results is shown in Table 6.

According to the comparison results of the simulated and
measured T, values; average deviation is 0.3 °C (~ 1%)
which is quite low. The maximum deviation (0.5 °C)
was seen in the case where the outer air temperature (To)
value is about 3 °C. Moreover MPR and CFD results are
compatible to each other and average deviation is about
0.15 °C yielded.

Comparison of the NDDM and SDDM Results

Fig. 8 shows the variation of unit cost with respect to the
insulation thicknesses (for the fuels of natural gas and
lignite) that were obtained using the new (NDDM) and
standard methods (SDDM). According to the results, as
insulation thickness increases the heating load and
accordingly heating cost decreases and vice-versa; when
insulation thickness decreases, the heating load and
heating cost increases. Furthermore, when the insulation
thickness increases, cost of insulation also increases
proportionally. When these two curves added together a
total cost curve is obtained and the minimum value of
this curve gives the optimum insulation thickness (Xopt).
It can be seen in the Fig. 3a that for the walls where the
WMRP is integrated, optimum insulation thicknesses for
the usage of natural gas were obtained as 3.7 cm and 2
cm according to the NDDM and SDDM respectively.
These values are 3.3 cm and 1.7 cm for the fuel of lignite
(Fig 3b). Beyond these values, increasing the thickness
of the insulation also increases the total cost. Table 5
shows the optimum insulation thickness results for the
Istanbul for the new and standard methods described
above.

With respect to the results obtained from both methods,
significant difference (~85 %) in optimum insulation
thicknesses is seen between the two methods. The main
reason of such deviation is; heat source (WMRP) in the
wall is not taken into account in the SDDM, while the

mentioned above). Thus, SDDM is not convenient to
estimate optimum insulation thickness for the walls
where the WMRP is implemented. Nevertheless, if one
wishes to use the standard method, one should double
the obtained insulation thickness result from the SDDM
as a safety margin.
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Figure 8. Comparison of the SDDM and NDDM methods for
the WMRP a) Natural Gas b) Lignite

In Fig. 9, optimum insulation thickness results of SDDM
for a standard building conditioned by conventional
heating systems are given. As seen in the figure,
optimum insulation thickness values for the fuels of
natural gas and lignite are 52 cm and 4.9 cm
respectively. If we compare the optimum insulation
thickness results of conventional heating system (in
SDDM) with the ones which were obtained from the
case of WMRP in SDDM (corresponding to the values
of 2 cm 1.6 cm), is significantly higher. Where, it can be
stated that WMRP systems increase the insulation
capability of buildings by means of providing extra
insulation (backside insulation of the WMRP).
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0.12

Fig. 10 shows the variation of fuel consumption and net
saving with respect to the insulation thickness (when the
walls are insulated with EPS) which were obtained by
the SDDM and NDDM for the Istanbul climate. From
Figs. 10a-b it can be stated that, there is a non-linear
relation between energy saving and insulation
thicknesses — energy savings tend to increase quickly
before the optimum point then the increment diminishes.
Furthermore, when the insulation thickness increases, net
savings gradually increase and reach the maximum value
at the optimum thickness; following this point net
savings decrease opposite of the trend of the total cost in
Fig. 8. Energy savings in the new method (NDDM) is
higher than the standard method (SDDM) due to the
additional insulation is attached to the WMRP. In the
NDDM, energy saving up to 25 TL/m? (average of
natural gas and lignite) can be ensured with the
calculated optimum insulation thickness, while the
calculated insulation thickness by the SDDM provides
only 7 TL/m?. The effect of insulation thickness on fuel
consumption for natural gas and lignite is shown in Figs.
10b-c. The trends are wholly opposite to the energy
saving results in Fig. 10a-b. As expected, increasing the
insulation thickness decreases the fuel consumption. The
maximum decrease in the fuel cost is seen at the region
before the optimum insulation thickness point.

CONCLUSION

In this study optimum insulation thickness, net energy
saving and payback period were calculated for the
Istanbul degree-day region and for two different fuels of
natural gas and lignite using the SDDM and NDDM. As
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Figure 10. Total energy saving versus insulation thickness for

SDDM and NDDM a) Natural Gas b) Lignite, fuel
consumption comparison of the methods c) Natural Gas
d) Lignite

insulation thickness increases, heating load decreases
and accordingly cost of fuel decreases. At the point of
optimum insulation thickness, the values of total cost of
fuel and insulation material are at a minimum.

Radiant heating systems are quite convenient alternatives
to the traditional HVAC systems, ensuring that
efficiency requirements are met by producing more



thermally comfortable environments. The existing
SDDM is used to estimate the optimum insulation
thickness for the buildings where the WMRP is used. For
this reason we propose new degree-day method
(NDDM) in which base temperature is the interface
temperature (backside temperature of the WMRP)
between the WMRP and the wall structure. In this way,
better estimation of insulation thickness and accordingly
higher energy efficiency can be ensured. In the new
method, WMRP backside temperature (T,) was obtained
from the series of the CFD analysis for different thermal
transmittance coefficient (U) and outdoor air temperature
(To) values are used to create an empirical equation for
the estimation of T, with multiple polynomial regression
method. Then the obtained 3™ degree of the polynomial
equation was used to calculate the T, which is a function
of U, also U is a function of x.

According to the results of NDDM; optimum thicknesses
of 3.7 cm and 3.3 cm were found for the usage of natural
gas and lignite respectively. These values are 2 cm and
1.7 cm for the SDDM. This result shows that, the SDDM
significantly lower (85-95%) estimates the optimum
insulation thicknesses and the method is not valid for the
buildings where the WMRP is used. Therefore, the
payback periods of SDDM are higher comparing to the
NDDM. So, for the design process of radiant systems,
the proposed new method is recommended since it
provides an energy savings of 14 TL/m?. In such cases,
the total investment cost will be returned in the range of
3.9 - 4.2 years.

Moreover for the building where the conventional
heating systems are used, SDDM was applied to
calculate the optimum insulation thicknesses and the
results are found as 5.2 cm and 4.9 cm respectively for
the natural gas and lignite. These results confirm the fact
that the WMRP systems provide higher energy
efficiency comparing to the conventional systems, with
respect to the additional backside insulation of the
WMRP.

The proposed optimization technique and the evaluated
results may lead to a general result for WMRP systems
and which may be used to determine the optimum
insulation for many different insulation materials and
climatic conditions economically and efficiently. Future
works should focus on the further numerical and
experimental studies to extend our correlation taking into
account of the other parameters such as effect of
backside insulation of WMRP.

ACKNOWLEDGMENT
This study was supported by the project number

TEYDEB 3100577 and financed by The Scientific and
Technological Research Council of Turkey (TUBITAK).

86

REFERENCES

Acikgoz O., Kincay 0., 2015, Experimental and
numerical investigation of the correlation between
radiative and convective heat-transfer coefficients at the
cooled wall of a real-sized room, Energy and Building,
108, 257-266.

Al-Homoud M.S., 2005, Performance characteristics and
practical applications of common building thermal
insulation materials, Build Environment, 40, 353-66.

ANSI/ASHRAE, 2005, Standard 138: Method of Testing
for Rating Ceiling Panels for Sensible Heating and
Cooling.

Arslan O., Ko&se R., 2006, Thermo-economic
optimization of insulation thickness considering
condensed vapor in buildings, Energy and Buildings, 38,
1400-1408.

ASHRAE, 2008, Handbook-fundamentals Panel heating
and cooling, ASHRAE, Atlanta.

Bojic M., Cvetkovic D., Bojic L., 2015, Decreasing
energy use and influence to environment by radiant
panel heating using different energy sources, Applied
Energy, 138, 404-413.

Bolattirk A., 2008, Optimum insulation thicknesses for
building walls with respect to cooling and heating
degree-hours in the warmest zone of Turkey, Building
and Environment, 43, 1055-1064.

Bolattirk A., Dagidir C., 2013, Determination of
optimum insulation thickness for buildings in Hot
climate regions by considering solar radiation, J. of
Thermal Science and Technology, 33, 1, 87-99.

BS EN 15377-1 Standard, 2008, Heating systems in
buildings. Design of embedded water based surface
heating and cooling systems. Determination of the
design heating and cooling capacity.

BS EN 14037-5 Standard, 2016, Free hanging heating
and cooling surfaces for water with a temperature below
120°C. Open or closed heated ceiling surfaces. Test
method for thermal output.

Cvetkovi D., Bojic M., 2014, Optimization of thermal
insulation of a house heated by using radiant panels,
Energy and Buildings, 85, 329-336.

Comakli K., Yiiksel B., 2003, Optimum insulation
thickness of external walls for energy saving, Applied
Thermal Engineering, 23, 473-479.

Comakl K., Yiiksel B., 2004, Environmental impact of
thermal insulation thickness in buildings, Applied
Thermal Engineering, 24, 933-940.



De Rosa M., Bianco V., Scarpa F., Tagliafico L.A.,
2014, Heating and cooling building energy demand
evaluation; a simplified model and a modified degree
days approach, Applied Energy, 128, 217-229.

Dikmen N., 2011, Performance analysis of the external
wall thermal insulation systems applied in residences, J.
of Thermal Science and Technology, 31, 1, 67-76.

Dombayci O.A., Gélcii M., Pancar Y., 2006, Optimization
of insulation thickness for external walls using different
energy sources, Applied Energy, 83, 921-928.

Duman O., Koca A., Acet R.C., Cetin G., Gemici Z,
2015, A study on optimum insulation thickness in walls
and energy savings based on degree day approach for 3
different demo-sites in Europe, Proceedings of
International Conference CISBAT 2015 Future Buildings
and Districts Sustainability from Nano to Urban Scale,
Lausanne, 155-160 (doi:10.5075/epfl-cishat2015-155-
160).

Ekici B.B., Gulten A.A., Aksoy U.T., 2012, A study on
the optimum insulation thicknesses of various types of
external walls with respect to different materials, fuels and
climate zones in Turkey, Applied Energy, 92, 211-217.

Energy and Natural Resources Ministry of Turkey, 2013,
Report: General Energy Balance Table.

EN 1264-5 Standard, 2008, Water based surface
embedded heating and cooling systems. Part 5: heating
and cooling surfaces embedded in floors, ceilings and
walls - determination of the thermal output.

Erikci Celik S.N., Zorer Gedik G., Parlakyildiz B., Koca
A., Cetin M.G, Gemici Z., 2016, The performance
evaluation of the modular design of hybrid wall with
surface heating and cooling system, A/Z ITU Journal of
the Faculty of Architecture, 13, 12, 31-37 (DOI:
10.5505/itujfa.2016.48658).

Erikci Celik S.N., Zorer Gedik G., Parlakyildiz B., Koca
A., Cetin M.G, Gemici Z., 2016, Yiizeyden 1sitma
sogutma sistemli modiiler hibrid duvar tasarimi ve
performansinin degerlendirilmesi, 2. Ulusal yapi fizigi ve
cevre kontrolii kongresi, istanbul, 243-252.

Franc S., 1999, Economic viability of cooling ceiling
systems, Energy and Building, 30, 195-201.

Hasan A., 1999, Optimizing insulation thickness for
buildings using life-cycle cost. Appl. Energ., 63, 115-124.

International Energy Agency, 2013, Report: World
Energy Outlook.

Jeong J.W., Mumma S.A., Bahnfleth W.P., 2003, Energy
conservation benefits of a dedicated outdoor air system
with parallel sensible cooling by ceiling radiant panels,
ASHRAE Transactions, 109.

87

Kanbur B.B., Atayilmaz S.O., Koca A., Gemici Z., Teke
I., 2013, Radyant 1sitma panellerinde agiga g¢ikan 1s1
akilarinin sayisal olarak incelenmesi, 19. Ulusal Is:
Bilimi ve Teknigi Kongresi, Samsun, 1498-1502.

Kanbur B.B., Atayilmaz S.0., Koca A., Gemici Z., Teke
I., 2013, A study on the optimum insulation thickness
and energy savings of a radiant heating panel mounted
wall for various parameters, 7. Mediterranean congress
of climatization, Istanbul, 791-797.

Kaya M., Ilker F., Comakl1 O., 2016, Economic analysis
of effect on energy saving of thermal insulation at
buildings in Erzincan province, J. of Thermal Science
and Technology, 36, 1, 47-55.

Kaynakli O., 2008, A study on residential heating energy
requirement and optimum insulation thickness,
Renewable Energy, 33, 1164-1172.

Kaynakli O., 2012, A review of the economical and
optimum thermal insulation thickness for building

applications, Renewable and Sustainable Energy
Reviews, 16, 415-425.
Kaynakli O., 2013, Optimum thermal insulation

thicknesses and payback periods for building walls in
turkey, J. of Thermal Science and Technology, 33, 2,
45-55,

Kilkis B., 2006, Cost optimization of hybrid HVAC
system with composite radiant wall panels, Applied
Thermal Engineering, 26, 10-17.

Koca A., Atayilmaz O., Agra O., 2016, Experimental
investigation of heat transfer and dehumidifying
performance of novel condensing panel, Energy and
Building, 129, 120-137.

Koca A., Gemici Z., Bedir K., 2014, Thermal comfort
analysis of novel low exergy radiant heating cooling
system and energy saving potential comparing to
conventional systems, Book Chapter, Progress in
Exergy, Energy and Environment, 38, 435-445.

Koca A., Gemici Z., Topacoglu Y., Cetin G., Acet R.C.,
Kanbur B.B., 2014, Experimental investigation of heat
transfer coefficients between hydronic radiant heated
wall and room, Energy and Buildings, 82, 211-221.

Koca A., Gemici Z., Bedir K., 2013, Thermal comfort
analysis of novel low exergy radiant heating cooling
system and energy saving potential comparing to
conventional systems, Proceedings of the Sixth
International Exergy, Energy and Environment
Symposium (IEEES-6), Rize, 579-590.

Koca A., Gemici Z., Topagoglu Y., Cetin G., Acet R.C.,
Kanbur B.B., 2013, Radyant 1sitma ve sogutma
sistemlerinin 1s1l konfor analizleri, 11. Ulusal tesisat
miihendisligi kongresi, Izmir, 2025-2042.



Koca A., 2011, Duvardan, Yerden, Tavandan Isitma
Sogutma  Panellerinin  Gelistirilmesi  Performans
Analizleri ve Ornek Bir Oda Modellenmesi, Msc Thesis,
Istanbul Technical University, Istanbul, Turkey.

Miriel J., Serres L., Trombe A., 2002, Radiant ceiling
panel heating-cooling systems: experimental and
simulated study of the performances, thermal comfort
and energy consumptions, Applied Thermal Engineering,
22,1861-1873.

Olesen B.W., Bonnefoi F., Michel E., De Carli M., 2000,
Heat exchange coefficient between floor surface and
space by floor cooling — theory or a question of
definition, ASHRAE Transactions, DA-00-8-2, 684-694.

Ozel M., 2011, Effect of wall orientation on the optimum
insulation thickness by using a dynamic method, Applied
Energy, 88, 2429-2435.

Ozkan D.B., Onan C., 2011, Optimization of insulation
thickness for different glazing areas in buildings for
various climatic regions in Turkey, Applied Energy, 88,
1331-1342.

Ozel G., Acikkalp E., Gorgiin B., Yamik H., Caner N.,
2015, Optimum insulation thickness determination using
the environmental and life cycle cost analyses based
entransy approach, Sustainable Energy Technologies and
Assessments, 11, 87-91.

Rhee K., Kim W.K., 2015, A 50 year review of basic
and applied research in radiant heating and cooling
systems for the built environment, Building and
Environment, 91, 166-190.

Seyam S., Huzayyin A., El-Batsh H., Nada S., 2014,
Experimental and numerical investigation of the radiant
panel heating system using scale room model, Energy
and Buildings, 82, 130-141.

Sisman N., Kahya E., Aras N., Aras H., 2007,
Determination of optimum insulation thicknesses of the
external wall and roof (ceiling) for Turkey’s different
degree-day regions, Energy and Policy, 35, 5151-5155.

Stetiu C., 1999, Energy and peak power savings
potential of radiant cooling systems in U.S. commercial
buildings, Energy and Buildings, 30, 127-138.

Insulation

TSE 825, 2008, Standard: Thermal

Requirements for Buildings.

Tye-Gingras M., Gosselin L., 2012, Comfort and energy
consumption of hydronic heating radiant ceilings and
walls based on CFD analysis, Building and Environment,
54, 1-13.

Ucar A., 2010, Thermo-economic analysis method for
optimization of insulation thickness for the four different
climatic regions of Turkey, Energy, 35, 1854-1864.

Ucar A., Balo F., 2010, Determination of the energy
savings and the optimum insulation thickness in the four
different insulated exterior walls, Renewable Energy, 35,
88-94

Yildiz A., Girlek G., Erkek M., Ozbalta N., 2008,
Economical and environmental analyses of thermal
insulation thickness in buildings, J. of Thermal Science
and Technology, 28, 2, 25-34.

Aliihsan KOCA received his B.S., M.S., Ph.D. degrees in Mechanical Engineering from Yildiz
Technical University and Istanbul Technical University, respectively. He worked as research
and development engineer and thermo-fluid research department manager in Mir Arastirma ve

Technological University.

Gelistirme A.S. between 2009 - 2016. He is currently a post-doctoral researcher at Michigan

Giirsel CETIN received his BSc in Mechanical Engineering Department from Y1ldiz Technical
University in 2013. He currently continues his MSc at Yildiz Technical University. He has been
working as a Research and Development Engineer in Mir Research and Development
Company. His research interests are renewable energy, radiant heating & cooling, thermal
comfort and experimental analysis of thermal systems.

Eser VELISAN received his BSc in Mechatronics Engineering Department from Bahcesehir
University in 2014. He currently continues his MSc at Bahcesehir University. He has been
working as a Research and Development Engineer in Mir Research and Development
Company. His research interests are computational analysis of fluid and thermal systems.



Is1 Bilimi ve Teknigi Dergisi, 37, 2, 89-95, 2017
J. of Thermal Science and Technology

©2017 TIBTD Printed in Turkey

ISSN 1300-3615

NUMERICAL ANALYSIS OF PULSATING CIRCULAR IMPINGING LAMINAR JET
ON A PLANAR DISC

Mitra KAHROBA* and Hasmet TURKOGLU**

*Mechanical Engineering Department, Faculty of Engineering, Gazi University, Ankara, Turkey
**Corresponding author: Mechanical Engineering Department, Faculty of Engineering, Cankaya University, Ankara, Turkey,
hasmet@cankaya.edu.tr

(Gelis Tarihi: 26.07.2016, Kabul Tarihi: 16.02.2017)

Abstract: In this study, the flow and heat transfer characteristics of pulsating circular air jets impinging on a flat surface
were numerically analyzed. The jet velocity pulsated in time. The objective of the work is to investigate the influence
of the jet Reynolds number, pulsation amplitude and pulsation frequency on the rate of heat transfer from the target hot
surface. For the analysis, a computer program, based on the control volume method and SIMPLE algorithm, was
developed. Laminar flow with the time averaged jet Reynolds numbers between 300 and 700 were analyzed. The
pulsation amplitude is ranged between 0.0V, (steady jet) and 0.8V, (m/s) (Vo is period averaged jet velocity), and the
frequency is ranged between 1 and 6 Hz. The nozzle-to-plate distance was kept constant at H/d=3. From the simulation
results, it was observed that at any instant of the pulsation period, the local Nusselt number is maximum at the stagnation
point, and it decreases along the plate. This decrease in the local Nusselt number is not monatomic as in the steady jet
cases. It has local maximum and minimum values (fluctuations) due to the moving recirculating flow regions along the
bottom plate. At low frequencies, the time (period) averaged stagnation point Nusselt numbers are lower than the
corresponding steady jet Nusselt numbers. However, with the increasing frequency, the stagnation point Nusselt number
increases and become higher than the steady jet Nusselt number.

Keywords: Impinging jet; Pulsating jet; Numerical solution.

DUZLEM BIR DISKE CARPAN OSILASYONLU DAIRESEL LAMINAR JETIN
SAYISAL OLARAK INCELENMESI

Ozet: Bu ¢aligmada, diizlem bir diske carpan dairesel osilasyonlu jetlerin akis ve 1s1 transferi karakteristikleri sayisal
olarak incelenmistir. Caligmanin amaci, dairesel bir nozuldan ¢ikip diizlem bir yiizeye ¢arpan salinimli hava jetinin,
Reynolds sayisinin, salinim genliginin ve salimim frekansinin, hedef yiizeyden akigkana olan 1s1 transferine etkilerini
incelemektir. Bu sayisal ¢alismay1 yapmak i¢in, kontrol hacmi formiilasyonu ve SIMPLE algoritmasina dayanan bir
bilgisayar programi gelistirilmistir. Simulasyonlar, Reynolds sayisi 300 - 700, salinim genligi 0.0V-0,8Vy ve salinim
frekansi 1-6 Hz araligindaki jet akislar igin yapilmistir. Nozul-garpma yiizeyi arasindaki uzakligin, liille ¢apina orani
H/d=3 sabit tutulmustur. Simiilasyon sonuglarindan ¢arpma periyodunun biitiin anlarinda durma noktas1 Nusselt
sayisinin maksimum oldugu ve durma noktasindan uzaklastikca Nusselt sayisinin azaldigr goriilmistiir. Nusselt
sayisindaki bu azalma, kararli jetlerde oldugu gibi monotomik olmayip yerel maksimum ve minum degerlere sahip
oldugu gozlenmistir. Alt levha iizerinde hareketli akis dongiileri meydana geldigi ve bu dongiiler nedeniyle Nusselt
sayisinda yerel maksimum ve minimum degerlerin olustugu goriilmiistiir. Diisiik salinim frekanslarinda, Nusselt sayisi
ayn1 Reynolds sayisina sahip kararli jet Nusselt sayisindan daha kiglk oldugu, ancak artan frekansla salimiml jet
Nusselt sayisinin arrtigi ve kararli jet Nusselt sayisindan daha yiiksek degere ulastig1 goriilmiistiir.

Anahtar Kelimeler: Carpan jet, Salmimli jet, Sayisal ¢6ziim.

NOMENCLATURE Numax  Instantaneous stagnation point Nusselt number
Nur Instantaneous local Nusselt number

A Pulsation amplitude

Co Specific heat of air, [J/kgK] NO Area and time averaged Nusselt number along

D Diameter of the disc, [m] the period

d Jet diameter, [m] NT,

f Pulsation frequency, [Hz] B Instantaneous area averaged Nusselt number

h Heat transfer coefficient at the target surface, NU; Time averaged stagnation point Nusselt number
[W/m*K] p Pressure, [Pa]

H Nozzle-plate spacing, [m] Re Reynolds number (Re= V, d/v)

k Thermal conductivity of air, [W/mK]



Temperature of fluid at nozzle exit, [K]
Temperature of bottom plate, [K]
q Heat flux, [W/m?]

Vr Velocity component in radial- direction, [m/s]
V; Velocity component in axial- direction, [m/s]
Vo Period averaged jet velocity, [m/s]

r Radial coordinate, [m]

z Axial coordinate, [m]

Greek Symbols

At Computational time step, [s]

a Thermal diffusivity of fluid, [m?/s]
p Fluid density, [kg/m?]

T Period of pulsation, [s]

v Kinematic viscosity, [m?/s]

INTRODUCTION

Impinging jets are widely used to enhance the heat and
mass transfer from surfaces. The widespread usage of
impinging jets in cooling and drying applications is
attributed to their inherent superior performance over
other schemes of single phase heat and mass transfer
from a comparatively small surface area. Impinging jets
are also used in chemical vapor deposition (CVD)
processes.

The flow structure of an impinging jet over a planar
target can be divided into three characteristic regions as
free jet region, stagnation flow region and wall jet
region. The free jet region is formed upon the jet exit
with a defined velocity distribution as a function of the
jet radius. A shear layer is generated due to the velocity
difference between the potential core of the jet and the
ambient fluid. However, there is not enough distance for
the jet flow to mix with the surrounding fluid in the
cases that the distance of jet exit-to-the target wall is
short, as in the current study. The stagnation flow region
results from the jet impact on the target solid surface.
The wall jet region is formed because of re-acceleration
of the flow along the target surface. The main part of
heat transfer occurs in the proximity of the stagnation
point, but a portion of the wall jet region may
significantly contribute to the heat exchange, too. In
spite of the simple geometry of the jet-plate
combination, convective heat transfer coefficient at the
target surface is affected by a variety of parameters such
as the nozzle to plate distance, Reynolds number (Re),
nozzle inclination angle, steadiness of the jet flow, etc.

From the literature review, it is deduced that unsteadiness
of the jet flow has been rarely investigated. Studies about
the influence of unsteady jet flow on the heat transfer rate
via generating a periodic variation in the jet speed are
accomplished (Zumbrunnen and Aziz, 1993; Azevedo et
al, 1994; Miladin and Zumbrunnen, 1997; Liu and
Sullivan, 1996]. These studies showed that there is no
general trend about the effect of jet unsteadiness on the
heat transfer rate, as some researchers found enhanced heat
transfer and some do not.
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Some researches show significant differences between
flow fields with and without unsteady motions.
According to existing data, the jets with unsteady
velocity show strong mixing of the jet with ambient fluid
and hence a rapid reduction in the maximum jet velocity.
Considering this phenomenon as a positive result of
unsteadiness on heat transfer rate due to the boundary
layer renewal in stagnation region, the influence of
unsteadiness on the heat transfer rate depends on various
parameters. Goppert et al. (2004) pointed out that a
threshold-frequency often exists above which the heat
transfer augmentation occurs in general. It is obvious
from the studies about impinging jets with low jet-to-
plate distance normalized by the jet diameter (H/D) that
the wall jet undergoes a transition to turbulence, but the
mixing turbulence resulted from entrainment doesn’t
penetrate to the free jet center. Therefore, the stagnation
Nusselt number is locally minimum at H/D=2 which is
observed by Goldstein and Timmers (1982). Collucci and
Viskanta (1996) also reported examples of a couple of
Nusselt number peaks. The peak closer to the jet center
is due to the thinning of the laminar boundary layer and
the secondary one is because of the transition from
laminar to turbulent flow in the wall jet. Study by Liu and
Sullivan (1996) surveyed the fluctuating heat exchange
to an impinging air jet excited acoustically. It was shown
that excitation of the jet at certain frequencies leads to
enhancement or reduction in both local and area averaged
heat transfer. O’Donovan and Murray (2008) have
observed the frequency bands growing within the
transition region and diminishing as the wall jet transition
to the turbulence. They also reported the variation of heat
transfer rate as a result of periodic behavior of the flow
in the wall jet region.

Demircan and Turkoglu (2010) investigated laminar
sinusoidally oscillating rectangular impinging air jet on a
planar surface for low Reynolds numbers and observed
that the heat transfer increases with increasing Reynolds
number and fluctuation amplitude and decreasing H/W
ratio where W is width of the rectangular nozzle used in
their work. As a result, it was concluded that the optimum
values of H/W ratio and oscillation amplitude should be
found to make heat transfer maximum.

The focus of the present study is to analyze how
convective heat transfer is affected by the unsteady jet
velocity. To do this, pulsating circular air jets impinging
on a flat surface were numerically analyzed. The jet
velocity is pulsated in time. For the analysis, a computer
program, based on the control volume method and
SIMPLE algorithm, was developed. The objective of the
work is to investigate the influence of the jet Reynolds
number, pulsation amplitude and pulsation frequency on
the rate of heat transfer from the target hot surface.



DESCRIPTION OF THE PROBLEM AND THE
MATHEMATICAL FORMULATION

Two parallel, horizontal, infinite planar discs were
considered in this study. The geometry of the problem
and coordinate system considered are shown in Fig. 1. A
pulsating air jet issuing from a circular hole at the center
of the upper disc impinges on the bottom disc. The upper
disc was insulated and the lower one is kept at constant
temperature Ty that is higher than the jet inlet
temperature Tin.

T=T,,
Insulated — llu V=V +AS(1)
A 7.
¢!
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Figure 1. The geometry and the coordinate system of the
problem.
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The jet velocity over the nozzle exit is uniform but it
varies with time periodically according to the function
given by Eq. (1) below.

Vin = Vo + A8(t) 1
where V is the period averaged jet velocity and A is the

pulsation amplitude based on the average velocity Vo.
d(t) is the Dirac function which has a value as

_ 1 forO0<t<rt/2
S(t)_{ -1 fort/2<t<Tt

where 7 is the pulsation period. It is assumed that the flow
is laminar and incompressible. Since the temperature
difference in the flow field is small, the variation in the
fluid properties such as density, viscosity and heat
conduction coefficient are assumed to be negligible.
Also, the variations in all variables in the angular
direction can be neglected. So, the basic equations of the
problem in cylindrical coordinate system can be written
as follows:

Continuity Equation

10 a
- (rv,) + P v,)=0 (2
Conservation of linear Momentum Equations
In the axial direction (z-direction):
<6vz 4 av, N 6vz> _
P ot ar "7z )~ 2
ap 10 vy 04v,
—2rul (5 +5E @
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In radial direction (r-direction):
<6vr+ v, 4 v\
P ot 7 or "ZE) -
op 10
~setul(r

0%v,

)5 @

Energy equation

aT aT aT
‘DCPE-I_ ppVz 5 + pcy vy =

19 aT a%T
k[ (r5) +

2 ©
Boundary Conditions

The fluid temperature at nozzle outlet Ti, is constant and
the vertical component of velocity is defined by the
expression V;,, =V, + A8 (t). The flow is assumed to be
symmetric about the nozzle axis. The upper disc is
insulated and the lower disc is kept at a prescribed
constant temperature, Ty. On the solid surfaces no-slip
condition applies and hence the velocity components are
zero. At the surface, at r=D/2, through which the fluid
leaves the flow domain, the variations of the velocity
components and temperature were neglected.

Calculation of Nusselt Number

The temperature and velocity fields vary with the time
and the position in the flow domain. Hence, to
characterize the heat transfer rate from the bottom plate,
instantaneous local, instantaneous area averaged, area
and time (period) averaged, instantaneous stagnation and
time (period) averaged stagnation point Nusselt numbers
are calculated. For the definition of these Nusselt
numbers, Nozzle diameter d is considered as the
characteristic length. The calculation of all these five
different Nusselt numbers is formulated below.

The temperature distribution obtained by the numerical
solution of the energy equation is used to calculate the
Nusselt number along the hot bottom plate. The local
instantaneous heat flux from the hot bottom plate to the
fluid can be expressed as;

__ a_Tj
aZ z=0

In this equation, T and Ti, are temperatures at the bottom
wall and jet inlet, respectively. From this equation, the
instantaneous local Nusselt number can be determined.
Using the nozzle diameter d as the characteristic length,
the above equation can be rearranged as,

q"=h(T, -T,) ()

hd  d a_Tj
(TH _Tin)az 7=0

The instantaneous area averaged Nusselt number on the
hot bottom plate can be calculated by integrating the

()



instantaneous local Nusselt number over the bottom
surface.

1
NuA:KJ;NurdA (8)

The area and time averaged Nusselt number along the
period of injection can be calculated by integrating Eq.
(8) over the injection period t.

NU:%!%{NurdAdt )

where A is the area of the target surface and = is the period
of the pulsation. The instantaneous local Nusselt number
at the stagnation point is equal to the Nusselt number at
r=0 and it is the maximum Nusselt number. Hence, it can
be expressed as

Nu max Nl'lr )r:O (10)

The period averaged stagnation point Nusselt number is
calculated by integrating the instantaneous stagnation
point Nusselt number along the period of injection as,

(NO),,, = % [ Nu,, dt (11)

NUMERICAL SOLUTION

The continuity, momentum and the energy equations
have to be solved together with the relevant boundary
conditions to determine the velocity and temperature
distributions in the flow field. These equations are linked
with each other. Hence, the solution of this set of
equations is only possible by using a numerical method.
The numerical method used in this study is based on the
control volume approach and SIMPLE algorithm. The
governing equations were discretized by integrating them
over finite control volumes. The hybrid scheme was used
for the discretization. The time dependent terms were
discretised using the fully implicit scheme. Gauss-Seidel
iteration technique was used for solving the algebraic
equations. A computer program developed in our one of
previous study was modified to solve the present
problem. Using the computer program developed, the
velocity, pressure and temperature distributions were
obtained for all grid points at different instants of the
injection period.

To minimize the numerical errors and optimize the
solution time, a non-uniform grid system was used. Near
the top and bottom plates and also around the axis of the
jet, finer grid spacing was utilized. To determine the
optimum size of the mesh, by keeping all other parameter
constant, the simulation of the problem was repeated with
different grid systems and time steps. Comparing the area
averaged and stagnation point Nusselt numbers obtained
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with different mesh sizes and time steps, the optimum
mesh size and time step were determined.

To obtain periodically fully developed results, the
computations were repeated successively until the
difference between Nusselt numbers for two successive
periods is negligibly small. The validity of the numerical
scheme and the computer program used in this study was
checked by Demircan and Turkoglu (2010) in a previous
study. Based on the comparison of the results obtained
using the computer program developed with the results in
the literature, it was shown that the developed model and
computer code simulate the unsteady impinging jet flow
and heat transfer with a satisfactory accuracy.

RESULTS AND DISCUSSIONS

In this study, the heat transfers and flow characteristics
of impinging air jets which have a periodically pulsating
velocity in time were analyzed. The jet velocity was
changed according to the expression given by Eq. (1). In
Fig. 2, the variations of the jet velocity along the
pulsation period are shown for different pulsation
amplitudes. As seen in this figure, during the first half of
the injection period, the jet velocity is at its maximum
value, and during the second half of the pulsation period,
the jet wvelocity assumes its minimum value.
Computations were performed for different Reynolds
numbers (Re=Vod/v=100, 300, 500 and 700), the jet
velocity amplitudes (A=0.2Vo, 0.4V,, 0.6V, and 0.8Vo)
and the jet oscillation frequencies (f=1 Hz, 2 Hz, 3 Hz, 4
Hz, 5 Hz and 6 Hz) with fixed geometrical dimensions of
H/d=3 and D/d= 8.33.

The simulations show that the flow and the temperature
fields of the pulsating impinging jets have the similar
general characteristics of the steady impinging jets at all
instants of the period. As in the steady jet cases, the free jet
region, the impingement region and the wall jet region
form. In the steady jet case, there is no change in both
temperature and velocity fields with time, however, when
the jet is pulsating along the injection period, in all these
regions, the velocity and temperature fields change in time.
As a result, the jet renews itself continuously, and hence a
higher heat removal rate from the hot bottom surface is
expected in comparison with the steady impinging jet
cases.
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Figure 2. Variation of the jet velocity over a pulsation period.



The velocity vector distributions for the jets with
Reynolds number 500, pulsation amplitude A=0.2V, and
oscillation frequency of 1 Hz at four different instants of
the period (t=0.0t, 0.257, 0.5t and 0.751) are shown in
Fig. 3. In Fig. 4, the velocity vector distributions are
shown for the jets with Reynolds number 500, pulsation
amplitude A=0.2V, and pulsation frequency f=3 Hz.
Analysis of these figures shows that the flow fields
exhibit the general behavior of a steady impinging jets.
However, due to the pulsation of the jet velocity,
secondary recirculating flow regions form and their
location changes during the period.

In Fig. 3a, it is seen that in the beginning of the injection
period (t=0.0t), the ambient fluid entrains the free jet
near the exit of the nozzle and a recirculating flow region
forms. In time, as seen in Fig. 3 a, b, ¢ and d, eye of the
circulation moves towards the impingement point and
then toward the outlet of the flow domain. As seen in
these figures, the wvelocity vectors vary in the
impingement region, more than other regions of the flow
area. After hitting the plate, the flow accelerates again
and starts to flow along the plate toward the exit.
However, it is also seen that, in some parts, the fluid
flows in the opposite direction, so that a number of
circulations are formed. One circulation forms close to
the free jet, and the other, within the wall jet region. The
formation of these circulations can cause changes in heat
transfer rate, thus, the secondary local maximums form
in Nusselt number along the plate. Figure 3b depicts the
flow field at the instant t=0.25t of the pulsation period.
The analogous descriptions about the flow field as the
previous can also be drawn from this figure but, it is
notable that the circulation formed have widened. Figure
3c and 3d show the flow field at two instants of the
second half of the pulsation period. Considering the
impingement region at all instants of the pulsation period,
it can be seen that the magnitudes of the velocity vectors
in the first part of the period are higher than those of the
second part. This is an expected result, since the jet exit
velocity in the first half of the period is higher than that
in the second half.

Figure 4, shows the flow fields at the same instants of
the pulsation period as in Fig. 3, for the case of Re=500,
A= 0.2V, and f=3 Hz. Comparison of velocity fields
given in Figs 3 and 4 shows that with changing
pulsation frequency from 1 to 3, the flow fields changes
considerable as everything else is kept the same. As
seen in these figures, in the impingement and wall jet
regions, the flow field changes, more than all other parts
of the flow domain so that two circulations form. There
is also another circulations forming in the wall jet
region. Another thing that should be pointed out is that
two small eddies formed in the first half of the period
merge and create a bigger circulation. The wall jet zone
circulation also enlarges within the second half of the
period, and becomes more obvious.
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Figure 3. Velocity vector distributions at four different
instants of pulsation period for Re=500, A=0.2Vo and f=1 Hz.
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of pulsation period when Re=500, A=0.2Vo and f=3 Hz. a)
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Figures 5 and 6 show the temperature fields at different
instants of the pulsation period for the cases considered
in Figs 3 and 4. It is seen in these figures that for both
cases, the thermal boundary layer has its smallest
thickness and the temperature gradients are very high
around the impingement point. Hence, the heat transfer
rate reaches its maximum value. This provides a means
for efficient local cooling. It should be pointed out that



the boundary layer thickness increases toward the end
of the injection period. This is the result of the variation
of the jet exit velocity along the pulsation period.

To investigate the effects of Reynolds number,
pulsation frequency and pulsation amplitude on the heat
transfer rate from the bottom plate, the instantaneous
local, time (period) averaged local, instantaneous
stagnation point and period averaged stagnation point
Nusselt numbers were calculated using Egs. (7) through
(11). Some of these results are discussed below.
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Figure 5. Temperature contours at four different instants of
pulsation period when Re=500, A= 0.2Vo and f=1 Hz.
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Figure 6. Temperature contours at four different instants of
oscillation period when Re=500, A= 0.2V and f=3 Hz.

In order to see the variation of the heat transfer rate
compared to that of the steady jet flow, Nusselt number
variations along the bottom plate at different moments
of the pulsation period were analyzed and compared
with the steady jet Nusselt number. In this regard, in
Fig. 7 the local Nusselt number variation curves over
the bottom plate are given for two different amplitudes
(A= 0.4V, and 0.6V,) when Re=500 and f=2 Hz. In Fig.
8, the similar results are given for f=6 Hz. In these
figures, it is seen that the instantaneous Nusselt number
curves are around the Nusselt number of the steady jet.
Since the flow is pulsating, the impingement velocity of
the fluid is different at different instants of the pulsation
period. Hence, it is expected that the instantaneous
Nusselt number changes with both position and time.
Also, Nusselt number changes with both the pulsation
amplitude and frequency. It is seen in Fig. 7 (a) and (b)
that the highest stagnation point Nusselt number is
attained at the instant t= 0.375z in both cases shown in
these figures. It is also seen that, at all instants of the
period, Nusselt number curves have local maximum and
minimum values at different locations. However,
toward the exit of the flow domain, the Nusselt number
curves at different instants converge to each other.
Analysis of the results given in in Fig. 7 and 8 shows
that at a given jet Reynolds number, the difference
between steady jet Nusselt number and the pulsating jet
Nusselt number increases with the increasing pulsation
amplitude. With the increasing pulsation frequency, this
difference decreases at all pulsation amplitudes.
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CONCLUSIONS

In this study, pulsating impinging jets confined by two
circular discs were considered. The bottom disc was kept
at constant temperature, and the top disc was insulated. A
pulsating air jet, issuing from a circular hole on the top



disc, was impinged on the bottom hot disc. The jet
velocity was pulsated in time. A computer code based on
control volume approach and SIMPLE algorithm was
developed. The jet Reynolds number was varied between
100 and 700. The effects of the amplitude and frequency
of the jet pulsation on the flow and temperature fields,
and on the heat transfer rate from the bottom plate were
numerically investigated.
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It was observed that the general structures of the flow and
temperature fields of pulsating jets are similar to the flow
field of the steady jets. However, in the pulsating jet
cases, circulating and moving flow regions form in the
flow. These circulating flow regions become more
apparent with increasing Reynolds number and pulsation
amplitude.
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Figure 9. Period averaged stagnation point Nusselt number
variation with the pulsation frequency and pulsation amplitude
at Re=700 and different.

At a given instant of the pulsation period, the local
Nusselt number is maximum at the stagnation point and
it decreases along the plate. This decrease in the local
Nusselt number is not monatomic as in the steady jet
case. It has local maximum and minimum values
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(fluctuations) due to the moving recirculating flow
regions along the bottom wall. At low frequencies, the
time (period) averaged stagnation point Nusselt numbers
for all the pulsating jets considered are lower than the
corresponding steady jet Nusselt numbers, However,
with the increasing frequency, the stagnation point
Nusselt number increases and become higher than the
steady jet Nusselt number. With the increasing pulsation
frequency, the impingement point Nusselt number
increases up to a certain value of the frequency, after that
value of the frequency, the impingement point Nusselt
number approximately stays the same.
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Abstract: Solar still is a more practical way of obtaining clean water. In this study, we aimed to improve the efficiency
of solar still systems and obtain distilled water at the same time. For this purpose, 5 different solar still systems were
designed. Type 1; conventional solar still, Type 2; conventional solar still integrated with solar water heating collector and
run via natural convection, Type 3; conventional solar still integrated with solar water heating collector and tubular heat
exchanger and run via natural convection, Type 4; conventional solar still placed with plate heat exchanger and integrated
with solar water heating collector and run via natural convection, Type 5; conventional solar still placed with plate heat
exchanger and integrated with solar water heating collector and run via forced convection. In this study, the experiments
were carried out on the parameters influencing the performance, the amount of distilled water obtained, and the efficiency
of experiment settings designed in different types; and finally the results were presented. The amount of distilled water
and efficiency of conventional solar still were 2389 ml and 51.47%, respectively. Maximum total amount of water and
efficiency from natural convection systems were obtained from Type 4, and the values calculated were found as to be 5788
ml and 55.91%. Maximum amount of distilled water and the efficiency were obtained by utilizing forced convection
system were found as to be 6068 ml and 58.99%, respectively.

Keywords: Solar water heater, Solar water distillation, Efficiency.

GUNES ENERJILI SU ISITICI KOLLEKTORLERLE BIiRLESTIRILMIiS GUNES
ENERJILI DAMITICILARIN DENEYSEL INCELENMESI

Ozet: Giines enerjili danmutic1 temiz su elde etmenin daha pratik bir yontemidir. Bu calismada, giines enerjili damitic
sistemlerin verimini arttirmay1 ve ayn1 anda damitilmis su elde etmeyi amagladik. Bu amagla 5 farkli giines enerjili
damitici sistem tasarlandi. Tip 1; geleneksel giines enerjili damitici, Tip 2; dogal taginim yoluyla ¢aligtirilan ve giines
enerjili sicak su kollektorii ile birlestirilmis geleneksel giines enerjili damitict Tip 3;dogal tasinim yoluyla ¢alistirilan,
boru tipi 1s1 degistirgeci ve giines enerjili sicak su kollektorii ile birlestirilmis geleneksel giines enerjili damutict, Tip 4;
dogal tasimim yoluyla ¢aligsan, plaka tipi 1s1 degistirgeci ve giines enerjili sicak su kollektorii ile birlestirilmis geleneksel
giines enerjili damitici, Tip 5; zorlanmug taginimla ¢alisan plaka tipi 1s1 degistirgeci ve giines enerjili sicak su kollektorii
ile birlestirilmis geleneksel giines enerjili damitict. Bu c¢alisgmada deneyler, farkli tiplerde tasarlanan deney
diizeneklerinin performansi etkileyen parametreler, elde edilen damitik su miktarlar1 ve verimleri ile ilgili yiritildi.
Ve nihayetinde sonuclar sunuldu. Geleneksel giines enerjili damiticinin damitilmig su miktari ve verimi sirasiyla 2389
ml ve %51.47 ’dir. Dogal tagimim sistemlerde, maksimum toplam damitik su eldesi ve verim Tip 4’te elde edildi ve
hesaplanan degerler 5788 ml ve %55.91 olarak bulundu. Maksimum damitik su miktar1 ve verim zorlanmis tasinim
sisteminden faydalanarak elde edilmis sirasiyla 60698 ml ve %58.99 olarak bulunmustur.

Anahtar Kelimeler: Glnes enerjili su 1siticis1, Giines enerjili su damitma, Verim.

NOMENCLATURE Eeft Effective permittivity
o . n Efficiency
h Heat transfer coefficient [W/m?C] o Stefan-Boltzmann constant
| Total solar energy [W/m?]
L Water’s heat of vaporization [J/g] Subscripts
P Vapor pressure [kPa] e evaporation
m The amount of distilled water [ml] w water
T Temperature [C] g glass
\Y/ Wind speed [m/s] r radiation
Wp Consumed electric power [W] c convection
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INTRODUCTION

Since the fresh surface waters sources cannot sufficiently
meet the water requirement, many researches are being
carried out on alternative solutions. For instance; within
the scope of use of underground waters, the studies are
carried out on using the precipitation waters and
recycling waste waters. The insufficient time for
preventing the irreversible depletion of natural resources
forces humans to develop and utilize the technologies in
order to protect and save these resources.

It is a very old method to obtain potable water by
distilling saltwater and underground and aboveground
waters containing excessive level of minerals
(Sampathkumar, at al, 2010). The process of obtaining
clean water is divided into 2 main categories based on the
type of energy used. These are energy-supported methods
and mechanically-supported methods. The main input of
thermal energy-supported distillation is the thermal
energy, while the reverse-osmosis and electrolysis
methods require mechanical or electrical energy. Since
the reverse osmosis and electrolysis methods are the
processes requiring high level energy, it is essential to
establish large systems in order to utilize them
effectively. On the other hand, the small-scaled thermal
systems are also very suitable for the places, where the
central water mains cannot be reached, or if it is not
possible to make investment for central water main.

The places, where clean water is needed mostly, are also
the places receiving the most intense solar energy. For
this reason, the solar energy distillation method is the
most effective method to be implemented. The
production of clean water via distillation is a simple,
effective, and also a reliable method. This process
requires energy, and solar energy can be used as a very
effective source of heat in this process. During this
process; firstly, water vaporizes, and the matters it
includes are separated, and then potable water condenses.
Solar energy distillation pools remove salt and heavy
metals from the water and prevent water-related diseases.
The potable waters obtained from these systems are much
healthier than great many bottled waters.

In general, constructing and operating the solar energy
distillation systems are not too expensive. However, their
most important disadvantage is low productivity. For this
reason, large surfaces are required for achieving
successful results. This significantly increases the initial
investment costs. The scientists carrying out research on
this topic have designed various types of distillation
systems in order to achieve better efficiency values. As a

98

result, various models of solar energy distillation systems
have been introduced.

Rajaseenivasan et al. (2014) examined the performance
of conventional solar still by pre-heating saltwater via
integrated flat plate solar collector. They examined the
system by using various water depths, wick and energy
storage equipment. Under the same conditions, they
achieved 60% higher distillation than the classic
distillers. The maximum productivity of conventional
solar and integrated system were 3.62 and 5.82
kg/m?2-day, respectively.

Xiong et al. (2013) designed a new-type solar distiller
system via increased condensation surface. In this
system, heating was performed with both vacuum-piped
collected at bottom and the coating at the top of tank. The
trays placed inside the tank were wrinkled in order to
decrease the condensation resistance. In that system, they
have examined the temperature changes and fresh water
efficiency. As a result of their study, they reached fresh
water productivity up to 40%.

Morad et al., (2015) performed thermal analyses via
energy balance equations by using internal and external
heat transfers in order to estimate the performance of
bilateral solar distiller system with integrated glass cover
cooler. They utilized active and passive distillers for
thermal analyses. For both distiller systems, the
performance was found to be the function of change in
glass coverage thickness and pool depth under cooled and
non-cooled conditions.

Appadurai  and Velmurugan (2015) performed
experimental analysis and theoretical performance
examination of flapped-type solar pool integrated with
solar distiller, flapped-type solar distiller and classic solar
distiller. In order to improve the performance of classic
solar distiller, the flaps were placed into the distiller.
Then the same operation was also performed in the pool.
With using a larger surface for solar radiation, 50%
higher productivity was achieved than the conventional
solar still.

Alaudeen et al., (2014) utilized a multi-stage solar
distiller in order to improve the productivity of solar
distiller. In order to establish the new system, they
combined the multi-stage solar still with a sloped plate
collector. In order to increase the vaporization rate, the
experiments were performed at various depths allowing
additional space, and 3% increase was achieved at 2 cm
depth in proportion to the classic distiller.

The aim of this study is to obtain drinkable and usable
clean water by using this four newly-developed solar
stills. For this purpose, a conventional solar still system
integrated with solar collector was designed. In this
system, in order to enlarge the surface area, the tubular
and plate heat exchangers were placed into the distiller
integrated with solar water heating collector, and the



daily production and the system efficiency values were
recorded and then compared.

EXPERIMENTAL DESIGN AND METHOD

In this experimental study, the solar still was integrated
with solar water heating collector, and the experiments
were performed by placing tubular and plate heat
exchangers into the distiller. In the experiments, the
parameters affecting the performance of solar still
integrated with plate solar collector under the conditions
of Elazig city were examined as shown in Figure 1.
Within this scope, 5 different experimental settings,
equipment and the working principles of these settings
are specified below in Figure 2-4.

Figure 1. Photograph of the experiment set

Type 1; Conventional solar still was designed. Distilling
pool was manufactured from stainless sheet iron in
dimensions of 1000x1000x250 mm. The base area was
1m?, and the slope of cover was 38°. The basement and
internal parts were painted with epoxy filler and mat
black paint. In order to prevent leakage from the cover,
the solar, heat, and moisture-resistant sealing
components were utilized. The sloped top of distiller
allowed gathering the condensed waters into a tank,
which was placed out of the distiller, through natural
convection. Distilled water collection channel, which
was placed in the distillation pool, was made of stainless
material in 50mm width, 25mm height and 7° slope. The
transparent cover conveying the solar radiation but
preventing the thermal loss protected the surface from
external effects such as rain, hail and heat loss from the
top. For this purpose, a 4mm-thick glass was used as
cover of this system. Moreover, in order minimize the
heat loss from sides, bottom and rear parts were isolated
with a 4cm-thick polyurethane material.

Type 2; the conventional solar still was integrated with
solar water heating collector and then operated via
natural convection. The system consisted of planar solar
water heating collector, a solar still distiller, table, and
connectors. For the experiments, the setting had the
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dimensions of 930x1930x87.5 mm, and with covering
gross surface area of 1.8 m? and net surface area of 1.6
m?2 and consisting of aluminium oval pipes, flapped and
painted in black, planar solar water heating collector. In
this system, the heat of water within the solar still was
increased via solar energy.

Type 2
Figure 2. Type 1; Conventional solar still Type 2; Conventional
solar still was integrated with solar water heating collector

As a result of increased temperature, the vaporized water
reached at the colder top-cover and then condensed.
Then, due to the slope of top condensation cover, the
distilled water condensed, dropped onto the bottom
surface and then flowed into the collection channel place
on the front side. The distilled water gathering in
collection channel was conveyed out by means of slope,
and collected in the distilled water tank.

Type 3; By placing tubular heat exchanger into the
conventional solar still, it was integrated with the solar
water heating collector and then run via natural
convection. In this system, there was a planar solar water
heating collector, a solar still distiller, a tubular heat
exchanger placed into the distiller, table, and connectors.
In this experimental setting, different from Type-2, there
is a tubular heat exchanger placed within the distiller, and
the hot water from planar solar water heating collector
passes through the tubular heat exchanger without
mixing with the water in hot water distiller, and then
returns. In this system, the water increasing its
temperature in planar solar water heating collector passes
through the tubular heat exchanger within the solar still
and then conveys its heat to the water within the solar still
distiller. So, the effect of water with increased
temperature on the vaporization and condensation is



determined, and then compared to other experimental
settings.

Type 4; By placing plate heat exchanger into the
conventional solar still, it was integrated with the solar
water heating collector and then run via natural
convection. In this system, a plate heat exchanger was
placed into the solar still. By employing the plate heat
exchanger, it was aimed to enlarge the areas of both heat
transfer surface and absorber surface. In this system, the
water having increased temperature in planar solar water
heating collector passes through the plate heat exchanger
within the solar still distiller, and then conveys its heat to
the water within the solar still.

Type 5; By placing a plate heat exchanger into the
conventional solar still, it was integrated with the solar
water heating collector and then run via forced
convection. In this system, different from Type-4, a
circulation pump was added into the setting, the system
was run at 50 kg/h flowrate as forced convection.
Rotameter was utilized in order to measure the flowrate.

Type 3

Type 4

Figure 3. Type 3; Conventional solar still integrated with solar
water heating collector and tubular heat exchanger Type 4;
Conventional solar still integrated with solar water heating
collector and tubular heat exchanger.

In present study, 2 different heat exchangers were
designed in order to improve the amount of distilled
water production and increase the efficiency of distillers,
and then they were placed into the solar still (Figure 5).
One of the designed heat exchangers was tubular, while
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other had the advanced plate design. Hence, the tubulars
and advanced plates were placed into the conventional
solar still, and the amounts of distilled water obtained
from the solar still distillers, and the efficiency values
were compared to each other.

Of the heat exchangers used for this purpose; the plate
and tubular ones were made of copper and their
dimensions were 900x900 mm, the number of tubulars
was 8, the manifold material was copper, manifold
diameter was 25mm, and the welding method was
ultrasonic welding, and the copper tubulars and plates
were painted in black.

Figure 4. Type 5; Conventional solar still integrated with solar
water heating collector and tubular heat exchanger. (1. Heat
exchanger, 2.Glass jar, 3.Solar water heating collector, 4.
Pyranometer, 5.Solar still , 6. Thermocouple, 7. Digital
thermometer, 8. Circulation pump, 9. Rotameter.)

(@)

(b)
Figure 5. (a). Tubular heat exchanger (b). Advanced plate heat
exchanger

After the designed experimental settings were
established, by adding 100L water into the solar still
distiller, the angle of planar solar water heating collectors
in systems was set to 38°. And then, the inlet and outlet
temperatures of water into and out of the planar solar
water heating collectors, internal temperatures of



distillers, and ambient temperature were measured by
placing J-type thermocouples at the required points. By
using digital thermometer, the temperature of places,
where the thermocouples were placed, were hourly
measured between 08:00 and 16:00.

Considering the parameters leading to error during the
distillation experiments, the total error was determined in
accordance with the following formula (Holman, 1971).

2 2
W, = F+ 0 + <1>
The error parameters arising from different independent
variables are different and the parameters resulting from
temperature and speed measurement are listed below.

Errors Made in Temperature Measurement

(X1) Error due to thermo couple pairs = = 0.25-0.5 ° C,
(X2) Error due to digital thermometer =+ 0.1 ° C,

(X3) Error due to connectors and points =+ 0.1 ° C,
(X4) Mean error that can be done with temperature
measurement =+ 0.25 ° C,

Errors Caused by Speed Measurement

(Xs) Error due to sensitivity of anemometry =+ 0.1 m /s
(X6) Measuring error =+ 0.1m/s

During the experiments, the total errors were calculated
and are presented in Table 1.

Table 1. Total errors occurring during the distillation
experiments

Parameters Leading to Error Total Error
Total error in measuring the temperature +0.173°C
at collector inlet

Total error in measuring the temperature +0.173°C
at collector outlet

Total error in measuring t_he water +0.173°C
temperature in the solar still

Total error in measuring the glass +0173°C
surface temperature

Total error in measuring the air +0173°C
temperature

T(_)tal periodical error in measuring the +0.104 m/s
wind speed

Total periodical error in reading the +0.1 min
temperature values

T_otal periodical error in measuring the +0.1 min
air temperature

Tot_al _perlodlcal error in measuring the +0.1 min
radiation

Total periodical error in measuring the + 4.062 ml
fresh water produced

Total periodical error in measuring the +0.86 kg/h
flow rate
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As a result of these experiments, the amounts of distilled
water obtained from the systems and the efficiencies of
these systems were calculated, and then compared to
each other. The efficiency of a solar distillation system
was the proportion of thermal energy used for obtaining
water to solar radiation on the glass cover of the system
within a certain time interval (Tiwari et al., 2003). It can
be expressed as follows;

n=q,, /() 2)
where, 1 is the efficiency, qew i thermal energy used for
distilled water, | (t) is solar radiation falling on a glass
cover. This expression can also be stated as below
(Sodhaet al.,1980), in form of the portion of heat, which
is transferred to transparent cover from water surface via
vaporization, to the amplitude of radiation on the
effective collector surface:

N=|(Nay +hy )Ny, +h) [T, —T,) 3)
where, the coefficient of heat transfer via vaporization
(hew) (Malik et al.,1982);

he, =16.273x10°h,,, (P, —P)/(T, —T,) (4)
coefficient of heat transfer via convection from water to
cover (hew) (Dunkle et al., 1961);

h,, =0.884[(T, —T,)+(P, - P, (T, +273)(268.9x10" - P, )]"" 5)

coefficient of heat transfer from glass cover to the
environment (Duffie et al., 1980);

hSg =5.7+3.8V (6)
coefficient of heat transfer to water surface to
transparent cover (Malik et al.,1982);

Ngw =New +hp +he, ()

and coefficient of heat transfer via radiation from water
surface to cover (hw) (Sharma et al., 1991);

h = gqﬂ,a[(r;‘ +273) + (1, +273)° ][T" 1, +546]

The amount of distilled water obtained hourly from the
distiller is calculated according to the formula below.

he, (T, - T, j8600
- L

©)

ew
w

where Ly is the latent heat of vaporization of water and
calculated using the following correlation;

Lw = 3044205.5-1670.1109 T,,—1.14258 T,? (10)



Accordingly, the efficiency of system based on the
amount of distilled water is,

m,, L
= 11
1= 1A3600 D
The efficiency in the system using the pump is
calculated via the following equation;
m,, L

N=— (12)

1A3600 + Wp.At

RESULTS AND DISCUSSION

The experiments of solar still integrated with solar water
heating collectors were performed on 2 October 2012
under climatic conditions of Elazig city. The radiation
and wind speed values for that day are given in Fig. 6.
Conventional solar still (Type 1), conventional solar still
integrated with solar water heating collector (Type 2),
and the distiller integrated with tubular heat exchanger
(Type 3) and with plate heat exchanger (Type 4) were
used with natural convection. In addition, the experiment
was performed with Type-4 by using forced convection.
Throughout the experiments, the temperature
measurements were performed on the glass surface of
condenser, outer surface of glass, basement, water and
vapor, and then expressed via graphics.
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Figure 6. Time-dependent change of the radiation and wind

speed values

Typel:

For the conventional solar still, as defined in Figure 4, the
bottom temperature (Ty), water temperatures (Tw), vapor
temperature (Ty), internal surface of glass (Tig), and outer
surface of glass (Tog) are presented in Figure 7.

As seen in Figure 7, the glass temperatures increased till
12:00 and then declined. The highest temperature of glass
surfaces was measured at 12:00, when the internal
temperature was 59.3 °C and glass surface temperature
was 56.6 °C. In distillation systems, it has been observed
that the amount of distilled water production increased as
the glass temperatures decreased. Bottom and water
temperatures showed continuous increase during the day,
while vapor temperature increased until 12:00 and then
decreased. The highest vapor temperature was measured
at 12:00 to be 64.1°. In performance measurements, it has
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been observed that the temperatures of bottom and water
were close to each other.
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Figure 7. Time-dependent change of temperatures in

conventional solar still

In Figure 8, the amount of distilled water obtained by
conventional solar still was expressed as m, while the
amount of water was expressed as mt. In performed
measurements, it was found that the temperature of
distilled water continuously increased until 15.00 and
then decreased. The highest water production throughout
the measurement periods was determined to be 210 ml
between 14.00 and 15.00. At the end of the day, a total of
844 mL distilled water was obtained. By means of heat
storage within the water inside the tank, the distillation
that was slow during daytime continued after the sunset,
even during the night-time. One of the most important
factors was the exterior temperature decreasing during
night-time due to atmospheric conditions. The heat stored
in pool during daytime maintained the continuance of
distillation until the water temperature decreased to
external temperature. The amount of distilled water
obtained in the night-time was found to be 1545 ml. The
total amount of distilled water obtained in this system in
a day was found to be 2389 ml.
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Figure 8. Amount of water distilled in conventional solar still

The distillation of water started with the increase of
thermal capacity of distillation pool by the solar radiation
intensity. This value was approximately 3-4 MJ/m2. It
was determined in pools manufactured in different
shapes that the distillation continued after the sunset. It
was observed that evaporation in the distillation system
was minimal in the morning hours and reached maximum
between 12: 00-15: 30.



Type 2:

In this system, the solar still was integrated with solar
water heating collector. The water within the distiller was
transferred via natural convection, and its temperature
increased while passing through solar water heating

collector. The system temperatures measured in
experiments are presented in Figure 9.
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Figure 9. Time-dependent change of temperatures in

conventional solar still integrated with solar water heating
collector

As seen in Figure 9, the glass temperatures increased till
13:00 and then declined. The highest temperature of glass
surfaces was measured at 13:00, when the internal
temperature was 67.6 °C and glass surface temperature
was 63.5 °C. Bottom and water temperatures showed
continuous increase until 14:00 and 13:00, respectively,
and then decreased. The highest vapor temperature was
measured at 13:00 to be 80°C. In performance
measurements, an increase was observed in measured
temperatures in proportion to the conventional solar still.

The highest water production was achieved between 14:00
and 15:00 as 688 ml. At the end of day, a total of 2582 ml
distilled water was obtained. The amount of distilled water
obtained during the night-time was measured to be 2630
ml. The total amount of daily production of distilled water
in this system was found to be 5212 ml (Figure 10).

Type 3:

In this system, tubular heat exchanger was placed into the
conventional solar still integrated with solar water
heating collector. Through the natural convection, the
water that was heated in solar water heating collector was
let to pass through the tubular heat exchanger within the
distiller, and the temperature of the water within the
distiller increased.

As seen in Figure 11, the glass temperatures increased till
13:00 and then declined. The highest temperature of glass
surfaces was measured at 13:00, when the internal
temperature was 69.0 °C and glass surface temperature
was 65.0°C. Bottom and water temperatures showed
continuous increase until 14:00 and 13:00, respectively,
and then decreased. The highest vapor temperature was
measured at 13:00 to be 81.0°C. In performance
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measurements, an increase was observed in measured
temperatures in proportion to the conventional solar still.
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Figure 10. The amount of distilled water distilled in conventional
solar still integrated with solar water heating collector

It was observed that the hourly amount of distilled water
production in solar still integrated with tubular heat
exchanger increased continuously until 15.00 and then
decreased.
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Figure 11. Time-dependent change of temperatures in
conventional solar still integrated with tubular heat exchanger

As a result of hourly measurements, the highest amount of
water production was obtained between 14:00 and 15:00
(a total of 654 ml). At the end of the day, a total of 2502
ml of distilled water was obtained (Figure 12). The amount
of water obtained during the night-time was determined to
be 2520 ml. With this system, the total amount of water
obtained in a day was found to be 5022 ml.
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Figure 12. The amount of distilled water distilled in
conventional solar still integrated with tubular heat exchanger



Type4:

In this system, plate heat exchanger was placed into the
conventional solar still integrated with solar water heating
collector. Through the natural convection, the water that
was heated in solar water heating collector was let to pass
through the plate heat exchanger within the distiller, and
the temperature of the water within the distiller increased.
As seen in Figure 13, the glass temperatures increased till
13:00 and then declined. The highest temperature of glass
surfaces was measured at 13:00, when the internal
temperature was 73.2 °C and glass surface temperature
was 70.1 °C. Bottom and water temperatures and vapor
temperature showed continuous increase until 14:00 and
13:00, respectively, and then decreased. The highest vapor
temperature was measured at 13:00 to be 85.8°. In
performance measurements, an increase was observed in
measured temperatures in proportion to the conventional
solar still integrated with tubular heat exchanger.
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Figure 13. Time-dependent change of temperatures in
conventional solar still integrated with plate heat exchanger

It was observed that the hourly amount of distilled water
production in solar still integrated with plate heat
exchanger increased continuously until 15.00 and then
decreased. As a result of hourly measurements, the
highest amount of water production was obtained
between 14:00 and 15:00 (a total of 692 ml). At the end
of the day, a total of 3066 ml of distilled water was
obtained (Figure 14). The amount of water obtained
during the night-time was determined to be 2722 ml.
With this system, the total amount of water obtained in a
day was found to be 5788 ml.
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Figure 14. The amount of distilled water distilled in
conventional solar still integrated with plate heat exchanger
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The efficiency values obtained via natural convection are
presented in Figure 15 (11 for Type 1, n2 for Type 2, 13 for
Type 3, and 14 for Type 4.

As seen in Figure 15, it was determined that the solar still
integrated with plate heat exchanger was the one having
the highest efficiency value. In natural convection systems,
it was observed that the efficiency generally increased
throughout the day and peaked at the end of daytime. The
maximum efficiency values calculated as a result of
measurements were 51.47% for conventional solar still,
46.73% for conventional solar still integrated with solar
water heating collector, 45.38% for conventional solar still
integrated with tubular heat exchanger, and 55.91% for
conventional solar still integrated with plate heat
exchanger.
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Figure 15. Time-dependent changes of system efficiencies

TypeS:

In this experiment, the plate heat exchanger was placed
into the conventional solar still integrated with solar
water heating collector and then run via forced
convection.

For the experiment carried out in October, the bottom
temperature (Tb), water temperature (Tw), Vvapor
temperature (Ty), internal surface of glass (Tig), outer
surface of glass (Toy) temperatures are presented in
Figure 16.
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Figure 16. Time-dependent change of temperatures in
conventional solar still integrated with plate heat exchanger
(forced convection)



As seen in Figure 16, the glass temperatures increased till
13:00 and then declined. The highest temperature of glass
surfaces was measured at 13:00, when the internal
temperature was 74.2 °C and glass surface temperature
was 71.0 °C. Bottom and water temperatures and vapor
temperature showed continuous increase until 14:00 and
13:00, respectively, and then decreased. The highest
vapor temperature was measured at 13:00 to be 86.3°. In
performance measurements, an increase was observed in
measured temperatures in proportion to the conventional
solar still integrated with tubular heat exchanger.

It was observed that the hourly amount of distilled water
production in forced convection solar still integrated with
plate heat exchanger increased continuously until 15.00
and then decreased. At the end of the day, a total of 3278
ml of distilled water was obtained (Figure 17). The amount
of water obtained during the night-time was determined to
be 2790 ml. With this system, the total amount of water
obtained in a day was found to be 6068 ml.

The results of experiments carried out with solar still
integrated with plate heat exchanger via natural and
forced convection are presented in Figure 18.
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Figure 17. The amount of distilled water distilled in
conventional solar still integrated with plate heat exchanger
(forced convection)
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Figure 18. Natural and forced convection system efficiencies

In natural and forced convection systems, it was observed
that the efficiency generally increased throughout the day
and peaked at the end of the day. The maximum
efficiency values calculated as a result of measurements
were 55.91% for conventional solar still integrated with
plate heat exchanger (natural convection), and 55.91%
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for conventional solar still integrated with plate heat
exchanger (forced convection at 50 kg/h). Accordingly,
the productivity of forced convection system was found
to be the highest one. There is a harmony between
distillers’ efficiency and air temperature, received solar
energy and water temperature. The air temperature,
received solar energy and mean water temperature are the
variables depending on each other, and the increase in
any of them increases the efficiency of distiller.

CONCLUSIONS

In this study, the experimental research was carried out
on the performance of traditional solar still and, by
placing different types of heat exchangers within the
distiller integrated with solar collector in order to
improve performance; the effects of these heat
exchangers were also examined.

The results obtained from the analyses of performed
experiences are summarized below;

It was observed that the vaporization peaked between
12:00 and 15:00 in distillation systems. For this
reason, the amount of distilled water obtained in
morning hours was higher than those obtained in
afternoon.

It was found that the amount of distilled water
obtained between 11:00 and 12:00, when the solar
radiation peaked, was less than the amount of distilled
water obtained between 14:00 and 15:00. This was
because most of the energy received between 11.00
and 12.00 was spent on increasing the temperature of
the water within distiller. Moreover, since the
temperature of transparent cover was high, the level
of condensation decreased.

It was observed that the temperature of transparent
cover is of significant importance for the performance
of distiller. It was also determined that decreasing the
temperature of transparent cover or keeping it
constant may improve the efficiency of distiller.

The maximum amount of distilled water production
in conventional solar still integrated with solar water
heating collector was measured to be 688 ml between
14.00 and 15.00. At the end of the day, a total of 2582
ml was obtained. The amount of distilled water
obtained during the night-time was determined to be
2630 ml, and the total amount of distilled water
obtained in a day was calculated to be 5212 ml.

The maximum amount of distilled water obtained
hourly with solar still integrated with tubular heat
exchanger was achieved between 14:00 and 15:00
(654 ml). 2502 and 2520 ml of distilled water was
obtained during daytime and night-time, respectively,
while the total amount of distilled water obtained
throughout the day was 5022 ml.

The maximum amount of distilled water obtained
hourly with solar still integrated with plate heat
exchanger was achieved between 14:00 and 15:00
(692 ml). 3066 and 2722 ml of distilled water was
obtained during daytime and night-time, respectively,



while the total amount of distilled water obtained
throughout the day was 5788 ml.

As a result of the measurements, it was determined
that the calculated efficiency value of conventional
solar still was 51.47%. In natural convection systems,
the efficiency of solar still integrated with solar water
heating collector was 46.73%, while that of solar still
integrated with tubular heat exchanger was 45.38%
and the efficiency of solar still integrated with plate
heat exchanger was found to be 55.91%.

The reason for obtaining lower efficiency from solar
still integrated with tubular heat exchanger in
proportion to that of solar still integrated with plate
heat exchanger was the increase in both heat transfer
surface area and absorber surface area by means of
plate heat exchanger placed into the solar still
distiller. So, the temperature of water within the
distiller increased to higher temperatures, and an
increase was obtained in vaporization level.

For solar still systems integrated with solar water
heating collector, it was determined that the
efficiency of the system integrated with plate heat
exchanger was higher than the efficiency values of
system integrated with tubular heat exchanger and
than that of the conventional system. Moreover, it
was observed that the value of 58.99% could be
achieved via forced convection system.
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WATER-BASED CuO NANOFLUIDS IN A RECTANGULAR ENCLOSURE WITH
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Abstract: In this study, buoyancy driven heat transfer of water-based CuO nanofluid in a rectangular enclosure with a
solid cylinder was investigated numerically for different values of aspect ratio, location and diameter of solid cylinder,
solid volume fraction and Rayleigh number. While bottom and upper walls of enclosure are adiabatic, sidewalls are
isothermal. Thermal conductivity of solid cylinder was assumed to be equal to that of the base fluid. Governing
equations were solved numerically by Comsol Multiphysics finite element modeling and simulation software. Results
show that heat transfer rate increases considerably with an increase in the Rayleigh number and solid volume fraction
and with a decrease in the solid cylinder diameter. Results also show that heat transfer rate shows an increase with an
increase of aspect ratio for low values of Rayleigh number. Finally, results show that heat transfer rate gets its highest
value for square enclosure case for high values of Rayleigh number.

Keywords: Nanofluid, Enclosure, Convective heat transfer, Rayleigh number, Nusselt number

MERKEZ DISI KATI iLETKEN BIiR CiSIM iCEREN DiKDORTGEN KAPALI BiR
ORTAMDA SU BAZLI CuO NANOAKISKANLAR iCIN KALDIRMA KUVVETI
ETKILi ISI TRANSFERININ NUMERIK iINCELENMESI

Ozet: Bu calismada, kat1 bir silindir igeren dikdortgensel kapali bir ortamda su bazli CuO nanoakiskanlar icin kaldirma
kuvveti etkili 1s1 transferi farkli yiikseklik genislik orami, kat1 silindirin yeri ve ¢api, nanoparcacik hacim orani ve
Rayleigh sayisi1 degerleri i¢in niimerik olarak incelenmistir. Kapali ortamin alt ve st duvarlar adyabatik iken, yan
duvarlar1 izotermaldir. Silindirin 1s1 iletim katsayisinin baz akigkaninkine esit oldugu varsayilmigtir. YOnetici
denklemler Comsol Multiphysics sonlu eleman modelleme ve simiilasyon yazilimi kullanilarak niimerik olarak
¢cozllmiistiir. Sonuglar, 1s1 transferinin Rayleigh sayis1 ve nanopargacik hacim oraninin artis1 ve kati silindir ¢apinin
diistisii ile onemli Olgiide arttigini gostermistir. Sonuglar ayn1 zamanda Rayleigh sayisinin diigiik degerleri igin 1s1
transferinin ylkseklik genislik oraninin artis1 ile arttigini gostermistir. Sonuglar ayrica 1s1 transferinin en yliksek
degerlerini Rayleigh sayisinin yiiksek degerleri ve karesel kapali ortam durumu igin aldigini gostermistir.

Anahtar Kelimeler: Nanoakiskan, Kapali ortam, Taginimla 1s1 transferi, Rayleigh sayisi, Nusselt sayisi

NOMENCLATURE g: heat flux [Wm2]
. . _ 9Br fL3AT
ar: aspect ratio [ar = H/L] Ra: Rayleigh number [= vras ]
c,: specific heat at constant pressure [Jkg*K™] T: temperature [K]
D: diameter of the solid cylinder [m] u: velocity component in x direction [ms™]
g: gravitational acceleration [ms] v: velocity component in y direction [ms™]
H: height of the enclosure [m] x: horizontal coordinate [m]
k: thermal conductivity [WmK1] y: vertical coordinate [m]
k*: ratio of the thermal conductivity of the solid cylinder
to that of the base fluid Greek symbols
L: width of the enclosure [m] a: thermal diffusivity [m?*s™] o
Nw: Nusselt number [_M"’_T: ] B: ratio of f[he liquid nanolayer thickness to the original
kp dx*lyr=g particle radius
n: shape factor [= 3/¥] Br: thermal expansion coefficient [K]
7i: unit normal vector AT temperature difference [K]
P: pressure [Pa] u: dynamic viscosity [Pa s]

Pr: Prandtl number [= Z_f] v: kinematic viscosity [m?s™]
f



¢: solid volume fraction
W: sphericity
p: density [kgm]

Subscripts

a: average

c: cylinder

C: cold

ef f: effective

f: fluid

H: hot

S: surface

s: solid

1: outside of the solid cylinder
2: inside of the solid cylinder

Superscripts
*: dimensionless variable

INTRODUCTION

Conventional heat transfer fluids have relatively low
thermal conductivity and this is the main drawback in
enhancing the heat transfer performance of many
engineering devices. In the past, micron-sized particles
with high thermal conductivities were tried to be used
within the base fluid to eliminate this drawback. However,
it was observed that using micron-sized particles have
some other drawbacks such as clogging, sedimentation
and high pressure drop. These drawbacks have been
overcome by the production of solid particles in nano size
with the advancement in technology. Ag, Al, Au, Cu, Fe,
diamond, Al,O3z, CuO, Fe304, TiO, and carbon nano tubes
have been used as nanoparticles within the base fluid.
Nanofluids have a wide variety of applications in the
fields of heat transfer (industrial cooling applications,
smart fluids, nuclear reactors, extraction of geothermal
power and other energy sources), automotive (nanofluid
coolant, nanofluid in fuel, brake nanofluids), electronic
(cooling of microchips, microscale fluidic applications),
biomedical (nanodrug delivery, cryopreservation,
nanocryosurgery, ...) (Wong and Leon, 2010). Therefore,
over the last decades, nanofluids have been the subject of
many studies. Wang et al. (1999) measured the effective
thermal conductivity of nanofluids by steady state parallel
plate method. They used Al,O3 and CuO as nanoparticles
and water, vacuum pump fluid, engine oil and ethylene
glycol as the base fluid. Their results show that adding 8%
Al,O3 increases the thermal conductivity of ethylene
glycol 40%. They also observed that the measured
thermal conductivity of nanofluids is much higher than
that of the predicted value by existing models. Xuan and
Li (2000) performed a study on the thermal conductivity
of nanofluids and developed Nusselt number correlations.
They used hot wire method to measure the thermal
conductivity of water-based Cu nanofluids. They found
that increasing the volume fraction of Cu nanoparticles
from 2.5% to 7.5% increases the ratio of the thermal
conductivity of nanofluid to that of the base liquid from
1.24t0 1.78. Choi et al. (2001) added nanotubes to oil and
found that the thermal conductivity of nanofluid with 1.0

vol. % nanotubes is 160 times greater than that of the oil.
They also found that the measured thermal conductivities
are significantly higher than the predictions of
conventional models. Their study also shows that the
measured thermal conductivity shows a non-linear
increase with nanotube volume fraction. Xuan and Li
(2003) performed an experimental study on the
convective heat transfer of water-based Cu nanofluids in
a tube. They suggested a Nusselt correlation including the
effects of microconvection and microdiffusion of
nanoparticles. They also found that the friction factor of
water-pbased Cu nanofluids and water are almost the same.
Kang et al. (2006) made an experimental study to measure
the thermal conductivity of nanofluids and observed that
adding 1% ultra-dispersed diamond increases the
effective thermal conductivity of ethylene glycol more
than 70%. In another study, Murshed et al. (2008) found
that increase in the thermal conductivity of ethylene
glycol-based nanofluids is 18% for 5% volumetric
loading of TiO, particles and 45% for 5% volumetric
loading of Al particles. They also found that increase of
thermal conductivity of nanofluids with temperature is
linear. Li and Peterson (2006) conducted an experimental
study to investigate the effects of temperature and volume
fraction on the thermal conductivity of nanofluids. Their
results show that adding 6% CuO and 10% Al;Os
enhances the thermal conductivity of water 1.52 and 1.3
times, respectively. Jang and Choi (2004) suggested a
theoretical model accounting the effect of Brownian
motion of nanoparticles on the thermal behavior of
nanofluids. Murshed et al. (2009) developed a new model
combining the static and dynamic effects of thermal
conductivity of nanofluids. Cianfrini et al. (2011)
performed a theoretical study on natural convection heat
transfer of nanofluids in annular spaces between
horizontal concentric cylinders. They observed that heat
transfer can be enhanced considerably with an optimum
particle addition, which depends on temperature and
nanoparticle size. Oztop and Abu-Nada (2008)
investigated natural convection heat transfer and fluid
flow in a partially heated enclosure filled with nanofluids.
They observed that heat transfer increases with an
increase in Rayleigh number and heater size. Kahveci
(2010) investigated buoyancy driven heat transfer of
nanofluids in a tilted enclosure for different values of
Rayleigh number, solid volume fraction, ratio of
nanolayer thickness to the original particle radius and
inclination angle. The results show that maximum heat
transfer takes place at 45 deg. for Ra=10* and at 30 deg.
for Ra=10% 10°. Pak and Choi (1998) conducted an
experimental investigation on the turbulent flow of
nanofluids with metallic oxide particles in a circular pipe.
They found that the convective heat transfer coefficient of
nanofluid with 3% solid volume fraction is 12% smaller
than that of water for a given average fluid velocity. Lai
and Yang (2011) found that heat transfer shows an
increase with the increase of particle volume fraction and
Rayleigh number for the water-based Al,O3 nanofluid in
a square enclosure. They also found that heat transfer rate
of nanofluid is lower than that of water at a fixed
temperature difference because of relatively high dynamic
viscosity of nanofluids. Yu et al. (2011) made a numerical
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study on the laminar natural convection of water-based
CuO nanofluids in a horizontal triangular enclosure. Their
results show that, when the Grashof number is greater
than a critical value, a pitchfork bifurcation is observed.
Rahman et al. (2011) numerically investigated the mixed
convection of nanofluids in an inclined lid-driven
triangular enclosure. They observed that the effect of the
solid volume fraction on the flow field is greater than its
effect on the thermal field. Susantez et al. (2012)
investigated buoyancy driven heat transfer of nanofluids
in a square enclosure with a heat conducting solid circular
body at the center for various values of the ratio of the
thermal conductivity of the solid cylinder to that of the
base fluid. The results show that the effect of the ratio of
thermal conductivity of the solid cylinder to that of the
base fluid on heat transfer rate is negligible. Cihan et al.
(2012) investigated convective heat transfer in an inclined
square enclosure with a solid cylinder at the center and
found that maximum heat transfer takes place at 45° for
Ra=10* and 30° for Ra=10° and Ra=10°.

From the literature given above, it can be seen that there
is a limited number of studies on heat transfer and fluid
flow of nanofluids in an enclosure with a conducting solid
body and the effects of the several parameters such as
aspect ratio of the enclosure, cylinder diameter and
location on flow and heat transfer have not been studied
yet. Accordingly, heat transfer enhancement of water-
based CuO nanofluids in a rectangular enclosure with a
solid conducting body was investigated numerically in
this study for different values of aspect ratio, diameter and
location of the solid cylinder, solid volume fraction, and
Rayleigh number.

ANALYSIS

The schematic view of the enclosure geometry used in the
study is seen in Fig. 1. While sidewalls of the enclosure
are at constant temperature, upper and bottom walls are in
adiabatic conditions.

aT/dy =0

T b Tc |H
g

»
<« >

dT/dy =0
Figure 1. Geometry and coordinate system

Under the assumption of two dimensional, Newtonian,
steady and incompressible flow with constant
thermophysical properties, the governing equations take
the following form:

Continuity equation:

ou Ov (1)
—+—=0
dx dy
Momentum equations:
ou ou 1 9P +ueff 0%u 0%u (2

ua-l_v@__.ﬂeffax Pesr |0x? a—yz

ov v 1 0P  pesr[0%v  0%v
U—+v—=-— -+ -t ©)
0x 0y  Pesr 0y pesr|0x*  Oy?
+ 9Bresr (T —T¢)
Energy equation:
aTr aT kerr [0°T  0°T 4
U—+v—=7"————"\|751+35
0x dy (’Dcp)eff dx%  dy?
Energy equation for the solid cylinder:
0%*T 0°%T (5)

a0

The governing equations are nondimensionalized by the
following nondimensional variables:

* x * Yy * u * v
Ve ZZJy :Z’u zglv ZEJ
L L 6
po Vo TT ©)
prag ' Ty —T¢

where u* and v* dimensionless velocity components, P*
is dimensionless pressure, T* is dimensionless
temperature, a, and p are thermal difusivity and densitiy
of the base fluid, respectively.

The corresponding nondimensional form of the governing
equations are as follows:

du" v 0 7
ax*  ay*
au” Ju*
Pﬂu*_* Pefs e =
pr  O0x*  pg Oy
oP” +peff VeffP 0%’ +62u*' ®)
_ Teft "¢l p, il
ox*  ps s 0x*%  0y*?]
av* av*
Pelu*_* Peff e =
pr  Ox*  pg 0Oy
oP* v [0%2v*  92%v*]
e L L e )
ay* pr ve  |0x** 0y
+Rapr PPt 1.
(,D.BT)f
aT* iT* « 0%T* 9°T* 10
w00 0T ey 97T i (10)
ox* ay*  ap [0x**  Oy*
o:T*  9%T* (11)
dx*“  oy*

where aspect ratio, Prandtl and Rayleigh numbers are
defined as:

H v L3AT 12
ar = —, Pr=—f, a=—gﬂT’f (12)
L af Vfaf
where g is gravitational acceleration, AT is the

temperature difference between the isothermal walls of
the enclosure, Br r and v, are thermal expansion coefficiet
and kinematic viscosity of the base fluid, respectively.

The governing equations are subjected to the following
boundary conditions:
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T*loyy* = 1, T*ll,y* = O,

daT* 0 daT* 0 (13)
dy x*,0 ' dy x*,ar
U*|0,y* =0, u*ll,y* =0,
Ulerg =0, U'legr =0, ulsg=0 (14)
17*|0,y* =0, 17*|1,y* =0,
V0o =0 Ve =0 vIs=0 (15)

The thermal boundary conditions for the surface of the
solid cylinder are based on the continuity of heat flux and
thermal equilibrium:
(41 —G2)=0 (16)
I, =T, 17

where 7 is unit normal vector. The subscripts 1 and 2
represent nanofluid and solid cylinder, respectively. From
the heat flux continuity equation an extra parameter k*,
which is the ratio of the thermal conductivity of the solid
cylinder to that of the base fluid, emerges. In this study, it
was assumed that the thermal conductivity of the solid
cylinder is equal to that of the base fluid.

Thermal conductivity of the nanofluid is one of the most
important parameters related to the heat transfer
performance of nanofluids. As there is not a theoretical
model for the thermal conductivity of nanofluids, models
for solid-liquid mixtures are generally used for this
purpose. One of these types of model is Maxwell model
(Maxwell, 1873) defined as:
kepr ks + 2kp + 2(ks — ke )¢
ke kg4 2ks — (ks — k)
where kg and k; are the thermal conductivity of solid
particles and base fluid, respectively, and ¢ is the
nanoparticle volume fraction.

(18)

Another model proposed by Hamilton and Crosser (1962)
for two component mixtures with nonspherical particles
takes into account the effect of the shape of particles.

kepr ks +(n—Dkp+ (n—1D)(ks —kp)p (19

ke ks + (n— Dk — (ks — k)
The shape factor n is defined as a function of sphericity
Yasn =3/¥.

Yu and Choi (2003) proposed a thermal conductivity
model based on liquid layering around solid particles.
With the assumption of k4. = ks this model for
spherical particles takes the following form:
Kepp ko + 2ks + 2(ks — ke)(1 + B3¢

ke kg4 2kp — (ks —ke)(1 + B3¢
where, S is the ratio of the liquid layering thickness to the
original particle radius. This model was used in the
present study for the effective thermal conductivity of
nanofluids by assuming that § = 0.1, which is a value that
produces good agreements with experimental thermal
conductivity data.

(20)

To estimate the effective viscosity of nanofluid, the
Brinkman model (Brinkman, 1952) was used in this study.

Hepr = pp/(1 — $)*3 (21)

The other effective properties of nanofluids can be
defined as follows:

(pcp)eff = (1 - ¢)(pcp)f + ¢(pcp)s (22)
(PBr)err = 1= P)pPr)s + d(pPr)s (23)
Perr = (1 —P)ps + Pps (24)

The local and average Nusselt number along the hot
isothermal wall of the enclosure can be defined as follows:

kepr OT™
Nu = _ cerr 01 (25)
kf ax* x*=0
N ! ‘”N dy* )
Ug = u dy

0
RESULTS AND DISCUSSION

Numerical simulations were performed by Comsol
Multiphysics finite element modeling and simulation
software. The parallel direct sparse solver (Pardiso),
which is a high performance and memory efficient solver,
was used for the solutions.

The thermophysical properties of the base fluid and
nanoparticle used in the study were given in Table 1. The
Prandtl number of the base fluid is 6.2.

Table 1. The thermophysical properties of the base fluid and
nanoparticle

Property Water CuO
p(kg/m®) 997.1 6500
cp,(J/kg K) 4179 536
k(W /mK) 0.613 20

a-107(m?/s) 1.47 57.4
Br - 10°(1/K) 210 51
Pr 6.2 -

A mesh dependency test was also carried out in this study
(see Table 2 and 3). The average Nusselt number on the
hot wall was obtained for each mesh case. It is seen from
Table 2 that the case 5 is appropriate to have mesh
independent results. Therefore, it was used in the
simulations in the study.

Table 2. The number of mesh elements used in mesh

dependency study
Case Number of Edge Number of
elements elements degrees of
freedom
1 1114 116 2231
2 2224 196 4611
3 6194 350 12724
4 17362 440 34859
5 27908 594 55660

Table 3. Average Nusselt numbers for ar = 0.5, D/L = 0.125,
Xc* = 05, yc* = 025, =0

Case Ra=10* Ra=10°
1 1.2277 8.5768
2 1.2354 9.0693
3 1.2386 9.1663
4 1.2406 9.1979
5 1.2409 9.2062
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Numerical results were validated by comparing the results
of this study with the results of Khanafer et al. (2003) and
Kahveci (2010) (see Tables 4 and 5). An acceptable
agreement is seen between the results. The main reason of

relatively higher difference between the results of this
study and Khanafer et al. (2003) is different thermal
effective conductivity models used for the nanofluid.

Table 4. Validation of the results for water-based Cu nanofluid

Grl/9 0 0.04 0.08 0.12 0.16 0.2
Present 103 1.934 2.053 2.167 2.282 2.408 2.560
Khanafer et al. (2003) 103 1.948 2.100 2.251 2418 2.584 2.766
Present 104 4.078 4.367 4.645 4.916 5.182 5.446
Khanafer et al. (2003) 104 4.089 4.375 4.705 5.035 5.365 5.710

Table 5. Validation of the results for water-based CuO

nanofluid
Ra/@ 0.05 0.10 0.15 0.20
Present 10* 2.466 | 2.650 | 2.828 | 3.005
Kahveci 104 2.466 | 2.651 | 2.829 | 3.005
(2010)
Present 10° 5.163 5.597 6.025 6.450
Kahveci 10° 5.165 5.599 6.027 6.452
(2010)
Present 108 10.143 | 11.074 | 12.008 | 12.953
Kahveci 108 10.160 | 11.089 | 12.022 | 12.966
(2010)

Temperature distribution and velocity field in the
enclosure are seen in Figs. 2, 3 and 4 for various values
of the parameters considered in this study. As it can be
observed from the figures that a clockwise rotating
circulation is formed in the flow field. Circulation
intensity increases considerably with an increase in the
Rayleigh number as a result of strengthening convection.
As it can also be seen from the temperature distribution
that flow regime evolves to the boundary layer flow
regime with an increase in the Rayleigh number. As the
Rayleigh number increases, the thickness of the thermal
boundary layer decreases. As it can be observed from the
figures that circulation intensity generally shows a small
decrease with an increase in the solid volume fraction for
low values of the Rayleigh number as a result of increase
in the viscosity. On the other hand, circulation intensity
shows an increase with an increase in the solid volume
fraction for high values of the Rayleigh number. This can
be attributed to the relatively weak viscous forces in high
Rayleigh numbers. With an increase in solid volume
fraction, both thermal conductivity and viscosity of the
nanofluid increases. For low values of Rayleigh number,

the effect of viscosity increase on flow is in important
levels as a result of relatively significant viscous forces.
The effect of viscosity on flow decreases with an increase
in the Rayleigh number as a result of relatively lower
viscous forces. Therefore, circulation weakens for low
Rayleigh number and strengthens for high Rayleigh
numbers with an increase in the solid volume fraction. As
it can be seen from Fig. 3 that circulation intensity shows
a considerable decrease with an increase in the diameter
of the cylinder especially for low values of Rayleigh
number. As it can also be seen from Figure 3 that
maximum velocity shows a decrease or increase with a
change of cylinder location depending on the obstruction
level of the cylinder on flow and depending on the
decrease in flow cross section. It can also be concluded
from Figs. 2-4 that circulation intensity shows an
increase with an increase in the aspect ratio as a result of
higher heat transfer surface area.

The variation of the average Nusselt humber with the
solid volume fraction is seen in Figs. 5-7 for various
values of the parameters considered in this study. As it
can be seen from these figures that the average Nusselt
number shows a linear increase with the solid volume
fraction. It can also be observed that the average Nusselt
number shows a significant increase with the Rayleigh
number. The average heat transfer rate shows a decrease
with an increase in the diameter of the solid cylinder
inside the enclosure. As it can be seen from Figs. 5-7 that
the heat transfer rate shows an increase with an increase
of aspect ratio for low values of Rayleigh number.
Highest value of heat transfer rate is for square enclosure
case for high values of Rayleigh number.

113



nondim. velocity mag. nondim. velocity mag. nondim. velocity mag. nondim. velocity mag.
max = 6.3 max=5.6 max = 158.8 max = 161.8

1

" $=0 Ra= $=0.08 Ra=10* $=0 Ra=10° $=0.08 Ra=10°
ar=05 DIL=025 x;=05 y,'=0.25

Figure 2. Temperature distribution and velocity field of water-based CuO nanofluid for ar =0.5
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Figure 3a. Temperature distribution and velocity field of water-based CuO nanofluid for ar =1

$=0 Ra=10°
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Figure 3b. Temperature distribution and velocity field of water-based CuO nanofluid for ar =1

$=0.08 Ra=10°

115



nondim. velocity mag. nondim. velocity mag. nondim. velocity mag. nondim. velocity mag.
max = 18.8 max = 18.6 max = 239.3 max = 255.1

0.5

3 0

$=0 Ra=10* $=0.08 Ra=10* $#=0 Ra=10° $=0.08 Ra=10°
ar=1 D/L=0.125 x/=0.75 y.=0.25
nondim. velocity mag. nondim. velocity mag. nondim. velocity mag. nondim. velocity mag.
max =17.3 max =17.8 max = 238.3 max = 253.2 1
!

1 0.5

3 0

$#=0 Ra=10* $=0.08 Ra=10* $#=0 Ra=10° $=0.08 Ra=10°
ar=1 D/L=0.125 x;=05 y.=0.25
nondim. velocity mag. nondim. velocity mag. nondim. velocity mag. nondim. velocity mag.

max = 18.9 max = 18.8 max = 237.2 max = 252.6

0.5

$#=0 Ra=10* $=0.08 Ra=10* $#=0 Ra=10° $=0.08 Ra=10°
ar=1 D/L=0.25 x.=05 y.=0.5
nondim. velocity mag. nondim. velocity mag. nondim. velocity mag. nondim. velocity mag.

max = 15.8 max = 15.5 max = 236.8 max = 250.2

05

#=0 Ra=10" $=0.08 Ra=10" $=0 Ra=10° $=0.08 Ra=10°
ar=1 D/L=0.25 x/=0.25 y.'=0.25

Figure 3c. Temperature distribution and velocity field of water-based CuO nanofluid for ar =1
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Figure 3d. Temperature distribution and velocity field of water-based CuO nanofluid for ar =1

$=0.08 Ra=10°
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Figure 3e. Temperature distribution and velocity field of water-based CuO nanofluid for ar =1
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Figure 3f. Temperature distribution and velocity field of water-based CuO nanofluid for ar =1

$=0.08 Ra=10°
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CONCLUSION

In this paper, heat transfer enhancement of water-based
CuO nanofluids in an enclosure with a solid conducting
body was investigated numerically by Comsol
Multiphysics finite element modeling and simulation
software. Computational results were obtained for
various values of aspect ratio of the enclosure, diameter
and location of the solid cylinder, Rayleigh number and
solid volume fraction. It was observed that adding
nanoparticles causes an increase in heat transfer rate. The
effect of Rayleigh number on heat transfer rate is more
significant than that of the solid volume fraction. With an
increase of the diameter of cylinder inside the enclosure,
heat transfer rate gets lower values. Heat transfer rate
shows an increase with an increase of aspect ratio for low
values of Rayleigh number. On the other hand, heat
transfer rate gets its highest value for square enclosure
case for high values of Rayleigh number.
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Abstract: In this study, a spark-assisted controlled auto-ignition (SI-CAI) engine with different Methane-Hydrogen
blends was numerically and experimentally investigated under different excess air ratio and valve lift value
conditions. Experimental results were used to validate the numerical study. GT-Power simulation tool was used for
the numerical studies. The valve lifts were created ranging from 3.0 to 5.0 mm with 0.5 increments. The excess air
ratio (1) values were considered as 1.0, 1.1, 1.2, 1.3 and 1.4. Besides, Methane-Hydrogen blends were constituted as
100% Methane (100M), 90% Methane-10% Hydrogen (90M10H), 80% Methane-20% Hydrogen (80M20H) and 70%
Methane-30% Hydrogen (7OM30H) by volume. Results revealed that the peak pressure values increase when the
valve lift increases. The pressure and temperature values tend to reduce with the increasing of A values. Increasing the
volume fraction of Hydrogen in Methane—Hydrogen blend contributes to pressure development earlier. As a
conclusion increasing of the volume fraction of Hydrogen in the Methane-Hydrogen blend causes a reduction in the
indicated thermal efficiency and mean effective pressure, and a lower specific fuel consumption.

Keywords: Methane-Hydrogen blends, GT-Power, valve lift, excess air ratio, cylinder pressure.

FARKLI EGZOZ VALF YUKSEKLIKLERI IiCiN BIiR SI-CAl MOTORDA METAN-
HIDROJEN KARISIMLARININ INCELENMESI

Ozet: Bu calismada, farkli metan-hidrojen karisimlarimin buji ateslemeli kontrollii kendi kendine tutusmali bir
motorda (SI-CAI) farkli hava fazlalik katsayisi ve valf yiikseklik degerlerinde sayisal ve deneysel inceleme
yapilmistir. Deneysel sonuglar sayisal ¢alismanin dogrulugu igin kullanilmistir. Sayisal caligma i¢in GT-Power
simiilasyon program kullanilmigtir. Valf yiikseklikleri 0.5 mm artig degeri ile 3.0-5.0 mm arasinda ele alimmustir.
Hava fazlalik katsayisi (A) degerleri 1.0, 1.1, 1.2, 1.3 ve 1,4 olarak dikkate alinmistir. Bununla birlikte, metan-
hidrojen karigimlar1 hacimsel olarak %100 Metan (100M), %90 Metan-%210 Hidrojen (90M10H), %80 Metan-%20
Hidrojen (80M20H) ve %70 Metan-%30 Hidrojen (70M30H) olacak sekilde incelenmistir. Sonuclar valf
yiiksekliklerinin artmasi ile maksimum basing degerlerinin arttigini gostermistir. Hava fazlalik katsayisinin artmasi ile
basing ve sicaklik degerlerinde azalma egilimi goriilmiistiir. Metan-hidrojen karigimlarinda hidrojenin hacimsel
oraninin artirilmast ile basing gelisimlerinin erken gergeklestigi goriilmiistiir. Sonug¢ olarak, metan hidrojen
karigimlarindaki hidrojenin hacimsel oraninin artis1 indike 1s1l verimde ve ortalama efektif basingta azalmaya ve daha
diistik 6zgiil yakat tiiketimine neden olmustur.

Anahtar Kelimeler: Metan-hidrojen karisimlari, GT-Power, valf yiiksekligi, hava fazlalik katsayzst, silindir basinci.

ABBREVIATIONS GDI  gasoline direct injection
HC hydrocarbon
BSCO, brake specific carbon dioxide HCCI homogeneous charged compression ignition
BSCO brake specific carbon monoxide HRR heat release rate
BSHC brake specific hydrocarbon IC internal combustion
BSFC brake specific fuel consumption LPG Liquid petroleum gas
CA crankshaft angles NO nitric oxide
CAl controlled auto ignition NVO negative valve overlap
CFD  computational fluid dynamics ppm part per million
CHs;  methane Sl spark ignition
Cl compression ignition SI-CAl  spark assisted controlled auto ignition
CO,  carbon dioxide VVL various valve lifts
Cco carbon monoxide A excess air ratio

EGR exhaust gas recirculation
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INTRODUCTION

Concerns about the increase in emissions emitted from
IC engines, and increasing fuel prices due to the
reduction of fossil fuel reserves lead researchers to work
the incentive studies on the combustion technology of
IC engines. In this regard, CAl combustion is one of the
most promising alternative combustion methods in
comparison with conventional spark ignition (SI) and
compression ignition (CI) combustion engines. The CAl
concept is based on the auto-ignition of a fuel mixture
highly diluted gasses in order to achieve high indicated
efficiency and low NOx and soot emissions through
low-temperature combustion (Knop et al., 2009). In CAl
combustion, the chemical kinetics of the mixture in a
cylinder play a key role in combustion characteristics,
since CAIl combustion is achieved through auto-ignition
of the mixture (Ebrahimi and Desmet, 2010, Yao et al.,
2009). Therefore, CAl combustion is influenced by
intake air temperature, air-fuel ratio, compression ratio,
exhaust gas rate, auto-ignitable of a fuel. Several
methods such as heating intake air, higher compression
ratios, exhaust gas recirculation (EGR) and more
ignitable fuels, has been investigated to achieve CAI
combustion (Lee and Lee, 2007; Bai et al., 2010; Guo
and Neill, 2013; Lee et al., 2013; Zhang and Wu, 2012).
However, CAl combustion restricts the operating range
of an engine due to challenges in the ignition timing and
combustion phase control.

One of the most effective and practical means of
achieving CAIl combustion in an engine is EGR or
exhaust trapping by negative valve overlap (NVO)
(Hunicz and Kordos, 2011). EGR are used not only to
initiate but also to control CAl combustion (Chen et al.,
2003). The valve events are the main strategy to trap a
certain rate of exhaust gas for CAIl combustion. A
number of studies have been performed by using
various valve timing over CAl combustion. Kalian et al.
(2008), studied on a modified engine for CAI
combustion mode using a cam profile switching
mechanism that can switch between high and low lift
cam profiles for SI-CAl mode transition. Yeom et al.
(2007), investigated the emissions and combustion
characteristics of HCCI engine fuelled with LPG and
gasoline by using variable valve timing to control the
amount of residual gas in the cylinder. The
characteristics of the LPG HCCI combustion mode was
compared with those of the gasoline HCCI engine in
their study. Cinar et al. (2015), studied on a single
cylinder HCCI engine using four different cams to
change valve lift. They reported that HCCI operating
range can be extended by low lift cams.

Chen et al. (2014), carried out numerical and
experimental studies on a single cylinder equipped with
variable valve lifts and timings devices to expand the
engine’s operation range from low load limit to idle
operation under HCCI combustion. During the engine
operation, the valve lifts were adjusted from 0.3 mm to
9.5 mm with negative valve overlap strategy. In their
study, it was stated that the intake backflow becomes
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greater and the highest temperature region occurs on the
exhaust valve side when the intake valve opens earlier
with a higher lift. The interaction between intake flow
and residual gasses was considered as a possible means
for the extended operation range of diluted HCCI
combustion.

Mahrous et al. (2009), investigated 4-valve direct
injection HCCI by using a 1D fluid-dynamic engine
cycle simulation tool to determine the effects of variable
valve timing strategy on the gas exchange process and
the engine’s performance. They used various valve
timings and compared the results with using typical
valve timing used for SI and HCCI engine. One of the
results of this study is that the optimum engine
performance could be achieved by actuating the intake
valve at the symmetric crank angle position relative to
the timing of exhaust valve closing.

CAI/HCCI combustion is achieved by controlling the
temperature, pressure, and composition of the fuel and
air mixture, so that it spontaneously ignites the air/fuel
mixture in the engine. This special characteristic of
CAI/HCCI allows the combustion to occur within very
lean or diluted mixtures, it causes to achieve low
exhaust temperatures that dramatically reduce engine
NOx emissions. Similar to an Sl engine the charge is
well mixed which minimizes the particulate emissions,
also inheriting the advantages of a ClI engine being no
throttling losses, therefore an overall higher efficiency
can be achieved (Cao et al., 2005).

The use of natural gas as fuel in Sl engines presents
several positive aspects. The natural gas as a fuel
provides high indicated thermal efficiency, low knock
probability, and reduced NOx emissions. However,
some problems such as low flame velocity and the rise
of cyclic variability. One way to avoid these problems is
Hydrogen addition to natural gas (Karim et al., 1996).
Moderated concentrations of Hydrogen don’t affect
excellent on knock resistance properties of natural gas.
Nevertheless, when the amount of Hydrogen fraction
increases, the knock is observed earlier (Moreno et al.,
2010).

Previous studies have been performed focusing on Sl
and CAI engine mode. Unlike these studies, SI-CAI
combustion mode was investigated for various valve
lifts (VVL), excess air ratio (L) values and Methane-
Hydrogen blends at full load. 1D cycle simulation tool,
GT-power, as used for the numerical analyses. The 1D
mode was generated for the numerical analyses, and
numerical results were validated used experimental
data. The experimental study was carried out by using a
Lombardini LGW 523 two-cylinder engine, 505 cc with
the compression ratio of 10:7. After the accuracy of the
model was proven GT-power was used to explore the
abilities of SI-CAI engines. This study reveals that the
ability of the model for SI-CAI combustion model
shows a good agreement with experimental studies.



NUMERICAL METHOD

Numerical studies instead of experimental studies have
been shown to be useful both in terms of cost and time.
Numerical solution can work faster in terms of adjusting
the valve lift in an experimental system. GT-Power is
software that is used to perform the engine simulation
by Gamma Technologies. GT-Power calculates the flow

motion in time using many different models for all parts
of the engine (Fjallman, 2014). Figure 1 shows the
engine simulation model as built in GT-power. The
characteristic features of the used engine model used are
given in Table 1. Exhaust gasses were taken from ex-
portl and ex-port2 line and send EGR valve. After that,
EGR mixture was given in both manifolds.

External EGR line
£
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Figure 1. GT-POWER simulation model.

Table 1. The engine specifications

Description Unit Value
Cylinder bore [mm] 715
Stroke [mm] 62
Displacement volume [cc] 505
Compression ratio [-] 10.7
Intake valve diameter [mm] 32
Exhaust valve diameter [mm] 27

The cam profiles are defined the sub-module VT-
Design of GT-Power which is a software to design
camshaft and rocker mechanism for engines. The
valve profiles are defined depending on valve lifts and
exhaust valve opening duration. Polynomial model
with the full-cam-16 method, in which the polynomial
equation is divided into 16 regions, which was used in
the design of cams. Valve train model is shown in
Figure 2. The valve lifts based on the parameters
defined in Table 2 are set to 3, 3.5, 4, 4.5 and 5 mm
from this program. Figure 3 shows the valve opening
width versus crank angle degree. Especially exhaust
valve lifts were changed in this study.
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Table 2. Valve train characteristics.

1 | Base Radius 12 mm
2 | Camwidth 5mm

3 | Included Angle 130°

4 | Valve Side Arm Length 40 mm
5 | Cam Side Arm Length 26 mm
6 | Roller or Contract Radius 7.5 mm
7 | Valve Side Contract Radius | 15 mm
8 | Pivot-Cam Distance 30 mm
9 | Valve Side Arm Angle 25° degree
10 | Valve Height 90 mm
11 | Valve Diameter 36 mm
12 | Connection Rod Length 107 mm
13 | Piston Bore 71.8 mm
14 | Crank Throw Radius 31 mm

EXPERIMENTAL APPARATUS AND
PROCEDURE

Experiments were performed to validate the numerical
model developed for SI-CAl combustion mode. The
experimental studies were carried out for 5 mm valve lift
by reducing the cam width illustrated as corresponding to
number 2 in Figure 2, from the original dimension, 7 mm.
For SI-CAl operation, the engine was equipped with an
air pre-heating system of 1.2 kW that can control the
intake air temperature in the range 90-110 °C.

A water-cooled piezo-electric pressure transducer
(Kistler 6041A) was used with connected to a charge
amplifier for the in-cylinder pressure measurements;
absolute pressure was calculated considering the mean
intake manifold pressure. The power output of the test

CNG Cylinder and CNG provider systems

Gas Flowmeter
= Low Pressure
Regulator

.
Electronic CNG
Valve

High Pressure
Regulator

e

engine was measured by Baturalp Tayland model
hydrokinetic dynamometer. The experimental setup is
depicted in Figure 4. The engine was previously
operated with gasoline for SI mode and after
experiments were repeated for SI-CAI engine mode. All
experiments were performed at full-load and steady-
state conditions. For SI-CAIl engine mode, intake air
temperature, and EGR were used with the adjusted
valve lift, 5 mm. The experiments were performed at an
engine speed of 2000 rpm with Methane fuel for a
stoichiometric mixture. The study was run at 2000 rpm
engine speed that is one of the most common driving
ranges. Methane-Hydrogen blends were used at
different excess air ratio values for the other
experiments.
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duration of the intake and exhaust valves at different
valve lifts.
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RESULTS AND DISCUSSION
Model Validation

In order to prove the accuracy of the numerical model,
pressure results of the experimental and numerical
study were compared with each other. Figure 5 shows
the comparison of the numerical and experimental
results for both SI and SI-CAl combustion mode at
2000 rpm with a stoichiometric mixture of Methane
fuel. Valve lifts were taken as 5 mm for both cases.

As seen in Figure 5, the numerical results show a good
agreement with experimental data (within + 5%).
Maximum pressure values are obtained as 41 bar and
39.2 bar for numerical and experimental studies,
respectively, for SI mode. For the case of SI-CAl
mode, the maximum pressure values are obtained as
about 30.8 and 30.2 bar for numerical and
experimental studies respectively. Therefore, the
based on the model was used to predict the effects of
different parameters (valve lifts, A, methane -hydrogen
blends) on in-cylinder pressure and temperature
development, engine performance and emissions.
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Figure 5. Comparison of experimental and numerical results
of Sl and SI-CAI engine mode.
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Pressure development

Figure 6 illustrates the in-cylinder pressure and
temperature values against crank angle for Methane fuel
at 2000 rpm and stoichiometric mixture (A=1.0).
Maximum pressure values are observed about 29.0 and
27.5 bar for 5.0 and 3.0 mm valve lifts, respectively. As
seen in this figure, the cylinder pressure and
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temperature value tend to increase, the valve lift value
increase.

The temperature values have a similar trend to the
pressure value which tends to rise with increasing of
valve lift. SI-CAIl mode has a low temperature due to
the fact that EGR includes the compounds such as CO;
and H,0 that have a higher value of heat capacity. It can
also be seen that the effects of valve lifts on temperature
development are in the form of an increase.
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Figure 6. Pressure and temperature values versus crank angle
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Figure 7 shows the pressure values of Methane fuel for
considered A values and valve lifts at 2000 rpm. When
the valve lift values increase from 3 to 5 mm, it is seen
that the pressure values increase. The peak pressure
values are 27.0, 26.0, 24.5 and 23.0 bar for 5 mm valve
lift at A values of 1.1, 1.2, 1.3 and 1.4, respectively.
With the increasing of excess air ratio values, the peak
pressure values decrease because of less amount of fuel
mixture, in turn, in-cylinder pressure developed in a
lower value.

Similarly, temperature values inside the cylinder tend to
decrease when the A increases (Fig. 8). For A value of 1.1,
1.2, 1.3, 1.4 at 5.0 mm valve lift, the temperature values
are obtained as 1875 K, 1800 K, 1720 K, 1648 K,
respectively. As seen in the figures, the temperature
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The pressure and temperature values of different
Methane-Hydrogen blends at 2000 rpm for A=1.0 and 5
mm valve lift are presented in Figure 9 and 10. With the
addition of Hydrogen to Methane, in-cylinder pressure
values increase. The maximum pressure values are



obtained as 48 bar at 70M30H mixture. The reason of
this is that with Hydrogen addition to Methane, heat
release, which leads to pressure development, occurs
earlier, as seen in this Figure.
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Heat release rate (HRR) is a measure of how fast the
chemical energy of the fuel is converted to thermal
energy. Therefore, it directly affects the pressure rise rate
(dP/dt). The heat release rate was calculated using the
first law of thermodynamics as stated by Stone (1999)
and Yildiz et al. (2015). In order to calculate heat transfer
from gas to the wall, Woschni heat transfer model was
used. Thus, the temperature in the cylinder was estimated
from the energy balance (Heywood, 1988).

Figure 11 shows also the pressure traces depending on
excess air ratio for the different fuel blends. As seen in
this figure, the peak pressure values decrease with the
increase of A. It can also be noted that the effect of
Hydrogen addition on pressure development decreases
with the increase of A.
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Figure 11. Pressure values versus crank angle for the different
Methane-Hydrogen blends at various A values.



The results of indicated thermal efficiency, brake
specific fuel consumption (BSFC) and indicated mean
effect pressure (IMEP) for different Methane-Hydrogen
blends and A values at 2000 rpm are given in Figure 12.
On considered the results with regard to Hydrogen
addition to Methane, the increase of Hydrogen addition
lowered indicated thermal efficiency and IMEP
considerably at A value of 1.0.

This can be attributed to early pressure development
which leads to an increase in the compression work
during the cycle, although peak pressure values increase
(Figure 11). However, the results except for BSFC of
Methane-Hydrogen blends are in an upward trend up to
A value of 1.1. After A value of 1.2, the change in
indicated thermal efficiency and BSFC are not
remarkable for Methane-Hydrogen blends.
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The results of indicated thermal efficiency, brake
specific fuel consumption (BSFC) and indicated mean
effect pressure (IMEP) for different Methane-Hydrogen
blends and A values at 2000 rpm are given in Figure 12.
On considered the results with regard to Hydrogen
addition to Methane, the increase of Hydrogen addition
lowered indicated thermal efficiency and IMEP
considerably at A value of 1.0. This can be attributed to
early pressure development which leads to an increase
in the compression work during the cycle, although
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peak pressure values increase (Figure 11). It can also be
seen that there is a decrease in BSFC with the increment
of excess air ratio from 1.0 to around 1.2 for all blends.
But the further increase of excess air ratio leads to the
increasing of BSFC due to a reduction in combustion
efficiency (Syed et al., 2012). As volume fraction of
Hydrogen in the mixture increases, BSFC values
decreases. Besides, BSFC values reach to the minimum
value when excess air ratio is about 1.1 and 70M30H.

Figure 13 shows brake specific emissions of CO, COs,
and HC at the exhaust line without an after-treatment
system against A value for Methane-Hydrogen fuel
blends at 5mm exhaust valve lift. As seen in the figure,
BSCO emissions increase with increasing of Hydrogen
addition. On the other hand, when the A value reaches
1.3 value, there is not any effect of Hydrogen addition
on BSCO because its values are already so low. BSCO;
emissions reduce with increasing of Hydrogen addition
rate due to reducing the content of carbon in the fuel
blends, as expected. BSHC emission reaches its
minimum value when A is slightly greater than nearly
1.0. BSHC emission increases with the increased A
values. However, Hydrogen addition provides lower
BSHC emissions. Because of the increase of excess air
ratio, lean mixture and the decrease of peak temperature
in the cylinder, incomplete combustion occurs easier to
happen and burning velocity becomes slow, so the
amount of unburned hydrocarbons increase (Zhang et
al., 2011). HC emission for combustion process
composes mainly due to incomplete combustion and
wall quenching effect (Naeve et al., 2011).
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CONCLUSIONS

In this study, numerical and experimental studies were
performed for an engine model of Lombardini LGW-
523 engine using GT-Power analysis tool. SI-CAl
engine mode was investigated at 2000 rpm engine speed
for different excess air ratios, valve lifts and, Methane-
Hydrogen blends. The main conclusions are ordered at
below:

The numerical engine model was accomplished in
good agreement with experimental results.

The effect of the valve lifts (3 to 5 mm) on pressure
development were investigated under SI-CAl
combustion mode. When the considered valve lift
values increased, the peak pressure and temperature
values increased. Furthermore, the higher peak
pressure values were obtained at 5 mm valve lift.
The effect of valve lifts (3 to 5 mm) on pressure
development with different A were investigated
under SI-CAI mode. It is observed that greater than
a valve lift value of 3.5, the change in the pressure
developments are very close to each other for each A
value.

It was also investigated the Hydrogen addition to
Methane for different A values at 5 mm valve lift.
The addition of Hydrogen influenced on the peak
pressure in an increasing trend. Moreover; in terms
of engine performance, the lowest BSFC and BSHC
emission values were obtained at 70M30H blends.

Since the accuracy of the numerical procedure is
proved, different parameters on an SI-CAl engine can
be investigated in next studies.
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Abstract: In this study, a numerical simulation is performed to study natural convection of water based nanofluid in an
inclined square side wavy walls cavity. The the top and bottom walls of the cavity are assumed to be adiabatic and the
side walls are at different constant temperatures. Three different nanoparticles, Cu, CuO and Al;Osare used in the study.
The computations are conducted for solid volume fractions of 0%, 5% and 10% and for Rayleigh number of 104, 10°
and 10°. The analyses were conducted for 0°, 45° and 90° inclination angle for enclosed cavity, 0.05, 0.075, and 0.1
amplitude and 1 and 3 undulation numbers. The results show that heat transfer rate increases with the increase in
nanoparticle volume fraction and Rayleigh number. Additionally, it is observed that increasing undulation number
increases heat transfer rate significantly.

Keywords: Natural convection, nanofluid, inclination cavity, wavy wall.

YAN DUVARLARI DALGALI EGiK BiR KARE KAVITE ICINDEKI
NANOAKISKANLARIN DOGAL KONVEKSIYONU

Ozet: Bu ¢alismada yan duvarlari dalgali, egik kare bir kavite icindeki, su bazli nanoakigkanin dogal konveksiyonu
niimerik olarak incelenmistir. Kapali bolgenin iist ve alt duvarlar1 adyabatik, yan duvarlar ise farkli sabit sicaklikta
tutulmustur. Bu ¢alismada Cu, CuO ve Al>O3z olarak {i¢ farkli nanaopartikiil kullanilmistir. Kapali bolgenin egim agist
saat ibresi yoniinde 0°, 45° and 90° olarak secilmis olup, genlik degerleri 0.05,0.075, and 0.1 icin tek ve ii¢c dalgali
duvarlara sahip kavite i¢in analizler yapilmistir. Sonuglara gore, nanopartikil hacimsel konsantrasyonu ve Rayleigh
sayisinin artmastyla 1s1 transfer oran1 artmaktadir. Ayrica, dalga sayisindaki artigla beraber 1s1 transfer miktar1 6nemli
Olciide artmaktadir.

Anahtar Kelimeler: Dogal konveksiyon, nanoakiskan, egik kavite, dalgali duvar

) solid volume fraction
NOMENCLATURE 1 viscosity
Cp specific heat at constant pressure p density
g acceleration due to gravity o) inclination angle
k thermal conductivity Superscripts
L length of the cavity * dimensional variable
n undulation number Subscripts
Nu Nusselt number c cold
p pressure f fluid
Pr Prandtl number h hot
Ra Rayleigh number nf nanofluid
T temperature S solid
u velocity component in the x direction
v velocity component in the y direction INTRODUCTION
X cartes?an coord?nates Natural convection heat transfer in enclosed cavities has
y cartesian coordinates many important applications in engineering systems,
Greek symbols including electronic cooling devices, heat exchangers,
a thermal diffusity MEMS devices, electric machinery and solar energy
B thermal expansion coefficient collectors (Ostrach, 1988). However, the traditional
A amplitude working fluids used in such systems (e.g., water, oil or
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ethylene glycol) have a low thermal conductivity, thus
their heat transfer performance is inevitably limited.
Therefore, a requirement appeared for new working
fluids with a higher thermal conductivity.

Nanofluids, consisting of nanoparticles with high thermal
conductivity (e.g., Cu, Ag, CuO, Al,O3 or TiOy)
suspended in a base fluid with low thermal conductivity
(e.g., water, oil or ethylene glycol) provide an effective
means of improving the heat transfer performance in
many engineering systems. The heat transfer
enhancement achieved by such fluids was first
investigated by Choi (1995). Since then, the
thermophysical properties of many different nanofluids
have been examined and various models have been
proposed for estimating their heat transfer performance
(Das et al., 2006; Wang and Mujumdar, 2007). It has
been shown that nanofluids yield an effective
improvement in the heat transfer performance compared
to traditional working fluids. However, the extent of the
heat transfer enhancement depends on the size, shape,
concentration and thermal properties of the nanoparticles
used. More specifically, the heat transfer performance
improves with an increasing nanoparticle volume
fraction, a reducing nanoparticle size, and an increasing
thermal conductivity.

In recent years, the problem of natural convection heat
transfer in square or rectangular cavities filled with
nanofluid has attracted significant attention. Khanafer et
al. (2003) investigated the problem of buoyancy-driven
heat transfer enhancement in a two dimensional square
enclosure filled with Cu-water nanofluid. Hwang et al.
(2007) studied the problem of buoyancy-driven heat
transfer within a rectangular cavity filled with water-
based Al,O3; nanofluid. Oztop and Abu-Nada (2008)
investigated heat transfer and fluid flow due to buoyancy
forces in a partially heated enclosure using nanofluids
using various types of nanoparticles. It was found that the
heat transfer enhancement due to using a nanofluid is
more pronounced at a low aspect ratio than at a high
aspect ratio. Ghasemi and Aminossadati (2009)
investigated the natural convection heat transfer
performance of water-CuO nanofluid in an inclined
enclosure, while Kahveci (2010) examined the heat
transfer performance of various buoyancy driven
nanofluids in a differentially-heated tilted enclosure.
Ogut (2009) numerically investigated the heat transfer
enhancement of water-based nanofluids in a two-
dimensional inclined enclosure with a constant flux
heater for a range of inclination angles, nanoparticles,
solid volume fractions, heat source lengths and Rayleigh
numbers. The results show that the presence of
nanoparticles causes a substantial increase in the heat
transfer rate. The length of the heater also affects heat
transfer, the latter decreasing with an increase in the
length of the heater. While the heater length is increased,
the average heat transfer rate actually starts to decrease
for smaller inclination angles.

The studies that investigate enclosed cavity with wavy
wall filled with nanofluid are not so common, but recently
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researchers have started to focus on it. Abu Nada and
Oztop (2011) investigated heat transfer enhancement of
Al;Os-water nanofluids in differentially heated wavy
cavities numerically. They concluded that heat transfer
increases with increasing of geometry parameter for the
same Rayleigh number and nanoparticle fraction. Nikfar
and Mahmoodi (2012) investigated natural convection
heat transfer in complex cavity having wavy side walls
with MLPG (Meshless Local Petrov) method. The results
show that significant differences exist between the rates of
heat transfer in the cavity for the two viscosity models
employed. At Ra=10° the average Nusselt number of the
hot wall increases with increase in the volume fraction of
the nanoparticles for both considered viscosity models. At
other Rayleigh numbers the average Nusselt number
estimated for Brinkman formula increases with increase in
volume fraction of the nanoparticles while it decreases for
Maiga’s correlation. Nasrin et al. (2013) studied the
numerical modeling of steady laminar combined
convection flow in a vertical triangular wavy enclosure
filled with water—-CuO nanofluid. The left and right
vertical walls of the cavity take the form of a triangular
wavy pattern. Mansour and Bakier (2013) studied heat
transfer by natural convection in a differentially and wavy
walled enclosure with uniform internal heat generation
numerically. Both the flow field and heat transfer
characteristics were affected due to changes in the values
of Rayleigh number and the amplitude of the wavy-wall.
Cho et al. (2013) numerically investigated natural
convection heat transfer characteristics and entropy
generation of water-based nanofluids in an enclosure
bounded by wavy vertical walls and flat upper and lower
surfaces. Cho et al. (2012) studied natural convection heat
transfer performance of Al,Oz-water nanofluid in an
enclosed cavity bounded by vertical isothermal walls with
a complex-wavy-surface and straight upper and lower
walls with adiabatic conditions. Esmaeilpour and
Abdollahzadeh (2012) numerically investigated the effect
of adding ultra fine metallic nanoparticles to pure fluid on
heat transfer rate and the entropy generation distribution
within an enclosure with vertical wavy wall. It was found
that the entropy generation increases with increasing
Grashof number and also decreases with increasing
surface waviness. Ogut (2010) numerically investigated
laminar natural convection flow of water based nanofluids
in an inclined square enclosure, where adjacent walls
heated in a different way and other walls were insulated,
using polynom based differential quadrature ( PDQ )
method. Ogut et al. (2014) numerically investigated heat
transfer enhancement by natural convection in a two
dimensional enclosed cavity that has hot left wall and cold
and wavy right wall filled with water based nanofluid.
According to the obtained results, the Rayleigh number
and the solid volume fraction have considerable effect on
flow and heat transfer. When comparing the nanofluid and
the water, heat transfer rate is higher in nanofluid due to
adding the solid particles that have high thermal
conductivity in water. The heat transfer rate increases by
intensifying circulation due to increasing Rayleigh
number.



In the literature, cases where single wall is wavy, just one
amplitude value is used, single nanofluid is considered
and inclination angle has no affect as cavity, have been
studied in literature. This study differs than others in such
a manner that, how flow and heat transfer characteristics
affected by factors of number of waves, amplitude value,
nano particle usage, inclination angle of cavity and
Rayleigh number all together. The present study
therefore aims to investigate natural convection in an
inclined square cavity with side wavy walls and find the
effects of varying the solid volume fraction (@),
nanoparticle type, Rayleigh number (Ra), inclination
angle, undulation number and amplitude on flow and heat
transfer.

MATHEMATICAL FORMULATIONS

The cavity with side wavy walls is depicted in Fig. 1. The
height of cavity is L. The enclosed cavity rotated
clockwise and inclination angle represented with ¢. The
problem is considered to be two dimensional. The top and
bottom walls of the cavity are assumed to be adiabatic and
the vertical walls are at different constant temperatures.

L

X
Figure 1. Physical geometry and boundary conditions

The undulation equation is expressed as follows:

Xiert=f(y)=A(1-cos(2mny)),
xiign=F(y)=[1-1+2.(cos(2mny)] )
where n and A are the number of undulations and the
amplitude, respectively.

The top and the bottom walls are insulated and the fluid
is isothermally heated and cooled by the left and the right
side walls at uniform temperatures of Ty and Tg,
respectively. Cavity is considered to be filled with Cu,
CuO and Al;O3 mixture of water. The nanofluid is
assumed to be incompressible. It is also assumed that the
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base fluid and the nanoparticles are in thermodynamic
equilibrium and that they flow at the same velocity. The
thermophysical properties of the base fluid and the
nanoparticles are given in Table 1. The thermophysical
properties of the nanofluid are assumed to be constant
except for the density variation in the buoyancy force, for
which the Boussinesq approximation was used. The
viscous dissipation terms and the thermal radiation are
also assumed to be negligible.

Table 1. Thermophysical properties of water and nanoparticles

Property Water Cu CuO Al;O3
p(kg/m?) 997.1 8933 6500 3970
Cp (jlkg K) 4179 385 535.6 765
k(W/mK) 0.613 400 20 40
ax10” (m?/s) 1.47 1163.1 5745 131.7

0.00021  0.000051 0.000051 0.000024

B(KY)

The governing equations for laminar, steady-state,
natural convection in an enclosure filled with a nanofluid
in terms of the Navier—Stokes formulation are given as,

The continuity equation;

* *

MY o 2
ox oy
X-momentum equation;
. . . 2k g
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nf
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Energy equation;
LO0T L oT o'T  o°T
U —+V — |=0, —+— (5)
Ox oy ox* oy
The ane is the thermal diffusion coefficient of the

nanofluid and described as follow;

I(nf

OLnf: (Cj
P/nt

To convert governing equation into dimensionless form,
the following parameters are used,;

(6)
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In this equations u” and v"* are dimensional form of the

velocity component, p” is dimensional pressure

component, T" is dimensional temperature, p; is fluid
density at Tc, «, is the thermal diffusity of fluid.

3
pr=2r Raz—ngLAT
a’f Yfaf

®)

In these equations g is the acceleration of gravity, p is the
thermal expansion coefficient, y is kinematic viscosity,
AT is the temperature difference between side walls.

The effective dynamic viscosity of the nanofluid can be
presented by models for two phases mixture. In this study
the Brinkman (1952) model for nanofluid with spherical
particle is used.

My

1-¢)”

The density, heat capacity and thermal expansion
coefficient of the nanofluid are as follows, respectively:

“‘nf (9)

Pt = (1_¢)pf + (I)ps

(10)
(pc,), =(L- 0, c,, +dp,C,, (11)
(PB),; = (L—d)p, B, +bp.B, (12)

In this equation @ is the volume fraction and “nf”, “f”,
and “s” subscripts are presents nanofluid, fluid and solid
particles, respectively.

For effective thermal conductivity Yu and Choi (2003)
model is used;

knf _ ks + 2kf + Z(ks - kf )(l+n)3¢

= 13
kf ks+2kf_(ks_kf)(l+n)3¢ ( )

In this model, n, which is the ratio of fluid layer thickness
to the original particle radius, is fixed to 0.1.

The Nusselt number is evaluated from the following
relation:

h

nf

k

Nu =

(14)

f

The heat transfer coefficient, hns, is obtained from
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) (15)

The wall heat flux per unit area, g, can be written as

(T, -T.) o6

L ac
where kqs is thermal conductivity of nanofluid and ¢ is
normal direction to the wall. Substituting Eqgs. (16) and
(15) into Eq.(14) yields the following relation for the
local Nusselt number:

q=-k, (16)

knf @
k, oc

Nu=-

(17)

wall

The average Nusselt number (Nu,) is obtained by

integrating the local Nusselt number along the left wavy
surface and is defined by

Nu, (18)

S
1 [ Nuds
So
where S is the total chord length of the wavy surface and
s is the coordinate along the wavy surface.

NUMERICAL SOLUTION

In the study ANSYS Fluent 14.0 is used to solve the
governing equations. Momentum and energy equations
are discretized by second order upwind scheme, the
pressure-velocity equation is coupled by SIMPLE
algorithm.

To investigate mesh independency, the analysis
conducted for 0.1 amplitude and 3 undulation cavity with
Cu-water nanofluid for Ra=10°, 0.05 volume fraction.
Average Nusselt numbers compared for 41x41, 61x61
81x81 101x101 mesh sized cavity. The results show that
from 81x81 mesh size the mean Nusselt number doesn’t
distribute to any remarkable change. Therefore analyses
were conducted with 81x81 mesh points.

The numerical code is validated with the study of Khanafer
et al. (2003) where heat transfer enhancement in a two-
dimensional enclosed cavity filled with nanofluid by
different Grashof numbers and volume fractions is
investigated. The results are compared in Table 2.
According to the Table 2, there is a very good agreement
between results of present study and that of Khanafer.

Table 2. Comparison of average Nusselt numbers

Gr/® 0 0.04 0.08 0.12 0.16 0.20
PresentStudy 10° 1.9 21 22 23 24 26
Khanaferetal. 10° 19 21 23 24 25 27
Present Study 10 4.1 4.4 47 52 55
Khanaferetal. 10* 4.1 44 47 53 57
Present Study 10° 81 87 93 10 10.1 11.2
Khanaferetal. 10° 84 89 96 102 109 116




RESULTS AND DISCUSSION

Streamlines and isotherms for wavy walls that has one
and three undulations are presented for various values of
the Rayleigh number (Ra=10%, 10° and 108) and the solid
volume fraction (®=0%, 5%, 10%) with fixed Prandtl
number (Pr=6.2). In addition, the values of the average
Nusselt number are presented for different Rayleigh
numbers and amplitudes (0.05, 0.75, 0.1), inclination
angles (0°, 45°, 90°) for both Cu-water , CuO-water and
Al,Osz-water nanofluids.

Streamlines for ¢=0° inclination angle, 1 undulation and
0.05 amplitude cavity are given in Fig. 2. The cavity is
filled with Cu-water nanofluid. As seen in the figure, an
eddy was formed at the center of flow region which
rotates in clockwise direction . It has been observed that,
an elliptical flow cell occurs at the center of cavity in the
cases for low values Rayleigh number. With the
increasing of Rayleigh number circular/elliptic flow cell
transforms into the rectangular form. Increasing the
nanoparticle volume fraction does not affect flow curves
significantly. The high values of stream functions show
that the circulation and vortex are getting stronger with
increasing Rayleigh numbers.

Isotherms for ¢=0° inclination angle, 1 undulation and
0.05 amplitude cavity with Cu-water nanofluid are given
in Fig. 3. For low values of Rayleigh number, convection
is so weak that isotherms are similar with those of pure
conduction situation. With increasing Rayleigh numbers,
convection becomes dominant and circulation gets
stronger. Fluid particles heated near hot wall, moves

upward through left side wall and cold fluid particles
move down through right side wall. With the increase in
flow rate due to increase in Rayleigh number, isotherms
moves to center of cavity and reach to a parallel view.
Additionally, thermal boundary layers appear at side
walls with increasing Rayleigh number. Heat transfer
increases and thermal boundary layers get thinner, with
increasing flow rate due to increasing Rayleigh number.
Streamlines for ¢=0° inclination angle, 3 undulations and
0.05 amplitude cavity with Cu-water nanofluid are given
in Fig. 4. In the graphs for different Rayleigh numbers,
an elliptic fluid cell forms in the middle of the cavity.
Due to increasing Rayleigh number, fluid circulation
scales up and elliptic fluid cell transforms into
rectangular form and quadratic form eventually.
Increase in the volume fraction does not have a
significant effect on the circulation region in the cavity.

Isotherm contours for ¢@=0° inclination angle, 3
undulations and 0.05 amplitude cavity with Cu-water
nanofluid are given in Fig. 5. When isotherms were
analyzed, fluid expands upward along the hot wall (left
wall) and falls down along the cold wall. With
increasing fluid circulation due to increasing Rayleigh
number, the isotherm contours come into parallel with
each other in the middle of the cavity. With increasing
Rayleigh number, the convection becomes stronger and
boundary layer grows along the wavy walls. Increasing
volume fraction doesn’t effect isotherms contours
considerably. The heat transfer rate increases, due to
surface area increasing with augmenting number of
undulation number.

Ra=10* Ra=10°
g ———
\ :
\ ( =
\“'«‘ ‘\\“ *
O=0 i
<
/
‘\ e — —
| —— =
| ‘“‘
O =0.05 Il
il
| ==
‘\.‘ > S —
\
VA
l
®=0.1 |

Figure 2. Streamlines for Cu-water nanofluid in cavity with one undulation for A=0.05 and ¢=0° .
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Figure 4. Streamlines for Cu-water nanofluid in cavity with three undulations for 2=0.05 and ¢=0° .
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Figure 5. Isotherms for Cu-water nanofluid in cavity with three undulations for A=0.05 and ¢=0° .

Effects of Different Parameters on The Local Nusselt
Number

Effect of Rayleigh number

Fig. 6 shows variation of local Nusselt number along hot
wall for a) 0°, b) 45° and c) 90° inclination angle, 1
undulation, 0.05 volume fractions, 0.05 amplitude cavity
filled Cu-water nanofluid. As shown for 0° inclination
angle cavity, isotherms at the bottom of hot wall are more
intense, while the temperature gradient is higher, to the
upward, distance between curves increase and
temperature gradient declines. As a result, the local
Nusselt number takes a maximum value at the bottom of
hot wall, while it decreases toward upper wall. Local
Nusselt value is increasing by increasing of Rayleigh
number as a result of increasing convective heat transfer
rate. For ¢=45° inclination angle cavity local Nusselt
value is lower comparing to the 0° inclination angle
cavity.

The reason is that, for ¢=45° inclination angle, the hot
wall affects temperature gradient negatively, with the
effect of gravity, and get closer to the up side so the
circulation gets weaker in the enclosed cavity. Increase
in Rayleigh number causes higher differences in local
Nusselt number at the bottom of the hot wall while this
difference decreases to the upward. For ¢=90° inclination
angle, the convective heat transfer rate decreases because
of hot wall moving to upside. In this case, heat transfer
occurs by conduction. For that reason, local Nusselt value
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Figure 6. Variations of the local Nusselt number along the hot

wavy wall for different Rayleigh numbers for A=0.05,0=0.05,
n=1and a) ¢=0°,b)p=45°and c) ¢ =90° (Cu-water nanofluid)



takes minimum value comparing to the other cases.
Therefore, increasing Rayleigh number shows its effect
in the middle of the wall and causes local Nusselt value
to increase.

Effect of the amplitude

Fig. 7 shows variation of local Nusselt number for a) ¢=0°,
b) ¢=45° and c) ¢=90° inclination angle, 1 undulation,
0.05 volume fractions, varying amplitude cavity filled Cu-
water nanofluid along hot wall. With increasing amplitude
value local Nusselt number decreases at the bottom of the
hot wall, at the peak of the wave with increasing amplitude
local Nusselt number increases. At upside of the hot wall
again local Nusselt number values decreases by increasing
amplitude. At the closer upside area of the hot wall local
Nusselt numbers are under 1, it means heat transfer rate is
weaker than heat transfer rate with conduction. While
comparing ¢=45° with ¢=0°, it can be noted that, the
difference occurs at the bottom of the hot wall, reoccurs at
the top the wave, vanishes to the upward. Local Nusselt
number takes minimum value at the top of the hot wall as
an indicator of isotherms behaviours. For ¢=90°, at the
bottom of the hot wall, increasing amplitude causes local
Nusselt number to decrease, to the top of the wave
increasing of amplitude causes significant increase for
local Nusselt number. At the highest level of hot wall, a
similar behavior is observed as bottom wall.
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Figure 7. Variations of the local Nusselt number along the hot
wavy wall for different amplitude for Ra= 10° ,0=0.05, n=1 and
a) 0=0°, b) p=45° and ¢) ¢ =90° (Cu-water nanofluid)

Effect of the volume fraction

Fig. 8 shows variation of local Nusselt number for 0°,
45°and 90° inclination angle, 1 undulation, 0.05 volume
fractions, 0.05 amplitude cavity filled with Cu-water
nanofluid along hot wall. Compared to pure fluid, using
nanoparticles that have high thermal conductivity,
depending to the increasing volume fractions, increases
heat transfer rate. Due to increase in heat transfer rate,
local Nusselt number increases along the hot wall. With
increasing inclination angle, local Nusselt number
decreases. For 90° of inclination angle, local Nusselt
number takes maximum value in the middle of the hot
wall, at the top of the wave.
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Figure 8. Variations of the local Nusselt number along the hot
wavy wall for different volume fractions for Ra= 10° ,0=0.05,
n=1and a) ¢=0°, b) ¢=45° and c¢) ¢ =90° (Cu-water nanofluid)

Effect of the angle of inclination

Fig. 9 shows variation of local Nusselt number for
varying inclination angle, 1 and 3 undulations, 0.05
volume fractions, 0.05 amplitude cavity filled with Cu-
water nanofluid along hot wall. With increasing
inclination angle, the hot wall gets closer to the upside
and the nanofluid became warmer, can’t carry out
circulation, heat transfer occurs by conduction with
stable situation. For that reason, the clockwise inclination
angles decreases local Nusselt number. For 3 undulation
numbers, with increasing inclination angle local Nusselt



number decreases along hot wall similarly with 1
undulation number results. On the other hand, with
increasing undulation number heat transfer rate and local
Nusselt number values increase.
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Figure 9. Variations of the local Nusselt number along the hot
wavy wall for different inclination angle for Ra= 105, A=0.05
and a) n=1 and b) n=3 (Cu-water nanofluid)

Fig.10 shows variation of average Nusselt number for
varying volume fractions for Ra=105, 1 undulation, 0.05
amplitude cavity with different nonaparticles. It is noted
that, nanofluid with metal nanoparticles have higher
Nusselt value and enhance heat transfer rate compared
to the nanofluid include oxide nanoparticles. Adding the
nanoparticles that have higher thermal conductivity to the
pure fluid increases heat transfer rate. While comparing
average local Nusselt number for Cu, CuO and Al.Os;
water nanofluid, the nanofluid that include Cu
nanoparticles have higher heat transfer rate since, thermal
conductivity for nanoparticles with Cu, is higher
compared to Al,Os,
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Figure 10. Variation of average Nusselt number with volume

fraction for different nanoparticles, and Ra= 10°, 1=0.05 and n=1

Table 3 shows variation of average Nusselt number for
varying volume fractions and Rayleigh numbers for 1 and
3 undulations, 0.05 amplitude cavity filled with Cu-water
nanofluid. With increasing Rayleigh number fluid
circulation intensifies and average Nusselt number
increases. For 3 undulation number average Nusselt

numbers are higher compared to the 1 undulation condition
as shown in Table-3. With increasing inclination angle
average Nusselt number decreases, since the hot wall gets
closer to the upside and the circulation is being suppressed.
Also with increasing undulation number average Nusselt
number increases too.

Table 3. Average Nusselt numbers for 1=0.05
(Cu-water nanofluid)

n=1

®/Ra 104 105 108
Oﬂi} 0% | 2.2386 4.6491 9.2631
5% | 2.4826 5.1673 103716
10% | 27259 5.6862 11.4913
| ow | 1520 2.2382 3.1941
% | 5% | 17606 2.5960 3.7163
| 10% | 20238 2.9833 4.2841
| ow | 11307 1.1335 1.1389
S | 5% | 13713 1.3742 1.3804
“[10% | 16487 1.6516 1.6585

n=3

®/Ra 104 105 108
0?9 0% | 23175 4.6755 9.3501
5% | 2.5747 5.2133 10.4180
10% | 2.8305 5.7582 11.4951
| ow | 1583 2.3742 3.4804
% [ sw | 1808 2.7468 4.0336
| 10% | 2.1008 3.1488 4.6320
| ow | 11622 1.1623 1.1639
S | 5% | 1400 1.4098 1.4112
“ [ 10% | 1698 1.6049 1.6963

Variation of average Nusselt number for different
amplitude and Rayleigh number values, at 0.05 volume
fraction, for 0° inclination angle and 1 and 3 wave cavities
has been shown in Table 4. For low values of Rayleigh
numbers, increasing amplitude doesn’t effect average
Nusselt number and circulation structure significantly. For
higher Rayleigh numbers, at Ra=10°, with increasing
amplitude average Nusselt number increases significantly.

Table 4. Average Nusselt numbers for ®=0.05 and ¢=0°
(Cu-water nanofluid)
n=1 n=3

MRa | 104 10° 108 104 10° 108

0.05 |2.4826 | 5.1673 | 10.3716 | 2.5747 | 5.2133 | 10.4180

0.075 | 2.4668 | 5.1429 | 10.4459 | 2.6029 | 5.2107 | 10.5981

0.1 |2.4461|5.1467 | 10.5576 | 2.6281 | 5.2480 | 10.8119




Average Nusselt numbers between Cu-water based
nanofluid in square cavity by Kahveci (2010) and wavy
cavities has been compared in Table 5. Heat transfer rate
increases up to 6 % with the increase in number of waves.
Nusselt value increases by usage of nanoparticles and
considering above mentioned affect there is an increase
in heat transfer rate up to 28 %.

Table 5. Comparison of average Nusselt numbers for square
cavity and wavy wall cavity for A =0.1

Square cavity _ _
Ra | (Kahveci, 2010) | "1 | N8
10* 2.27 231 2.36
o=0 10° 4.72 4.73 4.74
108 9.23 9.32 9.68
104 2.48 2.55 2.63
®=0.05 10° 5.20 5.22 5.25
108 10.24 1041 10.71
104 2.68 2.79 2.90
=01 10° 5.66 5.72 5.81
108 11.23 11.49 11.84

CONCLUSIONS

In this study, a numerical simulation is performed to
study natural convection of water based nanofluid in an
inclined square side wavy walls cavity. The top and
bottom walls of the cavity were assumed to be adiabatic.
The left wall of the cavity is hot where right wall of the
cavity is cold. According to the results, Rayleigh number,
volume fraction, nanoparticle type, amplitude,
undulation number and inclination angle have significant
effect on the circulation structure and heat transfer rate.
Heat transfer rate increases, with increasing fluid
circulation due to Rayleigh number. Heat transfer is
arised by conduction for for low values of Rayleigh
numbers, while it is arised by convection for high values
of Rayleigh numbers.

It can be seen from the study that, nanofluids with
nanoparticles having high heat conductivity, increases
heat transfer rate compared to pure fluids. Average
Nusselt number is higher for nanofluids with Copper
nanoparticles. Heat transfer rate increases, while
increasing volume fraction of nanofluids.

Although there is no significant effect on average Nusselt
number by changing amplitude it is noted that, for Ra=
109, heat transfer rate increases by increasing amplitude.
While examining effect of the inclination angle of the
enclosed cavity, it can be seen that heat transfer rate
significantly decreases, while heated wall approaches to
upside, due to inclinations applied in clockwise
direction.

Considering the undulation number effect, while
comparing square, 1 undulation and 3 undulation
cavities, it is noted that, with increasing undulation
numbers heat transfer rate increases significantly. Wavy
form of the cavity increases average Nusselt values up to
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6%, and with consideration of the nanofluid usage, this
value rises up to 28%.
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ISI BiLiMi VE TEKNiGi DERGISI iCIN MAKALE HAZIRLAMA ESASLARI

Is1 Bilimi ve Teknigi Dergisi’nde, 1s1 bilimi alanindaki 6zgiin teorik ve deneysel galigmalarin sonuglarmimn sunuldugu
makaleler ve yeterli sayida makaleyi tarayarak hazirlanmis olan literatiir 6zeti makaleler yayilanmaktadir. Makaleler,
Tiirkge veya Ingilizce olarak kabul edilmektedir. Makaleler ilk sunumda serbest formatta hazirlanabilir. Ancak yaymn
icin kabul edilmis olan makaleler dergimizin basim formatina tam uygun olarak yazarlar tarfindan hazirlanmalidir.
Asagida, ilk sunus ve basima hazir formatta makale hazirlamak igin uyulmasi gereken esaslar detayli olarak

aciklanmustir.

ILK SUNUS FORMATI

Ik sunusta, makale A4 boyutundaki kagida tek siitun
diizeninde, 1.5 satir aralikli ve sayfa kenarlarindan 25’er
mm bosluk birakilarak yazilmalidir. Yazi boyutu 11
punto olmali ve Times New Roman karakter
kullanilmalidir. Sekiller, tablolar ve fotograflar makale
icinde olmalar1 gereken yerlere yerlestirilmelidir.
Makale, elektronik olarak editoriin e-posta adresine
gonderilmelidir.

BASIMA HAZIR MAKALE FORMATI

Hakem degerlendirmelerinden sonra, yayin icin kabul
edilmis olan makaleler, dergimizin basim formatina tam
uygun olarak vyazarlar tarafindan hazirlanmalidir.
Makaleler yazarlarin hazirladigi haliyle basildig igin,
yazarlarin makalelerini basim i¢in hazir formatta
hazirlarken burada belirtilen esaslar titizlikle takip
etmeleri ¢ok Onemlidir. Asagida, basima hazir formatta
makale hazirlamak i¢in uyulmasi gereken esaslar detayli
olarak agiklanmustir.

Genel Esaslar

Makaleler genel olarak su bagliklar altinda
dizenlenmelidir: Makale baghgi (title), yazar(lar)in
ad(lar)1, yazar(lar)in adres(ler)i, 6zet (abstract), anahtar
kelimeler (keywords), semboller, giris, materyal ve
metod, aragtirma sonuglari, tartisma ve sonuglar,
tesekkiir, kaynaklar, yazarlarin fotograflari ve kisa
Ozgecmisleri ve ekler. Yazilar bilgisayarda tek satir
aralikli olarak, 10 punto Times New Roman Kkarakteri
kullanilarak Microsoft Office Word ile iki siitun
diizeninde yazilmahdir. Sayfalar, st kenardan 25 mm,
sol kenardan 23 mm, sag ve alt kenarlardan 20 mm
bosluk birakilarak diizenlenmelidir. Tki sutun arasindaki
bosluk 7 mm olmalidir. Paragraf baglari, sutunun sol
kenarina yaslanmali ve paragraflar arasinda bir satir
bosluk olmalidir.

Birinci seviye bagliklar bityiik harflerle kalin olarak,
ikinci seviye bagliklar bold ve kelimelerin ilk harfleri
biiyiik harf olarak ve ii¢ilincii seviye bagliklar sadece ilk
harfi biiyiikk olarak yazilir. Biitiin bagliklar sutunun sol
kenar1 ile aym hizadan baglamalidir ve takip eden
paragrafla baslik arasinda bir satir bogluk olmalidir.
Sekiller, tablolar, fotograflar v.b. metin iginde ilk atif

yapilan yerden hemen sonra uygun sekilde
yerlestirilmelidir. 1k ana bolim bashg, Ozetten
(Abstract’tan) sonra iki satir bosluk birakilarak birinci
sutuna yazilir.

Abstract ve

Bashk, Yazarlarmm Adresi, Ozet,

Anahtar Kelimeler

Yazilar Tiirk¢e veya Ingilizce olarak hazirlanabilir. Her
iki durumda da makale Ozeti, basligt ve anahtar
kelimeler her iki dilde de yazilmalidir. Eger makale
Tirkge olarak kaleme alinmussa, Tlrk¢e bashk ve 6zet
once, Ingilizce baslik ve Ozet (Abstract) sonra yazilir.
Eger makale Ingilizce olarak kaleme alinmigsa once
Ingilizce baslik ve dzet (abstract) sonra Tiirkge baslik ve
Ozet yazilir. Bagslik, sayfanin iist kenarindan 50 mm
asagidan baglar ve kalin olarak 12 punto biiyiikliigiinde,
biiyiik harflerle biitiin sayfay1 ortalayacak sekilde yazilir.
Yazar(lar)in adi, adresi ve elektronik posta adresi
bagliktan sonra bir satir bosluk birakilarak yazilmalidir.
Yazarlarin adi kiigiik, soyadi bilyiik harflerle yazilmali
ve bold olmalidir. Yazarlarin adresinden sonra ii¢ satir
bosluk birakilarak, Ozet ve Abstract 10 punto
biiyiikliigiinde biitiin sayfa genisliginde yazilir. Ozet ve
Abstractan sonra anahtar kelimeler (Keywords) yazilir.

Birimler
Yazilarda SI birim sistemi kullanilmalidir.
Denklemler

Denklemler, 10 punto karakter boyutu ile bir situna (8
cm) sigacak sekilde diizenlenmelidir. Verilis sirasina
gore yazi alaninin sag kenarina yaslanacak sekilde
parantez i¢inde numaralanmahidir. Metin iginde,
denklemlere  ‘Es.  (numara)’  seklinde atifta
bulunulmalidir.

Sekiller

Sekiller 8 cm (bir siitun) veya 16 cm (iki sdtun)
genigliginde olmalidir ve makale icerisinde olmalari
gereken yerlere bilgisayar ortaminda sutunu (veya btln
sayfa genisligini) ortalayacak sekilde yerlestirilmelidir.
Sekil numaralar1 (sira ile) ve isimleri sekil altina, 9
punto biiyiikliigiinde yazilmalidir.



Tablolar

Tablolar 8 cm (bir situn) veya 16 cm (iki sutun)
genisliginde olmalidir. Makale igerisinde olmalari
gereken yerlere bilgisayar ortaminda sutunu (veya biitiin
sayfa genisligini) ortalayacak sekilde yerlestirilmelidir.
Tablo numaralar1 (sira ile) ve isimleri tablo Ustline, 9
punto biiyiikliigiinde yazilmalidir.

Fotograflar

Fotograflar, siyah/beyaz ve 8 cm (bir siitun) veya 16 cm
(iki stitun) genisliginde olmalidir. Fotograflar digitize
edilerek, makale i¢inde bulunmalar1 gereken yerlere
bilgisayar ortaminda sutunu (veya bitin sayfa
genisligini) ortalayacak sekilde yerlestirilmelidir ve sekil
gibi numaralandirilmali ve adlandirilmalidir.

Yazar(lar)mn Fotograf ve Kisa Ozgecmisleri

Yazarlarin fotograflar1 digitize edilerek, makalenin en
sonuna Ozgecmisleri ile birlikte uygun bir sekilde
yerlestirilmelidir.

SEMBOLLER

Makale iginde kullanilan biitin semboller alfabetik
sirada Ozetten sonra liste halinde tek siitun diizeninde
yazilmalidir. Boyutlu biyuklikler birimleri ile birlikte
ve boyutsuz sayilar (Re, Nu, vb.) tanimlar1 ile birlikte
verilmelidir.

KAYNAKLAR
Kaynaklar metin sonunda, ilk yazarin soyadina gore

alfabetik sirada listelenmelidir. Kaynaklara, yazi iginde,
yazar(lar)in soyad(lar)1 ve yayin yili belirtilerek atifta

bulunulmalidir. Bir ve iki yazarli kaynaklara, her iki
yazarin soyadlar1 ve yayin yili belirtilerek (Bejan, 1988;
Tiirkoglu ve Farouk, 1993), ikiden ¢ok yazarh
kaynaklara ise birinci yazarin soyadi ve "vd." eki ve
yaym yili ile atifta bulunulmahdir (Ataer vd, 1995).
Asagida makale, kitap ve bildirilerin kaynaklar listesine
yazim formati i¢in drnekler verilmistir.
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Bejan A, 1998, Advanced Engineering
Thermodynamics (First Ed.), Wiley, New York.

Tirkoglu H. and Farouk B., 1993, Modeling of
Interfacial Transport Processes in a Direct-Contact
Condenser for Metal Recovery, Proc. of 73 Steel
Making Conference, Detroit, 571-578.

Tiirkoglu H., 1990, Transport Processes in Gas-Injected
Liquid Baths, Ph.D. Thesis, Drexel University,
Philadelphia, PA, USA.

Internet, 2004, Tirkiye Istatistik Kurumu, Atiksu
Istatistikleri, http://ww.tuik.gov.tr/HaberBulteni.

DiGER HUSUSLAR

Hakem degerlendirmesinden sonra kabul edilen
makaleler, yukarida agiklandigi sekilde dizilerek basima
hazirlandiktan sonra, bir elektronik kopyasi editore
gonderilmelidir. Makalenin basima hazir kopyasi ile
birlikte, "Telif Hakki Devri Formu" da doldurularak
gdderilmelidir. Telif Hakki Devir Formu’na ve bu yazim
klavuzuna www.tibtd.org.tr adresinden ulasilabilir.


http://www.tibtd.org.tr/

TURK ISI BiLiMI VE TEKNIGi DERNEGI
UYELiK BASVURU FORMU

FOTOGRAFINIZ

A

Adiniz Soyadiniz
UnVanlﬂlZ

Dogum yeri Dogum tarihi:
Is Adresiniz
Ev adresiniz
Telefonunuz : Is Ev

E-posta

/[ 119 T.C. Kimlik No:

Cep

B.

=

n

w

*Dernege UAsil tiye [Fahri {iye

Sizi tanmyan dernek iiyesi (Uyelik igin) :

Mezun oldugunuz
Yiiksek Okullar Yil

flgilendiginiz konular :

olmak istiyorum.

Bransiniz Unvaniniz

2015 yili aidati olarak toplam 25 YTL (Yirmibes Milyon TL) dernegin

Is Bankas1 Maltepe Subesi Hesap No: 42120867567

IBAN: TRO8 0006 4000 0014 2120 8675 67

hesabina yatirilmisgtir.

Tarih : imza:

*

Asil iiye olmak i¢in bes yillik deneyim gereklidir.
Fahri tiyelik i¢in yiiksekokul mezunu olma sart1 yoktur.



Tiirk Is1 Bilimi ve Teknigi Dernegi
Gazi Universitesi

Miihendislik Fakiiltesi

Makina Miihendisligi Bolimii
06570 Maltepe/ ANKARA



ICINDEKILER / CONTENTS

Heat Transfer from an Oscillated Vertical Annular Fluid Column Through a Porous Domain: a Thermodynamic

Analysis of the Experimental Results 1
Gozenekli Ortamda Dikey Salimmh Halkasal Bir Akiskan Kolonundan Is1 Gegisi: Deney Sonuglarinin Termodinamik Analizi

Ersin SAYAR

Dogal Gaz Yakith Bir Kazanda Kat1 Yiizey ilavesinin NOx Emisyonlarina Etkisi 13
The Effect of Additional Solid Surface on NOx Emission in Natural Gas Furnaces
Emre UGURLUOGLU, Y. Erhan BOKE ve Ozer AYDIN

Effects of Flow Routing Plate on Mixed Convection Heat Transfer from Protruded Heat Sources 19
Abas Yonlendirici Plakanin Cikintili Is1 Kaynaklarindan Karisik Konveksiyonla Ist Transerine EtKisi
Burak KURSUN and Mecit SIVRIOGLU

Investigation of Combined Heat Transfer and Laminar Fluid Flow in Two and Three Dimensional Ducts with an Open Cavity 33
Actk Oyuk Igeren Kanallarda Bilesik Is1 Transferi ve Laminar Akisin Iki ve Ug Boyutlu Olarak Incelenmesi
Cisil TIMURALP and Zekeriya ALTAC

An Industrial Vapor Absorption Air Conditioning Application 49
Absorpsiyonlu Sogutma Sisteminin Sanayiye Uygulanmasi
Nazim KURTULMUS and ilThami HORUZ

Dynamic Masking Techniques for Particle Image Velocimetry 61
Par¢acik Goriintiilemeli Hiz Olgme Teknigi icin Dinamik Maskeleme Teknikleri
F. Gokhan ERGIN

A New Method for the Optimization of Insulation Thickness for Radiant Wall Heating Systems 75
Ismnimla Duvardan Isitma Sistemlerinde Yalitim Kalinligi Optimizasyonunda Kullanilabilecek Yeni Bir Yontem
Aliihsan KOCA, Giirsel CETIN and Eser VELISAN

Numerical Analysis of Pulsating Circular Impinging Laminar Jet on a Planar Disc 89
Diizlem Bir Diske Carpan Osilasyonlu Dairesel Laminar Jetin Sayisal Olarak Incelenmesi
Mitra KAHROBA and Hasmet TURKOGLU

Experimental Investigation of Solar Stills Integrated with Solar Water Heating Collectors 97
Giines Enerjili Su Isitict Kollektorlerle Birlestirilmis Giines Enerjili Damiticilarin Deneysel Incelenmesi
Emin EL, Giilsah CAKMAK, Zeki ARGUNHAN and Cengiz YILDIZ

Numerical Investigation of Buoyancy Driven Heat Transfer of Water-Based CuO Nanofluids in a Rectangular Enclosure

with an Offcenter Solid Conducting Body 109
Merkez Disi Kati Iletken Bir Cisim Iceren Dikdortgen Kapali Bir Ortamda Su Bazli CuO Nanoakiskanlar I¢in Kaldirma
Kuvveti Etkili Isi Transferinin Niimerik Incelenmesi

Cigdem SUSANTEZ and Kamil KAHVECT

Investigation of an SI-CAI Engine Fuelled with Methane-Hydrogen Mixtures for Different Exhaust Valve Lifts 129
Farkli Egzoz Valf Yiikseklikleri igin Bir SI-CAl Motorda Metan-Hidrojen Karigimlarinin Incelenmesi
Bilge ALBAYRAK CEPER and Emin BORLU

Natural Convection of Nanofluids in an Inclined Square Cavity with Side Wavy Walls 139
Yan Duvarlar: Dalgali Egik Bir Kare Kavite Igindeki Nanoakiskanlarin Dogal Konveksiyonu
Elif Biiyiikk OGUT, Metin AKYOL and Miisliim ARICI



