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ABSTRACT 

Cultural heritage is the most important resource providing communication between the past and future. The societies 

utilizing this resource in the best way, have had an inventory of cultural heritage and contributed to world culture. The 

efforts made for being able to the accurate and healthy data in the documentation of cultural heritage led the new 

techniques to emerge other than documentation and, together with the developing technology, documentation with 

traditional method replaced with modern documentation techniques using new technological devices. One of these 

documentation techniques is the use of Unmanned Aerial Vehicles (UAVs) in the documentation studies. In this study, 

the usability of unmanned aerial vehicles in the studies of cultural heritage was studied.  
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1. INTRODUCTION 
 

Cultural heritage is one of the most important 

bridges between the past and future of the people. It has 

an important place in the individual and social 

development of human being. Originally leaving these 

heritages to    the next generations is an important issue 

on the name of humanity.  

Historical artifacts that stand as cultural heritage are 

buildings that connect the past and future of the 

world(Şasi &Yakar,2018). 

Many international organizations such as    

UNESCO (United Nations Educational, Scientific and 

Cultural Organization ), ICOMOS (International Council 

for Monuments and Sites), ISPRS (International Society 

for Photogrammetry &Remote Sensing), ICOM 

(International Council for Museums), ICCROM 

(International Centre for the Conservation and 

Restoration of Monuments) and UIA (International 

Union of Architects) have undertaken some missions to 

conserve world cultural heritages (Callegari , 2003) . 

Besides producing information regarding the various 

physical, social, economic, cultural, and historical 

aspects of cultural heritage in the various quality and 

scale, processing     much amount of information 

produced and transforming it into the usable information 

is an indispensable requirement in terms of conserving 

(URL-1, 2007). 

 

1.1. Cultural Heritage and Conservation 

  

Just as cultural entities can be divided as movable 

and immovable entities, they are also classified as the 

intangible and tangible entities. While the tangible 

monumental ruins and archeological antiques used to be 

included in the scope of cultural heritage, today, the 

scope of this term enlarged and has begun to cover 

intangible ethnographic, industrial, and intellectual 

heritage (e.g. language, beliefs, traditions) (Can, 2009).  

Cultural heritages are the history of the nations, and 

history forms the identities of the nations. Therefore, 

protection of cultural heritages means protection of the 

history and identity of the nations(Yakar&Doğan,2018). 

Cultural heritages due to have their different natural 

characteristics, different sizes, and complicated structure 

they require more sophisticated measurement tools and 

techniques to documentation (Ulvi & Toprak, 2016) 

Among the values UNESCO includes in tangible 

cultural heritage, the historical cities are also cultural 

landscapes, natural and holy sites, underwater cultural 

heritages, and museums. Cultural heritage revealing 

itself as historical spaces of a city is the most valuable 

part of social welfare. Therefore, “adopting conservation 

of heritage not only provides the possibility of healthy 

life for a city but also it helps    recognition of cultural 

identity of that city” (Tweed & Shutherland,2007). 

 

1.2. The importance of documenting Cultural 

Heritage 

 

Documenting a structure covers the studies carried 

out on the purpose of measuring    it as well as    

identifying    its quality and variation process (Kuban , 

2000). 

Nowadays, with the development of data acquisition 

technologies, digital works of architectural works are 

documented and restoration projects are being used in 

many fields (Ulvi et al.,2020). 

The importance of documenting cultural heritage has 

been more recognized in the recent years, and an 

increasing pressure about conserving and documenting 

this heritage has formed. The existing technologies and 

methodologies related to this issue give 2D and 3D 

results, in order to be used with the archeological, digital 

conservation, restoration, and conservation purposes and 

many purposes such as VR applications, catalogues, web, 

geographical systems, and visualization (Remondino, F. 

& Rizzi, A. 2009). 

In addition, in documenting cultural heritage, the 

accuracy of relievo should also compatible with the 

scale of the project to be carried out (English Heritage, 

2003). 

 

Table 1.The relationship between project scale and error 

margin (English Heritage.,2003).  

 

Scale Acceptable Error Margin 

1/10 +/- 5 mm 

1/20 +/‐ 6 mm 

1/50 +/- 15 mm 

1/100 +/- 30 mm 

1/200 +/- 60 mm 

1/500 +/- 150 mm 

 

In documenting our cultural heritage, the efforts 

made to be able to obtain the accurate and healthy data 

led new techniques to emerge in the documentation area 

and, together with developing technology, 

documentation with traditional method has replaced with 

modern documentation techniques, and this enabled 

contemporary documentation techniques to rapidly 

improve. The current technology enables the historical 

works and structures to be conserved to any longer to be 

documented more rapidly and transferred to the next 

generations (Korumaz., Dülgerler & Yakar .2011). 

One of modern documentation techniques is also 

documentation with unmanned aerial vehicles (UAVs). 

 

2. UAV OVERVIEW 
 

According to the international definition of UVs 

(Unmanned Vehicle System), an unmanned aerial 

vehicle (UAV) is a generic aircraft design that does not 

accommodate humans in it. (URL-25).  

The use of UAVs has become a recently adopted 

method in acquiring needed spatial data(Ulvi,2018). 

“UAVs should be understood as uninhabited and 

reusable motorized air vehicles.” states van Blyenburgh, 

1999 (Van Blyenburgh,1999). These vehicles are 

remote-controlled, semi-autonomous, autonomous or 

have some combination of these capabilities. 

When comparing the UAV to human aircraft, it is 

clear that the main difference between the two systems 

is that no pilot in the UAV is physically present in the 

aircraft. This does not necessarily mean that a UAV flies 

autonomously by itself. In many cases, the crew 

responsible for the UAV (operator, backup pilot, etc.) Is 

larger than a conventional aircraft (Everaerts, 2008). 

The term UAV is commonly used in Computer 
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Science, Robotics, and artificial intelligence, as well as 

in the photogrammetry and Remote Sensing 

communities. 

Additionally, synonyms such as remote-controlled 

vehicle (RPV), remote-controlled Air Transport (ROA) 

or remote-controlled Air Transport (RPA) and 

Unmanned Vehicle Systems (UVS) can also be rarely 

found in the literature. 

  RPV is a term used to describe a robotic aircraft 

flown by the pilot using a ground control station. The 

first use of the term may have been directed at the 

United States (U.S.) Department of Defense in the 1970s 

and 1980s. The terms ROA and RPA have been used by 

the National Aeronautics and Space Administration 

(NASA) and Federal Aviation Administration (FAA) in 

the United States instead of the UAV. The term 

Unmanned Aircraft System (UAS) is also used. 

(Colomina et al., 2008). 

The FAA adopted the general class UAS, originally 

introduced by the U.S. Navy. The common 

understanding is that UAS terminology represents the 

entire system, including unmanned aerial vehicle (UA) 

and Ground Control Station (GCS). (Eisenbeiss, 

Stempfhuber & Kolb. 2009). 

 

2.1. Classification of UAVs 
 

When the literature is examined, Unmanned Aerial 

Vehicles are classified in various ways. However, it is 

much more accurate to divide the UAVs into two classes 

as fixed-wing and rotary-wing UAVs. In addition, kite, 

balloon and zeppelins were used in the study of cultural 

heritage under the name of UAV.  

 

2.1.1. Rotary -Wing UAV Systems 
 

4-wing Quadrotor, 6-wing Hexacopter and 8-wing 

Octocopter systems are included in this group. These 

systems have the features such as balanced flight feature 

by means of pilot even if complete manual flights; return 

feature with GPS, altitude fixing, carefree (orientation 

freedom) feature, routing flight through map, and full 

autonomous flight. This system is seen n in Fig. 1.  

 

 

 

 

 

 

 

 

 

Fig. 1. Autonomous Routing Flight through Map (URL-

2). 

 

2.1.2. Fixed Wing UAV Systems 

 
Fixed wing UAVs have more flight time compared to 

rotary wings. In addition, they have some advantages 

from the aspect of durability and flight height. Fixed 

wing systems, with the properties of high attitude they 

have and long durability, are ideal for photogrammetric 

and remote control applications. Also in these systems, 

flight routing can be defined. Entering column values to 

the system, autonomous flight can be realized. The 

disadvantage of fixed wing systems compared to rotary 

wing systems is that they cannot be hung in the air. In 

figure 2, a fixed wing UAV is seen. 

 

 
 

Fig. 2. Ebee UAV(URL-3) 

 

2.1.3. Kite, Balloon and Zeppelin 

 
-Kites  

Kite was used in the various scientific studies based on 

aerial photography in 1997. It was used in discovering 

fossil bed in a forest (Bigras. 1997) and in 

documentation of mapping archeological site in Russia 

(Gawronski & Boyarsky. 1997). There are    some sorts 

of the kites used in kite systems used as 

photogrammetric-aimed. These    are:  

 

**Delta Kite  

 

 

 

 

 

 

 
Fig. 3. Delta Kite (URL-22) 

 

** Fled Kite  

 

 

  

 

 

 

 

 

 

 

 

Fig. 4. Fled Kite (URL-22) 

 

** Soft Kite 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Soft Kite (URL-22) 

 

- Balloon  

Today, zeppelins are divided into two as motorized and 
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non-motorized. Non-motorized zeppelins are driven by 

means of ground –controlled ropes the same as balloons. 

Zeppelins include helium gas according to carrying 

capacity. If the load you will carry is heavy, you have to 

use bigger zeppelin and, thus, there is need for more 

helium gas. This certainly    increases cost. In addition, 

motorized systems have generally two wings and    carry 

2-3 electric motors.  

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. General Appearance of Zeppelin (URL-24). 

 

2.2. The Platforms Used 
 

There are also photo taking platforms, mounted to 

kite systems as photographic –aimed and operated by 

remote control, Photos taking platforms are shown in 

Fig. 7 and Fig. 8. 

 

 
 

Fig. 7. Photos Taking Platforms (URL-22) 
 

 
 

Fig. 8. Photos Taking Platforms (URL-22) 

 
 

Fig. 9. Kite Aerial photography can be used to obtain 

more analyses and data. It is a low cost and effective 

method that is suitable for working in small regions 

(URL-23). 

 

 
 
Fig. 10. General Appearance of Zeppelin (URL-24) 

 

2.3. Its Benefits 
 

The biggest advantages of UAV against manned 

flight systems: UAV is used in risky states, unreachable 

regions,    low attitudes, and places, in which flight 

profile is near the object and manned flight system 

cannot be used, without jeopardizing human life.In these 

regions, for example, in the sites of natural disasters, 

mountainous and volcanic areas, flood plains, 

earthquake areas and deserts,    accident scenes, regions 

that is difficult to going into, and in the places, in which 

airplane can be used as unmanned or flight permission is 

not given,    the only option is sometimes UAV. In 

addition, cloudy and drizzling weather conditions, it is 

possible to collect by means of UAV 

 

2.4. UAV Applications 

 
Some UAVs civilian applications are mentioned in 

(Nıranjan, Gupta, Sharma, Mangal & Sıngh 2007) 

while(Everaerts, 2007) reports on UAV projects, 

regulations, classifications and application in the 

mapping domain. The application fields where UAVs 

images and photogrammetrically derived DSM or 

orthoimages are generally employed include: 

Agriculture, Forestry, Archaeology and architecture, 

Environment, cadastral mapping, thermal analyses, 

excavation volume computation, volcano monitoring or 

natural resources documentations for geological 

analyses are also feasible, Emergency management, 

Traffic monitoring: surveillance, travel time estimation, 

trajectories, lane occupancies and incidence response are 

the most required information. 
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3. UAV PHOTOGRAMMETRY 
 

Terminology UAV photogrammetry (Eisenbeiss. 

2008c) defines a photogrammetric measurement 

platform, which operates remote controllably and is 

semi- independent or independent, and in which there is 

not any pilot. Platform was equipped by 

photogrammetric measurement systems. This also 

includes small or medium sized fixed video or video 

camera, thermic or infrared camera systems, and aerial 

LIDAR systems. The existent standard UAV enables to 

monitor the record and position and the direction of 

sensors applied in a local or local coordinate system. 

Hence, UAV photogrammetry can be understood as a 

technique that makes photogrammetric measurements 

with the help of an unmanned aerial vehicle. 

 UAV photogrammetry, combining aerial and 

terrestrial photogrammetry, leads to the new applications 

in close distance effective area but also it introduces 

traditional aerial photogrammetry with the new (close) 

real time applications and low cost options..   

 

4. STUDIES WITH UAV 
 

4.1. UAVs for The Documentatıon of 

Archaeologıcal Excavatıons 

 
This study made by M. Sauerbier and H. Eisenbeiss. 

In this study, Sauerbier and Eisenbeis, the 

deployment of drones for the certification of such sites, 

or 3D digital Surface models, Ortho images provide a 

basis for further processing and the derivation of 

different products such as high quality offers 3 different 

case studies that are caused in the image data. 

The second is the documentation of a Maya site in 

Copán, Honduras, and the second is the quick and 

simple documentation of an excavation site in Palpa, 

Peru. Different types of UAVs were used in these 

projects: in Honduras and Peru we worked with 

Surveycopter 1B (Aeroscout, Switzerland) driven by a 

two-stroke engine, in Bhutan we used a quadrocopter 

MD 4-100 supplied by Microdrones. by the company 

omnisight (Switzerland). The experiences gathered by 

the projects described above and the test site surveys 

allowed them to come to different conclusions regarding 

the actual state of the UAVs, especially in terms of their 

applicability in photogrammetric projects for the cultural 

heritage site. Compared to the Falcon 8 and MD4-200 

systems, the positional accuracy of Copter 1B (1m) is 

quite high compared to 2-5m for multi-rotor systems 

(Sauerbier & Eisenbeiss.2010). 

 

4.2. Uav Platforms For Cultural Heritage Survey: 

First Results 

 

This study made by M. Lo Brutto, A. Garraffa,P. 

Meli. 

In this study, the two systems were tested in two 

different regions: the site of the Temple of Isis at the 

temples Valley Archaeological Park in Agrigento was 

examined by the md4-200 microdron, the site of the 

“Gibellina Cretto Cretto”. "Near the town of Trapani 

with Swinglet glass. The first is one of the least-known 

areas of the entire archaeological park, followed by 

being released by tourists. The temple is located only in 

a partially excavated area and is formed with a podium 

and triportico identifying a square. 

This study shows the potential of the UAV survey in 

the area of Cultural Heritage. Although it requires earlier 

and more detailed research, some initial results can 

already be deduced. In particular, initial tests on 

orientation phases do not highlight any reduction in the 

increments of CPS using more stable block 

configurations. 2000-4000 points per image and the 

percentage of overlap of the images, respectively, due to 

the number of binding points for each image High, A lot 

of measurements (on average, at every point there is at 

least 8-10 ledge) , may make unnecessary the use of 

photogrammetric blocks with a more stable 

configuration. 

The final products (3D models and Ortho-images) 

show a very high level of detail, allowing you to do very 

accurate work and analysis. Due to the high level of 

automation achieved through the software used, the 

processes followed were very fast. 

In the assessment of 3D point clouds, the vertical 

residues obtained both for all the data sets of the Temple 

of Isis and for two of the three data sets of “Cretto of 

Gibellina” appear to be quite high. Apart from the 

distribution of residues, 3D models show some slight 

deformations. In order to better understand the reasons 

for these latest results, certainly more extensive testing 

needs to be done (Eisenbeiss. 2008c) 

 

4.3. Balloon photogrammetry for cultural heritage  

 

Altan et al. (2004) took aerial photographs in Patara 

antique city by means of Helium gas balloon system. 

Balloon is in 25 m of diameter and filled with 8 m3 of 

Helium gas. This system consists    of flight unit and 

ground control unit. Flight unit consist of helium 

balloon, camera platform, and Olympus Camedia C-

40404 Camera of Mega-Pixel. Ground control unit 

consists of monitor remote control for camera, and 

control ropes. 

 

 
 

Fig. 11. Camera platform, camera, and balancing ropes 

under balloon (Altan.2004) 

 

 

 

Fig. 12. Ground control unit with monitor (Altan.2004) 
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4.4. Studying the usability of non-metric digital 

camera, mounted to kite platform, in 

archeological documentation studies 

 

This study was conducted by Ali Ulvi in Uzuncaburç 

Diocaesarea Antique Theater, located in Silifke district 

of    Mersin province.    in the scope of    doctorate 

study.  

 

 
 

Fig. 13.  Digital Camera and    its carrying    platform  

 

 

 
 

Fig. 14.  Ground Control Points used in aerial 

photographs  

 

 

 
 

Fig. 15. Mounting the camera and platform to a kite  

 
 

Fig. 16. Operation of taking aerial photos with kite 

 

 

 
 

Fig. 17. Appearance of the stations of taking photos  

 

After this stage, accuracy study of archeological 

documentation application, carried out by means of 

UAV kite by using photogrammetric techniques, was 

carried out. 30 pieces of ground control points were used 

for this study. The coordinates of ground control points 

were measured by total station device and were accepted 

as definite coordinates in accurate study. After this 

operation, coordinate values of ground control points 

were identified through archeological documentation 

carried out by using photogrammetric techniques  

 

Table 2. Average position error 

 

 

Vy (cm) Vx (cm) Vz (cm) 

m ±3.1 ±3.1 ±2.9 

myxz ±5.3 

 

In the light of these data, in the accuracy study of 

archeological documentation carried out by means of 

UAV kite, the average position error in y, x, and z 

coordinates was found ± 5.3 cm. According to the 

results calculated, using photogrammetric techniques, 

archeological documentations carried out by UAV 

provides sufficient position accuracy. 

In this way, excavation work in the production of 

litter, modeling before and after excavation, monitoring 

the development of the excavation phases, has the 

qualities that can be used in the study area determination 

and restoration projects. 
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4.5. Neptune Temple in the Archeolojical area 

in Italy 

 

An example of such a practice is given in Figure 18, 

where the Temple of Neptune at the archaeological site 

of Paestum (Italy) is shown. Given the shape, 

complexity and dimensions of the monument, a 

combination of terrestrial and UAV (vertical and 

oblique) images was used to guarantee the integrity of 

the 3D surveying work. The UAV used is a 4-rotor 

MD4-1000 Microdrone system. It is entirely carbon 

fiber, capable of carrying instruments up to 1.0 kg with a 

duration of more than 45 minutes. For rare images. The 

UAV mounted an Olympus E-P1 camera (12 megapixels 

- 4.3 pm pixels in size) with a focal length of 17 mm, 

while an Olympus XZ-I (10 megapixels) with a focal 

length of 6 mm for oblique images. 2 pm pixel size) was 

used. 

The average GSD of images on both flights is about 

3 cm. The Autopilot system allowed it to perform two 

full flights in autonomous mode, but the stored 

coordinates of the projection centers were not sufficient 

for direct georeferencing. Therefore, a number of 

reliable GCP (measured by the total station measured by 

the corners and total features of the temple) was required 

to achieve scaled and geographically referenced 3D 

results. The orientation procedure processed terrestrial 

and UAV images (ca 190) simultaneously to bring all 

data in the same coordinate system. After the recovery 

of camera poses, a DSM was produced for the purpose 

of documentation and visualization (Fiorillo et al., 

2015).  

 

 
 

Fig. 18.  Orientation results of an aerial block over a flat 

area of ca 10km(a). The derived camera poses are shown 

in red/green, while color dots are the 3D object points on 

the ground. The absence of ground constraint (b) can led 

to a wrong solution of the computed 3D shape (i.e. 

ground deformation). The more rigorous approach based 

on GCPs used as observations in the bundle solution 

(c),deliver the correct 3D shape of the surveyed scene, 

i.e. a flat terrain 

 

4.6. Archaeological area of Pave 

 

A second specimen was reported in Figure 19, 

showing the archaeological site of Pave (ca 60 x 50 m) 

surveyed annually at the beginning and end of the 

excavation period to monitor the progress of the work, 

calculate the volume of the flare, and produce lots. - 

Temporary orthographic images of the area. Flights (35 

m altitude) were made with the Microdrone MD4-200 in 

2010 and 2011. The Heritage site was quite windy, so 

the electrified platform was probably not the optimal 

one. For each session, a reliable set of images (ca 40), 

averaging one cm of GSD, were obtained using multiple 

shots for each waypoint. To assess the quality of the 

image triangulation procedure, some circular targets 

measured by a total station are used as Ground Control 

(GCP) and others as control points (CK). After the 

orientation step, the RMSE on the CK resulted in 0.037 

m in planimetry and 0.023 in height. The resulting 

DSMs (figure 19b, c) were used to produce vector layers 

in Pava's GIS, onho images (figure 19d), and to control 

advances in excavation or excavation volumes (figure 

19e). 

 

 
 

Fig. 19. A mosaic view of the excavation area in Pava 

(Siena, Italy) surveyed with UAV images for volume 

excavation computation and GIS applications(a).The 

derived DSM shown as shaded (b) and textured mode 

(c) and the produced ortho-image (d) (75). If multi-

temporal images are available, DSM differences can be 

computed for volume exaction estimation 

 

5. CONCLUSION  

 

Unmanned Aerial Vehicles (UAVs) have found 

place for themselves in every area of life in these days.  

Antique cities and antique roads taking place in the areas 

having archeological quality and reaching today have a 

great importance in terms of cultural heritage. Due to the 

fact that unmanned aerial vehicles produce (UAVs) 3D 

data and ortophotos in low cost and high accuracy, they 

present serious advantages to measure archeological 

areas (Tercan.2017) . 

UAV provides advantages for user in documentation 

of cultural works as both speed and cost and accuracy 

and technology in the documentation of historical and 

cultural works.  

Thanks to UAV, it is possible to obtain orthophotos, 

3D point clouds and high quality 3D models.     

It is also possible to observe cultural heritage, 

measure, and analyze cultural heritage.  

It has a great importance since it reduces the risk of 

time and budgetary loss and provides usability of the 

outputs. 
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 Results are presented of photogrammetric projects 

after his drone archaeological research contexts can be 

evaluated as highly effective in the field, and excavation 

of archaeological features and structures in relation to 

the needs thanks to the versatility of the process. 

Unmanned Aerial vehicle can be considered as a 

quick documentation tool for low-cost mapping.  

In the meantime, 3D models will become a 

convenient database for placing / collecting / 

accumulating other reading data in a geospatial 

perspective, such as findings from digging activities and 

stratigraphic information, and for performing 

comparative analyses.  

Today, thanks to the tilted camera contribution, 

which studies applications and optimizations in current 

geography research, 3D models achieve high descriptive 

performance in terms of geometric surfaces and 

radiometry, both on the tops and on the vertical facades 

of steep walls. 

In complex and dense areas it can be extremely 

effective at both detecting details and comparing them. 
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ABSTRACT 

Terrain models play a key role in many applications, such as hydrological modeling, volume calculation, wire and 

pipeline route planning as well as many engineering applications. While terrain models can be generated from traditional 

data sources, an advanced and recently popular geospatial technology, Light Detection and Ranging (LiDAR) data, is 

also a source for generating high-density terrain models in the last decades. The main advantage of LiDAR technology 

over traditional data sources is that it generates 3D point clouds directly so that the representation of the surfaces is 

obtained fast. On the other hand, before terrain modeling, ground points need to be extracted by point labeling in the 3D 

point cloud. In this study, a new algorithm is proposed for automatic ground point extraction from airborne LiDAR data 

for urban areas. The proposed algorithm is mainly based on height information of the points in the dataset and labels 

ground points comparing height differences in local windows.  The algorithm does not require any user input threshold 

and a neighborhood definition. The proposed ground extraction algorithm was tested with three different urban area 

LiDAR data. The quality control basically performed qualitatively by visual inspection and quantitatively by calculation 

of overall accuracy, which is conduct by comparing the proposed algorithm results with data provider’s ground 

classification and Cloth Simulation Filtering (CSF) algorithm’s results. The overall accuracy of the proposed algorithm is 

found between 95%-98%. The experimental results showed that the algorithm promises reliable results to extract ground 

points from airborne LiDAR data for urban areas. 
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Turkish Journal of Engineering (TUJE) 

Vol. 4, Issue 3, pp. 113-122, July 2020 

 

 

114 

 

1. INTRODUCTION 
 

LiDAR has been gaining its popularity as a remote 

sensing technique in recent decades in many areas. It has 

become a main data source of many applications in 

many engineering fields, such as machine learning, 

pattern recognition, data mining and knowledge 

extraction. The advantage of LiDAR is that it requires 

less effort to have 3D data with respect to traditional 

data sources. Airborne LiDAR system is generally 

mounted on an aircraft and assisted with Global 

Positioning System (GPS) and Inertial Navigation 

System (INS) systems. 3D dense point cloud data 

accurately collected by basically sending a laser pulse 

from a transmitter and receiving the scattered back 

photons. Using the travel time between signal emission 

and reception 3D point cloud data is created. Airborne 

LiDAR data has been being used by many researchers 

especially for feature extraction and ground modeling & 

DTM generation applications (Liu 2008; Chen et al. 

2017). To extract features such as building, trees etc. 

and/or create ground models firstly separation between 

ground and non-ground has to be implemented. So that, 

extracted ground points can be employed for terrain 

modeling and Digital Elevation Model (DEM) 

generation. DEM studies are also widely used which are 

created using LiDAR data (Büyüksalih and Gazioğlu, 

2019). Particularly, ground extraction and modeling are 

important in terms of usage for model water flow, 

planning applications, classification of objects, volume 

calculation and other applications (Canaz Sevgen, 2019; 

Yılmaz and Uysal, 2017).  

Ground can shortly be described as a solid surface of 

the earth while non-ground represent the objects that do 

not belong to the ground or pertaining to the ground 

surface. Extraction of the ground surface and generating 

a model from LiDAR data with filtering algorithms were 

studied by many researchers (Kraus and Pfeifer 2001; 

Liu and Zhang 2008; Yuan et al. 2009; Wang and Tseng 

2010; Mongus and Zalik 2012, Mongus et al. 2014, 

Uysal and Polat, 2014; Zeybek et al., 2015).  In 

literature, filtering algorithms for ground modeling can 

be classified into groups such as interpolation-based 

(surface-based) filtering algorithms (Kraus and Pfeifer 

1998; Chen et al. 2007; Lee and Younan 2003), Sloped-

Based filtering algorithms (Vosselman 2000; Zhang et 

al., 2003), Morphological Filtering algorithms (Kilian et 

al. 1996; Lohmann et al. 2000; Zakšek and Pfeifer 2006),  

and Segmentation-Based Filters (Filin and Pfeifer 2006; 

Tovari and Pfeifer 2005).  

Point-cloud data also can be generated from 

photographs (Akçay et al., 2017). In recent years, some 

researchers also studies ground extraction to create 

digital terrain models from point clouds generated from 

photogrammetric aerial photographs instead of using 

LiDAR data. For instance, Yilmaz et al. (2018) 

investigates the performances of seven widely used 

ground filtering algorithms from commercial and non-

commercial software’s on UAV-based point clouds. 

Wallace et al. (2016) another example of UAV-based 

point cloud filtering algorithm investigation study. 

Zeybek and Şanlıoğlu (2019) filtered UAV-based 3D 

raw point cloud data and compared four different 

filtering algorithms; curvature based (Multiscale 

Curvature Classification-MCC), surface-based filtering 

(FUSION), progressive TIN based (LasTool-LasGround 

module-commercial) and physical simulation processing 

(Cloth Simulation Filtering-CSF). Wang et al. (2014) 

also filtered Point Cloud Extracted from UAV Images. 

Point clouds generated from aerial photographs are 

dense comparing with LiDAR data; however, in some 

cases it is not possible to create point clouds from 

photograph since creating point clouds needs 

overlapping images. More specifically, in contrast to 

laser scanning, 3D data can be only derived from 

overlapping imagery whenever conjugate features have 

been identified and the intersection of the respective 

spatial rays is mathematically described (Canaz and 

Habib 2013).  Therefore, in this study source of the data 

was chosen as LiDAR. 

On the other hand, some researchers created ground 

filtering algorithms by focusing on ground extraction 

from LiDAR data on urban areas. Urban areas are 

abundant on non-ground objects, which means that 

sudden height differences occur in these areas such as 

ground to building facades, or roof of buildings and cars. 

In view of the fact that urban areas have more non-

ground object compared with the bare territory, many 

researchers developed algorithms to extract ground on 

urban areas. For instance, Shan and Sampath (2005) 

extracted ground for urban areas performing a forward 

and backward labeling algorithm, which uses slope and 

elevation difference, and they created DEM for urban 

areas from airborne LiDAR data. Wang and Zhang 

(2016) extracted ground points by utilizing the scan line 

information in LiDAR data and using similarity 

measurement. Furthermore, a combination of slope 

based method and region growing was studied for 

ground extraction from LiDAR data in urban areas by 

Feng et al. 2009. Three windows with different sizes; 

small, average and large are created and a height 

difference threshold, was used for separating ground and 

non-ground points in each local window by Rashidi and 

Rastiveis (2017). Meanwhile, the best threshold values 

for the size of windows are considered based on physical 

characteristics of the ground surface and size of objects. 

In this study, the algorithm is proposed to not have any 

threshold entered by users. Hence, the proposed 

algorithm does not require any user input threshold to 

label and extract ground points. 

Recently, a Cloth Simulation Filter (CSF) algorithm 

was developed by Zhang et al. (2016) for generating 

DTM from point cloud data. The authors firstly turning 

point cloud upside to down, and then rigid cloth is used 

to cover the inverted surface.  Their algorithm analyzes 

the cloth nodes and the corresponding LiDAR points` 

intersection. Finally, the generated surface are compared 

with the original surface for extracting the ground points 

from the LiDAR point cloud. In this study, the proposed 

algorithm’s ground extraction result was compared with 

the CSF algorithm results. 

An elevation based algorithm for separation of 

ground and non-ground points for urban areas from 

airborne LiDAR data was proposed in this study. The 

algorithm cuts the large area of LiDAR data to into 

small windows size and then height difference for each 

point to randomly selected points were calculated. The 

number of below and upper points label the point as 

ground or non-ground. The algorithm based on that 

ground points generally do not have lower points from 

them. Most advantageous part of the proposed algorithm 

is that it does not require any threshold entered by the 



Turkish Journal of Engineering (TUJE) 

Vol. 4, Issue 3, pp. 113-122, July 2020 

 

 

115 

 

users, and separate ground and non-ground points 

without any user interference. The proposed algorithm 

was tested with three different datasets, which differ 

from each other in point density, vegetation density, and 

building data type, The result of the proposed algorithm 

was compared with data provider’s ground classification, 

which was performed by LAStools and TerraScan 

LiDAR processing software package, and the CSF 

algorithm (Zhang et al. 2016) ground extraction results. 

The proposed algorithm gives reliable results for 

extracting ground points from LiDAR data for urban 

areas according to the comparison result. 

 

2. METHODOLOGY 

 
Urban areas generally have dense non-ground 

objects such as trees, buildings, cars etc. For these areas, 

airborne LiDAR data consist of points which are 

scattered back from both ground points and any points 

which belong to non-ground points. Starting from this 

point, the proposed algorithm was developed to extract 

ground points from LiDAR data automatically for urban 

areas by simply using ground points and non-ground 

points height differences. The details of the 

methodology are explained in next sections.     

To extract ground points from raw LiDAR data of an 

urban area, an algorithm was proposed, and a stepwise 

approach was followed. The proposed algorithm firstly 

start with creating n number of m by m meters sized 

windows of LiDAR data. In this study, 30 meters 

windows were chosen since mainly in urban areas 900 

m2 are enough to present non-ground points of objects 

and ground points. If there are no non-ground points (i.e. 

cars, trees, buildings) in the window area, the algorithm 

assigns all the points as ground points by simply 

checking height differences in the current window. The 

proposed algorithm firstly performs windows creation, 

and using points in the windows, classification of non-

ground and ground points from LiDAR data was 

performed. The algorithm firstly, creates n number of 

30×30 meters windows in XY planimetric space. 

The proposed algorithm mainly have one condition. 

The condition is that non-ground points in the current 

window area higher than ground points. To calculate 

heights differences, firstly for each point to randomly 

selected points, distances are calculated in the Z axis. 

The points are randomly selected to prevent compare 

height distance from only same classes (ground/non 

ground) then, a number of height distances less than zero 

and more than 1 meters is counted. In other words, a 

number of positive and negative distances are counted 

for each point. Since LiDAR data standard deviation in 

Z axis generally changes 10 cm to 1 meter (Liu, 2011), 1 

meter is intentionally chosen to prevent counting points 

which are in the same class and very close to each other. 

For instance, in LiDAR data points which are on the 

ground have generally 10 cm to 1 meters height 

differences even if they are in the same plane, and this is 

occurring because of LiDAR data nature. So that, to not 

count these point for positive distance 1 meter was 

intentionally chosen. After that, minimum height in the 

current window is found and used to check labeled 

ground points if they are too high than the local height, 

the point checked again if it is non-ground points by 

using the other labeled ground points.  

The proposed algorithm lay on a logic, if a positive 

number of distance points more than the negative 

number of distance points, then the point is assigned as 

non-ground points. Since non-ground points are higher 

than ground points in the window size area (Fig. 1). 

 

 
 

Fig. 1. Flowchart of the proposed methodology 
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The logic behind the proposed algorithm is 

illustrated in Fig. 2. In the figure red point is the selected 

as a sample point. Blue points represent non-ground 

points, while ground points are displayed as green. For 

the red point, if distance higher than 0 and less than 1 

meter is calculated with randomly selected points, there 

will be more number of points that are higher than red 

points. Therefore, the red point will be assigned as 

ground point. 

 

 

 
 

Fig. 2. Illustration of the condition for the proposed algorithm 

 

After the proposed algorithm assigns ground and 

non-ground points, a quick quality control was 

employed to check the points labeled correctly. The 

control starts with a calculating distance of each 

assigned ground point to other ground points. If the 

distance from a ground point to other ground points have 

much distance in Z, the ground point is assigned as non-

ground points and it will be removed from ground point 

class. The logic behind this calculation is that in the 

window size data, ground points should not have such a 

huge height difference even in the sloped areas. 

For the final analysis of the results, quality controls 

were applied. Firstly visual inspection was carried out. 

The visual quality control is simply performed by 

plotting and comparing the classified ground and non-

ground points with the plotted reference. Reference 

ground extraction was employed by data provider which 

conducted by using LAStools and TerraScan LiDAR 

processing software package and the CSF algorithm. 

LAStools classify ground basically using Adaptive 

Triangulated Irregular Network (ATIN) algorithm 

(Axelsson, 2000). A search windows are created and 

angle criteria was used to classify ground points in 

LAStools. According to visual inspection, the proposed 

algorithm gives reliable results, which can be seen in the 

results section in the figure of results. 

On the other hand, quantitative quality control was 

performed by comparing each point’s classes with 

reference classes. The proposed algorithm labels points 

0 and 1 as non-ground and ground points, respectively. 

After sorting reference and the proposed algorithm result 

and reference classes according to X, Y and Z axes, the 

classified points and reference point’s classes (i.e. the 

CSF algorithm’s results) were compared one by one. For 

the quantitative quality control, error matrices were 

created and overall and producers’ accuracy were 

calculated. The details of the quality control are 

discussed in the results section in details. 

 

3. RESULTS AND DISCUSSION 
 

The proposed ground extraction algorithm was 

tested with three different dataset which contain only 

urban areas. The first data set is downloaded from a 

package of a LiDAR processing tool LAStools (2017) 

and the data is called as Fusa in this study 

( https://rapidlasso.com/lastools/). Reference Ground 

Classification of Fusa data set was already conducted by 

Lastools software package. The data contains 

approximately 277K points. The total area of the data is 

0.06 km2. The second data used in this study is from 

Istanbul (Bimtaş Co., Istanbul) and named as Istanbul 

hereafter. The area of Istanbul data is 0.37 km2 and total 

number of points is 1.8M. The third data is from 

California U.S. (obtained from Digital Mapping, Inc. 

(DMI), U.S.) It has 1M points and its area is 5.23 km2 

(Table 1). Reference Ground Classification of Istanbul 

and California was employed by data provider using 

TerraScan software. The details of the data can be seen 

in Table 1. California data set’s area is bigger than Fusa 

and Istanbul data area, while these two data sets are 

denser compared with California data set. Furthermore, 

Istanbul data sets have taller buildings comparing with 

California and Fusa data sets, while Istanbul has less 

tree in contrast to the two other data sets. 

Aforementioned proposed algorithm partitions the data 

into 30×30 meters window in XY plane, and a total 

number of windows for each dataset is given in Table 1. 
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Table 1. LiDAR data sets’ details 

 
Data Name Number of 

Points 

Ave. 

Point 

Density 

Dimensions 

(m) 

Area 

(km2) 

# of 

Window

s (30×30 

m) 

Fusa 277,354 4.44 249X249 0.06 81 

Istanbul  1,845,761 4.93 534X700 0.37 432 

California  1,023,432 0.19 2729X1918 5.23 5,824 

 

Ground/non-ground classification points in the Fusa data 

set’s result is shown in Fig. 3. Fig. 3a is the classified 

reference data set by LAStools software package, Fig. 

3b is the proposed algorithm’s classification results, Fig. 

3c is the CSF algorithm result. The green area of the 

figure represent the ground points, while red points are 

non-ground points (buildings, cars, trees etc.) 

 

 
 

Fig. 3. Ground extraction result for Fusa data sets. (a) data provider classification result (Lastools), (b) the proposed 

algorithm result, (c) the CSF algorithm result. 

 
To evaluate result visually, the study area for the 

Fusa data set given in the below (Fig. 4).  According to 

the below images, and the results above, it can be said 

that all the classification results are correctly labeled by 

comparing the images and the results. 

 

 
 

Fig. 4. Ortophoto images for Fusa data sets (Source: 

Google web services) 

 

To examine result visually, randomly selected part 

of the areas from the result was zoomed and showed in 

Fig. 5 for Fusa data set. Fig. 5 has also 3D view of the 

closer examined results. Left columns are 2D views of 

the selected parts (XY plane), and right columns are 

their 3D representation. Upper selected part of the result 

has both trees and houses as non-ground objects, while 

bottom part includes only trees as non-ground objects. 

According to visual inspection of the result, it can be 

easily observed that the algorithm worked very well, and 

ground points are successfully extracted. 

 

 
 

Fig. 5. Closer examination of ground/non-ground 

classification result of Fusa data set by proposed 

algorithm 

 

Istanbul data set classified ground and the non-

ground result is illustrated in Fig. 6. Fig. 6a shows 

classified ground and non-ground points in reference 
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data, whereas Fig. 6b is the result of the proposed 

algorithm, and Fig. 6c is the CSF algorithm result. It can 

be easily observed that the proposed algorithm gives 

very reliable results, by comparing Fig. 6a, 6b, and 6c. 

Ground points are successfully extracted from the whole 

Istanbul LiDAR data set. 

 

 
 

Fig. 6. Istanbul data set results; (a) data provider classification result (by TerraScan), (b) the proposed algorithm result, 

(c) the CSF algorithm result. 

 

Orthophoto imagery of the Istanbul data set area is 

shown in Fig. 7, the buildings can be easily seen in the 

image, and these buildings and non-ground area were 

successfully classified by the proposed algorithm (Fig. 

6b) 

 

 
 

Fig. 7. Orthophoto images for İstanbul data sets 

 

For qualitative quality control, randomly chosen 

areas are zoomed and shown in Fig. 8 from Istanbul data 

set result. Here again, left columns are selected areas 

from the result in 2D coordinates system (XY axes), 

right columns are their 3D view. Istanbul data has very 

tall building and it is observed that the proposed 

algorithm work very well with data sets that have tall 

non-ground objects. 

 

 

 
 

Fig. 8.  Closer examination of ground- non-ground 

classification result of Istanbul data set  

 

Finally, the result for the California data set can be 

seen in the below (Fig. 9). As mentioned before, red 

areas represent non-ground points of the data. The area 

is large and has very big size houses in contrast to two 

previous data sets. The result for the proposed algorithm 

represented in Fig. 9b. 
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Fig. 9. California data set results; (a) data provider classification result (by TerraScan), (b) the proposed algorithm result, 

(c) the CSF algorithm result.

 

The study are for the California data set shown in the 

below orthophoto image, as it can be seen in the image, 

the area has so many houses, and the area is slightly 

complex. However, overall it can be observed that the 

proposed algorithm was extracted ground reliable by 

comparing the Fig. 10 and Fig 9b. 

 

 
 

Fig. 10. Ortophoto images for California data sets 

(Source: Google web services) 

 

Fig. 11 is an example of closer examination from 

results in California data set and it shows how the 

proposed algorithm gives reliable results. Upper left 

figure includes results of non-ground points (houses) 

and big size ground part, and its 3D view can be seen on 

the right upper part in the figure. On the other side, 

bottom figure is an example of non-ground that includes 

tree and houses. According to visual closer quality 

control. Only a few points were wrongly labeled in these 

randomly selected part of the result. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 11.  Closer examination of ground- non-ground 

classification of California data set result 

 

The results from the proposed algorithm were 

compared with reference result qualitatively and 

quantitatively. Qualitative evaluation is carried out by 

visual interpretations of the results. Nevertheless, a 

quantitative evaluation is conducted by calculating 

overall accuracy and producer’s accuracy. To conduct 

quantitative quality control, error matrix is created. 

Table 2 shows the error matrices and total accuracy as 

well producer’s accuracy (1) and (2). 

 

𝑶𝒗𝒆𝒓𝒂𝒍𝒍𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
 𝑬𝒙𝒓𝒂𝒄𝒕𝒆𝒅 (𝑮𝒓𝒐𝒖𝒏𝒅+ 𝑵𝒐𝒏−𝒈𝒓𝒐𝒖𝒏𝒅)

𝑻𝒐𝒕𝒂𝒍 𝒑𝒐𝒊𝒏𝒕𝒔
𝒙𝟏𝟎𝟎        (1)  

 

𝑷𝒓𝒐𝒅𝒖𝒄𝒆𝒓′𝒔𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
 𝑬𝒙𝒕𝒓𝒂𝒄𝒕𝒆𝒅 𝑮𝒓𝒐𝒖𝒏𝒅 𝒐𝒓 𝑵𝒐𝒏−𝑮 𝑷𝒐𝒊𝒏𝒕𝒔

𝑻𝒐𝒕𝒂𝒍 𝑮𝒓𝒐𝒖𝒏𝒅 𝒐𝒓 𝑵𝒐𝒏−𝒈𝒓𝒐𝒖𝒏𝒅 𝑷𝒐𝒊𝒏𝒕𝒔
𝒙𝟏𝟎𝟎         (2) 
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Table 2 Error matrices for the proposed ground extraction algorithm versus reference result 

 

Fusa Ground Points Non-ground Points Total reference 

Ground Points 191475 6785 198260 

Non-ground Points 1000 78094 79094 

Total Proposed Algorithm 192475 84879 277354 

Producer's Accuracy (%) 96.58 98.74 Overall Accuracy=  97% 

Istanbul Area Ground Points Non-ground Points Total reference 

Ground Points 681405 25894 707299 

Non-ground Points 194 1138268 1138462 

Total Proposed Algorithm 681599 1164162 1845761 

Producer's Accuracy (%) 96.33 99.98 Overall Accuracy=  98% 

California Ground Points Non-ground Points Total reference 

Ground Points 471448 6374 477822 

Non-ground Points 44769 500841 545610 

Total Proposed Algorithm 516217 507215 1023432 

Producer's Accuracy (%) 98.66 91.79 Overall Accuracy=  95% 

 

According to the quantitative quality control for the 

proposed ground extraction algorithm, overall accuracy 

is calculated 95%, 97%, 98% for California, Fusa and 

Istanbul, respectively. According to quantitative quality 

control, it can be said that the algorithm gives reliable 

results for extraction of the ground points automatically 

in urban areas.  

Finally, the proposed algorithm ground/non-ground 

extraction was compared with the CSF algorithm result. 

The overall accuracy was observed between 95-97%. 

Producer’s accuracy was found between 90-99%. 

 

 

 

Table 3 Error matrices for the proposed ground extraction algorithm versus CSF Results 

 

Fusa Ground Points Non-ground Points Total CSF 

Ground Points 183495 183 183678 

Non-ground Points 8980 84696 93676 

Total Proposed Algorithm 192475 84879 277354 

Producer's Accuracy (%) 99.99 90.41 Overall Accuracy=  97% 

Istanbul Area Ground Points Non-ground Points Total CSF 

Ground Points 587186 7076 594262 

Non-ground Points 94413 1157086 1251499 

Total Proposed Algorithm 681599 1164162 1845761 

Producer's Accuracy (%) 98.80 92.45 Overall Accuracy=  95% 

California Ground Points Non-ground Points Total CSF 

Ground Points 465816 5502 471318 

Non-ground Points 50401 501713 552114 

Total Proposed Algorithm 516217 507215 1023432 

Producer's Accuracy (%) 98.83 90.87 Overall Accuracy=  95% 

 

4. CONCLUSIONS 
 

In conclusion, terrain modeling and creating DEM 

have vital importance in the usage of hydrological 

modeling, telecommunication industry etc. 3D data is 

necessary to create terrain modeling. LiDAR technology 

have the ability to collect 3D data fast and directly using 

laser pulses. Since LiDAR advantage of the dense 3D 

data set, it was chosen as the main dataset for this study. 

An algorithm was proposed to extract ground and non-

ground points from LiDAR data in the urban areas. In  

 

the literature there are many algorithms that extracts 

ground points, while automatically study of extraction of 

the ground points are limited for the urban areas. The 

most advantageous of the proposed algorithm is that it 

does not require any threshold input and extract the 

ground/non-ground points automatically using the height 

difference of the point with the randomly selected other 

points in urban areas.  The algorithm was tested with 

three different LiDAR data sets, and the results were 

compared with the data provider reference ground points 

and the CSF algorithm result. Error matrices were 
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created overall accuracy is calculated between 95-98%, 

while producer’s accuracy calculated as 86-99%. 

Furthermore, qualitative quality control carried out 

simply plotting inspecting the reference data and the 

proposed algorithm results visually. According to both 

qualitative and quantitative quality control, it is observed 

that the proposed algorithm gives reliable result in urban 

areas. Consequently, the algorithms extract ground 

points in the urban area from LiDAR data set 

automatically. The most advantage part of the proposed 

algorithm is that it is fully automated. For the future 

work, the algorithm will be developed for the areas that 

does not only include urban areas. 
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ABSTRACT 

Galois field, has an important position in cryptology. Advanced Encryption Standard (AES) also used in polynomial 

operations. In this paper, we consider the polynomial operations on the Galois fields, the Fibonacci polynomial sequences. 

Using a certain irreducible polynomial, we redefine the elements of Fibonacci polynomial sequences to use in our 

cryptology algorithm. So, we find the classical AES-like cryptology via the Fibonacci polynomial matrix. Successful 

results were achieved with the method used. 
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1. INTRODUCTION 
 

The Advanced Encryption Standard (AES), also 

known by its original name Rijndael (Daemen and  

Rijmen, 2003), is a specification for the encryption of 

electronic data established by the U.S. National Institute 

of Standards and Technology (NIST) in 2001. The AES 

block encryption algorithm is used for the algorithmic 

part of the developed system. AES is the applicable 

block encryption standard developed by J. Daemen and 

V. Rijmen in 1997 and adopted as a standard in 2000. 

AES is an iterative block cipher based on a design 

principle known as a substitution-permutation network 

(SPN). AES operates on a 4×4 column-major order 

matrix of bytes, called the state. Matrix calculations are 

done in a special finite field. AES supports 128-, 192-, 

256- bit keys. The number of cycles of repetition for 

128-bit, 192-bit, and 256-bit keys are 10, 12, and 14, 

respectively. These stages include key addition, byte 

substitution, ShiftRow, and MixColumn (Avaroğlu, 

Koyuncu, Özer and Türk, 2015). We too created a new 

encryption algorithm (known as AES-like) by using the 

AES algorithm. In AES-like, Galois field arithmetic is 

used in most layers, especially in matrix operations. We 

give an introduction to Galois fields as needed for this 

purpose before we introduced with the algorithm. A 

background on Galois fields is not needed for a basic 

understanding of AES-like. So, we will obtain a basic 

entrance to Galois fields (Paar and Pelzl, 2009; Stewart, 

1990). Information on the following classical cryptology 

benefit in (Klima and Sigmon, 2012). 

 

1.1. Definition :  In (Paar and Pelzl, 2009). A field F is a 

set of elements with the following features: 

1. All elements of F form an additive group with 

the group operation + and the neutral element 

0. 

2. All elements of F except 0 form a 

multiplicative group with the group operation 

× and the neutral element 1. 

3. When the two group operations are mixed, the 

distributive law holds, i.e., for all a,b,c ∈ F :  

 a b c ab ac   . 

In extension fields  2
m

GF elements are not 

represented as integers but as polynomials with 

coefficients in  2GF . However, we take 5m  for 

the next process. In AES-like the finite field contains 32 

elements and is denoted as  5
2GF . In the field, 

 5
2GF , which is used in AES-like, each element 

 5
2A GF  is thus represented as: 

 

     

4 3 2

4 3 2 1 0
,    

2 0,1
i

A x a x a x a x a x a

a GF

    

 
 

Note that there are exactly 
5

32 2 such polynomials. 

The set of these 32 polynomials is the finite field 

 5
2GF . Each elements of this polynomial correspond 

to one letter of the alphabet. 

 

1.2. Definition : (Addition and subtraction in  5
2GF

). In (Paar and Pelzl, 2009). Let 

     5

2,A GFx B x  . The sum and the subtraction 

of the two elements are then computed according to: 

       

     

   

4 3

4 4 3 3

2

2 2 1 1 0 0
                     ,       

mod 2  for  0,1, 2, 3, 4
i i

A x B x a b x a b x

a b x a b x a b

a b i

    

     

 

 

 

1.3. Example:   For     4 2
A x x x x      and 

  4 23
1A x x x x   , the sum    A x B x  of 

two elements from  5
2GF is computed: 

A(x) + B(x) = x3 + x + 1. 

 

1.4. Definition: (Multiplication in  5
2GF ). In (Paar 

and Pelzl, 2009). Let      5

2,A GFx B x  and let 

 

 

2 3 4 5

0 1 2 3 4 5

5

,

2
i

P x p p x p x p x p x p x

p GF

     


 

be an irreducible polynomial. Multiplication of the two 

elements    ,A x B x is performed as 

      mod.A x B x P x . 

 The irreducible polynomials of GF(25) are as follows,  

x5 + x2 + 1, 

x5 + x3 + 1,  

x5 + x3 + x2 + x + 1,  

x5 + x4 + x3 + x + 1, 

x5 + x4 + x3 + x2 + 1,  

x5 + x4 + x2 + x + 1. 
For AES, the irreducible polynomial 

P(x) = x8 + x4 + x3 + x + 1 
is used. It is part of the AES specification. For AES-like, 

we consider the irreducible polynomials as following, 

P(x) = x5 + x2 + 1. 

 

1.5. Example: For A(x) = x4 + x2 + 1 and B(x) = x3 + 

x in the field GF(25), the multiplication A(x).B(x) 

according to the irreducible polynomial P(x) = x5 + x2 

+ 1 is 

A(x).B(x) = x7 + x = x2(x2 + 1) + x = x4 + x2 + x. 
Especially, we are concerned with software 

implementations of the Galois fields. Hence, we know 

A(x) = x4 + x2 + 1 = (10101)2 = 2110  

B(x) = x3 + x = (01010)2 = 1010. 
The field elements, are normally stored as bit vectors in 

the computers. If we look at the multiplication from the 

previous example, the following very atypical operation 

is being performed on the bit level: 

A(x).B(x) = (x4 + x2 + 1)(x3 + x) = x4 + x2 + x 

                        (10101)(01010) = (10110) 
This computation is not identical to integer 

arithmetic. The result would have been (01101)2 = 1310, 

which is clearly not the same as the Galois field 
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multiplication product. Inversion in GF(25) is the core 

operation to decrypt of the matrix polynomial. 

 

1.6. Definition: In (Paar and Pelzl, 2009). For a given 

field GF(25) and the corresponding irreducible 

reduction polynomial P(x), the inverse A−1 of a nonzero 

element A ∈ GF(25) is defined as: 

A−1(x)A(x) = 1modP(x). 
 

1.7. Definition: In (Koshy, 2018; 2019). The Fibonacci 

sequence  
0n n

F


is 

0 1 2 1
0,   1  and  .

n n n
F F F F F

 
     

 Here, Fn is the nth Fibonacci number. The first few 

members of this sequence is given as follow; 

    Table 1. A few the Fibonacci numbers 

 

1.8. Definition: In (Koshy, 2018; 2019). The Fibonacci 

Polynomial sequence   
0n n

f x


is 

         
0 1 2 1

0,  1 and  .
n n n

f x f x f x xf x f x
 

     

The first few members of this sequence is given as 

follow; 

  Table 2. A few the Fibonacci polynomial numbers 

n 0 1 2 3 4 5 ... 

fn(x) 0 1 x x2+1 x3+2x x4+3x2 +1 ... 

 

According to irreducible polynomial P(x) the Fibonacci 

polynomials fn(x) are as follows; 

  Table 3. A few the irreducible polynomial numbers 

n fn(x) 
2

  

0 0 mod 2 

1 1 mod 2 

2 x mod 2 

3 x2 + 1 mod 2 

4 x3 mod 2 

5 x4 + x2 + 1 mod 2 

6 x2 + x + 1 mod 2 

7 x4 + x3 + x + 1 mod 2 

8 x4 + x2 mod 2 

9 x4 + x2 + x mod 2 

... ... ... 

 

The following identity is non-zero, which tells us that 

Fibonacci polynomial matrix can be reversed, 

 

1.9. Theorem (Cassini Identity): In (Koshy, 2018; 

2019). Let fn(x) denote the nth Fibonacci polynomial 

sequence. Then, 

       2

1 1
1 ,    1.

n

n n n
f x f x f x n

 
     

1.10. Theorem (Fibonacci Polynomial Matrix): In [3, 

4]. Let, 

 
1

1 0

x
Q x 

 
 
 

 

It then follows by inductive method that, 

 
   

   
1

1

n nn

n n

f x f x
Q x

f x f x






 
 
 

 

 

where n ≥ 1. Qn(x) is called the Fibonacci polynomial 

matrix. 

1.11. Theorem (Inverse of a 2x2 Matrix): Let Qn(x) 

be a Fibonacci Polynomial Matrix. Let Qn(x) be the 

Fibonacci polynomial matrix. Then, the determinant of 

Qn(x) is 

       2

1 1
1n

n n n
Q x f x f x f x

 
   . 

 and inverse of Qn(x) is given by 

 
   

   
1

1

1 n nn

n n

f x f x
Q x

f x f x







 
 
 

 . 

Polynomials of the Galois field are equivalent of each 

alphabet is as following, 

  Table 4.The polynomials are equivalent of each 

alphabet 

No Bit Polynom Alphabet 

0 00000 0 A 

1 00001 1 B 

2 00010 x C 

3 00011 x + 1 Ç 

4 00100 x2  D 

5 00101 x2 +  1 E 

6 00110 x2 + x  F 

7 00111 x2 + x + 1 G 

8 01000 x3 Ğ 

9 01001 x3 + 1 H 

10 01010 x3 + x I 

11 01011 x3 + x + 1 İ 

12 01100 x3 + x2  J 

13 01101 x3 + x2 + 1 K 

14 01110 x3 + x2 + x  L 

15 01111 x3 + x2 + x + 1 M 

16 10000 x4  N 

17 10001 x4 + 1 O 

18 10010 x4 + x Ö 

19 10011 x4 + x + 1 P 

20 10100 x4 + x2 R 

21 10101 x4 + x2 + 1 S 

22 10110 x4 + x2 + x Ş 

n 0 1 2 3 4 5 6 7 8 ... 

Fn 0 1 1 2 3 5 8 13 21 ... 
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23 10111 x4 + x2 + x + 1 T 

24 11000 x4 + x3 U 

25 11001 x4 + x3 + 1 Ü 

26 11010 x4 + x3 + x  V 

27 11011 x4 + x3 + x + 1 W 

28 11100 x4 + x3 + x2  X 

29 11101 x4 + x3 + x2 + 1 Y 

30 11110 x4 + x3 + x2 + x Z 

31 11111 x4 + x3 + x2 + x + 1 Q 

 

2. MAIN RESULTS  

 
In the present work, we consider a message text in ns 

lengths (called the n-letter). Then, this messaging creates 

a cryptology algorithm using certain mathematical rules 

(Fibonacci polynomial matrix ). We obtain a decryption 

algorithm by applying inversely of the stated 

mathematical rules. Similar investigations on the 

following algorithm were given in (Uçar, Taş, and 

Özgür, 2017). 

 

2.1. The Fibonacci Blocking Algorithm: The 

Coding Algorithm  

 

Step 1. Consider a text of length n and assume that each 

letter represents one length. 

 

Step 2. Divide the text into 2s blocks and transform it 

into 2×1 matrices. 2×1  matrices are multiplied by the n-

th Fibonacci polynomial matrix in 2×2 . If there is an 

ascending letter in the text that is converted into 2s 

block, its letters are multiplied fn(x). 
Step 3. Divide the latest created text into 3s blocks and 

transform it into 3×1 matrices. 3×1  matrices are 

multiplied by the key matrix in 3×3 : 

1 1 2

Key matrix 3 5 8

13 5 30

B B C

Ç E Ğ

K E Y

 

   
   
   
   
   

 

If there is an ascending 2 letter in the text that is 

converted into 3s block, it letters is multiplied by 2.key 

matrix in 2×2 : 

5 0
2.Key Matrix

17 4

E A

O D
 
   
   
   

 

If there is an ascending letter in the text that is converted 

into 3-block, its letters are multiplied by polynomial 

”F”. 
 

Step 4. New text created in step 3 is addition by 

Fibonacci polynomial numbers  
1

n

i

i

f x


  respectively 

by starting from the left. 

         
1 2 3

1

...
n

i n

i

f x f x f x f x f x


     . 

 

The Decoding Algorithm  
 

Step 1. Consider encrypted a text of length n and 

assume that each letter represents one length. 

 

Step 2. Encrypted   text   is   addition   by   Fibonacci 

polynomial numbers  
1

n

i

i

f x


 respectively by starting 

from the left: 

         
1 2 3

1

...
n

i n

i

f x f x f x f x f x


     . 

 

Step 3. Divide the encrypted text into 3s blocks and 

transform it into 3×1 matrices. 3×1 matrices are 

multiplied by the inverse of the key matrix in 3×3 : 

6 3 30

Inverse Key matrix 22 8 16

26 23 7

F Ç Z

S Ğ N

V T G

 

   
   
      
   

  

If there is an ascending 2 letter in the encrypted text that 

is converted into 3s block, its letters are multiplied by 

the inverse of the 2.Key Matrix. 

23 0
Inverse 2.Key Matrix

8 9

T A

Ğ H
 
   
   
   

. 

If there is an ascending letter in the encrypted text that is 

converted into 3s block, its letters are multiplied by ”L” 
polynomial. 

 

Step 4. Divide the encrypted text into 2s blocks and 

transform it into 2×1 matrices. 2×1 matrices are 

multiplied by the nth inverse of the Fibonacci 

polynomial matrix. If there is an ascending letter in the 

encrypted text that is converted into 2s block, it letters is 

multiplied the inverse of fn(x). 
 

2.2. Example of the Fibonacci Blocking 

Algorithm: 

 

 Consider the following message text in 5s lengths 

(called the 5-letter): 

”HELLO” 

 

The Application of  The Coding Algorithm 

 

Step 1. HELLO is 5-letter that means n=5. 
 

Step 2. 

 
   

   

2 4 2

6 55

4 2 3

5 4

1 1

1

f x f x x x x x
Q x

f x f x x x x

   
 

 

  
  

   
 

It is known that 

 

 

 

 

3

2

3 2

4

9 01001 1

5 00101 1

14 01110

17 10001 1

x H

x E

x x x L

x O

   

   

    

   

 

So, It is 
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2 4 2 3

6 5

4 2 3 2

5 4

4

2 4 2 3 2

6 5

4 2 3 3 2

5 4

1 1 1

1 1

1
,

1

1 1

1

                                  

f x f x H x x x x x

f x f x E x x x x

Ox

B

f x f x L x x x x x x x

f x f x L x x x x x x

    


  


 

     


   

    
    

     

   
   

  

    
    

     
2

4 2

1
 

1
                                 

Gx x

Tx x x

 
 

  

   
   

  

 

 

And 

      4 4 2 4

5
1 1 1 .f x x x x x x C        

It results HELLO→OBGTC. 

 

Step 3. Turn into blocks of 3s and multiply with the key 

matrix, 
4

2 3

3 2 2 4 3 2 2

1 1 1

1 1 1

1 1 1 1

B B C O x x

Ç E Ğ B x x x

K E Y G x x x x x x x x



  

       

     
     
     

     
     

 

4 3 2

3 2

4 3 2
1

x x x x Z

x x x L

x x x x Q

  

   

   

   
   
   

  
  

 

If there is an ascending 2 letter in the text that is 

converted into 3s block, it letters is multiplied by 2.key 

matrix in 2×2 . 
2 4 3 2

4 2

3 2

1 0 1

1

1
                       .

1

E A T x x x x x

O D C x x x

B

x x K

    




 
 

    
    

     

   
   
   

 

It results OBGTC→ZLQBK 

 

Step 4. 

Z + f1(x) = x4 + x3 + x2 + x + 1 = Q 

L + f2(x) = x3 + x2 + x + x = x3 + x2 = J 

Q + f3(x) = x4 + x3 + x2 + x + 1 + x2 + 1 

               = x4 + x3 + x = V 

Z + f4(x) = 1 + x3 = x3 + 1 = H 

K + f5(x) = x3 + x2 + x + 1 + x4 + x2 + 1 

               = x4 + x3 = U  
It results ZLQBK → QJVHU. 

 

The Application of  The Decoding Algorithm: 

 

Step 1. 

Q + f1(x) = x4 + x3 + x2 + x + 1 + 1 

               = x4 + x3 + x2 + x = Z  

J + f2(x)  = x3 + x2 + x = L 

V + f3(x) = x4 + x3 + x + x2 + 1 

               = x4 + x3 + x2 + x + 1 = Q 

H + f4(x) = x3 + 1 + x3 = 1 = B 

U + f5(x) = x4 + x3 + x4 + x2 + 1 = x3 + x2 + 1 = K  
It results QJVHU → ZLQBK . 

 

Step 2. Divide encrypted text into 3s blocks and 

transform it into 3×1 matrices. 3×1 matrices are 

multiplied by inverse of the key matrix in 3×3 : 

F Ç Z

S Ğ N

V T G

Z O

L B

Q G



    
    
        

    

 

If there is an ascending 2 letter in the encrypted text that 

is converted into 3s block, its letters are multiplied by 

the inverse of the 2.key matrix: 

T A B T

Ğ H K C


    
    
    

 

It results ZLQBK → OBGTC. 

 

Step 3. Divide the encrypted text into 2s blocks and 

transform it into 2×1 matrices. 2×1 matrices are 

multiplied by the nth inverse of the Fibonacci 

polynomial matrix in 2 . If there is an ascending letter in 

the encrypted text that is converted into 2s block, its 

letters are multiplied the inverse of fn(x). 

 
3 4 2

5

4 2 2

1 1

1 1

x x x
Q x

x x x x

  


   

 
 
 

 

and 
4 2

4 2

1 1
,    

1 1

O Gx x x

B Tx x x

  
 

  

      
      

      
 

It is know that, 
3 4 2 4 3

4 2 2 2

3 4 2 2 3 2

4 2 2 4 2 3 2

1 1 1

1 1 1 1

1 1

1 1 1

,
Hx x x x x

Ex x x x x

Lx x x x x x x x

Lx x x x x x x x x x

   
 

    

     
 

        

      
      

     

      
      

     

and let’s  f−1(x) = x4 + x3 + x. 
So, It is 

f−1(x).C = (x4 + x3 + x)(x) = x4 + 1 = O. 
It results OBGTC→HELLO. 

 

3. CONCLUSION 

 
Rijndael found the AES (Advanced Encryption 

Standard) with the help of polynomials in Galois fields. 

We too created a new encryption algorithm with the help 

of Fibonacci polynomials and polynomials in Galois 

_elds and this algorithm is called Classical AES-like 

Cryptology via Fibonacci Polynomial Matrix. First, we 

present the mathematical basis necessary for 

understanding the specifications followed by the design 

rationale and the description itself. Subsequently, the 

implementation aspects of the cipher and its inverse are 

treated. 
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ABSTRACT 

In recent years, the analysis of medical images using deep learning techniques has become an area of increasing popularity. 

Advances in this area have been particularly evident after the discovery of deep artificial neural network models and 

achieving more successful performance results than other traditional models. In this study, the performance comparison of 

different deep learning models used to efficiently diagnose pneumonia on chest x-ray images was performed. The data set 

used in the study consists of a total of 5840 chest x-ray images of individuals. In order to classify these data, three different 

deep learning models are used: Convolutional Neural Network, Convolutional Neural Network with Data Augmentation 

and Transfer Learning. The images in the data set were classified into two categories as pneumonia and healthy people 

using these three deep learning models. The performances of these three deep learning models used in classification were 

compared in terms of loss and accuracy. In the comparison of three different deep learning models with two different 

performance values, 5216 chest x-ray images in the data set were used to train the deep learning model and the remaining 

624 were used to test the model. At the end of the study, the most successful performance result was obtained by 

convolutional neural network model applied with data augmentation technique. According to the best results of this study, 

this model was able to accurately predict the class of 93.4% of the test data.  

 

Keywords: Deep Learning, Medical Diagnosis, Data Augmentation, Convolutional Neural Network, Transfer Learning  
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1. INTRODUCTION 
 

In this section, previous studies about medical image 

classification and deep learning in the literature are 

discussed and the techniques used in these studies are 

explained. 

In recent years, there have been significant 

developments in medical image analysis and machine 

learning. The most important developments in this field 

have been experienced especially after the emergence of 

deep artificial neural network models and performing 

better than other models. Following the intense use of 

artificial neural networks, the number of studies on 

medical imaging, medical data analysis and disease 

diagnosis has increased and many of them have been 

realized with significant potential in this field. In their 

study, Lundervold and colleague examined the deep 

learning and machine learning studies in the field of 

medical imaging performed on MRI images and gave 

information about current studies in this field 

(Lundervold and Lundervold, 2019). In their studies, they 

examined a wide range of studies such as data generation 

using generative adversarial network model, image 

classification with convolutional neural networks. They 

discussed current reference works in this field. Especially 

convoluted neural networks have shown very good results 

in the classification of images in the field of medical 

image analysis, the detection of abnormalities in medical 

images, and the identification of the most important 

features on medical images. In addition to data analysis, 

features obtained from convolutional neural networks can 

also be used for different purposes, such as the generation 

of new data, very similar to the original. Therefore, 

because of the successful performance of deep learning 

models observed in previous studies in this field, it was 

considered appropriate to use deep learning techniques to 

diagnose pneumonia on x-ray images in this study. 

Convolutional neural networks are one of the most 

powerful computerized vision techniques in terms of 

usability for different tasks. Recent studies in the field of 

computer vision have shown that the features obtained 

using convolutional neural can be used in a classifier 

other than the original network structure after the 

completion of neural network training. Van Ginneken et 

al, the study of the detection of nodules in the lung on 

computed tomography images, can be given as an 

example of studies on this subject (Van Ginneken et al., 

2015).  In this study, 865 computed tomography scanning 

images of publicly available LIDC data set were used. 

The images were evaluated by 4 qualified radiologists and 

the classes of the images were determined. Using 2 

dimensional sagittal, coronal and axial parts in all images, 

4096 features were extracted for each image. These 

features were classified using a linear support vector 

machine. 

Recent studies have shown that deep learning 

techniques have significant advantages over traditional 

methods based on handmade attributes. However, deep 

learning techniques also have some limitations due to the 

similarities and differences of the data in different classes 

caused by class diversity in various medical scenarios. In 

order to reduce these limitations, Zhang et al. proposed a 

synergic deep learning model in their study (Zhang et al., 

2019).  In their synergic deep learning model, more than 

one convolutional neural network model was used and 

they enabled each other to learn from each other. Both 

convolutional neural networks were designed according 

to the ResNet50 architecture. If one of the convolutional 

neural network performs the correct classification while 

the other performs the wrong classification, this false 

creates an extra synergic force for updating the weights 

of the faulty model. Therefore, in this synergic model, 

networks are mutually learned through classification 

errors. The model used in the study was evaluated using 

4 different data sets. According to the results, the synergic 

deep learning model obtained the best results for each 

data set. 

Recent research in the field of deep learning reveals 

that deep neural networks are highly sensitive to small 

irregularities and differences in images. Although this 

provides an advantage in some special studies, it is a 

significant disadvantage that may adversely affect the 

classification performance. Li et al. conducted studies 

with 3D brain MRI images to examine the effect of such 

adverse conditions on the medical image processing field 

(Li et al., 2019).  In their study, they were interested in 

designing deep learning models that could predict the age 

of subjects on 3D brain MR images. Their data set 

consists of 3D brain MRI images of 3921 subjects 

obtained from 7 different data sets. The subjects were 

between 4 and 94 years old and the mean age was 25.5 

years. They used two different models for estimating 

images: a conventional deep neural network and a hybrid 

deep learning model using attributes reported by the 

anatomical context. In addition, they succeeded in 

creating incorrect results in age estimation by adding 

noise to the images. They found that their hybrid model 

obtained more successful estimation results on noisy 

images. As a result of the noise they added to the images, 

they realized that the age of a 19-year-old person could 

be estimated as 80 due to the noise in the image. This 

reveals that differences and noise in images significantly 

affect results in deep learning models. 

Due to the limitations of data sources and the 

unbalanced number of samples of different classes in the 

data set, it is difficult to perform computer-assisted 

segmentation of 3D medical images at high levels of 

success using deep learning methods. Indraswari et al. 

proposed an advanced deep learning model for 

segmentation of 3D images (Indraswari et al., 2019).  

They used three different data sets in their studies. The 

first and second data sets were used for brain tumor 

segmentation and the third data set was used for dental 

segmentation of the jaw images of individuals. The first 

two sets of data were MRI images of low and high-grade 

glioma patients, while the third data set consisted of 

human jaw scanning images taken with cone beam 

computed tomography. They propose a convolutional 

autoencoder architecture consisting of encoder and 

decoder structures to perform segmentation of the image 

data they use. Since the input images used in the proposed 

architecture are 3D, these images are first decomposed 

into axial, coronal and sagittal components to obtain a 2D 

image component for each plane. The images are passed 

in three sets of convolution and deconvolution layers to 

obtain the most important information separately for each 

plane. The information obtained from axial, coronal and 

sagittal slices are combined after the final pooling process 

to obtain the actual input vector of the model. Then, the 

combined input information is convolution to obtain the 

most important features. They also proposed a special 

cost function for their models. The proposed cost function 
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adds a weight to the network model to take into account 

the probability of each class in the data classes. Despite 

the imbalance of the class data in 3 different data sets, 

they achieved good results with the proposed cost 

function and model approach. 

In another important study in this field, Şengür et al. 

proposed a hybrid classification model approach to 

perform optical disc detection on eye retinal images 

(Şengür et al., 2018). They used convolutional neural 

network architecture together with the k nearest 

neighbors classifier. The features in the fully connected 

layer of the convolutional neural network model, which 

were previously trained on retinal images, were extracted 

and these features were used to classify optic disc and 

non-optic disc regions with k nearest neighbor classifier. 

Using the AlexNet architecture as a convolutional neural 

network, they extracted 4096 dimensional feature vectors 

of each image. They used 3 different retinal image data 

sets to create the training and test data of the model they 

created. Patches of 280 x 280, 500 optical discs and 1565 

non-optical discs were collected from the datasets, and 

then the patches were scaled to 227 x 227 to extract 

feature from these patches. The k nearest neighbor 

classifier was trained and tested on the generated features, 

and 165 retinal images were used in the test phase. The 

accuracy, sensitivity and specificity criteria of the hybrid 

model were examined in order to test the hybrid model. 

According to their results, the models reached 95.74% 

accuracy, 84.46% sensitivity and 99.08% specificity. 

Determining the laterality of speech before the 

operations performed is very important in terms of 

predicting the possible risks accurately. Toroman et al. 

have studied the use of non-invasive machine learning 

techniques to determine speech laterality over EEG 

signals (Toroman et al., 2019). In their study, they used 

data obtained from 67 subjects diagnosed as healthy 

according to EEG examination in the 18-65 age range. In 

the data used, 35 of the subjects were individuals of right 

dominant type and the speech center was located in the 

left hemisphere of the brain. The remaining 32 subjects 

are left dominant individuals and the speech center is 

located in the right hemisphere of the brain. In this study, 

a spectrogram image was created for each of the 18 EEG 

channels using various convolutional neural network 

architecture including VGG16, VGG19, ResNet, 

MobileNet, NasNet and DenseNet. Then, attributes were 

extracted from the images using these network 

architectures. Extracted attributes were classified using 

support vector machines. According to the results 

obtained from the study, it was observed that VGG16 

network architecture is more successful than other 

architectures. 

The most dangerous type of sleep disorder is 

obstructive sleep apnea syndrome (OSAS) that occurs 

during sleep and can cause sudden death of patients. This 

disease depends on many parameters and the diagnosis of 

the disease is laborious and time consuming for the 

experts. Tuncer et al. have studied the design of a deep 

learning-based decision support system to diagnose 

OSAS with PPT signals (Tuncer et al., 2019).  In their 

study, they used only Pulse Transition Time (PTT) signal 

parameter in classification of patients and healthy 

individuals instead of classical diagnostic parameters 

used in the literature. In the study, feature extraction from 

PPT signals was performed using AlexNet and VGG16 

convolutional neural network models. Then, healthy and 

patient individuals were classified by using this extracted 

features with k nearest neighbors and support vector 

machines classifiers. At the end of the study, the best 

results were obtained by classifying the features extracted 

using VGG16 network architecture with support vector 

machines classifier. This hybrid structure was able to 

accurately predict the classes of 92.78% of the test data. 

In another study on the detection of abnormalities 

from medical images, Setio et al. proposed a computer-

assisted detection system using a multi-view 

convolutional artificial neural network (ConvNets) for 

pulmonary nodule detection (Setio et al., 2016).  The 

artificial neural network used in their studies was formed 

by using the features of three different convolutional 

neural networks previously used in the detection of solid, 

subsolid and large nodules. They used data augmentation 

and dropout techniques to prevent overfitting problems 

during the training of their models. Tested their model on 

888 lung tomography scans containing 1186 lung nodules. 

The model succeeded in detecting 1016 of 1186 nodules 

and reached 85.7% detection accuracy rate. 

In another similar study, Roth et al. conducted a study 

to improve the performance of the three computer-aided 

detection systems previously established (Roth et al., 

2015).  They were interested in detecting colon polyps 

from computed tomographic colonography images. In 

addition, they studied for the detection of enlarged lymph 

nodes and the detection of spinal metastases on body 

computed tomography images. In this study, they 

benefited from the CNN architecture and they applied 

data augmentation technique to their existing model 

images by randomly rotating them up to 100 degrees on 

three orthagonal axes. The models developed as a result 

of the methods used were evaluated over 3 different data 

sets consisting of 1186 for detecting colon polyps, 176 for 

detecting enlarged lymph nodes and 59 for detecting 

spinal metastases. According to the results, the sensitivity 

of lesion detection was increased in the range of 13-34% 

for 3 models developed independently for each data set. 

Sensitivity values increased from 57% to 70%, 43% to 

77% and 58% to 75% for spine metastasis detection, 

enlarged lymph node detection and colon polyp detection 

models, respectively. 

Gastroscopy is a diagnostic method in which the 

gastrointestinal system structure can be examined directly. 

This method is widely used in gastrointestinal 

examinations. Diagnosis of gastrointestinal diseases 

through endoscopy images requires considerable 

experience and can only be diagnosed by experienced 

physicians. It is difficult for clinicians other than 

specialist physicians to correctly diagnose such diseases. 

In order to overcome this problem, Zhu et al. proposed a 

computer-assisted lesion detection system that works on 

endoscopy images (Zhu et al., 2015).  They also used a 

convolutional neural network model to extract the most 

important features from images. They used image 

features from the fully connected layer of convolutional 

neural network to train and test a support vector machine 

classifier. At the end of the study, they observed that their 

models performed better than other endoscopic image 

classification models in the literature. 

Histopathology images are obtained from tissues 

suspected of disease. These images are examined under a 

light microscope and used in the definitive diagnosis of 

many diseases, especially cancer. In order to benefit from 

the definitive diagnosis of histopathology images, Wang 
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et al. proposed a classification model that provides 

diagnosis by performing classification directly on these 

images (Wang et al., 2017).  In their models, they used a 

different network architecture called Bilinear CNN 

(BCNN) by making use of convolutional neural network 

architecture. In the first step, histopathology images are 

divided into two different components. Afterwards, these 

image components are evaluated with different 

convolutional neural networks and feature extraction is 

performed separately from the components. The feature 

vectors obtained from two separate convolutional neural 

networks for two different components are combined to 

obtain a high dimensional feature vector. A support 

vector machine (SVM) classifier is trained using this high 

dimensional feature vector, and then the performance of 

the trained model is tested. At the end of the study, the 

proposed BCNN based classification model accurately 

predicted the class of most of the test data and reached a 

classification accuracy rate of 92.6%. In addition, the 

proposed model achieved 92.8% sensitivity and 98.9% 

specificity. This study has achieved the most successful 

results in terms of correct classification of images when 

compared with other studies in this field in the literature. 

The studies described in this section show that deep 

learning techniques can be used for different purposes 

such as classification, object detection and data 

generation in the medical field. The results obtained from 

previous studies with deep learning techniques show that 

deep learning techniques can be used efficiently in this 

field. In our study, we propose different model 

architectures that can be used to diagnose pneumonia with 

chest x-ray images using deep learning techniques. After 

creating the proposed models, we compare the 

performance of these models. 

The dataset, used in this study, containing chest x-ray 

images consists of image data belonging to two classes 

(Kermany and Goldbaum, 2018). The two classes in the 

data set refer to pneumonia and healthy people. The data 

set was obtained from x-ray images of children aged one 

and five years from Guangzhou Women's and Children's 

Medical Center. All chest x-ray images of the patients 

were taken as part of their routine clinical care. In order 

to perform accurate analysis of chest x-ray images, low 

quality or incomprehensible images were identified from 

all lung graphs and extracted from the data set and quality 

control of the images was ensured. 

The diagnosis of the dataset images for the training of 

the artificial neural network system used in the deep 

learning model was first made by two specialist doctors. 

The data set was also checked by a third specialist to take 

into account any possible misconceptions of specialist 

physicians evaluating the data. Chest x-ray images of 

5840 individuals are included in the data set. Of these 

images, 5216 were used to train the deep learning model 

and 624 were used to test the model (Kermany and 

Goldbaum, 2018). The deep learning models used will be 

trained with 89% of the image data set and thus will be 

able to diagnose pneumonia on the x-ray image. The 

trained models will then be tested on the remaining 11% 

of the same data set. In this way, the data will be evaluated 

by observing the success performance of the models in 

the classification and the success comparison of the 

models will be made. An exemplary chest x-ray image 

from the data set is given in Fig. 1. 

 

 
 

Fig. 1. A sample chest x-ray image in the data set (“Chest 

X-Ray Images”, 2019). 

 

2. DEEP LEARNING METHODS APPLIED 

 
In this section, the dataset consisting of chest x-ray 

images of 5840 individuals into two categories as 

pneumonia and healthy individuals. Convolutional neural 

network, convolutional neural network with data 

augmentation and transfer learning deep learning models 

will be explained for classification of dataset of chest x-

ray images. 

 

2.1. Classification Using Convolutional Neural 

Network Model  
 

In order to diagnose pneumonia from the image data, 

the convolutional neural network deep learning model 

was used first. In the design of the convolutional neural 

network model, keras library was used in the software. By 

applying deep learning methods to image data, it is 

necessary to introduce the images to computer systems 

first in the diagnosis of diseases with computer systems. 

Therefore, the images need to be converted to digital 

format that computer systems can detect. 

All images are made up of digital units called pixels. 

Pixel is the name given to the smallest unit of the image 

in a digital environment. Many pixels come together to 

form images. Each pixel value is between 0 and 255 

according to the image color tone. Images must be 

converted to digital matrix format in order to be perceived 

by computer systems. Each element of this matrix 

corresponds to one pixel. Digitization and pixel values of 

the images are shown in Fig. 2. 

 

 
 

Fig. 2. Digitization and pixel values of an image (“Image 

Pixels”, 2019). 

 

In order to process image data in the applied model, 

image matrices (64x64) of the data set are obtained first. 

When classifying images in convoluted neural networks, 
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it is necessary to extract the feature map which affects the 

class of an image via image matrices. These features may 

represent a simple shape such as a line or corner in the 

image, as well as more complex convex shapes. In the 

applied model, it determines the class of the test images 

in the test phase and determines the class of the related 

image depending on whether these features are detected 

in the image or not. Therefore, the resulting image 

matrices are first convolution in the convolution layer 

with filters of a certain size to extract the feature map 

from the images. In this way, it is provided to detect the 

distinctive parts in the images and to find the features that 

affect the classification. 

While convolution is performed, image matrices are 

screened with filters. In the convolution process, the 

numerical values of the filter matrix to be applied in 

certain dimensions are multiplied by the numerical values 

of the portion of the image matrix up to the filter size 

starting from the beginning of the image matrix and these 

multiplication results are added. The new total value 

obtained; it becomes the new singular value on the image 

matrix, representing the corresponding area in the filter 

matrix size. This process is repeated by shifting the filter 

matrix over the image matrix with a certain step size. 

Thus, convolution is performed to filter the image matrix 

by filter. As a result of this process, the classifier 

properties of the image matrices are determined. The 

convolution layer and the convolution process are shown 

in Fig. 3. 

 

 
 

Fig. 3. Convolution layer and convolution process 

(“Convolution Operation”, 2019). 

 
In the convolutional neural network model used in the 

study, the obtained image matrices are transformed with 

3x3 size filters in order to obtain classifying properties. In 

this way, it is provided to determine the desired parts in 

the images and find the desired features (Aghdam and 

Heravi, 2017). As a result of convolution, the size of the 

original image matrix decreases. Decreasing the image 

matrix size increases the processing speed of the models 

used and is advantageous in time. However, this reduction 

in size also leads to a certain level of information loss. As 

a result of the convolution process, the size of the image 

matrix after the process and the possible loss of 

information can be calculated with the following 

formulas: Eq. 1 and Eq. 2 (Krizhevsky et al., 2012). 

Width of output matrix is defined by G. 

 

𝐺 =
𝑊−𝐹+2𝑃

𝑆
+ 1                                                  (1) 

 

Where W: means the width of the image matrix, F: 

the width of the filter matrix used, P: the padding element 

depending on the padding technique used, and S indicates 

how many units the filter advances on the image matrix 

at each step in the convolution process. Height of the 

output matrix is defined by Y. 

 

𝑌 =
𝐻−𝐹+2𝑃

𝑆
+ 1            (2) 

 

Where H: means the height of the image matrix, F: 

the height of the filter matrix used, P: the padding element 

depending on the padding technique used, and S: how 

many units the filter advances on the image matrix in each 

step in the convolution process.  
Using these formulas, the amount of reduction in the 

size of the image matrix in each convolution layer can be 

calculated. In order to prevent such loss of information 

due to the decrease in the size of the image matrix, 

padding technique can be utilized in such models. When 

this technique is applied, the size of the image matrices 

presented as input to the convolution process does not 

change and a matrix of the same size is obtained as the 

result of the process. This prevents the loss of information 

from the image data as a result of convolution. In the 

study, the same padding technique, which is one of the 

mentioned padding methods, was used. In the same 

padding technique, before the convolution is applied to 

the image matrix, a frame consisting of 0 elements is 

added around this matrix and after this addition, 

convolution is performed. As a result of the convolution 

process applied, both the size of the image matrix is 

preserved and the loss of information especially in the 

pixels close to the corners of this matrix is prevented. The 

same padding technique is shown in Fig. 4. 

 

 
 

Fig. 4. The same padding technique (“Same Padding”, 

2019). 

 
The number of filters used in the convolution layer 

can vary depending on the designer and the images. After 

convolution, the image matrices in the convolution layer 

are included in an activation function. In this study, relu 

activation function was used at this stage. The main 

reason for using the relu activation function in the model 

is its complexity-increasing structure. With the use of this 

activation function, convoluted neural networks perform 

better in detecting complex nonlinear shapes during the 

determination of classifying properties in images. When 

negative values are given as input to Relu activation 

function, the function gives 0 as the output and if positive 

values are given, the function gives the same value as the 

output. Therefore, these positive outputs produced with 

the same magnitude versus positive inputs enable the 

function to show better results in complex and non-linear 

situations. The relu activation function is shown in Fig. 5. 
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Fig. 5. The relu activation function (“Relu Activation 

Function”, 2019). 

 

The convolution layer is then transferred to the image 

matrices by the model to the pooling layer. In this layer, 

the number of pixels is reduced by reducing the image 

size (Krizhevsky et al., 2012). In this way, the number of 

parameters and operations used in the network is reduced, 

the performance of the network increases, and 

consequently the performance and speed of the model are 

increased and the processing time is reduced. Different 

pooling techniques such as max, min and avarage can be 

applied in the pooling layer. In the max pooling technique, 

the image matrix is divided into areas of a certain size. 

Then, the pixels with the highest numerical value are 

selected from the pixels in these fields, and this field is 

now expressed with this single pixel, thus reducing the 

number of pixels as the other pixels are disabled. The 

same process applies to all areas separated in the image 

matrix. In another pooling technique, min pooling, the 

image matrix is similarly divided into areas of the same 

size, but the pixel with the lowest numerical value is 

selected to represent the areas. In the Avarage pooling 

technique, after the image matrix is divided into areas of 

the same size, the pixel values in each area are averaged 

and the area is represented by this single average 

numerical pixel value. Max pooling technique is shown 

in Fig. 6. 

 

 
 

Fig. 6. Max pooling technique (“Max Pooling”, 2019). 

 
In this study, max pooling technique was used in the 

model among these techniques. In this way, it is provided 

to increase the performance and speed of the model, while 

avoiding the problem of producing incorrect results based 

on memorization due to the over-learning of the model 

called overfitting (Goodfellow et al., 2016). After this 

step in the applied model, the image matrices are passed 

through a different convolution layer for the second time. 

In this way, the possibility of detecting the features of 

classifiers in the images that are effective for the 

determination of classes increases. This enables the image 

classes of the model to be detected more accurately. 

Therefore, the second convolution layer applied in the 

model is included in the model architecture in order to 

improve the classification performance of the model. 

After this step, the image matrices are transferred 

back to the pooling layer for the second time. In this way, 

the performance of the model is increased and especially 

the “overfitting” problem is prevented. In this pooling 

layer, max pooling technique was used similar to the first 

pooling layer, and the highest pixel values of the areas 

allocated in the pool size were selected to represent the 

relevant areas in the image. In the model, the image 

matrix data is transferred to a different convolution layer 

after the 2nd pooling layer for the third and last time. With 

the first two convolution layers applied, low and medium 

level classifying properties were determined which were 

effective in determining the classes in the image data. 

However, in order to increase the classification 

performance and obtain a higher percentage of accurate 

classification, it is necessary to determine the more 

complex high-level classifier properties. Consequently, 

the third convolution layer applied at this stage is 

included in the model to determine the more complex 

high-level classifier properties. 

In this layer, as in the first two convolution layers, the 

same padding technique was used to preserve the size of 

the image matrix and prevent loss of information. Also, 

similar to the first two convolution layers, relu activation 

function is used in this layer and thus the probability of 

detecting nonlinear features in the images is increased. 

After this stage, the image data is transferred to a different 

pooling layer for the third and last time. In this layer, max 

pooling technique was applied similar to the first two 

pooling layers, thus reducing the processing time and 

further reducing the possibility of “overfitting” problem. 

Therefore, since the image matrix data is transferred to 

the model as input, a total of 3 convolutions and 3 times 

are included in the pooling layer. 

32 filters were used in the first convolution layer and 

64 filters were used in the second and third convolution 

layers. After all these steps, the processed image matrix 

data with classifier properties are transferred to the fully 

connected layer by the model used. Fully coupled layer is 

the section where image classification is performed 

depending on the presence or absence of classifier 

properties in image matrices. Therefore, the diagnosis of 

the test images in the data set will be performed in this 

section. The model performs the classification process 

and therefore the diagnosis by means of an artificial 

neural network in this layer. The general structure of the 

artificial neural network in the fully connected layer is 

shown in Fig. 7. 

 

 
 

Fig. 7. The general structure of the artificial neural 

network in the fully (“Fully Connected Layer”, 2019). 

 
However, the artificial neural network in the layer 

cannot process the image data in matrix format. Therefore, 

said image matrix data must be supplied to the artificial 

neural network in vector format. Therefore, in this layer, 

the image matrices are first converted to a vector by 

flattening operation so that the data of the images can be 

input to the artificial neural network in this layer. The 
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flattening process is shown in Fig. 8. 

 

 
 

Fig. 8. The flattening process (“Flattening”, 2019). 

 
The vectors carrying the generated image data are 

transferred to an artificial neural network with 512 

neurons. Depending on the input training image data, the 

weights of the artificial neural network are rearranged in 

an iterative manner and as a result, it gains the ability to 

classify the artificial neural network image data in this 

layer and thus diagnose the disease. The trained model is 

then tested over the image data reserved for the test stage 

in the data set and the classification accuracy percentage 

and performance of the model is tested. In this stage, 

artificial “sigmoid” function was used as the activation 

function in the artificial neural network. Sigmoid function 

is an activation function that can be used in neural 

networks in two class classification problems. 

In this study, sigmoid function, which is more 

suitable for 2-class classification problems, was preferred 

at this stage, since there were a total of 2 classes, sick and 

healthy, in the classification and diagnosis of image data. 

The sigmoid function is shown in Fig. 9. 

 

 
 

Fig. 9. The sigmoid function (“Sigmoid Function”, 2019). 

 
In addition, overfitting problem can be seen in this 

type of neural network as described previously. In this 

problem, depending on the excessive learning of the 

model by the model, the model outputs the results of 

incorrect classification based on the memorization. 

Therefore, as an additional step to prevent this problem, 

dropout technique is also utilized in this layer. Dropout 

technique is a regulation method used to train artificial 

neural network in this layer (Srivastava et al., 2014). With 

this technique, half of the neurons are disabled in different 

iterations with different possibilities during data 

processing in the artificial neural network. Thus, in each 

iteration, a certain number of weights are changed instead 

of all the weights of the artificial neural network in this 

layer. Thus, the effect of any image input to the model on 

the weights of the neural network is limited, which 

prevents the network from performing misclassifications 

due to over-learning by heart. Dropout technique is 

shown in Fig. 10. 

 

 
 

Fig. 10. Dropout technique (“Dropout”, 2019). 

 
The first model used is shown in Fig. 11. 

 

 

 
 

Fig. 11. The first model used (“First Model”, 2019). 

 
Therefore, the model described in this stage is the first 

of the three different deep learning models used in the 

study, and the results of the diagnostic performance 

obtained from the model and the correct classification 

percentage of the test data of the model are included in 

the results section. 

 

2.2. Classification Using Convolutional Neural 

Network with Data Augmentation Model 
 

The second deep learning model used to diagnose 

pneumonia from image data is a convective neural 

network model similar to the first deep learning model 

used. However, in this second model, data augmentation 

technique was applied unlike the first model. In the data 

augmentation technique applied to the model, the images 

in the image data set are given to the model both in their 

original format and through some changes. The changes 

are made by displaying images at different angles and at 

different distances (zooms) to the model (Wong et al., 

2016). As the model re-evaluates the same images from 

different angles and different distances, the possibility of 

identifying the classifying features in the image in 

question is increased. Therefore, with the higher 

probability of detecting these features, the model can 

learn and analyze the problem better via image data, and 

consequently, the classification performance of the model 

increases. 

This technique is applied for training data to be 

transferred as input to the model. The testing phase of the 

model is performed only on the test data as in the first 

model used. Therefore, with this technique, it is aimed to 

train the model more successfully by transferring the 

training data to the model in different formats. Data 

augmentation is shown in Fig. 12. 
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Fig. 12. Data augmentation technique (“Data 

Augmentation”, 2019). 

 
In the data set used in the study, 5216 images are used 

to train the model. This image data is transferred to the 

model in 32 size packages while training the model 

according to the software created. Therefore, with the 

transfer of images to 163 models performed in 1 cycle, all 

5216 training images can be transferred to the model. 

However, in the software prepared for analysis, the model 

receives 200 of these 32 packets as input in 1 cycle. 

Therefore, the model takes a total of 6400 images as input 

in 1 cycle. Of the 6400 images taken as input of the model, 

5216 are the original data set images, while the remaining 

1184 images are the images created by the software using 

the data augmentation technique. The said 1184 images 

are created by replacing the original images with the 

software used.  

Changes to images can be described as: First, images 

are rotated randomly to the right at a value between 0-30 

degrees. Second, images are rotated randomly to the left 

at a value between 0-30 degrees. Third, the images are 

enlarged by 30% (Zoom in). Fourth, images are reduced 

by 30% (Zoom out). Fifth, images are rotated 90 degrees 

to the right. Sixth, images are rotated 90 degrees to the 

left. 

The images that have been modified above are also 

used during the training of the model. The changes that 

may be made in the data are not limited to this and may 

vary according to the preferences of the software 

developer. Therefore, the rotation angle, direction and 

magnification ratios of the images can also be arranged in 

different ways. However, these parameters were adjusted 

as specified, considering the operating performance and 

processing time of the model. In addition, normalization 

pretreatment is applied to all of the image data in question. 

With this pre-treatment, the value range of all pixels of 

the images with pixels in the 0-255 value range is changed 

and this range is set to the 0-1 value range. Thus, the 

classification performance of the model is improved by 

filtering the defective pixels in the images. Apart from 

this technique, the model used in this stage is the same as 

the convolutional neural network model described in the 

first stage. Therefore, this model consists of a total of 7 

layers, 3 convolution, 3 pooling and 1 fully connected 

layer. Also, as in the first stage model, 32 filters were used 

in the first convolution layer and 64 filters were used in 

the second and third convolution layers. The pooling, 

padding and dropout techniques used in the first model 

are also applied in this model. The percentage of 

classification accuracy and performance evaluation 

obtained from the model is given in the results section. 

The second model used is shown in Fig. 13. 

 

 
 

Fig. 13. The second model used (“Second Model”, 2019). 

 

2.3. Classification Using Transfer Learning 

Model 
 

Transfer learning technique was used in the formation 

of the third model to be used for the diagnosis of 

pneumonia from the image data. The basis of this 

technique is based on the idea of storing the information 

previously obtained while solving a problem and then 

applying that information to a different but similar 

problem. Therefore, in this technique, the weights of an 

artificial neural network model which has been 

previously trained over a large data set for solving a 

problem and which is known to be successful in solving 

this problem are transferred to a different model in order 

to solve a similar problem. The output layer of the new 

model created using this technique is rearranged in 

accordance with the new problem to be solved, and after 

these arrangements, the model can now be used to solve 

the new problem. The transfer learning method is shown 

in Fig. 14. 

In the present study, weights of the VGG16 neural 

network, previously trained on a 1000-class data set, will 

be used to classify lung x-ray image data (Shin et al., 

2016). The output layer of the VGG16 model has been 

rearranged and this new model has been adapted to this 2 

class problem. The VGG16 model is basically a simple 

network model and the difference is that the convolution 

layers are used in 2s and 3s. There are 4096 neurons 

(artificial neural network cells) in the full coupling layer 

of this model. This network has been developed for the 

solution of a classification problem of 1000 classes as 

previously mentioned, and the model calculates 

approximately 138 million parameters. 

 

 
 

Fig. 14. The transfer learning method (“Transfer 

Learning”, 2019). 

 

As the depth of the model increases, the size of the 

image matrices decreases from the input layer to the 

output layer, while the depth value, ie the number of 

channels, increases. The filters with different weights are 

calculated at each convolution layer output of the model, 

and as the number of layers increases, the classifying 

properties in the filters represent the depths of the image. 
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The VGG16 model architecture is shown in Fig. 15. 

 

 
 

Fig. 15. The VGG16 model architecture (“VGG16 

Model”, 2019). 

 

The most important advantage of this technique and 

therefore of the model used is that this model has already 

been optimally trained by a multidimensional data set. 

Therefore, the feature map of the model is highly 

developed. In this way, the model can detect the 

differences on the images and according to the findings 

can be divided into classes. The classifier features of the 

VGG16 model are shown in Fig. 16. The classification 

results obtained from the model and evaluations of the 

model's performance in diagnosis are given in the results 

section. 

 

 
 

Fig. 16. The classifier features of the VGG16 model 

(“Features”, 2019). 

 

3. PERFORMANCE CALCULATIONS OF 

DEEP LEARNING METHODS APPLIED 

 
In comparison of three different deep learning models 

with two different performance values, 5216 of chest x-

ray images in the data set were used to train the deep 

learning model and the remaining 624 were used to test 

the model. Three deep learning models used in the 

classification; loss and classification accuracy values 

were calculated with the software prepared in python 

environment. As a result of the calculation, graphs of 

performance values were created for deep learning 

models. 

 

3.1. Calculation of Classification Performance 

Values of Convolutional Neural Network Model 
 

The classification performance values of the 

convolutional neural network model: loss and 

classification accuracy values were calculated with the 

software prepared in python environment. Graphs of the 

values obtained as a result of the calculation are given. 

 

3.1.1. Loss Performance Values 
 

The graph of loss performance values obtained as a 

result of the application of convolutional neural network 

model is shown in Fig. 17. 

 

 
 

Fig. 17. The graph of loss performance values obtained as 

a result of the application of convolutional neural network 

model. 

 

3.1.2. Classification Accuracy Values 

 
The graph of the classification accuracy values 

obtained from the application of convolutional neural 

network model is shown in Fig. 18. 

 

 
 

Fig. 18. The graph of the classification accuracy values 

obtained from the application of convolutional neural 

network model. 

 

3.1.3. Performance Evaluation of Model 

 
It is seen that the percentage of correct classification 

of test data in the test stage of the model trained with this 

data set is 75-80%. The best classification performance of 

the model is 80.4% accuracy at 12th iteration. It can be 

said that the CNN model used in this stage shows a 

successful classification performance and is suitable for 

diagnosis purposes, but it is seen that the same model 

gives better results when a “data augmentation” technique 

is used in the next stage. The confusion matrix results 

obtained from the classification task performed are given 

in Fig. 19. 
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Fig. 19. Confusion matrix results of the first model. 

 
 When the results are examined, it is seen that the 

model misclassifies 122 of 624 test samples and the 

remaining samples correctly classify. 

 

3.2. Calculation of Classification Performance 

Values of Convolutional Neural Network with 

Data Augmentation Technique 
 

The classification performance values of the 

convolutional neural network model applied by data 

augmentation technique: loss and classification accuracy 

values were calculated with the software prepared in 

python environment. Graphs of the values obtained as a 

result of the calculation are given. 

 

3.2.1. Loss Performance Values 
 

The graph of the loss performance values obtained as 

a result of the application of the convolutional neural 

network model applied by data augmentation technique is 

shown in Fig. 20. 

 

 
 

Fig. 20. The graph of the loss performance values 

obtained as a result of the application of the convolutional 

neural network model. 

 

3.2.2. Classification Accuracy Values 

 
The graph of classification accuracy performance 

values obtained as a result of the application of 

convolutional neural network model applied by data 

augmentation technique is shown in Fig. 21. 

 

 
 

Fig. 21. The graph of classification accuracy performance 

values obtained as a result of the application of 

convolutional neural network model. 

 

3.2.3. Performance Evaluation of Model 

 
When the results obtained from the model are 

examined, it is seen that the model has reached the lowest 

loss (total error) value in the 20th iteration and this value 

is 0.1864. It is seen that the percentage of correct 

classification of test data in the test stage of the model 

trained with this data set is 89-93%. The best 

classification performance of the model is 93.4% 

accuracy at the 20thiteration. Therefore, the model was 

able to accurately predict the class of 93.4% of the test 

data. At this stage, it can be seen that the data 

augmentation technique used in convolutional neural 

network model increases the model success and 

classification performance and when these results are 

compared with the results obtained in the previous stage. 

The data augmentation technique is better, the model 

was able to extract the classifying features of the disease 

more successfully from the changing images (in terms of 

size, angle and proximity). Thus, the model showed a 

higher classification performance compared to the 

previous stage. It can be seen in the results that the model 

created here is suitable for use at the point of diagnosis on 

images. The confusion matrix results obtained from the 

classification task performed are given in Fig. 22. 

 

 
 

Fig. 22. Confusion matrix results of the second model. 
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When the results are examined, it is seen that the 

model misclassifies 41 of 624 test samples and the 

remaining samples are classified correctly. 

 

3.3. Calculation of Classification Performance 

Values of Transfer Learning Model 

 
The classification performance values of loss and 

classification accuracy values of the classification model 

created by transfer learning technique were calculated 

with the software prepared in python environment. 

Graphs of the values obtained as a result of the calculation 

are given. 

 

3.3.1. Loss Performance Values 
 

The graph of the loss performance values obtained as 

a result of the application of the transfer learning model 

is shown in Fig. 23. 

 

 
 

Fig. 23. The graph of the loss performance values 

obtained as a result of the application of the transfer 

learning model. 

 

3.3.2. Classification Accuracy Values of Model 
 

The graph of the classification accuracy values 

obtained from the application of transfer learning model 

is shown in Fig. 24. 

 

 
 

Fig. 24. The graph of classification accuracy performance 

values obtained as a result of the application of transfer 

learning model. 

 

3.3.3. Performance Evaluation of Model 

 

When the results obtained from the model are 

examined, it is seen that the lowest loss value reached by 

the model is 0.17. It is seen that the correct classification 

percentage of the test data is in the range of 70-82% at the 

test stage of the model trained with this data set. The best 

classification performance of the model was calculated as 

85.6% accuracy. The confusion matrix results obtained 

from the classification task performed are given in Fig. 

25. 

 
 

Fig. 25. Confusion matrix results of the third model. 

 

3.4. Samples Pneumonia Detection in Chest X-

ray Images 

 
 In order to examine the classification estimation 

performances of the models used in this study, 

experiments were performed with sample images. The 

described models take a chest x-ray image as input and 

give the class possibilities of this image as output. From 

the outputs of the models, information of the likelihood 

of a sample being pneumonia or healthy can be obtained. 

Sample experiments were carried out with the created 

models. Two sample experiments using convolutional 

neural network with data augmentation model are given. 

The output result obtained from the model for the chest x-

ray image of a person known to have pneumonia is shown 

in Fig. 26. 

 

 
 

Fig. 26. The output result obtained from the model for the 

chest x-ray image of a person known to have pneumonia. 

 
 According to the output result, pneumonia was 

detected in this person's image with a probability of 98% 

and the estimate was correct. In another example, the 

output of the model for a chest x-ray image of a person 

known to be healthy is shown in Fig. 27. 
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Fig. 27. The output of the model for a chest x-ray image 

of a person known to be healthy. 

 
 According to the output, this person was estimated to 

be 94% likely to be healthy, and this estimate is also true. 
In the examples, the model was able to accurately predict 

the classes of two different image samples. The model 

adds the forecast class label and probability information 

to the images as output. 

 

4. CONCLUSIONS AND SUGGESTIONS 

 
When the results of the models applied in the study 

were examined, it was observed that the correct 

classification rate of the convolutional neural network 

model, which is the first model, reached 80.4%. On the 

other hand, the second neural network model, which was 

created by using data augmentation technique on this 

model, showed that the correct classification rate of the 

test data reached up to 93.4%. Therefore, it is understood 

that applied data enhancement technique increases the 

classification performance of the model. The last model 

applied in the study was obtained by using the structure 

of VGG16 model, which has been obtained by training 

with a data set of 1000 classes, by using feature learning 

transfer technique. The output layer of this model is 

arranged in accordance with the two-class classification 

problem in the study. According to the results, the model 

succeeded in classifying the test data with an accuracy 

rate of 85.6%. All performance value results obtained 

from the models are shown in Table 1. 

 

Table 1. All performance value results obtained from the 

models 

 

Models Accuracy Loss 

CNN 80.4 0.7645 

CNN with Data 

Augmentation 

93.4 0.1864 

Transfer Learning 85.6 0.3984 

 

Considering the performance of three different deep 

learning models at the point of classification of the image 

data in the data set, the most successful classification 

results were obtained with convolutional neural network 

model with data increase. Therefore, it is understood from 

the results that data augmentation and dropout techniques 

used in convective neural networks have a positive effect 

on the classification diagnostic performance of the model. 

In addition, these techniques prevent the problem of 

overfitting in the deep learning models, which causes the 

model to produce incorrect results by heart. 
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ABSTRACT 
This article deals with the cleaning of generated gas for energy use in high-temperature fuel cells by the method of high-

temperature adsorption in the potential utilization according to Industry 4.0. The study presents the methods of preparation 

of a wide range of sorbents, test equipment, used analytical methods and overview of achieved results. This project focused 

on high-temperature removal of acidic components such as hydrogen sulfide, Carbonyl sulfide, hydrogen chloride and 

hydrogen floride (H2S, COS, HCl and HF), using laboratory-made or commercial sorbents, from the gas resulting from the 

gasification of biomass. In the theoretical part of the biomass and its gasification, cleaning possibilities of the raw gas and, 

above all, of selecting a suitable adsorbent for high-temperature removal of unwanted components was the major focus. 

The possibilities of using purified gas in fuel were also mentioned in the article and the properties and structure of the fuel 

cell. The experimental part of the project addressed the testing of specific adsorbents at different temperatures. The task 

was to find a sorbent that would clean the raw gas at the specified temperature to the desired concentrations of undesirable 

components in order to enter as fuel into a high-temperature fuel cell. Commercial and naturally obtained dolomite were 

modified and tested. The effective time range of sorbents at atmospheric pressure (101.325 kPa) and at different 

temperatures ranging from 300 to 600 °C were also measured. From the results obtained, modified dolomite was established 

to be more effective adsorbent for the removal of hydrogen sulphide gas from syngas produced from biomass. 

 
Keywords: Industry 4.0, High-Temperature Adsorption, Hydrogen Sulfide, Dolomite, Syngas 
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1. INTRODUCTION 

 

The expectation from Industry 4.0 is high, and one of 

the major demands is energy as its utilization plays an 

indispensable role. One of the possibilities for energy 

generation or recovery is the gasification of solid waste 

or biomass. Fossil fuels, as the main sources of the world 

energy, do not only pose a threat in term of their reserve 

limits but also their environmental emissions. The 

emissions of greenhouse gases and other combustion-

related pollutants have caused non-negligible 

consequences such as global warming and air pollution, 

which are seriously threatening the biosphere (Yin & Yip, 

2017). Therefore, it is imperative to explore alternative 

sources of energy, which are sustainable by nature and 

pose less or no environmental concerns. 

Biomass is one of the potential resources, which is 

renewable/sustainable, abundant, and carbon neutral. 

Utilization of energy from biomass will reduce 

dependence on fossil resources and the environmental 

hazards associated with the use of fossil resources. 

Gasification of biomass with steam is more beneficial 

than with air or oxygen as higher hydrogen concentration 

and yield is obtained (Chutichai et al., 2015; Kalinci et 

al., 2009; Li et al., 2018; Parthasarathy & Narayanan, 

2014). Therefore, product gas with a higher heating value 

can be obtained (Kalinci et al., 2009; Li et al., 2018; 

Mahishi & Goswami, 2007). 

During biomass gasification, a gas blend containing 

mainly hydrogen, carbon monoxide, carbon dioxide, 

water-vapour and methane (H2, CO, CO2, H2O and CH4) 

is generated together with certain unwanted byproducts, 

in which their concentrations depend on the feedstock, 

gasifier design, and process conditions (Cheah et al., 

2009). The undesired byproducts include organic tars, 

sulfur and nitrogen heteroatom species such as (thiophene, 

pyridine), and inorganic substances such as sulfur (H2S, 

COS) chlorine (HCl) Nitrogen (NH3, HCN), and alkali 

metals (Cheah et al., 2009; Leppdahti & Koljonen, 1995). 

The usage of dolomite sorbent is a promising way for 

the removal of acidic gases from biomass gasification 

products. Dolomite (CaMg(CO3)2) has abundant reserves 

and it is comparatively inexpensive. Upon calcination of 

dolomites, decomposes to form a highly porous 

CaO/MgO compound (Su et al., 2019; Valverde et al., 

2015). Exposure of dolomite to the high temperature of 

gasification conditions makes the minerals undergo 

calcination reaction as stated below:  

 

3 3 3 2 2        2CaCO MgCO CaCO MgO CO CaO MgO CO        

 

The CaO is the active component, while MgO is inert 

(Abbasian et al., 1990; Husmann et al., 2016).The 

desulfurization step is as follows: 

 

2 2    CaO H S CaS H O    

 

The equilibrium of the desulfurization reaction 

depends majorly on the temperature of the reaction 

environment and the steam content (Bakker et al., 2003; 

Husmann et al., 2016). The high content of steam in the 

syngas (as water is formed during desulfurization step) is 

disadvantageous for the residual H2S content in the gas 

downstream of a desulfurization unit. 

In addition, the use of zinc and copper oxides on 

alumina-shaped cylinders as commercial sorbents for 

removal of acidic gas in biomass gasification product. 

The zinc-based sorbents are currently the leading sorbent 

contenders (Gupta & Brien, 2000). Zinc oxide has a high 

sulfur adsorption capacity (Wu et al., 2018). On fractional 

desulfurization basis, zinc can be accepted up to 1,149.85 

°C with ZnS as the sulfide form while the stable form is 

ZnO with excess. However, zinc-based sorbents do suffer 

from metal volatility (ZnO reduces to Zn above 499.85 

°C and volatilizes at 699.85 °C) (Lee & Feng, 2012). 

Whereas copper-based sorbents do not suffer from metal 

volatility problems, they were determined serviceable at 

the temperature of 799.85 °C and above (Lee & Feng, 

2012). By reducing atmospheres, copper oxides are 

reduced to Cu or CuO at a temperature above 199.85 °C. 

The equilibrium of Cu-based sorbents with H2S 

concentrations are very low, about 1-5 ppm at 726.85 °C. 

However, Cu in a mixed oxide state can reduce the sulfur 

level to below 1 ppm (Lee & Feng, 2012). 

The objective of this study is to perform a suitability 

test on a naturally sourced limestone (dolomite) for 

removal of acid gas components from syngas produced 

during the gasification of biomass. 

 

2. EXPERIMENTAL  

 

2.1. Material and Sample Preparation 

 

Two types of sorbents were used. The first was a 

metamorphic limestone, classified as dolomite natural 

material harvested from Ikpeshi, Akoko-Edo Area of Edo 

State, Nigeria (Latitude 070 11’ mN and Longitude 060 

15’ mE). These dolomite- sorbent materials were 

calcinated by annealing in an oven (PRECISION, Model 

6525) at 700 °C for about 1 hour and at 850 °C and 950 

°C for approximately 30 minutes to a constant weight. 

The sample was thoroughly washed in distilled water to 

remove the sludge off the surfaces so that the dolomite is 

cleaned. 

It was subsequently cooked for about 7 minutes, 

filtered, dried for 1 hour at 110 °C, and finally, after 

drying, the sample was annealed for one hour in an oven 

at 700 °C. 

The exact elemental composition of the dolomite 

limestone was determined using a Rigaku MiniFlex300 

X-Ray Diffractometer with Cu-K α radiation 

(λ ≈ 0.154 nm) which shows that the dolomite contains 

CaCO3 61.59 %, MgCO3 33 %, SiO2 2.99 %, Al2O3 1.57 

% and Fe2O3 0.297 %. 

The second sorbent was a commercial dolomite of a 

given composition in the shape of small cylinders of 5.2 

x 3.2 mm. These dolomites have been tested for natural 

and readily available sources with the composition of 

ZnO 46 %, CuO 33 % and Al2O3 21 %. 

Other reagents and chemicals were obtained from two 

different manufacturers they include hydrofluoric acid 

(38 – 40 %), hydrochloric acid (36 %) and sodium 

hydroxide, potassium nitrate, lead acetate from Spolana 

and potassium nitrate from Erba Lachema. 

The microstructure of the natural, calcined and 

sulphated dolomite was visualized in a scanning electron 

microscope (Hitachi TM3000) with a magnification 

capacity of up to 30,000 times, with 5 kV and 15 kV 

beams. The samples were placed on an aluminium stand 

when viewed. A JEOL JSM 6060 scanning electron 

microscope with an accelerating voltage of 0.3 to 30 kV 
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and a magnification capacity of up to 300,000 times was 

also used. In this microscope the visualization was made 

after metallization of the dolomite limestone particles 

with gold. 

Specific area and pore volume were determined by 

BET method in specific area analyser (Quantachrome 

Nova 1000), with nitrogen as adsorption gas. Samples 

were pre-treated in vacuum for 3 hours at 300 °C. In the 

particle size analysis, a laser granulometer (Cilas 1180) 

was used. Sample density was determined on a 

Quantachrome MVP-1 multi-helium gas pycnometer. 

 

2.2 GC-MS Analysis of the Produced Bio-Gas 

 

The chemical composition of the gaseous mixture 

(representing the gas produced by biomass gasification) 

produced gas was determined using PerkinElmer Clarus 

500 GC Gas chromatograph which is equipped with a 

flame ionization detector (FID) and a capillary column 

(Elite– 5), 60 m x 0.32 mm x 0.25 mm with a packing of 

5 % phenyl/95 % dimethylpolysiloxane. The analysis was 

done using the method reported by Wauton and Ogbeide 

(Wauton & Ogbeide, 2019). 

 

2.3 Experimental Set-up 

 

Tests for the absorptive efficiency of the syngas 

produced from biomass has been carried out through the 

bench-scale experimental rig illustrated schematically in 

Fig. 1. The materials used to test the properties of selected 

sorbents include: For the measurements, two types of 

reactor, double-walled, were used (small) with the 

dolomite test frit and single-shell (large) reactor for 

commercial measurement sorbent and also a dolomite 

based material from Ikpeshi, Akoko-Edo, Nigeria.

 

Fig. 1. The Schematic Diagram of the Experimental Set-up 

 

Legend to Fig. 1: 

1 gas mixture 

2 nitrogen 

3 linear pump 

4 furnace with the reactor (inside) 

5 rotameter 

6 thermocouple 

7 syringe for dispensing distilled water 

8 cooler 

9 sampling for liquid chromatography 

10 absorber 

11 NaOH solution tank 

12 a sulfide electrode filled with KNO3 solution 

 

 

 
 

 

 

 

 

 
Teflon 
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2.4. Experimental Procedure 

 
The gas mixture produced after the biomass 

gasification (100 ppm sulphate content), passes from the 

cylinder (1) through the flowmeter (5) to the lower part of 

the reactor (4). The volumetric flow of the gas mixture is 

set to 85 L/h. Nitrogen (2) is also injected into the bottom 

of the reactor, which is used to flush the apparatus before 

and after the measurement. Flushing is important for two 

reasons. First, leakage of the whole unit is checked and 

secondly, the air (oxygen) that could form an explosive 

mixture with the hydrogen contained in the gaseous 

mixture (limits of explosive hydrogen are in the range of 

4–75 %). The reactor head comes with an aqueous 

solution of acids (HCl and HF), which evaporates in the 

gas mixture. Acids are delivered to the device by a linear 

metering pump (3). The dosage is set at a flow rate of 

9.026 mL/hr, resulting in a water concentration (13 %), 

HCl (150 ppm) and HF (20 ppm) after evaporation of the 

mixture. 

In this study, two reactors (small and large), were 

made of quartz glass. The gas mixture enriched with the 

evaporated aqueous acid solution passes through the bed 

of the reactor containing the sorbent to be tested. The 

reactor was placed in an oval heating chamber (oven) 

which was heated to attain the coveted measuring 

temperature. 

The gaseous mixture passed through the adsorbent 

bed emerges from the reactor head and continues into the 

condenser (8) where it is cooled to the condensation 

temperature of the acids and the sulphate remains in the 

gas phase. To improve the condensate drain, a syringe 

filled with distilled water (7) is injected into the liquid 

chromatography sampling device (9) and is injected at the 

site between the reactor and the condenser. A temperature 

measuring device is located at the outlet of the heat sink, 

where it is used to check that the temperature does not fall 

below the value at which the sulphate may be accidentally 

condensed. 

The hydrogen gas mixture containing hydrogen 

sulfide continues into the absorber (10), where it is also 

supplied from the reservoir (11) by the sodium hydroxide 

solution. There is a dissociation of NaOH and H2S and the 

increase of the S2- ion potential is recorded by the sulfide 

electrode (12) on the potentiometer display (in mV). The 

electrode is filled with KNO3 solution, which has the salt 

bridge function. The gas further passes through a 

container in which papers soaked in lead acetate are 

placed. If the sulfate concentration in the gas exceeds 1 

ppm, the paper begins to blackout. After leaving this 

vessel the gas goes into the fume cupboard. 

The weighed test material was poured into the reactor 

bed located in the furnace. In the case of a double-

jacketed reactor, weighing was approximately 2 g of 

sample with a particle size range between 50 - 500 μm, 

and in a single-shell reactor, different heights of a 2 to 10 

cm measured sorbent layer were tested with a particle size 

of 4 mm, corresponding to about 18 - 90 g of the sample. 

A potassium nitrate solution was added to the sulfide 

electrode and sodium hydroxide solution was added to the 

reservoir. The rectangular shaped paper was soaked in 

lead acetate and placed in a vessel that is connected to the 

electrode and serves to visualize the hydrogen sulfide 

penetration. 

The temperature at which the oven was to be heated 

was set on the furnace display. Our temperature ranges 

from 300 to 600 °C. Prior to the measurement, it was 

necessary to flush the entire apparatus with nitrogen. 

Thereafter, the nitrogen inlet was closed, a gas cylinder 

containing a gaseous mixture (simulating the composition 

of the gas from the biomass gasification) was opened, and 

it was also possible to start an aqueous solution of HCl 

and HF by means of a linear pump. Both streams were 

mixed and penetrated through a test sorbent located on the 

reactor bed, where sulfate, HCl and HF were captured. 

Exhaust gas emerges from the reactor head. 

Subsequently, it is cooled in the cooler to a temperature 

at which acid condensation occurs and the sulphate is still 

in the gaseous state. Every 10 minutes the pH of the 

condensate is checked using litmus paper. If the paper 

begins to turn red, it means that the pH of the condensate 

is in the acidic area and the measured sorbent is no longer 

picking up the acid. The acid-containing condensate is 

withdrawn every 30 minutes for liquid chromatography. 

Hydrogen sulphide remains in the gaseous state and 

passes through a sorbent filled with sodium hydroxide 

where dissociation occurs. The increase in the potential 

of S2- ions is recorded on the potentiometer using a sulfide 

electrode filled with KNO3 solution. The gas further 

passes through a container in which papers soaked in lead 

acetate are placed. If the sulfate concentration in the gas 

exceeds 1 ppm, the paper begins to black out. After the 

measurement was completed, the apparatus was also 

purged with nitrogen again. 

 

2.5. Analytical Methods 

 
Determination of outlet concentrations of undesirable 

acidic components of the gas after purification (H2S, HCl 

and HF) was performed by two analytical methods. 

The first was the hydrogen sulphide content 

determination, which was done potentiometrically using 

a sulfide electrode filled with KNO3 solution. An 

indication of the penetration point of H2S (above 1 ppm) 

by lead acetate. 

The second is the concentration of HCl and HF in the 

condensate resulting from the cooling of the gas exiting 

the reactor was determined by ion chromatography.  

 

2.6. Chemistry of Adsorbent Reaction 

 
The performance of the solid sorbent depends on its 

affinity for hydrogen sulfide, porosity, mechanical 

resistance, and resistance to high operating temperatures 

ranging from 500-800 °C. Emphasis is also placed on the 

possibilities of regeneration, the durability of consumed 

sorbent and the cost of the sorbent. 

The high-temperature removal of sulfur components 

by means of a solid sorbent is based on the following 

reactions: 

 

 

2 2 2

2

( )x y

x y

Me O xH S y x H xMeS zH O

Me O xCOS y x CO xMeS zCO

   

    





   

   
 

 

Regeneration of the sorbent used takes place 

according to these reactions and depends on whether 

unwanted side reactions occur: 

 

xMeS + ( 𝑥 +
𝑦

2
 ) O2  

 
→  MexOy + xSO2 
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MeS + H2O 
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Westmoreland et. al., (1977) analyzed the gas 

desulphurization of 28 metal oxides at high temperature 

by minimizing free energy in the C-H-N-O-S system, 

which was in contact with the excess of the tested oxide 

at a constant pressure of 2 MPa and temperature in the 

range of 360 to 1560 °C. From their experiment, only the 

following 11 metal oxides - Fe, Zn, Mo, Mn, V, Ca, Sr, 

Ba, Co, Cu and W - appeared to be suitable. 

 

3. RESULTS AND DISCUSSION 

 
From the experimental setup shown in Fig. 1, for the 

determination of the adsorption capacity, the adsorbed 

gas quantity was determined in four (4) steps at different 

values of temperature between 300 to 600 °C. A digital 

technical balance with an accuracy of 10-12 g was 

employed to determine the quantity of adsorbate adsorbed 

in the fixed bed, by subtracting the mass of packed bed 

after the adsorption from its initial mass.  

 

3.1. Dolomity 

 
Dolomite-based sorbents from Ikpeshi, Akoko, Edo 

State, Nigeria were measured into both small and large 

reactors. The dolomite material was tested, which was 

used directly without further processing and was calcined 

at various temperatures (700 °C, 850 °C and 950 °C) 

subsequently flushed with distilled water. The 

modifications made were believed to improve the 

efficiency of the sorbent. 

Measurement on a double-jacketed reactor was 

carried out at a temperature of 600 °C with an average 

particle size of 50-500 μm, measured by laser particle size 

and the results are summarized in Tables A1 and A2, 

which shows that neither different dolomite treatments 

had a great effect on the capture of hydrogen sulphide. 

The penetration occurred at the beginning of the 

measurement, but even after the sorption broke, a certain 

amount of sulfate was retained. In the case of acid seizure, 

the dolomite exhibited good results, especially in crude 

dolomite No. 2 and in the calcined sorbent. Even after the 

penetration of the dolomite, there was still another seizure 

of acids. 

When measuring a single-shell reactor, the same 

height of the sorbent layer was 2 cm, the sample having a 

grain size of 4 mm (gravel). The difference between the 

dolomite samples was at different calcination 

temperatures and also at the various temperatures at 

which the measurements were made. Even in large 

reactor testing, sulphide sorption was not sufficient. The 

acid uptake improved with the decreasing measurement 

temperature and the best results were achieved at 300 °C. 

The better adsorption mechanism of dolomites can be 

attributed to the fact that after calcination and emission of 

CO2, what is left of dolomite is the mixture of CaO and 

MgO. Since MgO does not react with H2S, this leaves a 

higher porosity for H2S to fill in the core of the grains 

according to Puigjaner (2011). 

 

3.2. Commercial Sorbent  

 
In addition, commercial sorbents - zinc and copper 

oxides on alumina-shaped cylinders measuring 5.2 x 3.2 

mm were tested. Their effectiveness was measured at 

different temperatures (500 °C, 400 °C and 300 °C) and 

different layer heights (10 cm, 4 cm and 2 cm). When 

measured at a temperature of 500 °C, the elemental zinc 

was reduced to block the apparatus, therefore the 

temperature and the height of the layer decreased due to 

shorter testing time. At a temperature of 400 °C and a 

layer height of 4 cm, the acid did not penetrate and the 

hydrogen sulfide seizure was at a good level, therefore, in 

this case, the height of the layer was reduced. In spite of 

this reduction of the layer, good results were obtained 

during testing as well as at 300 °C. 

By testing, it was found that the commercial sorbent 

is particularly suitable for capturing sulfate, whereby the 

desired concentration can be below 1 ppm. Mineral acid 

sorption is also advantageous. 

Based on this, the adsorbed mass of the sample (Mads) 

and adsorption capacity denoted as q (mg/g), can be 

unveiled. The adsorbed gas quantity, the initial and final 

conditions which were considered as vital parts were 

calculated with the relationship: 

 f

dq
k C C

dt

                                       (1) 

0
0

0

1
t

ads

C
M QC dt

C

 
  

 
                          (2) 

0C C
q V

M


                                             (3) 

Where C0 represents the initial concentration (mg/L), 

C stands for the outlet concentration (mg/L); the 

adsorbent dosage is denoted by M and measured in (g); Q 

connotes the flow rate and V as the volume of the reactor. 

This reaction is used during adsorption and desorption 

(purge) stage. 

Next, the pressurized–depressurized stages need to 

obey the ideal gas law (PV= nRT).  

The percentage deviation is given by: 

100
 

pred obs

obs

C C
Percentage Deviation

C n

 
  

 


                   (4) 

3.3. Characterization of Natural Dolomite  

 
Dolomitic limestone is characterized by its compact 

structure when observed under a scanning electron 

microscope, as it is a metamorphic limestone (Fig. 2). 

However some pores and uneven surface formed by steps 

were also observed. It has been shown that a dolomitic 

limestone has a less compact structure than a calcitic 

limestone (Mazlumoğlu and Gülaboğlu, 2017). 
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Fig. 2. SEM micrographs of in natural dolomite 

limestone. a) compact surface, b) particle size distribution 

 

Due to the structure and origin, the specific area 

measured and the pore volume were low, and are 

presented in Table A3, along with the particle size 

distribution as measured by laser particle size. As a rule, 

dolomite limestone rocks have low initial porosity 

(Rubiera et. al., 1991). The particle size range used had 

an average diameter of ~ 50 μm, but with some particles 

>100 μm. D10% was represented by very fine particles 

smaller than 3.81 μm. 

 

3.4. Characterization of Calcined Dolomite 

 
The calcination of dolomitic limestone in the furnace 

was performed to analyze the texture and microstructure 

developed at 850 °C in air at atmospheric pressure. 

Calcination caused a reduction in the average and relative 

diameter of the particles according to surface fractures, 

and this reduction was similar for calcination by gradual 

heating and thermal shock. In Fig. 3d we can observe the 

greater amount of fines due to fracture, when compared 

to limestone in natura (Fig. 2b). According to the particle 

size distribution data presented in Table A4, it can be seen 

that in the granulometry used for dolomitic limestone, the 

reduction of mean and relative diameter during 

calcination at 850 °C in the furnace is not so expressive, 

being the main one is gas-solid contact, decreasing the 

resistance to intraparticle diffusion (Fuertes et. al., 1995). 

During the calcination, high temperatures and CO2 

diffusion change the texture and microstructure of the 

dolomite, being marked by the opening of porosity and 

micro and macrofractures that eventually favor the 

complete rupture of larger particles and therefore the 

increase in fine particles; this is important in order to 

increase the reactive surface area of the particle. Fig. 3 

shows the microstructure of the calcareous particle after 

calcination. The microstructure did not vary with regard 

to gradual heating or thermal shock calcination, and was 

marked by some fractures and small pores on the surface 

(Fig. 3). 

 

 

 

 
Fig. 3. SEM micrographs of calcined dolomite; a, c) 

gradual heating and b) thermal shock d) particle size after 

calcination on furnace. 

3.5. Effect of the Inlet Concentration 

 
As the affinity of adsorbate for a given adsorbent is 

dependent on its size, shape, polarity of the fluid and the 

system temperature, the importance of the partial pressure 

as in gases, or concentration in fluid cannot be over 
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emphasized. The optimization data were investigated 

using the commercial sorbent and the locally sourced 

dolomite material. Breakthrough curves were drawn to 

determine the adsorption capacity or efficiency for 

different concentrations of fluorine and chlorine and the 

quantity of H2S adsorbed at different temperatures and 

masses.  Here, the results obtained for the gas flow rate at 

0.2 L/min and the adsorbed H2S were analyzed and at 

different inlet concentrations are as shown in Figs. 4-6 

below. 
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Fig. 4. Breakthrough curves of commercial sorbent for 

different fluoride temperatures 
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Fig. 5. Breakthrough curves for commercial sorbent for 

different chloride temperatures 

As shown in Figs. 4 and 5, the commercial sorbent 

was optimized at 400 C and 17.8 g appear to possess a 

higher absorption capacity. 
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Fig. 6. Breakthrough representatives of the penetration 

curves for all H2S graphs. 

As it can be seen in Fig. 6, the potential difference, 

which corresponds to the amount of sulphide deposited 

from the effluent gas, is proportional to the equilibration 

time; it can be observed that the raw natural dolomite has 

a short equilibration time which shows its weakness 

sorption capacity but when modified at a temperature of 

850  oC, its efficiency increased. 

It can also be seen that as the sorption capacity 

increases, the breakthrough curve is shifted to the right, 

which is of longer breakthrough times because more 

molecules of the adsorbate are held by the adsorbent. Fig. 

6 shows that at increased temperature of calcination of the 

locally sourced adsorbent, the percentage removal of 

adsorbed H2S increases as well as the rate of adsorption. 

 

3.6. Effect of Temperature on Modified 

Adsorbent 
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Fig. 7. Fluoride adsorbed in the dolomite for different 

degrees of temperature modification. 
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Fig. 8. Chloride adsorbed in the dolomite for different 

degrees of temperature modification. 

 

In Fig. 7 and 8, it is presented that the dolomite 

modified at 850 oC and 17.68 g has a more sorption 

capacity for fluoride than the other ones modified at 700 
oC and 950 oC. Its weakness was obvious in Fig. 6 against 

chlorine even when the sorption capacity was increased. 

But the modified dolomite at 950 oC, 17.68 g has a faster 

output which shows that at high temperature of 

modification, dolomites can give a large quantity of 

chorine. 
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Fig. 9. Small reactor dolomite penetration curves at 600 

°C for H2S 
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Fig. 10. Small reactor slot curves of dolomite sorbent for 

H2S sorption at different temperatures of treatment 

According to the results presented in Fig. 9, it can be 

seen that the amount of sulphide left in effluent increases 

with temperature. An equal weight of calcinated dolomite 

was used to adsorb the components of a fixed 

concentration of biogas mixtures. Fig. 10 shows that 

Dolomite calcinated at 850 C shows the most effective 

optimization. Calcinated dolomite at 850 C possess the 

lowest amount of Sulphide deposit after adsorption which 

shows that more sulphate had been adsorbed by the 

adsorbent. The 850 C calcinated dolomite also shows an 

extended equilibration time, which affirms its higher 

adsorption capacity, according to the work of Delgado & 

Aznar (1997). 

The percentage removal of adsorbed H2S increases as 

well as the rate of adsorption. 
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Fig. 11. Large reactor slot curves of dolomite sorbent for 

H2S sorption at different temperatures of treatment 

 

The amount of sulphide removed according to Fig. 11 

shows that the dolomite material modified at 400 C and 

at a capacity of 17.8 g was more effective than others. 

This is in line with the work of Delgado & Aznar (1997). 

The constant parameters (a, b, c, d, k1 and k2) presented 

in the kinetic equations were calculated by linear 
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regression analysis. Table A5 presents the R-squared, 

percentage deviation, estimated value of all statistical 

parameters; a, b, c, d, k1 and k2 included. The R2 values 

and % deviations can be seen in table A5 shows there is 

correlation between the three kinetic equations. The 

power function shows the least correlation with an R2 

value ranging between 64 and 80 %, while the proffered 

equation demonstrates an optimum correlation with an R2 

value ranges between 97 and 99 %. 

According to the R2 value and the percentage 

deviation obtained, the 950 C modified dolomite’s 

kinetic was observed to have the least correlation as 

possesses an R2 value of 90 % and a lower percentage 

deviation when compared to other dolomites calcined at 

different temperatures.  

The dolomite calcined at 400 C have the highest 

value of R2 and lowest percentage deviation values. This 

colludes with the results obtained by other researchers 

which claims the ability of the simple Elovich equation to 

satisfactorily explain the kinetics of adsorption on lignite 

and cashew nut shell (Gu & Ding, 1996; Senthilkumar et 

al., 2011). The order of adequate correlations for all 

modified dolomites and the predicted percentage 

deviation  with Power Function (PF), Simple Elovich 

(SE) and the Proposed Equation (PE) also affirms the 

order; 

 

 PE SE PF   
 

It can therefore be concluded that the proffered 

equation can adequately describe the kinetics of the 

modified dolomites.  

 

3.7. GC-MS Analysis of The Purified Syngas 

 
Fig. 12. GC-MS Analysis of the purified gas mixture 

The chromatogram in Fig. 12 above is the actual 

response of the gas mix on the parallel configuration. The 

neat thing about the first cluster is the gas peak from the 

GC followed by the separation of the other components 

(less the H2S) on the mol-sieve. It was found to contain 

CO 20 %, H2 17.5 %, CO2 8.6 %, H2S 100 ppm and N2 

residue. 

 

4. CONCLUSION 

 
Considering the environmental and efficiency 

standpoint, gasification technologies have proven to be 

among the prime auspicious means of generating 

electrical power as they allow thorough and 

nondetrimental use of coal and other carbonaceous 

materials assorted with coal with high Sulphur 

byproducts included. 

The goal of this study was to improve the removal of 

these by-products from the produced syngases. 

Considering its low cost in reducing H2S in biomass 

gasification and its properties, natural dolomite which has 

affinity of reaction with H2S so as to form calcium 

sulphate was selected among several earth-alkaline 

compounds for this study. Tests were carried out using 

dolomite obtained from Ikpeshi, Edo State, Nigeria. This 

dolomite sorbent was modified by calcination at different 

temperatures without chemical blending before being 

used. The dolomite was sulphurized in a pressurized fixed 

bed using a mixture of gases that acts as the gasification 

gas. The factors that affect sulphurization conditions such 

as gas velocity, bed length, the effect of temperature on 

the modified dolomite, effect of gas concentration, and 

gas composition were investigated.  

This study established that dolomites can be used as 

effective adsorbents for the removal of hydrogen sulphide 

gas from syngas produced from biomass.  
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Appendix 
 

Table A 1: Dolomite measurement results on a small reactor 

 

 

 

 

 

 

Small 

reactor 

 

 

Sample Weighing Tcalcination 

°C 

Ttry 

°C 

Capacity of 

H2S-dolomite 

penetration 

(g/kg) 

Capacity of 

H2S-dolomite 

adsorbed at 

max. 

(g/kg) 

Capacity of 

dolomite 

penetration 

(g/kg) 

Capacity of 

dolomite end 

(g/kg) 

Dolomite 

No.1. 
 

2g 

 

Not executed 

 

600 

 

0.00 

 

5.98 

 

0.00 

 

5.44 

Dolomite 

No.2. 
 

2 g 

 

Not executed 

 

600 

 

1.00 

 

2,99 

 

4.46 

 

7.12 

Dolomite 2 g 700 600 0.00 0.00 3.96 11.50 

Dolomite 2 g 700+hydr. 600 0.00 8.95 0.51 4.72 

 

Table A 2: Dolomite measurement results on a big reactor 

 

 

 

 

 

Big reactor 

 

 

Sample Weighing 

 

 

Tcalcination 

 

°C 

Ttry 

 

°C 

Capacity of 

H2S-dolomite 

penetration 

(g/kg) 

Capacity of H2S- 

dolomite adsorbed 

at max. 

(g/kg) 

Capacity of 

dolomite 

penetration 

(g/kg) 

Capacity of 

dolomite end 

(g/kg) 

Dolomite 27.3 g, 2 cm 700 400 0.15 1.10 1.60 1.60 

Dolomite 17.7 g, 2 cm 950 500 0.11 1.71 3.74 3.74 

Dolomite 17.8 g, 2 cm 850 300 0.11 1.92 Not reached 15.15 

 

Table A 3: Particle size distribution and texture data for natural dolomite 

 Sample size (μm) 

D10% < 3.81 

D50% < 54.07 

D90% < 83.42 

Dmedium 48.48 

Surface density (m²/g)          4.9 

Pore volume (cm³/g) 0.0064 

Density (g/cm³) 2.86 
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Table A 4: Particle size distribution, texture and weight loss for calcined dolomite 

Sample size (μm) Gradual heating Thermal shock 

D10% < 5.54 5.92 

D50% < 31.14 31.6 

D90% < 60.80 59.53 

Dmedium 32.80 32.84 

Surface density (m²/g) 14.5 12.1 

Pore volume (cm³/g) 0.022 - 

Density (g/cm³) 2.69 - 

Weight loss (%) 32.3 28.4 

 

Table A 5: Parameters from six different kinetic equations 

 

 

 

 

Absorbate 

(Calinated at 0C) 

Power Function 
b

adsC at  

Simple Elovich 

lnadsC C d t   

Proposed Equation 

1

2

21
ads

k t
C

k t



 

410a   b  2R  % .Dev  410C  
410d   

2R  % .Dev  6

1 10k   
2

2 10k   
2R  % .Dev  

Dolomite at 300 0C 1.90 0.459 0.748 0.801 4.12 1.15 0.847 0.528 1.87 2.24 0.996 3.43 

Dolomite at 400 0C 6.94 1.251 0.540 8.88 9.35 7.16 0.966 0.210 8.32 2.60 0.998 1.28 

Dolomite at 500 0C 2.00 0.273 0.733 0.747 1.78 1.28 0.891 2.332 1.14 0.430 0.992 3.28 

Dolomite at 700 0C 1.52 0.202 0.643 0.634 5.79 1.63 0.899 0.520 0.430 1.41 0.991 2.10 

Dolomite at 850 0C 2.86 1.224 0.740 0.759 7.09 7.00 0.909 6.591 5.29 1.23 0.997 3.81 

Dolomite at 950 0C 1.80 0.305 0.759 0.740 2.85 2.82 0.892 1.238 2.61 1.439 0.990 1.73 
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ABSTRACT 

The Turkish planning system is lack of macro-scale spatial plans at national and regional levels as well as micro-scale land 

use plans at local levels for rural areas, which are to be produced pursuant to the Law No. 5403 on Soil Protection and Land 

Use Planning. Integration of land consolidation, irrigation and crop pattern projects with agricultural and rural development 

projects and land use planning initiatives is another issue which has to be associated with location decisions for agro-based 

industrial sites and zones in ensuring economy-ecology balance and fulfilling requirements of sustainability principle in 

development planning. 

Although the General Directorate for Agricultural Reform (TRGM) initiated preliminary activities for agricultural land use 

planning based on certain workshops organized in 2011; however, an obvious progress could not be achieved. Beside 

various reasons, the required projects by the Law No. 5403 found no chance to be launched yet, since agriculture-based 

land use planning asks for a teamwork cooperation among certain professionals such as agricultural economists, soil 

scientists, physical planners, surveyors, sociologists, economists, ecologists, etc. Lack of such interdisciplinary 

organizations have regretfully hindered production and implementation of such projects in Turkey, even at pilot dimensions. 

This study focuses on initiatives geared towards macro-scale land use plans for rural areas, expected benefits from rural 

land use planning attempts, essentials of sustainable land use plans for rural areas and concludes with an application model 

proposal. 

 

Keywords: Land Use Plan, Agriculture-Based Land Use Planning, Rural Development, Macro Scale Spatial Plan, Soil 
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1. INTRODUCTION 
 

Spatial planning policies which are targeted at a 

balanced development in principle are influenced by 

society, economy and environment (EC-JRCLUP, 2006). 

Within these main categories, relevant objectives are 

defined. Among these objectives are common; trying to 

provide as much living conditions as possible for the 

population, trying to improve these living conditions by 

creating a balanced economy and social system structure, 

protecting the population and the environment from 

damages caused by natural or man-made extraordinary 

events, natural resources, especially ecosystems (plants, 

animals and landscaping) to protect land, water and 

climate, to provide housing, infrastructure, recreation 

opportunities for social, educational needs of the society, 

to secure agricultural resources to ensure the supply of 

society to food and related raw products, to improve land 

use in ecological and economic capacities and balance, to 

give priority to the public interest. 

Land-use planning is the systematic assessment of 

land and water potential, alternatives for land use and 

economic and social conditions in order to select and 

adopt the best land-use options. Its purpose is to select 

and put into practice those land uses that will best meet 

the needs of the people while safeguarding resources for 

the future. The driving force in planning is the need for 

change, the need for improved management or the need 

for a quite different pattern of land use dictated by 

changing circumstances. All kinds of rural land use are 

involved: agriculture, pastoralism, forestry, wildlife 

conservation and tourism. Planning also provides 

guidance in cases of conflict between rural land use and 

urban or industrial expansion, by indicating which areas 

of land are most valuable under rural use (FAO, 1993). 

Land use planning is an instrument of the technical 

co-operation used in resources management (forestry, 

production systems compatible with resources and 

agroforestry, pasture management, nature protection and 

erosion control), rural regional development, community 

support and village development, government 

consultation (environmental strategy planning, 

agricultural sector planning, development planning, 

assessment of land potential (B. Amler, et al, 1999). 

The prime provisions of the Law No. 5403 envisage 

development of prototype projects for agricultural 

enterprises and micro-level settlements as well as 

promotion of their extensive use with appropriate 

applications and adjustments to local conditions. 

Integration of land consolidation, irrigation and crop 

pattern projects with agricultural and rural development 

projects and land use planning initiatives is another issue 

which has to be associated with location decisions for 

agro-based industrial sites and zones in ensuring 

economy-ecology balance and fulfilling requirements of 

sustainability principle in development planning. For 

these reasons, agricultural land use planning has become 

a necessity. 

In this paper, a practical/applicable model has been 

developed in order to solve the problems encountered due 

to lack of agricultural land use plans. This proposed 

methodological approach has been developed in a fit for 

purpose approach and is considered to be easily 

applicable in all developing countries under the United 

Nations Sustainable Development Goals (SDG’s). 

2. INITIATIVES TOWARDS MICRO-SCALE 

LAND USE PLANS FOR RURAL AREAS 
 

The Environs Plans prepared in Turkey at 1/100,000 

scale are essential for protection of the natural and 

ecological assets in course of national development 

processes, whilst those prepared at 1/25,000 scale are for 

regulating functional and spatial relations between the 

settlement centers and their peripheral areas.   Other lower 

scale plans prepared at 1/10,000 or 1/5,000 scales stand 

as Master Plans for urban development, whilst 1/1,000 

scaled Implementation Plans include detailed indications 

for applications. These plans are produced for every 

urban settlement center in Turkey, which possess the 

characteristics of physical land use development and 

spatial organization plans for socio-economic activities. 

Although up-to-date some studies have been carried out 

at upper scales, neither national nor regional development 

plans have been prepared at 1/1,000,000; 1/500,000; 

1/250,000 scales, yet. In addition to absence of such upper 

scale macro-plans, lower scale micro-plans are also 

missing in the Turkish planning practice.  

In order to avail a thorough consultation on the 

preparation of micro-scale land use plans for rural areas 

in Turkey, a 2-day workshop has been organized by the 

Ministry of Food, Agriculture and Livestock 

(Restructured in 2018 as Ministry of Agriculture and 

Forestry) which took place between 21-22 December 

2011 in Ankara, Turkey with participation of central and 

local ministerial staff, academicians, practitioners, 

consultants and NGO representatives. The focal theme of 

the workshop was “A Quest for Methodology of 

Agricultural and Rural Land Use Planning in 

Conformance with EU Standards”, whilst the main 

discussions were centered around effective integration of 

agricultural and rural development into the spatial 

planning system of Turkey.  

In context of intensive discussions in above 

mentioned workshop pertaining to controversial 

approaches as “top-down planning” and “bottom-up 

planning”; a sound “bottom-up planning” approach 

starting from lower scale micro plans and climbing 

towards upper scale macro plans could be formulated for 

Turkey. This approach was aimed at: 

- Re-organization of the national spatial 

distribution system to enhance the efficiency of 

functions allocated to rural settlements and 

agricultural centers, as well as  

- Incorporation of agricultural aspects into physical 

and urban development plans widely and amply, 

in order to strengthen the instrumental basis of 

agricultural and rural development policies and practices. 

These policies were then associated with respective 

strategies which envisage:   

- Giving priority to diversification and extension of 

micro-scale and local level planning works in 

course of “bottom-up” initiatives, 

- Devoting relevance to natural and ecological 

aspects in planning the man-made physical and 

socio-economic environment,  

- Optimal raking of metropolitan, major, secondary 

and small urban centers, rural service centers and 

agro-industrial bases within the framework of 

agropolitan and integrated rural development 

models, 
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- Filling the spatial dimension gap of socio-

economic development plans (5-year national 

development plans and annual investment 

programs) prepared by the former state planning 

organization (SPO) and current ministry of 

development on sectoral basis. 

Unfortunately, there has been no noteworthy record 

of progress in these policy issues and connected strategies 

over the past six years. Notwithstanding, the following 

activities of the GDAR carried out in June were standing 

in the website of the Ministry of Food, Agriculture and 

Livestock as of September 2017 indicating that:  

- Identification of technical specifications and their 

announcement in the tender document of the 

Land Use Planning project for the Şile District of 

the Istanbul Province are conducted, while  

- Inspection and ex-post evaluation works 

pertaining to applied land consolidation and on-

farm service projects are on-going along with  

- Opinions and attitudes related to agricultural 

development which have to be taken into account 

in course of spatial development and physical 

reconstruction plans and projects are elaborated. 

As a matter of fact; above mentioned activities hardly 

comply with appropriate decisions and rational land use 

intentions, where spatial dimensions of development are 

sufficiently emphasized and adequately incorporated to 

planning processes. The shortcomings in formulation of 

opinions and attitudes of the Ministry of Food, 

Agriculture and Livestock to be taken into account by the 

Ministry of Environment and Urbanization in preparation 

of Environs Plans always hampered allocation of fertile 

lands in favor of industrial land use and housing purposes, 

which led to successively diminishing agricultural areas 

and consequently ecological distortions.  

   

3. EXPECTED BENEFITS FROM 

AGRICULTURAL AND RURAL LAND USE 

PLANNING 
 

The absence of spatially disaggregated upper scale 

macro-plans and lower scale micro-plans create serious 

handicaps in elaborations on and formulation of 

development objectives, which have to be ultimately 

oriented towards providing a nation-wide urban-rural 

integration in functional and spatial terms. Filling the 

micro-plan deficit by comprising agricultural and rural 

land use planning in Turkey would provide an excellent 

basis to deal with political, regulative and operational 

aspects of this matter of concern with diverse benefits 

which could be categorized as mentioned below:         

i. Political benefits  

- Identification of implementation and action areas 

for support and subsidy policies and instruments 

in the light of agricultural land use and rural 

development planning guidelines 

- Giving orientation to spatial distribution of 

agricultural production activities and rural 

development investments  

- Fulfilling the requirements of natural resources 

management and environmental protection 

principle in the preparation of agricultural 

development and rural land use plans 

- Referring to risk estimations (pollution, climate 

change, salination, etc.) in the preparation of 

agricultural and rural development and land use 

plans 

- Encouragement of “bottom-up planning” 

initiatives originating from local levels and 

extending to national level in the Turkish 

planning process 

ii. Technical and operational benefits 

- Integration of prototype projects for agricultural 

enterprises, farming practices and agro-industrial 

facilities in land use plans with regard to local 

activities and rural settlement characteristics 

- Integration of land consolidation and on-farm 

service projects in land use plans 

- Identification of the crop pattern depending on 

agricultural marketing analyses and predictions 

iii. Legislative and administrative benefits  

- Cooperation with the Ministry of Environment 

and Urbanization for effective integration of 

agricultural and rural land use plans in the overall 

spatial planning processes 

- Cooperation with the Ministry of Development to 

devote more emphasis to agricultural and rural 

development planning as well as collaboration 

with the Regional Development Agencies for 

diversification of supports oriented towards local 

level initiatives 

- Cooperation with the Ministry of Science, 

Industry and Technology in location planning for 

agro-industrial plants and zones 

- Cooperation with the Ministry of Agriculture and 

Forestry for integration of hydrological resources 

and forest management issues in agricultural and 

rural development and land use planning 

- Cooperation with the Ministry of Energy and 

Natural Resources for integration of underground 

resources in agricultural and rural development 

and land use planning 

- Cooperation with the Ministry of Transport, 

Maritime and Communications for fulfilling 

transportation and logistics requirements of 

agricultural marketing and land use planning 

 

4. ESSENTIALS OF SUSTAINABLE LAND 

USE PLANS FOR RURAL AREAS 
 

Effective integration of the natural environment 

including soil, water and air components with the man-

made environment including socio-economic and built-

up components on the basis of sustainability principle is 

a prerequisite for making successful development plans. 

(Ercan, O., Dericioğlu, K.T., October 14, 2013, and 

October 21, 2013) 

Within this framework, it is essential to precisely 

analyze: 

 Soil, forest, water and underground resources 

in the “geography based” natural environment, 

 Industry, trade, service and tourism activities in 

the “economy based” man-made environment, 

 Education, health, culture and housing 

activities in the “society based” man-made 

environment, 

 technical infrastructure, transportation and 

logistics activities in the “physical linkage 

based” man-made spatial environment 
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and to adequately match them with each other. The 

utmost relevant issue in planning process is attaching due 

regard to functionality, rationality, sustainability and 

integrity principles throughout location decisions and 

implementation actions. Effectiveness in implementation 

of actions relies on strong substantiations for taken 

decisions, whereas updated and disaggregated databases 

are required for strong justifications. 

The primary goal of harmonization and integration of 

natural and man-made environments is to reduce 

economy and ecology conflict up to the possible lowest 

level and to ensure a balance between these two system 

components.  For this purpose, it is unavoidable to amply 

investigate the interrelations between the (man-made) 

settlement centers and the (natural) life support systems 

in their surroundings. Identification of the optimal 

demographic size of settlements for meeting the 

requirements of human activities and community needs 

from life support systems adequately is necessary for sake 

of sustainability. Urban congestions in certain areas or 

over-population tendencies in certain settlements have to 

be avoided for protection and rational use of natural 

resources. In this respect, the indicative characteristics of 

plans associated with imperative provisions and 

enforcement instruments are of utmost importance.  

The primary provisions of the Law No. 5403 on Soil 

Protection and Land Use Planning envisage:          

i. Development of prototype projects for 

agricultural enterprises and micro-level 

settlements as well as promotion of their 

extensive use with appropriate applications and 

adjustments to local conditions,   

ii. Integration of land consolidation, irrigation and 

crop pattern projects with agricultural and rural 

development and land use planning initiatives, 

iii. Focusing on agro-based industrial sites and 

zones in ensuring economy/ecology balance 

and fulfilling the requirements of sustainability 

principle in development planning, 

iv. Referring to functionality principle and relying 

on swot (strengths, weaknesses, opportunities, 

threats) analyses in spatial re-organization and 

land use planning tasks. 

v. Saving land by preventing the loss of its 

features by natural or artificial ways and 

developing and determining planned land use 

based on principles of sustainable development 

(Çay. T. et al, 2017). 

In producing land use plans for rural and agricultural 

areas, high priority is to be devoted to: 

 Inputs for agricultural production and 

husbandry (labor force, pesticides, insecticides, 

fodder, mechanical equipment, seeds, 

fertilizers, etc.), 

 Agricultural production activities and 

enterprises, 

 Gathering of agricultural products and their 

processing, packaging, warehousing, 

dispatching, distribution, etc., 

 Consumption norms, 

 Waste disposal and sanitary landfill, refusal 

treatment and recycling, composting and 

renewable energy generation, etc. 

Creation of a hierarchical scheme of production, 

processing and service centers in compliance with the 

rationality principle is a basic requirement in spatial re-

organization and land use planning tasks. The followings 

are pertinent functions and roles which the small-sized 

urban centers in rural areas have to play as well as 

services they have to provide within the hierarchical 

scheme of centers:  

 Input (seeds and fertilizers) supply along with 

mechanization and equipment maintenance and 

repair etc. In context of agricultural production 

services,  

 Administration along with education and 

health, cultural and social amenities and 

facilities etc. In context of social infrastructure 

services, 

 Transportation along with water, electricity and 

gas supply, waste water treatment, solid waste 

disposal and sanitary landfilling, etc. In context 

of technical infrastructure services. 

 

5. DETERMINANTS AND DIMENSIONS, 

PRINCIPLES AND APPROACHES IN 

PLANNING PROCESS 
 

 
Fig. 1. Determinants and dimensions, principles and 

approaches in the planning process (Project on the 

Establishment of Macro Framework for Agricultural 

Land Use Plans in Thracian Provinces and Ergene Basin 

(2012); TR Ministry of Food, Agriculture and Livestock, 

General Directorate of Agricultural Reform, Ankara, 

Turkey) 

 

The main determinants which have to be tackled with 

throughout a certain planning process are economic and 

socio-economic functions, physical and spatial location 

options as well as ecological and natural features of the 

area of concern.  

Economy stands for functions which are related with 

sectoral development plans in the planning system of 

Turkey. Sectoral development plans are prepared by the 

Ministry of Development at national level and by 

affiliated Regional Development Agencies at regional 

level. The physical locations of sectors and planned 

functions are elaborated in and modelled by urban master 

and physical development plans, which are produced 

primarily by the Ministry of Environment and 

Urbanization and secondarily by the Ministry of 

Transport, Maritime and Communications, the Ministry 

of Science, Industry and Technology as well as Ministry 

of Culture and Tourism, etc. whenever required and 

wherever deemed necessary.  

Ecology, on the other hand, is regulated through 

environs and landscape plans, which are produced by the 

Ministry of Environment and Urbanization.  The Ministry 
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of Agriculture and Forestry; the Ministry of Energy and 

Natural Resources are other important actors with regard 

to the planning of ecological structures and natural assets. 

Within the “economy - physical space - ecology” 

triangle, “natural environment - artificial environment” 

and “economy - ecology” balance/conflict should be 

regulated within the framework of "appropriate area for 

each use of concern versus appropriate use for each area 

of concern" principle with due regard to pertinent 

planning principles.  

 

6. APPLICATION MODEL PROPOSAL IN 

REGARD OF CURRENT COUNTRY 

CONDITIONS 
 

Relying on above mentioned theoretical explanations 

and implementation approaches in general as well as 

regulations and practices in particular, a certain 

methodology can be developed and proposed for Turkey 

in compliance with current conditions. The details of such 

a proposal for preparation of agricultural land use plans 

are mentioned below, which is composed of project 

management, data collection and processing, analysis and 

evaluation, decision making and planning components as 

a whole.  The coverage of each component is briefly 

described under following headings. 

 

6.1. Project Management Method 
 

System set-up in scope of project management 

includes; 

i. Identification of project operation framework 

by the GDAR, 

ii. Ensuring the establishment of an organization 

and coordination structure with the aim of 

effective collaboration between the GDAR 

representatives and representatives from other 

ministries as well as launching local meetings 

(identifying the actors to be included in the 

project, indicating priority meetings at 

provincial level, setting an information 

exchange basis, etc.) 

iii. Creating templates comprising; 

 Information request form for data to 

be obtained from related institutions, 

 Questionnaire form, 

 Analytical tables for environ plans, 

 Comparative tables for environs 

plans, 

 Analytical tables for regional reports, 

 Swot tables, 

 Current situation reports, 

 District information sheets, 

 Synthesis reports and information 

sheets, 

 Protection-use pattern, 

 Inquiry system, 

 Systems approach for identification 

of agricultural ecological structures, 

 Legends, and 

 Plan provisions. 

iv. Setting up the reporting system by determining; 

 visual design of the report,  

 scope and contents of the legend.  

v. Organization of the workshop to introduce the 

project to all public stakeholders and steering 

of the implementation by; 

 identifying the stakeholders,  

 preparing the workshop 

presentations and conducting 

visualization works. 

 

6.2. Spatial, Institutional, Scientific and 

Statistical Data 
 

4 different data sets will be used as for land use 

planning projects.  

 

6.2.1. Spatial Data 
      

Digital maps of  respective institutions and 

organizations indicating the boundaries of demanded and 

permitted areas for non-agricultural land use, soil 

database, legend data based on Law No. 5403, 

topographic maps, rangeland database, forest data, 

landscape plans at 1:100,000 scale, master plans at 

1:25,000 and 1:5,000 scales, cadaster data and village 

borders, climate data, LPIS data, updated transportation 

axes and facilities (highways, village roads, railway maps 

and airports, etc.), updated stream, lake, pond, dam, water 

surfaces and irrigation maps, contour lines, CORINE 

data, water basins, agricultural basins, national parks, 

nature conservation areas, special environmental 

protection areas, protected areas, tourism areas, 

environmental pollution and drainage data, geology data, 

STATIP, etc., which are digitally approved, produced by 

and available at different institutions and organizations 

across the country will constitute the main data basis of 

the system (Ercan. O., 2016). 

 

6.2.2. Statistical Information 
 

Population, health, education, general economy, 

agriculture, environment, industry, transportation, 

tourism data will be statistically collected at district, 

provincial, regional and national levels, and they will be 

used for decision making processes of planning. 

 

6.2.3. National and regional reports 
 

Academic studies related to agricultural sector; 

reports and research studies of the Ministry of Agriculture 

and Forestry; former State Planning Organization and 

current Ministry of Development reports, development 

plans and Regional Development Agency reports; 

environs plans; strategic plans of certain institutions such 

as Ministries and Governorates will be used as important 

documents throughout the planning activities. 

 

6.2.4. National and international evaluation studies 

on agricultural economics 
 

Academic studies, studies conducted, and reports 

prepared by the ministries as well as national and 

international studies will be important information 

sources for the planning process. 

Within the scope of “Preparation of Agricultural Land 

Use Plans”; 
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 The obtained data will be analyzed, 

standardized and uploaded to the database, in 

which 

 They will be classified at district, provincial, 

regional and national levels in a way to be used 

as contributive elements in preparation of the 

fundamental basis for the plan. 

Furthermore, a relevant questionnaire for preparation 

of the fundamental basis for the plan will be designed 

which enables investigation of ecological, physical and 

functional relations in order to obtain area-specific 

information. This questionnaire will be published on the 

GDAR website to be completed by the personnel at local 

units of the GDAR whereby up-dated data will be made 

steadily available. 

Findings obtained through this activity will be 

holistically elaborated and associated with functional and 

physical linkages at regional level in order to contribute 

to the preparation of fundamental basis for maps and 

reports of national agricultural land use plan and 

settlement pattern at 1/25,000 scale. Thus, the emphasis 

devoted to spatial evaluations will be highly considered 

in scope of conducted works.  

 

6.3. Approach and Method 
 

In relation to Agricultural Sector following works 

will be undertaken comprising Evaluation of the National 

SWOT Analysis and Preparation of the Productivity 

Matrix. Subsequently, Macro and Meso Zoning Activities 

(Spatial) will be carried out, which will help to identify 

Integrated Clusters based on Surface Structure and 

Relations (e.g.: identification of Identical/Homogenous 

Basins) Analyses. 

Through socio-economic, natural, spatial and 

functional analyses and evaluations carried out in this 

approach, rational utilization of local resources will be 

thoroughly interrogated, which will enable a productivity 

and efficiency inquiry to be undertaken at provincial 

level.  

Productivity inquiry will be carried out by 

investigating whether local resources pertaining to 

agriculturally relevant ecological structures are rationally 

utilized. This investigation will be based on findings of 

the analyses focused on legend components of 1/25,000 

scaled maps as well as discrimination and harmonization 

of urban and rural (agricultural, non-agricultural, 

settlement and production) type of land uses within the 

provincial borders.  

By looking at the ecological structures and land use 

within the provincial borders; 

 Weak links in the production, distribution, 

consumption activity chains will be assessed, 

and  

 Issues hindering productivity and efficiency of 

the system which cause low-potential use and 

even loss of resources will be identified and 

listed  

in scope of productivity inquiry. 

In the light of the analyses and evaluations conducted 

above, existing problems will be defined by referring 

particularly to current land use practices and location 

decisions. Thereafter, solid proposals regarding 

elimination of these problems will be offered for future 

developments, which will include rational location 

selection decisions and land use plans with specific regard 

to local agricultural ecological structures. 

These evaluations will be supplemented by Strengths, 

Weaknesses, Opportunities and Threats (SWOT) analysis 

comprising spatial diagrams pertaining to natural, social, 

economic and built environments. 

 

6.4. Classification of Data at Provincial Level 
 

On one hand, activities will be conducted to figure out 

the current system at district and provincial levels, and on 

the other hand, macro evaluations will be carried out with 

available data at regional and national levels in order to 

achieve comparative and holistic evaluations in respect of 

priorities of the GDAR. 

In scope of these activities to be undertaken at district 

and provincial levels, current situation analysis will be 

primarily conducted. In this respect, use and formation of 

natural and man-made environments as well as socio-

economic situation will be revealed. Agricultural 

resources and production potential will be stated in detail. 

Current hierarchical settlement system and structure 

within the provincial borders will be analyzed in terms of 

current roles and functions of urban and rural centers 

particularly in agricultural production areas. 

This study will also briefly refer to the macro level 

evaluations to be carried out at a higher scale for 

explanation of current agricultural production activities 

carried out national, regional, sub-regional levels as well 

as relationships between agricultural sector and other 

sectoral activities.  

 

6.5. Evaluation of Data and Establishment of 

Information Infrastructure 
 

Synthesis and reporting will be conducted for natural 

environment – natural structure, built environment – 

physical structure, social environment – service sector, 

economic environment - sectoral activities within the 

framework of spatial (protection-use pattern, agricultural 

ecological structures) analyses of the data collected. 

     Decisions and implementations in land use planning 

rely heavily on the identification of local resources for 

mobilization and threshold analyses for location 

identification. Land use decisions can mainly be 

distinguished between (Project on the Establishment of 

Macro Framework for Agricultural Land Use Plans in 

Thracian Provinces and Ergene Basin (2012); TR 

Ministry of Food, Agriculture and Livestock, General 

Directorate of Agricultural Reform, Ankara, Turkey); 

 Built Up Areas and 

 Absolute Protection Areas,  

whereby those lying between these two can be identified 

as  

 Areas to be both built up and protected in a 

balanced manner. 

In built up areas; urban expansions of settlements will 

take place along with land requirement for industrial 

production as well as social and technical infrastructure 

services. Absolute protection areas; on the other hand, will 

comprise ecological production areas, particular 

vegetation areas, absolute agricultural production areas, 

irrigated agricultural production areas, natural 

conservation areas, etc., which have to be officially 

registered and legally restricted. 
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      Preparation of criteria list for particular land use types, 

identification of specifications for protection in built up 

land use types as well as mechanisms for control and 

enforcement (plan provisions) are the necessary studies 

which have to be undertaken in order to be respectively 

applied for  

(i) Pre-dominantly built up and subsidiary 

protected areas, 

(ii) Equivalently protected and built up areas, 

and lastly 

(iii) Pre-dominantly protected and subsidiary 

built up areas. 

 

 
 

Fig. 2 Identification of absolute soil protection areas and 

built up areas 

 

Areas where ecologically compliant agricultural 

activities are currently carried out will be identified in 

scope of surveys pertaining to agricultural-ecological 

structures. In the next step, impacts of natural structure 

components on each other and their interaction processes 

will be handled to the possible widest extent which the 

study allows.  

Accordingly, 1/25,000 scaled maps and reports will 

be produced related to identification of agricultural-

ecological structures and a set of activities will be 

prepared to provide firstly inputs for the protection of soil 

and agricultural resources; and secondly to define 

agricultural policies and develop connected planning 

activities (Landscape Plans, Master Plans, and 

Implementation Plans). This is of significant importance 

in terms of relying on integrity, functionality and 

sustainability principles in planning processes, which will 

constitute an important basis for preparation of potential 

land utilization maps.  

After describing the protection-use pattern and 

identifying agricultural-ecological structures, functional 

relationship inquiries mainly including socio-economic 

evaluations will be conducted at district level. With the 

natural, built up, social and economic environment 

analyses, the following works will be accomplished: 

 Identifying problems in production, 

distribution and consumption activity chains 

based on agricultural-ecological structures and 

current land use practices, 

 Assessing agricultural - ecological 

potentialities and evaluation of rational use of 

resources, 

 Undertaking macro evaluations on current 

agricultural production activities and 

clarification of relationships between 

agriculture and other sectoral activities, 

 Investigating whether provided urban services 

increase production performances, 

 Setting up a contextual framework for urban-

rural integrated relations system (hierarchically 

positioned activity units in the reciprocal 

relations system). 

      Conducted studies and surveys as well as 

investigations and evaluations will be utilized for further 

assessments, which will be carried out within the 

framework of Strengths, Weaknesses, Opportunities and 

Threats (SWOT) analyses including spatial diagrams 

pertaining to natural, social, economic and built up 

environments.  

 

6.6. Interpretations and Creation of a Model as 

Fundamental Basis for Land Use Plans 
 

Land use plan basis will be completed upon definition 

of agricultural status of the concerned land (classification 

of the area based on resource features), identification of 

agricultural functions (classification of the area based on 

activities) and finalization of legends (contents, colors 

and symbols) as planning aids. 

      After describing the protection-use pattern and 

identifying agricultural-ecological structures, functional 

relationship inquiries including mainly socio-economic 

evaluations will be conducted at district level.  

"Potential Land Use Maps" at 1/25,000 scale will be 

prepared at district and provincial levels by using all 

analyses carried out for natural and built up environments 

and all data layers included in the "Spatial Data Model" 

which constitute the fundamental basis of the land use 

plan. Thereupon, the "Model Proposal" on the 

development of agricultural sector and its integration with 

other economic and social activity sectors will be 

developed at provincial level.  

The “Model Proposal” will be developed in a way to 

include all basic contents for agricultural production 

policies related to local agricultural-ecological structures 

as well as measures and incentive packages for local 

activities along with location selection decisions to be 

made in this regard. In the reports to be prepared at 

provincial level, current situation analyses will be carried 

out focused on;  

 Natural structure,  

 Physical structure,  

 Spatial structure,  

 Population and demographic characteristics,  

 General economic situation,  

 Socio-economic structure,  

 Land existence in the districts,  

 Agricultural products and production 

processes,  

 Animal products and production processes,  

 Water resources and irrigation systems,  

 Mechanization in agriculture,  

 Agricultural problems and risks,  

 Agricultural investment projects and subsidies,  

 Agricultural holdings,  

 Agricultural organizations, and 

 Agricultural structure assessments, etc.  

      In light of syntheses of above-mentioned analyses as 

well as evaluations and interpretations, pertinent 

specifications will be set forth for;   

 Landscape plans,  

 Non-agricultural requirements, and  



Turkish Journal of Engineering (TUJE) 

Vol. 4, Issue 3, pp. 154-163, July 2020 

 

 

161 

 

 Protection - use pattern,  

which are essential for agricultural land use planning. 

Thereupon, the relationships between agricultural 

subventions and agricultural production processes will be 

evaluated and formation of a fundamental basis for 

preparation of the agricultural land use plans will be 

achieved. 

 

6.7. Iterative Compliance Investigation of 

Proposed Model for Land Use Plan Basis 
 

The proposed model will be iteratively evaluated by 

the experts from the ministries, local interest groups and 

academicians who are effective in regional evaluations 

and their feedbacks will be obtained. 

Furthermore, the proposed model will be compared 

with National Plans, Environ Plans, Basin Plans, 

Regional Plans, Sectoral / Development Plans and its 

suitability will be steadily investigated. 

Contributions regarding land use and location 

selection decisions will include features pertaining to 

activating the processes related to utilization of local 

agricultural resources and ecological structures as well as 

to establishing and strengthening regional functional and 

physical (production-added value-transfer-marketing-

consumption) linkages.  

 

6.8. Identification of Compliant and Conflicting 

Parts of the Model with Current Plans 
 

Conflicting elements will be identified as a result of 

comparison of the proposed model with National Plans, 

Environ Plans, Basin Plans, Regional Plans and Sectoral 

/ Development Plans. Based on the outputs of 

comparative studies, thematic research proposals will be 

made in order to identify institutional mechanisms to be 

established in connection with management and 

governance operations for harmonization purposes. 

These efforts are for firstly for assessment of conflicts and 

secondly for their elimination with aid of adequate 

measures and actions.  

 

6.9. Preparation of the Model Related LUP Basis 

at National and Regional Levels  
 

Land Use Planning basis will be produced at national 

and regional levels which relies on;  

 Identifying the protection - use pattern through 

Absolute Protection, Use, Conditions and 

Significance Rating (Usage with Protection 

Priority, Protection-Use Balance, Protection 

with Usage Priority) decisions,  

 Integrating the functional and physical linkages 

(Production - Added Value-Marketing-

Consumption) for creating macro, meso and 

micro level agricultural ecological zoning and 

relations system, and  

 Ensuring the connection among ecologically, 

statistically and administratively defined 

spatial clusters.  

Thus, the processes of producing a well elaborated 

Agricultural Land Use Plan at 1/25,000 scale in 

accordance with its priorities and implementation tools 

(political, legal, administrative, financial, technical, 

educational, etc.) will be identified. 

 

6.10. Description of Macro Agricultural Policies 

and Tools in line with LUP Basis Prepared at 

National and Regional Levels 
 

Upon preparation of the fundamental basis of the 

Land Use Plan, agricultural policies will be identified 

with due regard to ecological, economic and social 

sustainability principles. Subsequently, macro 

agricultural preferences and policy tools such as support 

and subsidy mechanisms; research studies, extension and 

training programs; as well as export and import 

regulations will be described in the final synthesis of 

accomplished works. 

 

7. CONCLUSION 
 

The mission line required by the duty of producing 

agricultural land use plans, which are assigned to the 

Ministry of Agriculture and Forestry by the Soil 

Protection and Land Use Law No. 5403; Drawing on the 

basis of internal and inter-institutional cooperation, 

communication, sharing and governance will be an 

important step towards fulfilling the requirements of 

planning, functionality, rationality, sustainability and 

integrity. It is deemed necessary to base the agricultural 

land use planning process on such a mission, to be among 

the actors currently active in planning in the country, and 

to play an active role in filling the gaps in the planning 

studies being carried out. 

The physical plan (1/25,000 scaled Settlement Pattern 

and Land Use Plan) model proposal for land use planning 

is summarized in stages below. Operation steps of the 

proposed model are composed of; 

1) Collection of spatial, institutional, scientific 

and statistical data and their transfer to a 

database, 

2) Identification of main structural indicators 

(natural structure, settlement pattern 

demography, socio-economic structure), 

3) Identification of functional indicators 

(agricultural product profiles, specialization), 

4) Selection of indicators (technical infrastructure 

and thresholds),  

5) Identification characters and types (spatial and 

functional clusters),                           

6) Definition of pre-planning proposals (links 

between clusters), 

7) Undertaking suitability analysis in location 

selection, 

8) Definition of final planning proposals, 

9) Establishing links between clusters and action 

areas (local coherences – functional 

associations), 

10) Undertaking location selection decisions 

(protection-use pattern), and 

11) Preparing the physical plan (land use plan and 

settlement pattern at 1:25,000 scale). 

Continuing the Land Use Planning project 

development activities initiated by the GDAR in 2011 is 

an indispensable task in terms of protecting economy-

ecology balance, saving absolute agricultural areas from 

occupation and achieving sustainable environment as 

well as fulfilling the legal obligations entrusted to the 

GDAR.  
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The proposed fit for purpose agricultural land use 

planning model can be easily implemented within the 

framework of the United Nations Sustainable 

Development Goals, especially in developing countries. 
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ABSTRACT 

Following RASAT, Göktürk-2, placed into its orbit as Turkey’s second domestic production of earth observation, has 

three times higher spatial resolution (2.5 m) than RASAT and has much more advanced stereo vision capability. However, 

like all-optical imaging satellites, Göktürk-2 has problems in data quality due to reasons such as sensor geometry, 

contrast, dense forest cover in the field of view and topographic slope. In this study, it is aimed to evaluate the horizontal 

and vertical geolocation accuracy performance of three-dimensional Digital Surface Models (DSM) derived from 

Göktürk-2 stereo images in comparison with a reference DSM obtained by traditional photogrammetry method in Derik 

district of Mardin province with high slope and variable topographic conditions. The results demonstrated that the three 

dimensional topographic representation capability of Göktürk-2 is quite successful despite offering a medium spatial 

resolution. The Göktürk-2 DSM has an absolute horizontal geolocation accuracy of ≤0.1 pixels (25 cm) both for X and Y 

directions. On the height, it provides accuracy as standard deviation of 7.3 m and normalized median absolute deviation 

of about 5.7 m.  

 

Keywords: Göktürk-2, Digital Surface Model, Performance, Quality 
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1. INTRODUCTION 
 

Remote Sensing (RS), the technology of acquiring 

airborne or space-borne information from target objects 

on earth without making direct contact with them, has 

become a modern method that is increasingly used 

worldwide with rapidly developing optical, radar and 

lidar technologies. Countries have been working hard for 

many years to integrate this technology.  

In Turkey, space-borne RS activities started in the 

1990s under the leadership of Scientific and 

Technological Research Council of Turkey (TUBITAK), 

and BILSAT, which emerged as a product of 

collaboration with Surrey University in the UK, was 

orbit in September 2003 as the first Turkish satellite 

mission. Through BILSAT, Turkey had the chance to 

acquire 12.6 m panchromatic and 26.7 m multispectral 

own satellite imageries (Yüksel et al., 2016). BILSAT 

mission, which worked until 2006, was terminated in 

August 2006 as a result of technical failures in 

communication links. After BILSAT, Turkey's first 

domestic production of earth observation satellite 

RASAT was successfully placed into orbit in August, 

2011. RASAT is a satellite mission with an optical 

principle capable of 7.5 m panchromatic and 15 m 

multispectral image acquisition. Despite some technical 

failures in the positioning systems immediately after its 

launch, RASAT continues its duty successfully. RASAT, 

which does not have infrared vision, could not provide 

the expected performance in stereo imaging due to the 

very slow stereo-vision camera. Turkey, learning more 

from each mission and developing, planned a new 

developed domestic satellite mission which corrected all 

deficiencies and the third earth observation satellite 

Göktürk-2 was placed into the orbit in December 2012. 

Göktürk-2, which is the first high-resolution earth 

observation satellite developed by our country, was not 

only designed, produced, but also the engineering 

activities in the test stages were utterly national. 

In optical satellite missions, because of solar 

dependence, high-altitude imaging geometry, contrast 

and sensor characteristics, some limitations exist in 

product quality. Due to this fact, it is an indispensable 

requirement to determine the quality loss experienced by 

each satellite mission and determine the quality level of 

the satellite data and the resulting products (Aguilar et al. 

2010; Zhao et al. 2011; Hladik and Alber 2012; Hobby 

and Ginzler 2012). Likewise, it is revealed that the 

satellite data whose quality is determined may be the 

reason of choice in such studies. In this study, it is aimed 

to evaluate the planimetric and vertical quality of three 

dimensional Digital Surface Models (DSM) obtained 

from Göktürk-2 stereo images. As it is known, DSMs, 

which represent the earth in three dimensions including 

all natural and man-made objects, are indispensable 

products for many disciplines such as forestry, 

archeology, hydrology and city planning (Fraser, 2003; 

Navalgund et al., 2007; Font et al., 2010; Sterenczak 

and Kozak, 2011; Sefercik et al. 2013; Yılmaz and 

Uysal, 2017). 

The study is divided into five sections. In the second 

section, the study area and the properties of the materials 

used are presented. In the third section, the methodology 

of the study is given. In the fourth section, the results are 

presented, and in the fifth and final section, the 

conclusions and future targets are given. 

2. STUDY AREA AND MATERIALS USED 
 

Derik District is located in South-eastern Anatolia 

Region and is 42 km from Mardin City centre. The 

district is located between 40º 16 '5' 'East longitude and 

37º 21' 53 '' North parallel and has a surface area of 

1,381 km2. An area of 1.35 × 3.45 km including Derik 

District Centre and its surrounding area was determined 

as the study area. Fig. 1 presents the location of the 

study area in Turkey and shows a close-up image. Derik 

was selected as the study area because of its variable and 

steep topography which enables a better interpretation of 

Göktürk-2 DSM performance. 

 

 
 

Fig. 1. Study area: (a) the location on the map of Turkey, 

(b) Derik district study area boundaries 

 

The three-dimensional coverage and characteristics 

of the Göktürk-2 satellite images used in the study are 

presented in Fig. 2 and Table 1. As shown in Fig. 2, the 

study area is located in a steep region in the approximate 

middle portion of the stereo images. 

 

 
 

Fig. 2. Göktürk-2 stereo image boundaries 
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Table 1. Characteristics of Göktürk-2 stereo images 

 

Characteristics 
Göktürk-2 

Stereo-1 

Göktürk-2 

Stereo-2 

Reception Date 

(y/m/d) 

2018-09-16 2018-09-16 

Reception Time 

(h/m/s) 

07:15:17.63 07:17:10.21 

Stereo reception 

mode 

Along-track 

Spatial resolution (m) 2.5 PAN / 5 MS 

Sun azimuth angle (°) 134.80406 135.36513 

Sun height angle (°) 45.90185 46.15824 

Coordinate reference 

system 

WGS84 

Dimensions (width × 

length) (km) 

~24×40 

 

3. METHODOLOGY 

 

In this study, Göktürk-2 images were oriented by 

three-dimensional affine transformation. In the process, 

18 Ground Control Points (GCP) collected from Google 

Earth images with a resolution higher than the spatial 

resolution of 2.5 m PAN of Göktürk-2 satellite were 

used. All of them were utilized for the orientation of 

stereo image 1 and 16 of them were used for the 

orientation of stereo image 2. The distribution of the 

GCPs used in the orientation process is shown in Fig. 3. 

 

 
 

Fig. 3. GCP distribution 

 

 After the completion of the orientation process, 5 m 

grid DSM was produced from Göktürk-2 stereo images 

with DPLX software. The performance of the produced 

DSM is demonstrated visually and statistically using a 

reference photogrammetric DSM which have ~8 cm 

horizontal and ~12 cm absolute vertical accuracy. The 

0.5 m grid reference DSM was derived from aerial 

photos taken by a Phase One 80 megapixel digital aerial 

camera at 800 m flight altitude. In the visual evaluations, 

the height error map produced from the differential 

model of Göktürk-2 DSM with reference 

photogrammetric DSM was interpreted. In height error 

map generation, the grid intervals of the DSMs were 

balanced by re-sampling. In statistical analyses, 

Göktürk-2 DSM geolocation accuracy was calculated 

using standard deviation (SZ) (equation 1) and 

normalized median absolute deviation (NMAD) 

(equation 2) metrics. 

 

𝑆𝑍 =  √
∑ (∆𝑍𝑖−𝜇)2𝑛

𝑖=1

𝑛−1
                                                    (1) 

 

𝑵𝑴𝑨𝑫 =  𝟏. 𝟒𝟖𝟐𝟔 × 𝑿�̃�[|∆𝒁𝒊 − 𝑿�̃�(∆𝒁𝒋)|]             (2) 

 

In Equation 1, n is the number of pixels compared, 

ΔZ is the height difference of the compared pixels, and 

µ is the arithmetic mean of these differences. In 

Equation 2, 𝑋�̃� is the median of the univariate data set of 

height differences, and 𝑋�̃�  is the median value of the 

height differences from 𝑋�̃�. While NMAD stands out as a 

value very close to SZ in normal error distribution, if 

there is a structure that causes random error distribution 

in DSM, NMAD value is higher than SZ which is an 

undesirable situation indicating that DSM tested in 

absolute vertical accuracy analysis is in structural 

difficulty. Although NMAD is a robust accuracy metric 

for detecting significant structural errors, it does not 

perform as well as SZ in terms of revealing minor height 

differences (Hellerstein, 2008). 

After the Göktürk-2 horizontal geolocation accuracy 

determination, the error amounts occurring in X and Y 

directions were eliminated by horizontal shifting by 

area-based cross-correlation method and Göktürk-2 

DSM and reference DSM were fully overlapped 

horizontally before vertical geolocation accuracy 

analysis. Likewise, the basic condition of correct vertical 

accuracy evaluations is %100 horizontal overlap of 

analyzed DSMs. If horizontal overlap is not achieved, it 

is indisputable that vertical error detection in different 

parts of the models will lead to misleading results. 

 

4. RESULTS 
 

The horizontal geolocation accuracy of Göktürk-2 

DSM obtained based on the standard deviation metric 

according to the reference photogrammetric DSM, as 

well as the horizontal offset amounts performed before 

the vertical accuracy are presented in Table 2. As can be 

seen from the Table 2, Göktürk-2 DSM’s horizontal 

geolocation accuracy is 0.1 pixels in the X direction and 

0.01 pixels in the Y direction. This also clearly 

demonstrates the performance of the GCPs used in the 

image orientation process. 

 

Table 2. Absolute horizontal accuracy of Göktürk-2 

stereo images 

Reference DSM Tested DSM ΔX (m) ΔY (m) 

Photogrammetric 

(0.5m) 
Göktürk-2 

(5m) 

0.26 -0.03 

 

DSMs obtained from photogrammetric reference 

data, and Göktürk-2 stereo images are shown in Fig. 4. 

When DSMs are examined, it can be mentioned that the 

topographic description performance of the 5 m grid 

DSM obtained from Göktürk-2 images with 2.5 m 

medium spatial resolution is quite successful. When the 

coloured height scale is considered, it can be seen that 

the correlation of topographic elevation zones with 

photogrammetric reference is quite high and even some 

narrow linear lines can be represented. Besides, the 
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minimum and maximum elevation values appear to be 

equal on the colour elevation scales, which is not typical 

for DSMs from medium resolution satellite data. 

Table 3 shows the absolute vertical geolocation 

accuracy results of Göktürk-2 DSM. In the Table, the 

performances of DSM in the whole area and only the 

uninclined topography are presented separately. 

Inclination expression was used for plots with slope 

<tan-10.1 (~6°) as usual in DSM quality researches 

(Jacobsen, 2016).  

 

 
 

Fig. 4. Göktürk-2 and reference photogrammetric DSM 

 

Table 3. Absolute vertical geolocation accuracy of 

Göktürk-2 DSM 

 

Reference 

DSM 

Tested 

DSM 

Class SZ    

(m) 

NMAD 

(m) 

Photogrammetric 

(0.5m) 
Göktürk-2 

(5m) 

All 
terrain 

7.37 5.77 

Slope 5.88 4.32 

 

As seen in Table 3, it is determined that Göktürk-2 

has higher performance in uninclined areas as in all 

DSMs obtained from space-borne optical RS data. In the 

analyses made on the whole area; The absolute vertical 

geolocation accuracy of Göktürk-2 is around 7.3 m as 

SZ and around 5.7 m as NMAD. In uninclined areas, 

both values are about 1.5 m higher. The height error 

maps reflecting the grid-by-grid height differences 

between Göktürk-2 and reference photogrammetric 

DSM are shown in Fig. 5. To facilitate visual 

interpretation, the maps were prepared in different 

versions to reflect height errors of ± 20 m, ± 10 m, ± 5 m 

and ± 1 m. It was evident from the height error maps 

that the biggest problem of Göktürk-2 DSM is the 

topographical slope. In regions where the topographic 

slope is high, the correlation with photogrammetric 

DSM decreases significantly. Another problem stands 

out in the narrow streets of Derik town centre. Some of 

narrow streets could not be represented at the required 

level. However, considering the spatial resolution of 

Göktürk-2, this is a natural result. On the other hand, it 

was concluded that the performance of Göktürk-2 was 

quite successful in areas other than over-sloping 

topography. Particularly, the performance of Göktürk-2 

stereo images at an altitude of 684 km is admirable when 

examining the bounded zones with an error of ± 1 m. In 

these zones, the photogrammetric reference obtained at 

an altitude of 800 m, the vertical topographic difference 

between DSM and Göktürk-2 is ≤1 m. 
 

 
 

Fig. 5. Height error maps at different scales 

 

5. CONCLUSIONS 
 

The study carried out by Turkey's second domestic 

production Göktürk-2 earth observation satellite was 

evaluated with its horizontal and vertical absolute 
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geolocation accuracy performance of 5 m grid DSM 

produced from 2.5 m spatial resolution stereo satellite 

images. Evaluations were conducted by using visual and 

statistical methods with reference to photogrammetric 

DSM in Derik District of Mardin Province, where 

topographic slope is highly variable. 

As a result of statistical accuracy, the analysis was 

performed based on standard deviation — also, 

normalized median absolute deviation metrics. Besides, 

visual interpretations in the light of height error maps, it 

was concluded that despite the medium spatial 

resolution of Göktürk-2 satellite at 2.5 m levels, the 

three-dimensional topographic representation capability 

was quite successful. The Göktürk-2 DSM has an 

absolute geolocation accuracy of ≤0.1 pixels in both 

directions horizontally. On the vertical, it provides 

accuracy as standard deviation of 7.3 m and normalized 

median absolute deviation of about 5.7 m. The biggest 

problem of the satellite is in the regions where the 

topographic slope is hardened. Likewise, the vertical 

accuracy level in the uninclined areas was found as 1.5 

m better in both standard deviation and normalized 

median absolute deviation. Influence of the slope was 

clearly visualized in the generated height error maps. 

Height error maps revealed that Göktürk-2 satellite data 

also had problems in narrow streets in the town centres. 

The next target of our study team will be to find the 

primary sources of these problems detected in the 

narrow streets and improve image performance by 

filtering algorithms and improve the topographic 

description performance of the satellite. 
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