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Abstract— Digital image processing methods have a wide area 

of usage and their complexity is increasing, as well as the 

tampering methods. A widely used tampering method is copy-

move forgery. In this study, a hybrid method combining the 

Discrete Cosine Transform (DCT) and Bilateral filtering is 

developed. In this method, first overlapping blocks are obtained 

from the input image. Then, bilateral filtering and DCT of these 

blocks are multiplied to obtain the refined block features. The 

block features are scanned by a zig-zag process followed by a 

lexicographic sorting. Finally, a similarity detection by a 

predetermined threshold parameter is applied to detect the 

forgery. Both visual and quantitative results demonstrated that 

the proposed method can determine the copy-move forgery 

regions. 

  

 

Index Terms— copy-move forgery, bilateral filtering, zigzag 

scanning, DCT (Discrete Cosine Transform) 

I. INTRODUCTION 

OWADAYS, digital images are used in important areas 

such as medical, law and public. Digital images can be 

manipulated and regulated easily by malicious people using 

various image regulation software tools. With the emergence 

of this software, the reliability of the images and their 

authentication have become an important problem. Therefore, 

image fraud detection has become an important research 

focus. Image fraud detection methods are generally divided 

into two categories as active and passive approaches. Active 
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approaches are based on additional information embedded into 

digital images such as digital watermarks or digital signatures. 

By using these additional information, the originality of the 

image can be detected. Unfortunately, active approaches 

require additional information to be embedded in the image by 

authorized personnel in the process of capturing the false 

image or at a later stage. If there is no information about the 

original image, applying an active approach is not useful [1].  

 On the other hand, passive approaches are used to 

determine the manipulated image without any additional 

information. Passive approaches are divided into two groups 

named tampering detection and source device identification. 

This approach detects copied image by extracting real features 

in the image. Tampering detection is also divided into 

dependent and independent classes. The dependent class of 

copy-move forgery is the commonly used method in fraud 

image. The image content is manipulated by copying an object 

that exists in the image and paste this object to another 

location within the same image. The transition between copied 

object and original image is masked using a variety of 

retouching tools. Since the features such as noise, color and 

contrast in the source and target regions have a statistical 

match, the detection of copied zones is a challenge.  

Fridrich et al. [1], pioneers of copy-move forgery detection 

algorithm (CMFD), has handled the various requirements of 

the detection algorithm. The first requirement is that the 

detection algorithm should allow the approximate matching of 

the small image segments. Secondly, while the detection 

algorithm determines the mismatched fields (false positive), it 

must have an acceptable execution time. Furthermore, the 

authors mentioned that a fake segment will likely have a 

dependent component rather than very small patches or 

individual pixels.  

In this study, a novel method consisting of a combination of 

Discrete Cosine Transform (DCT) and zigzag scanning is 

proposed by applying bilateral filtering. DCT is one of the 

most used watermarking algorithms among many data hiding 

methods to protect digital multimedia files. It states a limited 

sequence of data points in terms of a sum of cosine functions 

in different frequencies. Bilateral filtering has been used in 

many image processing algorithms [2-4]. Bilateral filters take 

into consideration both spatial and spectral properties of the 

image. By this way, the edge information is kept during the 

filtering process. The method is compared with traditional and 

state of art methods and the proposed method gives 99.7% 

accuracy rate in a standard dataset called “CoMoFoD” used 

for benchmarking the detection of tampering or copied 

images. 

A Novel Approach for Copy-move Forgery 

Detection using Bilateral Filtering 

N.H. KAPLAN, I.KARABEY AKSAKALLI, U. KILIC, I. ERER  
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II. RELATED WORK 

It is known that there is a correlation between the original 

image and the pasted object in copy-move forgery [1]. This 

correlation is used to detect forgery successfully. The methods 

for approximate matching of copy-moved and real segments 

using retouching tools or other image processing tools are not 

fully sufficient to detect forgery, so various approaches for 

detecting the forgeries are increasing day by day. 

 In most of the methods proposed for CMFD, the basic 

procedure is divided into pre-processing, feature extraction, 

matching, filtering and post-processing stages, respectively [5-

8]. In the pre-processing stage, image data is improved to 

enhance image features or to reduce undesirable distortions 

within the image. One of the most commonly used methods at 

this stage is the conversion of RGB color channels of the input 

image into a single grayscale image [1], [5-9]. Besides, if the 

image is stored in a compressed format, the files are 

decompressed in the preprocessing phase [3]. The feature 

extraction phase is then applied to the selection of related 

information representing the properties of the image. This 

phase is carried out in two ways: dividing into blocks and key-

point detection. In block-based approach, the image is divided 

into blocks in a square or round shape. These blocks can be 

divided by overlapping or non-overlapping division [8]. Then, 

properties are extracted from these blocks by using various 

features (frequency transform, texture and intensity, moments 

invariant, log-polar transform, dimension reduction etc.) and 

similarity comparison is performed between the blocks in the 

image. The third stage, matching, is a process in which the 

similarities between different segments of the image are 

detected. This process is carried out for each feature that is 

extracted and measured to define the manipulated area. In the 

literature, block-based matching can be performed by several 

methods such as sorting, hashing, correlation and Euclidean 

distance [8]. In the key point-based method, the image is 

subdivided into subfields and the feature points are removed 

only in certain regions by using methods such as SIFT, SURF, 

etc. [10]. Then, similar to the block-based method, each of the 

feature points is paired with each other using methods such as 

clustering, Euclidean distance, etc. If the focus is on 

computational complexity, the use of keypoint-based 

algorithms should be preferred. If the aim is to  achieve a 

higher accuracy rate, block-based methods provide a higher 

accuracy rate [7]. In the scope of this study, it is aimed to 

obtain a higher accuracy rate than complexity.  

 In the literature, many block-based methods have been 

proposed for copy-move forgery detection and among these 

methods, DCT (Discrete Cosine Transform) based methods 

generally presents higher performance. Since DCT is used in 

the scope of this study, literature studies involving this method 

are given priority. Parveen et al. [7] have proposed a pixel-

based method for copy-move forgery detection by converting 

the color image into a gray-scale image. Then the image is 

split into 8x8 block sizes and applied feature extraction using 

DCT (Discrete Cosine Transform) on different datasets. After 

the feature extraction, k-means algorithm is used for block 

clustering and the radix sort algorithm is used for feature 

matching. Wandji et al. [11] convert each block into DCT 

coefficients and apply feature extraction obtained from DCT 

coefficients with Red, Green and Blue (RGB) channels. 

Afterward, similar block pairs are searched by ordering the 

properties alphabetically. In the last stage, duplicated regions, 

if any, are detected by using Euclidean distance as the 

similarity criterion. With this method, it has been proved that 

there is no decrease in the performance of the image with a 

slight rotation, JPEG compression, scrolling, scaling, blur and 

noise addition. A similar study is performed by Huang et. al 

[12] and DCT coefficients are used as a feature. It is observed 

that PCA (Principle Component Analysis) analysis method 

[13] is better for feature extraction in copy-move forgery 

detection when compared to detection forgery based on 

lexicographic sorting of DCT block coefficients. Wandji et al. 

[11] converted each block into DCT coefficients, then apply 

feature extraction obtained from these coefficients with red, 

green and blue (RGB) channels. Afterwards, similar block 

pairs are searched by ordering the properties alphabetically. In 

the last stage, duplicated regions, if any, are detected by using 

Euclidean distance as the similarity criterion.  

Using the block-based method, not only the detection of the 

copied object, but also the image tampering is detected. Manu 

and Mehtre [14] proposed two methods for detecting forgery 

by identifying the boundaries and location of the tampered 

image without any prior knowledge. The first method is the 

classification of tamper patterns with standard deviations of 

block discrete cosine transformations (BDCT) of textures. In 

the second method, the entropy of the histograms and the 

image quality artifacts due to image forgery are combined 

with the texture patterns of the first method. In these methods, 

a SVM based classifier is used to determine whether the image 

is tampered or not. It is emphasized that the method is 

implemented on various datasets and it is stated that the 

highest accuracy belongs to the second method with 98.89%. 

In another study [15], the RGB image is converted to gray-

scale and the resulting image is divided into blocks of mxm 

pixels. After the 2D DCT coefficients of the blocks have been 

calculated, zigzag scanning is performed on each block to 

reposition the coefficients to a feature vector. Extracted 

feature vectors are sorted by lexicographic sorting. Lastly, 

duplicated blocks are determined with Euclidean distance. The 

proposed method is used for extracting false positive and false 

negative values in the CoMoFoD dataset using different 

overlapping block sizes. As a result of this method, it is stated 

that the accuracy performance of different overlapping block 

sizes is affected by the size of the forged area, and the 4x4 

overlapping block size causes a high false-positive compared 

to 8x8 overlapping block size, decreasing the accuracy of 

tampering detection in terms of precision. 

III. PROPOSED METHOD 

On the basis of all copy-move forgery detection methods in 

the literature, it is seen that there should be determined at least 

one copy of the same object. The areas within the image, 

which are exactly the same, are compared in size and shape. 

For this purpose, the image is divided into overlapping blocks 

by using block-based detection method. Then, feature 

extraction is performed from each block. Thus, each block has 

some features and the possibility of replicating regions having 

similar features is considered.  
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A. DCT (Discrete Cosine Transform) 

During feature extraction, Discrete Cosine Transform (DCT) 

is first applied to the blocks in the proposed method. The 

intensity of the image at pixel (x, y) is I (x, y) and the block 

size is ”b”. The overlapping blocks of the image are 

represented by corresponding DCT coefficients as D (u, v) as 

per equation (1). 

 

    

(1) 

 

where 

    

(2) 

 

B. Zigzag Scanning 

Zigzag scanning is used to group Direct Current (DC) low 

frequency and Alternative Current (AC) high frequency 

coefficients obtained from the DCT process. This scanning 

method maps 8x8 blocks to 1x64 block. It increases the rate of 

image and video compression. A sample of zigzag scanning 

process is shown in Fig.1.  

 

 
Fig.1. Sample of zigzag scanning process on 8x8 picture 

C. Bilateral Filtering 

Let Bilateral Filter0(I) (BF0(I)) be equal to the original image 

I at level 0, BFl(I) be the approximation image at level l, p be 

the vector defining the location of the pixel to be filtered, S be 

the set of the neighbor pixels of p and q be the vector defining 

the location of a pixel in the set S. In the classical bilateral 

filtering, the lth approximation layer of a current pixel location 

p is estimated by: 

 

(3) 

with normalization parameter: 

 

 

(4) 

and Gaussian kernel as: 

 

 

(5) 

The first detail plane is obtained by extracting the 

approximation image from the original image as 

 

 
(6) 

 

with BF0(I) = I denoting the original image.  

To obtain a multiscale decomposition, the spatial parameter 

σs is doubled and the range parameter σr is halved at each 

level.  

The detail layer at level j can be obtained by the difference 

between the two consecutive approximation levels as 

 

 
(7) 

 

 The original image can be reconstructed by simply adding 

the detail layers and the final level approximation layer as, 

 

(8) 

D. Algorithm Framework 

This section describes the procedures performed for the 

proposed method, respectively. The framework of the method 

is shown in Fig.2.  

  

Step-1: The input image has been converted into an mxn 

sized gray-scale image using Luminance values. A colored 

image is converted into grayscale using a standard formula of 

YUV conversion: Y=0.299R+0.587G+0.114B. In the formula; 

R, G, B represent three different color components of the RGB 

color model. 

 

Step-2: The grayscale obtained in Step 1 is divided into 8x8 

blocks. The purpose is to identify overlapping (m-b+ 1) (n-b + 

1) blocks by shifting one pixel consisting of fixed-size bxb 

square windows from the top left to the bottom right corner of 

the image.  

 

Step-3: After blocking, Bilateral filtering described in (3) is 

applied to each block to obtain the first level approximation 

layer for each block. In order to carry on decomposition 

Bilateral filtering is applied to the filtered blocks by doubling 

the spatial parameter and halving the spectral parameter to 

obtain the second level approximation layers for each block. 

The difference between these two approximation layers 

construct the second detail layer. Since each block is 8x8, the 

resulting detail layer will also be 8x8 and is named as Bilateral 

blocks. 

Step-4: A normal image is a time-based image. Although 

the human eye can easily detect transitions at low frequency, it 
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cannot detect transitions in the high-frequency region. 

Therefore, copy-move forgery is usually performed in high-

frequency regions. In this step, DCT is applied to 8x8 

unfiltered blocks to convert from time domain to frequency 

domain. In DCT, the DC value of each block represents the 

brightness in that block. 

 

Step-5: DCT applied blocks and Bilateral filtered blocks are 

multiplied and new 8x8 DCT-Bilateral blocks are created. 

 

Step-6: Zigzag scanning has been applied to DCT-Bilateral 

filtered blocks to obtain a 1x64 sized vector and first 16 values 

of the vector are considered. PxB2 part of 1x64 sized vector is 

taken to reduce dimension in DCT-based image fraud. P ∈ 

[0,1] is generally selected as 0.25 [12].  Thus, vector size 

drops to 1x16. In JPEG compression, fake data is searched in 

the low frequency region (first 16 values) due to the data loss 

occurs in the high frequency region. 

 

Step-7: The quantization process is performed by dividing 

each vector composed with zigzag scanning into 16. 

 

Step-8: Matrix A with (N-7* M-7, 16) elements is ordered 

lexicographically. In this step, vectors obtained from each 

block are placed in matrix A. Each vector is compared with all 

vectors placed after itself. Euclidean distance is used for 

similarity detection.  

 

Euclidean distance: This method measures the difference 

between vectors and if the result is less than a certain 

threshold value, it is determined that these vectors are similar. 

The choice of the threshold value is very important, since it is 

used to determine how similar vectors are. In this step, 

lexicographically sorting has been performed to reduce 

comparison complexity. This reduction may result in 

disappearance of the information about which block the vector 

belongs. To avoid this, block values are stored by adding 2-bit 

location information to the end of the vector. 

 

Step-9: After the lexicographic sorting, each element in the 

matrix A is compared with the element up to threshold value 

after itself using Euclidean distance. The initial coordinates of 

the vectors that are found to be similar are stored in a separate 

sequence. This sequence is called the shift-vector. If an area is 

selected as similar, the density of shift vectors is checked to 

ignore the false detected areas. The dense area is determined 

as the place of copying.  

 

Step-10: The number of shift-vector is considered and if this 

number is up to threshold value, these areas are marked as a 

forgery. 

 

Step-11: In the final step, the accuracy ratio and false 

negative values are calculated. The higher is the block size, 

the higher is the possibility of false negatives. The false-

negative value increases when shift vector is used but this 

error is detected if there is multiple forgeries.  

 

 
Fig.2. The framework of proposed method 

IV. EXPERIMENTAL RESULTS 

A. Dataset 

According to our investigations, although many methods 

have been proposed to detect copy-move forgery, there was no 

common database created to test the proposed methods until 

2013. In 2013, a common database called “CoMoFoD” is 

created by Video Communication Laboratory (VCL) [16] to 

detect copy-move forgery. The CoMoFoD dataset [17] 

contains two separate image sets containing 512 images of 512 

x 512 and 60 images of 3000 x 2000. Each group has unreal 

images with five different manipulations such as translation, 

rotation, scaling, merging, and distortion with various 

composite operations. Also, each image set contains 40 

different images containing the original image, color masking, 

dual masking, and fake images as shown in Fig. 3.  
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Fig.3. (a), (c) and (e) represent orijinal images in CoMoFod dataset, (b),(d) 
and (f) represent mask of these images 

 

 

In addition, there are image forms in distorted original and 

fake using various last operation techniques for each image 

such as JPEG compression, blurring, noise addition, 

brightness change, contrast adjustment and color reduction 

[16-18].  
 
 

B. Parameter Adjustment and Visual Comparisons 

The performance of the bilateral filtering is highly 

correlated to three parameters, namely window size, spatial 

parameter and range parameter. In order to determine the 

optimum parameters, the proposed method is applied to 

several images and the accuracy rate of the resulting image is 

recorded. According to this comparisons, the optimum 

window size is determined as 3x3, spatial parameter as 1 and 

range parameter as 0.1.  

After determining the optimum parameters, the proposed 

method has been tested on 40 different images on the 

CoMoFoD dataset. Among the 40 tested images, a copied 

region is pasted to more than one region in 12 images and 

more than one different regions are reproduced in 7 images 

with copy-move forgery. Fig. 4 shows the resulting images 

obtained by the proposed method we applied to the CoMoFoD 

dataset. According to the figure, the copy move forgeries are 

detected in a good accuracy, and a very little amount of false 

positives.  

 
In order to make visual comparisons, the proposed method, 

DCT, Local Binary Pattern (LBP) and DCT-LBP methods 

have been applied to several images in CoMoFoD dataset and 

sample results are shown in Fig. 5. Fig.5.a and Fig.5.b show 

the input image and the mask determining the copy move 

forgery area, respectively. Fig. 5.c, Fig. 5.e, Fig. 5.g and Fig. 

5.i demonstrates the results of the DCT, LBP, DCT-LBP and 

the proposed methods, respectively. Fig. 5.d, Fig. 5.f, Fig. 5.h 

and Fig. 5.j show the copy move forgery areas obtained by the 

DCT, LBP, DCT-LBP and the proposed methods, 

respectively. According to Fig. 5., the closest result is 

achieved by the proposed method, with lower false positives. 

In order to make an objective comparison, quantitative 

assessments are made as well. 

C. Quantitative Comparisons 

 
In the copy-move forgery detection technique, two different 

assessments are made according to whether the copied area is 

regular or irregular.  

 

In areas that are properly copied in square or rectangular 

form, the TP (True Positive) ratios of block-based copy-move 

forgery detection algorithms may be high and the FP (False 

Positive) ratios low. Considering this situation, the success of 

the proposed method on the experimental images is high. 

 
TABLE I 

COMPARISON OF PROPOSED METHODS IN LITERATURE 

 

 

The results of the proposed method in Table 1 are given in 

comparison with the other methods used previously using TP  

(True Positive) and FP (False Positive) criteria. The results are 

calculated based on the pixels that the algorithms correctly 

identified and marked as false positive. The calculation of TP 

and FP is given in equation (9) and (10), respectively. True 

positive (TP) represents the ratio of both result of the method 

and points labeled by the reference data.  

 

(9) 

 

The higher is the TP value, the better is the method.  

False-positive (FP) represents the proportion of points that are 

labeled by the method but not labeled in the reference image. 

C1 and C2 are copy-move areas, F1 and F2 are the fields 

determined by the method. 

 

 

(10) 

 

The lower is the FP value, the better is the method.  

Method 

Block Size 

8x8 12x12 

TP FP TP FP 

DCT [18] 0.75 0.12 0.65 0.40 

LBP [18] 0.82 0.25 0.67 0.60 

DCT-LBP [18] 0.89 0.08 0.85 0.12 

DCT-Bilateral 

(proposed 

method) 

0.96 0.042 0.95 0.051 
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In Table 1, average accuracy rate (TP) and false positive 

values (FP) are determined using some copy-move forgery 

detection methods in literature and the proposed DCT-

Bilateral method by applying on the same images in CoMoFod 

dataset. When the results in Table 1 are compared, the best TP 

and FP scores are achieved by proposed DCT-Bilateral 

method. The worst TP values are obtained by DCT method, 

whereas the worst FP values are achieved by LBP method. 

Therefore, it is observed that the copy-move forgery detection 

in DCT-Bilateral applied images yields at least 7% more 

accurate results. It seems that DCT and LBP alone give less 

accuracy rates than combined methods. 

 

 
 

Fig.4. (a), (e) and (i) represent orijinal images in ComoFod dataset; (b),(f) and 
(j) represent mask of these images; (c), (g), (k) DCT – Bilateral applied 

images; (d), (h), (l) represent mask of (c), (g), (k) 
 
 

The images and their masks obtained from the proposed DCT-

Bilateral method and the other methods in literature are listed 

in Fig.4. According to the obtained masks, only LBP applied 

method finds more false positive rates than the only DCT 

applied method. Similarly, when DCT-LBP and DCT-

Bilateral images are compared, it is seen that DCT-Bilateral 

gives higher accuracy and lower false positive rates in both 

8x8 and 12x12 images. These findings are also overlapped 

with given values in Table 1.  

V. CONCLUSION 

In this study, a block-based method is proposed for the first 

time using DCT and Bilateral filtering to detect copy-move 

forgery. Two different Gaussian kernels, namely spatial and 

range kernels of the bilateral filtering keep the edge 

information in the process of filtering. After dividing the 

image into overlapping bxb blocks, we applied bilateral 

filtering and DCT to each block separately. Then we multiply 

the obtained new blocks with each other to obtain the feature 

vectors. When we compare the proposed method with other 

copy-move forgery methods, it is seen that the true positive 

rate of the proposed method is higher. The proposed method is 

the first method in copy-move forgery detection technique 

using DCT and Bilateral combination. This method also works 

on both gray-level images and color images. Although the 

proposed method in this study gives good results after blurring 

and noise addition on the image, it performs poorly in forgery 

by performing scaling or rotating operations on the copied 

image while performing copy-move forgery.  
 

 
 

Fig. 5. (a) and (b) orijinal images; (c) and (d) only applied DCT image; (e) 
and (f) only applied LBP image; (g) and (h) DCT-LBP image; (i) and (j) 

DCT-Bilateral image 
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Abstract— Modeling of unmanned aerial vehicle (UAV) with 

system identification is very important in terms of its model-based 

effective control. The modeling of UAV is required for aircraft 

crashes, analyzing autonomous aircrafts, preventing external 

disturbances, pre-flight analysis. However, since UAV has 

nonlinear inherent dynamics including inherent chaoticity and 

fractality, it becomes difficult to obtain a mathematical model 

under external disturbance. In this study, some of the inherent 

nonlinear dynamics of UAV are linearized and the model of UAV 

is obtained by system identification approaches under external 

disturbance. The linearized lateral dynamics of a fixed wing UAV 

is used in this study. Further, the flight motion equations applied 

to fixed wing UAV have been utilized for obtaining the coefficients 

of lateral model for straight and level flight. The roll angles are 

calculated using transfer functions for aileron, rudder and 

deflections inputs. The autoregressive exogenous (ARX), 

autoregressive moving average with exogenous (ARMAX) and 

output error (OE) parametric system identification approaches 

are performed to estimate UAV lateral dynamic system response 

as using empirical input-output data sets. The accuracy of 

parametric model estimation and model degrees are compared for 

different external disturbance effects. 
 

Index Terms— System identification, UAV, lateral dynamic 

model, parameter estimation, external disturbance. 
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I. INTRODUCTION 

NMANNED AERIAL VEHICLE (UAV) modeling has 

become an important research subject in recent years. 

Modeling enables analysis of UAV's flight system under 

different conditions and determination of system reliability. 

System identification techniques are frequently used in 

modeling of dynamic systems such as UAV [1]. In this study, 

the model parameters of UAV is obtained with system 

identification approaches including Autoregressive Exogenous 

(ARX), Autoregressive Moving Average with Exogenous 

Variable (ARMAX) and Output Error (OE) under different 

external disturbances. 

 

In the literature, there are studies conducted with various 

system identification methods in the modeling of UAV. In [2], 

an adaptive system identification technique has been used in 

real-time dynamic modeling of UAV. For a small UAV, an 

appropriate approach is proposed, which deals with the online 

prediction in the frequency domain. In [3], transfer function 

model with pitch and roll response of UAV are investigated 

using system identification techniques. The practical system 

identification procedure of the fixed-wing UAV is specified in 

[4]. It is emphasized that the system identification procedure 

used minimize the complexity of UAV movements. In [5], both 

online and offline models of nonlinear and complex UAV have 

been obtained using system identification procedure based on 

Artificial Neural Network (ANN). In [6], the flight control 

optimization has been handled together with the model of UAV. 

It is mentioned that hardware installation, flight test, flight data 

collection and processing, system identification, model 

verification, controller optimization and verification process 

steps have been performed. In [7], Hammerstein model is 

obtained for route tracking under zero averaged white Gaussian 

noise external disturbing effect based on experimentally 

obtained input and output data of three-axis camera system on 

the autonomously acting six-rotor UAV. In [8], the 

performance of the obtained model has been compared with 

Nonlinear Autoregressive and Moving Average (NARMA) 

model performance. The transfer function of the three-axis 

gimbal system has been obtained by linearly structured OE 

model using experimentally obtained data under different 

external disturbance effect. Model degree has been determined 

and data set based verification has been applied. Also, the 

performance has been compared by examining the effect of 

Estimation of Small Unmanned Aerial Vehicle 

Lateral Dynamic Model with System 

Identification Approaches 
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external disturbance in the transfer function obtained. In [9], the 

model of Load Transporting System (LTS) originally designed 

on UAV has been obtained by linear ARX model structure and 

the Model Predictive Controller has been performed. In [10], 

the Multi Input Multi Output (MIMO) model of helicopter is 

obtained using ARX system identification model. The flight 

dynamics of the helicopter have been analyzed with various 

transfer functions. The system identification of a quadrotor-

based aerial manipulator is presented in [11]. ARX and 

ARMAX models have been obtained from linear accelerations 

and yaw angular accelerations. The different control-oriented 

models of a quadrotor UAV have been obtained by applying 

different identification methods in [12]. Parametric techniques, 

neural networks, neuro-fuzzy inference systems and 

hybridization of some of them have been applied. The system 

identification techniques are utilized in the literature for UAV 

dynamics. The difference of this study from studies in literature 

is that the parametric system identification techniques are used 

for modelling roll angle with aileron and rudder input in fixed 

wing UAV under external disturbances. The proposed system 

identification model is more robust to external disturbance 

variances different from literature studies. 

 

In this study, system identification method is used to define the 

roll angle for aileron and rudder inputs. The modelling of roll 

angle is substantial property to define lateral dynamics of small 

fixed-wing UAV.  The OE model proposed to allow the UAV 

to track the specified route with minimum error is compared 

with other system identification approaches. This paper is 

organized as follows: small fixed-wing UAV is modelled, and 

ARX, ARMAX, OE system identification procedure is 

explained in Section II. The estimation results of UAV's lateral 

dynamic model are presented in Section III. Conclusions are 

finally given in Section IV. 

II. MATERIALS AND METHOD 

A. Fixed-Wing UAV Modelling  

The lateral dynamic model of fixed wing UAV in Fig. 1 is 

discussed as in [2] where five states 𝑥 = (𝑣, 𝑝, 𝑟, 𝜑, 𝑐), two 

inputs 𝑢 = (𝛿𝑎, 𝛿𝑟), and five outputs (𝛽, 𝑝, 𝑟, 𝜑, 𝑐) are given.  

 

Fig.1. Control surface of fixed wing UAV. 

The velocity, roll angular rate, yaw angular rate, roll, yaw, 

sideslip angle, aileron deflection, rudder deflection parameters 

are represented by 𝑣, 𝑝, 𝑟, 𝜑, 𝑐, 𝛽, 𝛿𝑎  , and 𝛿𝑟 , respectively. The 

linearized lateral state space equations can be written as in [13] 

 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 (1) 

𝑦 = 𝐶𝑥 (2) 

where state matrices 

 

𝐴 =

[
 
 
 
 
−0.8726
−2.823
0.702

0
0

  

0.8789
−16.09
0.514

1
0

    

−16.82
3.367

−2.775
0.05406
1.001

     

9.791
0
0

−4.088 ∗ 10−24

−7.573 ∗ 10−23

     

0
0
0
0
0

 

]
 
 
 
 

 

  

𝐵 =

[
 
 
 
 
−0.8726
−156.5
11.5
0
0

     

5.302
−5.008
−82.04

0
0

     

]
 
 
 
 

 

 

𝐶 =

[
 
 
 
 
0.05882

0
0
0
0

  

0
1
0
0
0

   

0
0
1
0
0

  

0
0
0
1
0

    

0
0
0
0
1]
 
 
 
 

 

 

Transfer function for linearized roll (ϕ) output due to aileron 

(𝛿𝑎) is given as  

Ø(𝑠)

δa(s)
=

−155.8𝑠3 − 525.8𝑠 − 4283

𝑠4 + 19.74𝑠3 + 90.49𝑠2 + 502.2𝑠 + 6.89
 (3) 

Also the transfer function for  linearized roll (ϕ) output due to 

rudder (𝛿𝑟) is given as 

 
Ø(𝑠)

δr(s)
=

−9.443𝑠3 − 384.4𝑠 − 4370

𝑠4 + 19.74𝑠3 + 90.49𝑠2 + 502.2𝑠 + 6.89
 (4) 

 
 

The roll output data of dynamic lateral system are obtained 

with normal distribution aileron and rudder inputs. The 

obtained data is used in parametric estimation process. Both 

transfer function can be easily discretised by using appropriate 

sampling time.    

B. System Identification Approaches 

The system identification is a phenomenon to construct the 

mathematical modelling of dynamic systems using measured 

input output data [14]. There are different type of linear model 

parametric system identification techniques such as ARX, 

ARMAX and OE. In this study, the roll output, aileron and 

rudder input data used the model identification procedure and 

least-squares based method used to estimate the parameters. 

The block diagram of parameter estimation process of used 

system in this study is shown in Fig. 2. 

 

General model structure of discrete-time input-output linear 

dynamic system with disturbance can be represented as 

 

𝐴(𝑞)𝑦(𝑛) =
𝐵(𝑞)

𝐹(𝑞)
𝑢(𝑛) + 𝐶(𝑞)𝑒(𝑛) (5) 

 

where 𝑢(𝑛), 𝑦(𝑛) and 𝑒(𝑛) are the input, output and 

disturbance respectively, Also 𝐴(𝑞), 𝐵(𝑞), 𝐶(𝑞) and 𝐹(𝑞) are 

polynomial with the delay operator 𝑞−1. 
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Fig.2. System identification block diagram. 

 

 The structure of ARX, ARMAX and OE models are 

presented in Figs. 3, 4 and 5, respectively.   

 

 

Fig.3. ARX model. 

 

 

Fig.4. ARMAX model. 

 

 

Fig.5. OE model. 

ARX model parameters ak , bk are given as  

𝐴(𝑞) = 1 + 𝑎1𝑞
−1 + 𝑎2+. . . . +𝑎𝑛𝑎𝑞−𝑛𝑎 (6) 

𝐵(𝑞) = 𝑏1𝑞−1+. . . . +𝑏𝑛𝑏𝑞−𝑛𝑏 (7) 

 

where model degree is na, 𝑞−1 is time delay operator.   

ARMAX model parameters ak, bk, ck are presented as in Eqs. 

(6) and (7).   

 

𝐶(𝑞) = 1 + 𝑐1𝑞
−1+. . . . +𝑐𝑛𝑐𝑞

−𝑛𝑐 
 

(8) 

ARMAX model includes 𝐶(𝑞) parameter unlike ARX model. 

Model degree nf OE model parameters are indicated in Eqs. (7) 

and (9). 

𝐹(𝑞) = 1 + 𝑓1𝑞−1+. . . . +𝑓𝑛𝑓𝑞−𝑛𝑓 (9) 

III. RESULTS AND DISCUSSION 

The input-output data of fixed wing UAV with 0.2 

disturbance variance is shown in Fig. 6 for 100 sec normally 

distribution aileron input where the sampling time 0.1 sec.  

Model order has been changed four to six to get the 

performance of linear ARX, ARMAX and OE identification 

approaches. The input output data is divided into test data with 

the first 700 samples of 1000 samples and validation data with 

the last 300 samples. 

 

Fig.6. The input-output of fixed-wing UAV with disturbance for aileron input. 

 The estimated model outputs and squared errors for six 

model degrees and aileron input are shown in Fig. 7. These 

graphs express that the OE model accuracy is higher than the 

other models. The OE and ARMAX model are closer to the 

system output.  
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Fig.7. Model outputs and squared errors for aileron input. 

The degree of models and estimation ratio system output-

aileron input with/without (w/wo) disturbance variance are 

presented in Table 1. 

 
TABLE 1 

DEGREE OF MODELS AND ESTIMATION RATIO w/wo 
DISTURBANCE FOR AILERON INPUT 

 

 

Model Type 

Model Degree 

ARX (na, nb) 

ARMAX (na, nb, nc) 

OE (nb, nf) 

 

Estimation Ratio 

w/wo Disturbance 

(%) 

ARX (4, 4) 84.78 91.33 

ARMAX (4, 4, 4) 86.06 97.10 

OE (4, 4) 86.22 97.15 

ARX (5, 5) 85.23 94.11 

ARMAX (5, 5, 5) 86.52 99.12 

OE (5, 5) 86.57 99.47 

ARX (6, 6) 86.34 96.33 

ARMAX (6, 6, 6) 86.65 99.58 

OE (6, 6) 87.81 99.66 

 

The maximum parameter estimation accuracy of system 

without disturbance for aileron input obtained for (nf=6, nb=6) 

OE model. The accuracy value of OE model is 99.66%. Further, 

the maximum accuracy for system with disturbance is obtained 

for (na=6, nb=6, nc=6) ARMAX and (nf=6, nb=6) OE model. 

The accuracy values of ARMAX and OE model are 86.65% and 

87.81%, respectively.  

 

The rudder input, system output and disturbance graphs are 

shown in Fig. 8. The disturbance variance is defined as 0.2.   

The estimated model outputs and squared errors for 6 model 

degrees and rudder input are shown in Fig. 9. These model error 

and model output graphs state that the OE and ARMAX model 

accuracy is higher than ARX model.  

 

 

Fig.8. The input-output of fixed-wing UAV with disturbance for rudder input. 

 

Fig.9. Model outputs and squared errors for rudder input. 

The degree of models and estimation ratio system output-

rudder input with/without disturbance are presented in Table 2. 

The maximum parameter estimation accuracy of system 

without disturbance for rudder input obtained for (na=6, nb=6 

and nc=6) ARMAX and (nf=6 and nb=6) OE model. The 

accuracy of ARMAX and OE model is 99.97%. Also, the 

maximum accuracy with disturbance system obtained for (nf=6 

and nb=6) OE model. The accuracy of OE model is 88.36%.  

The lateral dynamics of fixed-wing UAV estimated through 

ARX, ARMAX and OE system identification models. 

According to results, lateral dynamics of a fixed wing UAV will 
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be modelled using parametric system identification approaches. 

The obtained results also will be basic for the other dynamics 

of fixed-wing UAVs. 

 
TABLE 2 

DEGREE OF MODELS AND ESTIMATION RATIO w/wo 
DISTURBANCE FOR RUDDER INPUT 

 

 

Model Type 

Model Degree 

ARX (na, nb) 

ARMAX (na, nb, nc) 

OE (nb, nf) 

 

Estimation Ratio 

w/wo Disturbance 

(%) 

ARX (4, 4) 80.63 98.60 

ARMAX (4, 4, 4) 86.96 99.90 

OE (4, 4) 87.23 99.93 

ARX (5, 5) 81.59 99.62 

ARMAX (5, 5, 5) 87.12 99.94 

OE (5, 5) 87.57 99.95 

ARX (6, 6) 81.62 99.65 

ARMAX (6, 6, 6) 88.24 99.97 

OE (6, 6) 88.36 99.97 

  

IV. CONCLUSION 

The linearized lateral transfer functions of small fixed-wing 

UAV are used to form input (aileron and rudder) output (roll 

angle). The dynamic system model is formed as using ARX, 

ARMAX and OE system identification models and obtained 

data. The performance of dynamic systems is handled for 

different noise variances. The results of study show that 

estimated dynamic models are robust to noise and has minimum 

model complexity. The maximum estimation accuracy for 

different noise variances is obtained for OE model. With the 

help of the model obtained in this study, pre-flight analysis of 

fixed wing UAV can be performed. Thus, the risks of accidents 

of fixed wing UAV can be reduced. Thanks to the roll angle 

obtained with the OE model, the fixed wing UAV will be able 

to track the specified route with the minimum error. The 

proposed model will ensure that the payload is carried with high 

performance to the specified coordinates by tracking a certain 

route, even under external disturbance, and facilitates safe 

flight. 
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Abstract— In today's energy systems, many equipment 

operates with Direct Current (DC) voltage. However, it is not 

always possible to obtain the voltage level required for the 

operation of these equipment from standard power supplies. For 

this reason, DC-DC converters are used to achieve the desired 

voltage values for equipment with different DC voltage levels. 

These converters are divided into three general categories, 

named Buck, Boost and Buck-Boost. The most preferred 

converter is the Cuk converter with low output ripple voltage, 

which can operate in both buck and boost modes. In this study, a 

detailed analysis of the Cuk converter, which is frequently used 

in Photovoltaic (PV) Panels was performed and different control 

methods of the output voltage were proposed. While performing 

this analysis, the dynamic model of the Cuk converter was 

created in which, Proportional-Integral (PI) and Fuzzy Logic 

(FL) are used to control the output voltage of the Cuk converter. 

The performances of both controllers were compared with 

respect to performance parameters such as steady state error, 

settling time and rise time. When the results obtained were 

evaluated as a whole, it was observed that FLC achieved the 

desired reference with less rise and settling time. In this study, 

modeling and controller applications of Cuk converter are 

realized by using MATLAB / SIMULINK program. 

 

 
 

Index Terms— DC-DC Converter, Cuk Converter, Fuzzy Logic 

Controller, PI Controller, Voltage Control 

I. INTRODUCTION 

C-DC converters are circuit topologies that convert the 

direct current voltage into a DC voltage at the desired 
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voltage level [1]. The inputs of these converters are generally 

non-adjustable DC voltages, obtained by rectifying the line 

voltage. DC-DC converters are used to convert this non-

adjustable voltage to the desired voltage level using 

appropriate switching techniques [2]. The DC converter is 

similar to the DC equivalent of a transformer with adjustable 

AC conversion ratio can be changed. It is used to achieve the 

desired voltage levels by decreasing or increasing the DC 

source voltage at the input of the DC transformers as well as 

by adjusting the voltage to the desired values when the 

transformers AC are applied [3]. The most important 

characteristics of these converters are their high efficiency and 

fast dynamic response. They are usually controlled by the DC-

Pulse Width Modulation (DC-PWM) method [1]. 

The block diagram of the DC-DC converters is shown in 

Figure 1. 

 

 
Fig. 1 DC-DC converter block diagram 

 

Generally, DC-DC converters are used in DC motor drive 

applications, switched power supplies, marine cranes, electric 

cars, power factor correction applications and PWM based 

photovoltaic systems [1-3]. DC-DC converters are classified 

according to circuit topologies as buck converter, boost 

converter, buck-boost converter, SEPIC converter and Cuk 

converter etc. [3]. Buck and boost converter are the basic ones 

among those converters. The Cuk and buck-boost converter is 

obtained by the cascade connection of the buck and boost 

converter. 

There are many studies on the Cuk converter in the literature. 

For example, Gupta and Lakshmi [4] designed a PI-controlled 

converter for photovoltaic panels. State-space modeling 

technique was used for continuous case modeling and Ziegler-

Nichols method was used to determine PI parameters. The 

authors showed that, the output voltage reaches the desired 

Voltage Control of Cuk Converter with PI and 

Fuzzy Logic Controller in Continuous Current 

Mode 

M. YILMAZ, M. F. ÇORAPSIZ and M. R. ÇORAPSIZ  
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reference voltage after approximately 0.2 sec. Simulation 

studies were performed in MATLAB / SIMULINK program. 

Rakshit and Maity [5] designed a Cuk converter with closed 

loop fuzzy logic control. They applied PI and PID controller 

approaches to the same Cuk converter circuit structure and 

compared the obtained results. Settling time was 0.6 sec. for 

PID controller, 0.4 sec. for PI controller and 0.05 sec. for FLC. 

When the overshoot was compared, it was observed that the 

FLC controller performed better than the PI and PID 

controller. Boaretto et al. [6] modeled the Cuk converter for 

both continuous and discontinuous operating states with PWM 

switching methods and then compared both models. They 

suggested that the PWM switching method is suitable for 

continuous operation. Mohamed Assaf et al. [7] performed 

simulation studies of DC-DC converters. A dynamic analysis 

of the DC-DC converters was performed. Using the state 

equations obtained, the authors applied cascade controllers to 

the aforementioned converters. They observed that the settling 

time of the Cuk converter was 0.357 sec. and the output 

voltage percent was 1.96%. They used MATLAB / 

SIMULINK program in simulation studies. Fernão Pires et al. 

[8] designed a new non-isolated DC-DC converter topology 

for PV. This new topology was created by combining 

conventional DC-DC Cuk and boost converter circuits in 

which a single switch is used. The DC-DC converter they 

designed has higher static voltage gain than the conventional 

boost converter. This converter was designed using a fixed 

frequency PWM technique that can be associated with the 

MPPT algorithm. Besides Mohamed M. Algazar et al. [9] 

performed FLC for MPPT for PV, a new control method for 

Cuk converter was proposed. They studied this method under 

variable temperature and isolation conditions. As a result of 

the study, they suggested that the system with MPPT using 

FLC increases the efficiency of energy production from PV 

panels. Dileep and Singh [10] studied the selection of non-

isolated DC-DC converters for PV systems. Consequently, 

comparative information about the characteristics of different 

isolated non-isolated DC-DC converters was presented. In 

addition, the authors investigated various research studies on 

MPPT PV-based DC-DC converters. They observed that the 

selection of the DC-DC converter had a significant effect on 

the overall performance of PV systems. Modeling and stability 

analysis of the closed loop current mode controlled Cuk 

converter was conducted by Kamran Mehran et al. [11]. 

Modeling and stability analysis were performed using Takagi-

Sugeno (TS) fuzzy algorithm. Julio Cezar dos Santos de 

Morais et al. [12] conducted a Cuk converter PV AC module 

with switched inductor structure. In order to develop a PV AC 

module, a high static gain Cuk converter structure was 

proposed with switched inductors. There are also several 

topologies in the literature based on the traditional CUK 

converter [13-15]. 

II. CUK CONVERTER AND DYNAMIC ANALYSIS 

Cuk converters are electronic circuits that transfer the DC 

input voltage to the output at desired voltage levels. It was 

discovered by Slobodan M. Cuk [16]. Cuk converters were 

obtained by sequentially connecting the boost and buck 

converters. The most distinctive aspect of Cuk converters is 

the use of capacitors for energy transfer [17]. The basic circuit 

diagram of the Cuk converter is shown in Figure 2. 

 
Fig. 2 Cuk converter basic circuit 

 

The current and voltage waveforms for continuous current in a 

permanent state are shown respectively in Figure 3 and Figure 

4 [3]. 

 

 
Fig. 3 Cuk converter waveforms 

 
Fig. 4 Cuk converter waveforms 
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Before beginning, we give the nomenclature used in the study 

here: 

 

0V    Output Voltage, V 

inV    Input Voltage, V 

1cV   Average Capacitor Voltage, V 

1t      Time of switching element is closed, s 

2t   Time of switching element is open, s 

T      Switching Period, s 

D     Duty Cycle 

I    Ripple Current, A 

 

Assuming that the inductor current of inductance L1 increases 

linearly from IL11 to IL12 during t1, 

 

12 11 1
1 1

1 1

L L
in

I I I
V L L

t t

 
   (1) 

 

Time expression from Equation (1), 

 

1
1 1

in

I
t L

V


   (2) 

 

If Vin voltage is applied to input, capacitor C1 starts to charge. 

If capacitor C1 decreases the inductor current of inductance L1 

linearly from IL12 to IL11 during t2, 

 

12 11 1
1 1 1

2 2

L L
in c

I I I
V V L L

t t

 
                (3) 

 

Time expression from Equation (3), 

 

1
2 1

1in c

I
t L

V V


 


                      (4) 

 

Equation (2) and (4) in the ΔI1 are equalized and if t1=DT, 

t2=(1-D) T is the average capacitor voltage, 

 

1
1

in
c

V
V

D



                      (5) 

 

Assuming that the inductor current of inductance  L2 increases 

linearly from IL21 to IL22 during t1, 

 

22 21 2
1 0 2 2

1 1

L L
c

I I I
V V L L

t t

 
              (6) 

 

Time expression from Equation (6), 

2
1 2

1 0c

I
t L

V V





                    (7) 

 

If the inductor current of inductance L2 decreases linearly 

from IL22 to IL21 during t2, 

 

2
0 2

2

I
V L

t


                      (8) 

 

Time expression from Equation (8), 

 

2
2 2

0

I
t L

V


     (9) 

 

Equation (7) and (9) in the ΔI2 are equalized and if t1=DT, 

t2=(1-D) T is the average capacitor voltage, 

 

0
1c

V
V

D
                        (10) 

 

Since the equation (5) and (10) are equivalent to each other, 

the average output voltage, 

 

0
1

inV
V D

D
 


                  (11) 

 

As with other converters, the dynamic analysis of the Cuk 

converters is examined for two separate cases, namely the 

switching element is open and when it is closed. The 

equivalent circuit is shown in Figure 5 when the switching 

element is closed, and the equivalent circuit is shown in Figure 

6 when the switching element is open. 

 

Fig. 5 Switching element is closed 

 

When the switching element is closed, the circuit is examined 

in two parts. In the first case, the current from the source 

provides energy to the inductance. In the second case, the 

capacitor C1 leads the diode to open and is discharged via 

capacitor C2, resistor R and inductance L2. The circuit model 

for the closed state of the switching element is obtained as 

shown in equations (12), (13), (14) and (15). 

 

1

1

1L
in

di
V

dt L
                    (12) 

 

1
2

1

1
( )C

L

dV
i

dt C
                   (13) 
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2
0 1

2

1
( )L

C

di
V V

dt L
                 (14) 

 

0 0
2

2

1
( )L

dV V
i

dt C R
                 (15) 

 

Fig. 6 Switching element is open 

 

The current will flow through the diode when the switching 

element is open. At this time, the capacitor C1 is charged via 

the source and inductance. The capacitor C1 provides energy 

to the L2 inductance, the C2 capacitor and the R resistance. 

The circuit model for the open state of the switching element 

is obtained as shown in equations (16), (17), (18) and (19). 

 

1
1

1

1
( )L

in C

di
V V

dt L
                 (16) 

 

1
1

1

1C
L

dV
i

dt C
                   (17) 

 

2
0

2

1
( )Ldi

V
dt L

                   (18) 

 

0 0
2

2

1
( )L

dV V
i

dt C R
                 (19) 

III. PI CONTROLLER 

PI controller is obtained by integrating proportional (P) and 

integral controller (I). It is the most commonly used controller 

type in industrial control systems due to its simplistic 

structure. [18]. A new control signal is generated by the PI 

controller based on the error value between the output signal 

and the reference signal. Then, the generated control signal is 

sent to the system and the operations are repeated until the 

steady state error is minimized. The transfer function of the PI 

controller is given in equation (20). The block diagram of the 

system controlled with the PI controller is shown in Figure 7. 

 

 
Fig. 7 PI Controller 

 

( ) ( ) ( )p iu t K e t K e t dt               (20) 

 

Where in Ki presents the integral gain and Kp is used for the 

proportional gain. 

The controller is tuned optimally by using a trial and error 

method, and gains are found as Kp = 0,04 and Ki = 4. 

IV. FUZZY LOGIC CONTROLLER 

The most prominent feature of fuzzy control, which has 

become a major competitor to classical controllers in the field 

of control in recent years, is that it saves the designer from 

mathematical operations [19]. Fuzzy logic-based controllers 

can now be found in almost every area, ranged from 

automobile braking systems, washing machines, freezers to 

product quality control systems in factories [20]. In the 

classical types of controls (PI, PD, PID), a number of 

mathematical expressions need to be analyzed to design the 

controller. Although this process is simple for linear systems, 

it requires solution of difficult mathematical operations in 

nonlinear systems. However, when designing a FLC for any 

linear or non-linear system, there is no need to analyze the 

mathematical expressions. When using FLC, the components 

of the controller are prepared in systemically based on verbal 

expressions rather than a system of mathematical expressions 

[21]. 

 

A. Components of Fuzzy Logic Controller 

The fuzzy logic controller, which was first used by Mamdani 

in 1974 [22], consists of basically three components: 

fuzzification, rule base and defuzzification. The FLC basic 

block diagram is shown in Figure 8. 

 

 
Fig. 8 Basic block of fuzzy logic controller  

 

According to Fig. 8, the error (e) and change of error (de) 

refers to inputs of the system and, the control signal (u) refers 

to the output of the system. The relationship between error, 

change of error and output signal can be expressed as follows;  

 

( ) ( ) ( )ref oute k V k V k                (21) 
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( ) ( ) ( 1)de k e k e k                 (22) 

 

( ) ( ) ( 1)u k du k u k                    (23) 

 

B. Fuzzification 

The FLC has two definite inputs: error (e) and variation (de) 

are in the absolute number space. These precise entries are 

transferred to the rule base by converting them into fuzzy 

values with a degree of membership (µ) ranging from “0” to 

“1” in the blur unit. Triangle, trapezoid, bell, gaussian, cauchy, 

sinusoidal or sigmoid membership functions are used in the 

selection of the membership function. In this study, 

trapezoidal and triangular membership functions are used for 

five fuzzy levels. 

 

C. Rule Base 

In the rule base, the fuzzy rules, that are made by area experts 

in advance, are executed and fuzzy values are generated 

consequently. 

If e is NS and de is PS then du is ZZ 

 

In this rule base, “e” represents error, “de” represents error 

change and “du” represents degree of exit membership. In 

addition, the rules are defined as Negative Big (NB), Negative 

Small (NS), Zero (ZZ), Positive Small (PS) and Positive Big 

(PB). The operation of fuzzy control rules can be summarized 

as follows [23]. 

 

1. If the output of the system is lower and farther than the 

given reference point, that is, there is a large error in 

the positive direction, the controller must increase the 

output voltage rapidly. 

2. If the output of the system is lower but close to the 

given reference point, that is, there is a small error in 

the positive direction, the controller should increase 

the output slowly. 

3. If the output of the system is exactly at the given 

reference point, a meaning that there is no error, the 

controller should not interfere with the output. 

4. If the output of the system is higher but close to the 

given reference point, that is, if the error is small in 

the negative direction, the controller should reduce 

the output slowly. 

5. If the output of the system is higher and for away 

compered to the given reference point, that is, if the 

error is large in the negative direction, the controller 

should reduce the output rapidly. 

D. Defuzzification 

Finally, the fuzzy values are converted to exact values in a 

rinsing unit, just as in the input, and this exact value is sent to 

the output named the rinsing output (du). The control mark (u) 

is obtained by adding the previous value of the output to the 

defuzzification output. Membership functions and rule base 

used in this study are shown in Figure 9 and Table 1, 

respectively. In the defuzzification process, there are different 

methods such as the center of the areas, the average of the 

maxima, Sugeno, Tsukamoto. When the central method of the 

areas is used in the defuzzification process; 

 

( )

( )

PB

k k kk NB

PB

k kk NB

u u
u

u













                 (24) 

 

In Equation (24), k represents the active fuzzy set at the output 

and u represents the controller output. In addition, μk(uk) is the 

degree of membership obtained from the active rule for fuzzy 

output, and uk is the absolute output value with the largest 

membership in the active output fuzzy set in the same rule. In 

this study, Mamdani fuzzy inference system model type was 

used. In addition to, a limiter was used to keep the error values 

in the range of -1 to 1 at the input of the fuzzy logic controller. 

The control signal (u) obtained from the fuzzy logic controller 

was compared with a carrier signal similar to the sawtooth 

and, then the duty ratio of the controlled switch was 

determined. 

 

 Fig. 9 Membership Functions 
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TABLE I 
RULE BASE 

  error 

  NB NS ZZ PS PB 

d
e 

NB NB NB NB NS ZZ 

NS NB NB NS ZZ PS 

ZZ NB NS ZZ PS PB 

PS NS ZZ PS PB PB 

PB ZZ PS PB PB PB 

 

V. SIMULATION RESULTS 

 

 
Fig. 10 Cuk converter simulation model controlled by PI controller 

 

 
 

Fig. 11 Cuk converter simulation model controlled by FL controller 

 

 
Fig. 12 Change of output voltage and duty period with PI controller 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 13 Change of output voltage and duty period with FL controller 
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In this study, PI and FL controller is applied to Cuk converter 

circuit to obtain the desired output voltage. Table 2 shows the 

values of the parameters used in the Cuk converter simulation 

model. From the simulation results, the performance 

parameters such as steady state error, settling time and rise 

time of the controllers were obtained and a given in Table 3.  

Figure 10 shows the simulation model using the PI controller, 

and Figure 11 shows the simulation model using the FLC. 

 
TABLE II 

CUK CONVERTER CIRCUIT PARAMETERS 

Input Voltage  12V 

Output Voltage -18V 

Inductor Values L1 & L2 100µH & 100µH 

Capacitor Values C1 & C2 150 µF & 3300µF 

Switching Frequency 2 kHz 

Load Resistance 20 Ω 

 

The change of output voltage and duty period with PI 

controller is applied to Cuk converter and shown in Figure 12 

and the change of output voltage and duty period with FL 

controller is presented in Figure 13. In addition, if the PI 

controller is applied, the output voltage error graph is shown 

in Figure 14. Similarly, the error plot of the voltage at the 

converter output in FL controller is shown in Figure 15. 

A visual comparison of the output voltages obtained when 

both controllers are applied to the Cuk converter circuit is 

presented in Figure 16. 

 

 
Fig. 14 The output voltage error controlled with PI controller 

 

 
Fig. 15 The output voltage error controlled with FLC 

 

 
Fig. 16 Comparison of output voltages when both controllers are applied to 

the Cuk converter circuit 
 

In Figure 12, it was observed that the Cuk converter output 

voltage reached a reference value of 18V after 10 ms without 

overshoot. In Figure 13, it is observed that the Cuk converter 

output voltage reaches a reference value of 18V after 5 ms. In 

Figure 14, it was observed that the error reached 0 after 10 ms 

when the PI control method was applied and when the FL 

control method was applied in Figure 15 the error reached 0 

after 5 ms. In Figure 16, it is observed that FL control method 

gives better results than PI control method. 

 
TABLE III 

COMPARISON OF CONTROLLER 

CONTROLLER PI FLC 

Error_RMSE 0.7442 0.7235 

Rise Time (ms) 6.55 3.6 

Settling Time 

(ms) 
10  5 
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VI. CONCLUSIONS 

In this study, dynamic analysis and modeling of Cuk converter 

is done by using MATLAB / SIMULINK.  PI and FL 

controller are used to follow the desired reference value. PI 

controller parameters Kp = 0,04 and Ki = 4 are found. The 

output voltage follows the reference after about 10 ms when 

the PI controller is used, and the reference follows after 5 ms 

when the FLC is used. While the PI controller is used, the 

ripple is %2,6 and the FLC is %2,5. As a future research, Cuk 

converter controlled in real time with PI, PID and FLC with 

PV panels can be analyzed. 
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Abstract—The electromagnetic behavior of the inductors used 

as passive circuit elements directly affects the electrical and 

mechanical performance of the power electronics circuits. In 

general, when using inductor core structures with/without air-

gap length in the classical design process, the dynamic effects of 

the inductance value are not considered in the design stage. 

However, the inductance value may change during the operation 

of the circuit due to electrical and magnetic parameters of the 

inductor, and this change is called roll-off value of the 

inductance. In this study, the roll-off value has been determined 

graphically and numerically based on mechanical parameters 

(such as air-gap length) and electrical parameters (such as 

winding turns and DC current amplitude) for an air-gapped 

ferrite E core designed with finite element analysis (FEA) 

software. Thus, not only the inductance value has been calculated 

in the design stage but also the roll-off value during the operation 

of the circuit has been reported with the parametric simulation 

studies. 

 
 

Index Terms—FEA parametric simulations, gapped-core, 

inductor parameters, roll-off value. 

 

I. INTRODUCTION 

OWADAYS, advanced power electronics application 

area is growing with the tendency to use renewable 

energy sources and they are frequently used in daily life with 

current applications such as electric vehicles [1]. In this 

context, with the advances in semiconductor technology, both 

power electronics circuit topologies are developing, and 
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innovations are provided in magnetic circuit elements in these 

topologies [2]. The design concept of the magnetic circuit 

elements has been revised in order to provide smaller size and 

less power losses [3] with the development of the soft 

magnetic materials. Especially in the modern design approach, 

the most suitable design can be reached shortly before the 

prototype production with the development of software that 

enables electromagnetic modeling by finite element method, 

and the revolution in solver performance in computer 

hardware. 

The inductors used in DC-DC power converter circuits are 

known as DC inductors and are exposed to the high frequency 

ripple on the DC current. The flux density in the inductor core 

appears to be triangular ripple wave depending on the peak 

value of the current, and the inductance value is dynamically 

similar to this ripple wave [4-6]. In the design of the air-

gapped inductor, the analysis of bad effects such as the 

fringing flux effects during the determination of the air-gap 

length can be expressed mathematically in classical design 

approach. However, for the effects of the air-gap parts on the 

dynamic inductance and roll-off values of the inductor, 

electromagnetic modeling facilitates the design process [7]. 

The software used for electromagnetic modeling with finite 

element analysis (FEA) is often used to determine the 

electromagnetic, thermal and cooling performance of the 

inductor before prototype production. In context, Dang et al. 

[8] present the electromagnetic modeling, FEA simulation and 

design stage of a high-power inductor for battery charge 

system in order to reduce the core volume for electric vehicle. 

For the thermal coupled FEA, Du et al. [9] present in order to 

determine an inductor on both its electromagnetic and thermal 

behavior. Munguia et al. [10] explain how designers can take 

advantage of the useful features of electromagnetic FEA 

software to quickly model nonlinear behavior inductors and 

determine their performance. In addition, software developed 

in recent years, such as Ansys-Electronics, enables the 

analysis of both electromagnetic components and power 

electronics circuits together for the inductor design in power 

electronics circuits. 

In this study, roll-off value of the ferrite core inductor has 

been determined with the parametric FEA software based on 

mechanical and electrical parameters for air-gapped E core 

designed for a DC-DC boost converter circuit. The graphs of 

the incremental inductance changes based on parametric DC 

current have been obtained with Ansys-Electronics Desktop 

Determination of the roll-off value in the air-

gapped inductor of a DC-DC boost converter 

circuit with FEA parametric simulations 

P. ARIKAN, S. BALCI and F. BATTAL  
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2019R3, and roll-off values of the designed inductor have 

been determined. In addition, flux distributions in the inductor 

core have been visualized and saturation effect has been 

examined. Thus, not only the inductance value calculated 

during the design phase, but also the dynamic inductance 

value during the operation of the circuit has been reported 

with the simulation studies. 

 

II. THEORETICAL ANALYSIS OF THE INDUCTANCE VALUE IN 

INDUCTORS WITH AIR-GAPPED CORE 

 

In order to obtain the desired inductance value in air gap 

inductor design, Eq.(1) can be written according to the initial 

permeability value for effective permeability (µeff) [11-12]. 

 

 satcieff BHf ,,             (1) 

 

 The magnetic field intensity (Hc) and saturation flux density 

(Bsat) values and initial permeability (µi) values of the core 

material are very important, and this information can be 

reached from the core material datasheet. The basic 

parameters and the magnetic equivalent circuit for a given air-

gapped core are given in Fig. 1. Here, the magnetomotor force 

NI as flux and the reluctances in the path of flux are core and 

air gap resistance elements as ℜc and ℜg, respectively [13]. 

 

 
(a) 

 
(b) 

Fig.1. For the air gapped inductor, (a) basic magnetic parameters and (b) 
equivalent magnetic circuit [14] 

 As the ferrite N87 ferrite core material [15] can be seen in 

the B-H curve given in Fig. 2, the saturation is delayed by the 

air gaps in the core in large current (NIsat2) inductor designs to 

provide a soft saturation flux characteristic. However, 

although saturation can be delayed by air gaps, sharp 

saturation occurs only after a certain current value in materials 

such as ferrite, amorphous, nanocrystalline and Si-Fe. In 

powder materials such as Kool Mµ, MPP and XFlux, there is 

no need to determine the air gap length in the core structures 

and a soft saturation occurs with the distributed air gap feature 

[16-17]. 

 

 
Fig.2. B-H curve for ferrite core material, and soft saturation effect with air-

gapped core structure [11, 15] 

 

 According to Ampere's law, the relationship between air 

gap effect and closed-circuit magnetic field can be expressed 

in Eq.(2) [11]. 

 






pathclosed

gc FFdlH
            (2) 

 

The magnetomotor force can be modeled as an electrical 

circuit with the Amper-Winding (NI) value of the inductor and 

the reluctance values in the air-gapped inductor core (Fig. 1). 

Thus, Eq.(3) can be written for the flux (Φ) circulating in the 

core [11]. 

 

 gcIN                (3) 

 

In order to calculate the core and air gap reluctance values, 

in Eqs. (4-5), since the permeability of the air is µ0 = 4π10-7 

H/m, very high reluctance occurs in the air gap parts of the 

inductor core. Since the core permeability µc is very large 

compared to the gap, the reluctance of the core remains at very 

small values [16-17]. 

 

cc

c
c

A

l


                    (4) 

 

g

g

g
A

l

0
                   (5) 

 

The inductors are energy storage magnetic circuit elements 

and the stored energy (W) can be expressed as in Eq. (6) [18]. 
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
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v
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2

1

2

1 2
               (6) 

 

where: v - is the volume of the inductor core. 

 

The magnetic field strength is equal to the energy calculated 

by the closed-loop inductance and the square of the current as 

H and flux density B. The Faraday equation given in Eq.(7) 

can be written to determine the flux value in the core [11]. 

 

 
dt

di
L

dt

d
ntV 


                 (7) 

 

From this, Eq.(8) can be written proportional to the square 

of the number of turns for the induced voltage due to the 

equivalent reluctance [11]. 

 

 
dt

diN
tV

gc





2

                 (8) 

 

Thus, for the inductance value and saturation flux value in 

air-gapped inductor design, Eq.(9) and Eq.(10) can be given 

[19]. 

gc

N
L




2

                 (9) 

csatsat AB                   (10) 

 

In this situation, the current value which can cause 

saturation of the air-gapped inductor core can be determined 

by Eq. (11) [11]. 

 

 gc
csat

sat
N

AB
I 


             (11) 

 

Thus, the effective permeability value of the core structures 

designed with the air gap can be determined by the mean 

length of the core, the permeability of the inductor core and 

the air gap length as given by Eq.(12) [7, 20]. 

g

c

c

c
eff

l
l

l







                  (12) 

 

Furthermore, the required air gap length Eq.(13) may be 

calculated in the inductor designed with air gap for a given 

core cross sectional area (Ac) and the desired inductance value 

(L) [7]. 
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
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However, depending on the air gap length, there are 

deviations in the inductance value due to the fringing flux 

effect. It is therefore more convenient to use multiple air 

openings and distributed air-gap parts instead of leaving one 

large air-gap part in the core. The core window height (G) or 

winding length has a great effect on the fringe flux. 

Accordingly, the fringing flux factor (F) can be calculated by 

Eq.(14) [20]. 
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l
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l
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             (14) 

 

Since the fringing flux effect reduces the equivalent 

reluctance value in air-gapped core structures, an inductance 

value is higher than the inductance value calculated in Eq.8. 

Therefore, the inductance value in the proportion to the 

fringing flux factor increases as shown in Eq.(15) [7, 20]. 
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III. INDUCTOR DESIGN PARAMETERS WITH THE AIR-GAPPED 

FERRITE CORE 

 

The variables that should be considered in the design 

process as electrical and mechanical variables in air gap 

inductors for power electronics circuits are given in Table 1. 

In order to determine the dynamic inductance value according 

to this table, a number of specific parameters such as DC-DC 

boost converter switching frequency and inductor current 

ripple, which are designed for a certain power value, were 

utilized. 

 
TABLE I  

Technical specifications for DC-DC boost converter inductor [2] 

Power Density 5 kW 

Input Voltage (Vi) 200 V 

Output Voltage (Vo) 400 V 

Load Current (I0) 12.5 A 

Inductance (L) 1 mH 

Inductor current (IL) 25 A/ 22.5A-27,5A 

Ripple Magnitude (ΔIL) 5 A 

Switching Frequency (fs) 20 kHz 

Duty Ratio (D) 0.5 

Core Material Ferrit 3C90 

Core Structure E1006028 

 

In order to maintain the continuous conduction mode 

(CCM) [21-22] in DC-DC boost converter circuits, the critical 

inductance value of inductors should not fall below the critical 

value in the equation given by Eq.(16) [23]. 

 

 

s

L
c
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RDD
LL

2
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where: D - is defined as the switching duty ratio; 

RL - is load resistance value; 

(fs) - is the switching frequency. 

 

For this purpose, before the inductor prototype, 

parametric DC current test can be performed to determine 

the inductance stability. Thus, the inductance stability or 

roll-off values can be obtained. Although the roll-off values 

for core materials are specific in the manufacturer's 

datasheets, inductance stability has nonlinear behavior and 

the inductance stability may vary from classical 

mathematical methods to the operation of the circuit. If the 

inductance value starts to collapse well below the desired 

current value in the design stage, the electrical and 

mechanical parameters must be changed. For example, 

increasing the air gap length and changing the number of 

turns. However, such revisions are both costly and 

unnecessarily prolong the design process. In such cases, 3D 

electromagnetic modeling enables the inductor to be 

modeled in a virtual environment close to real conditions. 

 

The theoretical flux distribution of the DC-DC boost 

converter inductor for the dynamic inductance in the core 

can be defined by the dynamic minor loop B-H curve as 

shown in Fig. 3. 

 

 
Fig.3. Dynamic minor loop of the inductor flux density [11, 23-24] 

 

In this curve, for the flux density ripple (ΔB), Eq.(17) can 

be explained under ripple superimposed DC excitation. The 

DC current (Io) and the number of turns (N) multiplied by the 

average magnetic circuit length (lc) and Eq.(18), the magnetic 

field strength fluctuation (ΔH) was obtained [24-25]. 

 


sDT
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dtv
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0

1
              (17) 

c
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l
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                   (18) 

Where D is the duty ratio of the power electronics circuit, and 

Ts is the switching signal period. Thus the DTs is the 

conduction period of the power switches. 

IV. PARAMETRIC SIMULATION STUDIES WITH FEA SOFTWARE 

The parametric simulation studies have been performed 

with linear steps using FEA software according to electrical 

(N and Idc) and mechanical variables (lg) given in Table 2. 

Thus, the dynamic inductance value of an inductor designed 

with E1006028 core can be easily determined. In addition, in 

order to ensure inductance stability, the air gap length can be 

optimized mechanically in order to prevent saturation at a 

certain number of turns and DC current value. 

 
TABLE II  

Electrical and mechanical parameters of air gap 

Parameters Range Linear Step 

lg 0-3 mm 0.50 mm 

N 50-80 turns 5 turns 

Idc 0-40 A 2 A 

 

According to these values, parametric simulation studies 

were carried out with Ansys-Electronics Desktop 2019.R3 

software in Maxwell 3D section. For this purpose, E1006028 

core material was modeled in three dimensions according to 

datasheet content [15] and B-H values of ferrite core material 

were defined in the software library. 

 

A three-dimensional graph based on the parametric DC 

current increase and winding number values over a given air 

gap length provides useful information for the designers to 

determine the inductance value (Fig. 4). According to this 

graph, DC current value winding number and saturation effect 

can be seen clearly. The green zones in the graph can be 

defined as acceptable roll-off values (60%) for the desired 

inductance value. Thus, the parametric inductance values have 

been determined with the 3D electromagnetic modeling and 

more realistic conditions [26]. 

 

 
Fig.4. Parametric 3D inductance change graph of designed ferrite core with 

air gap for maximum 1.5 mH 

 

The flux linkage graph, which is defined as winding flux in 

inductors, shows the electromagnetic behavior of the airgap 

designed core. According to this graph given in Fig. 5, the 

green areas for acceptable roll-off values were determined as 

0.01-0.015 Weber/m2. This condition, when visualized as the 

useful flux circulating in the core, does not cause any 

saturation for ferrite core material with about 0.2 Tesla. For 
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ferrite core material, the saturation flux value is given as 0.36 

T in the datasheet [15], and the 0.2 T flux value for the 20 kHz 

switching frequency is very useful. 

 

 
Fig.5. Parametric 3D flux linkage graph of ferrite core designed with the 

air gap for maximum 22.5 mWeber/m2 

 

When the air gap length is changed, the number of turns of 

the inductor windings is also changed to achieve the desired 

inductance value. For example, in the case of 1.5 mm air-gap 

in lg2, the number of turns is 57 turns, whereas in the case of 

lg1 = 3 mm air-gap, 72 turns are sufficient according to the 

simulation studies. These values are obtained in parametric 3D 

graphics. Thus, as can be seen in the roll-off graphs given in 

Figure 6, the dynamic inductance values have been determined 

according to the air gap lengths lg1 and lg2. After 10 A with dc 

current increase, roll-off in lg2 = 1.5 mm air gap core decreases 

to 40% and inductance value decreases too much. However, in 

the case of lg1 = 3mm air gap, the roll-off has been determined 

as 60% and the inductance value is stable even after a current 

of 10 A DC, thus providing a soft saturation effect. 

 

 
Fig.6. Roll-off values due to DC current increase for ferrite core designed 

with different air gap length 

V. POWER ELECTRONICS CIRCUIT PERFORMANCE ANALYSIS 

WITH FEA CO-SIMULATION 

The link in the simulation circuit Ansys-Twin Builder 

software given in Fig. 7 is defined with Maxwell 3D software, 

for the power electronics circuit performance test of the 

inductor electromagnetic modeling and inductance stability 

and roll-off values are determined in dynamic behavior. Thus, 

both the realistic behavior of the designed inductor and the 

performance of the power electronics circuit can be 

determined. 
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Fig.7. The co-simulation circuits of DC-DC Boost Converter with air-

gapped inductor 

 

The inductor current graph obtained according to the co-

simulation results is shown in Fig. 8 with the ripple value 

given in Table 1. Thus, the performance of the designed 

inductor is revealed, and a continuous transmission mode can 

be provided. 

 

 
Fig.8. Inductor current waveform and ripple magnitude 

 

 The dynamic inductance graph of the modeled inductor is 

given in Fig. 9. Thus, approximately 60% of the roll-off of the 

inductor in the power electronics circuit is also confirmed with 

the co-simulation. 

 

 
Fig.9. Dynamic behavior of the inductor in the power electronics circuit 

  

 The flux distribution in the core of the inductor designed 

with 3 mm air gap and tested for electromagnetic behavior in 

the power electronics circuit is given in Fig. 10. Thus, the flux 

value did not approach the saturation flux value and was 

displayed as approximately 0.2 T thanks to the air gaps. 
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Fig.10. Flux distribution in air-gap inductor core for maximum 0.4 T 

 

 Finally, the output voltage performance of the power 

electronics circuit designed as air gap inductors remains 

within acceptable limits in terms of the ripple value as shown 

in Fig. 11. 

 

 
Fig.11. The output voltage waveform of converter 

 

VI.  CONCLUSION 

 

The inductors as passive circuit elements of DC-DC 

converter circuits are extremely important in terms of 

providing continuous conduction mode with the critical 

inductance value. In the classical design approach, the 

dynamic behavior of air-gapped inductors is determined 

according to both electrical and mechanical parameters. Also, 

before the prototype production, roll-off values can be seen 

with DC incremental tests. In this study, the parametric 

simulation and electromagnetic modeling of the inductors 

depending on number of turns, DC current and the air-gap 

length have been realized using FEA software. Thus, the 

dynamic analysis of the inductance and performance analysis 

in the power electronics circuit has been reported. As a result, 

if the inductance roll-off values are not within the acceptable 

limits, the most suitable value of the air-gap length can be 

easily determined in FEA modeling and the more realistic 

dynamic inductance behaviors can be seen with the co-

simulations for DC-DC boost converter circuit. 

The importance of this study explains the determination of 

air-gapped core inductor behavior before the prototype 

realization studies according to the theoretical information 

given for the inductor design and 3D electromagnetic 

modeling studies. As future studies, performance investigation 

can be done with experimental studies of an E1006028 core 

inductor. Also, the inductor discussed in this study is for 

medium frequency and high power applications. For this 

reason, the power electronics circuit is modeled for medium 

frequency (20 kHz) and kW power levels. 
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Abstract— Amyotrophic lateral sclerosis (ALS) disease, also 

known as motor neuron disease, is a disease resulting from loss of 

motor nerve cells in the spinal cord and brain stem region at 

central nervous system. Researchers can’t find the reason of ALS 

for certain, however there are a wide variety of risk factors in 

respect of this disease. This disease has more than one risk factor. 

Researchers believe that it is resulted from a virus which leads to 

abnormality in immune system, spoils the structure of DNA and 

functioning of enzyme system, exhibiting neurotoxic properties. 

The signals coming to a single arm or leg muscle from upper and 

lower motor neurons are highly determinative in diagnosis of the 

disease, although there is not a specific test for diagnosing the 

ALS disease for certain. Doctors still conduct many tests even 

though the main symptoms of ALS are the signals coming to 

muscles. The developments related to gait analysis are used an 

auxiliary factor in diagnosis and analysis of ALS diseases. In this 

study, gait signals from control individuals and ALS diseases 

have been recorded by means of sensors sensitive to the strength 

under the foot. These signals’ time-amplitude, amplitude 

spectrum, phase spectrum, average value and variance changes 

have been analysed. As a result of these inspections, differences of 

ALS signals from control signals have been identified.  

 
 

Index Terms— ALS Disease, Gait Test, Spectral Analysis, 

Statistical Analysis.   

 

I. INTRODUCTION 

ALKING IS ADVANCING the body for the purpose of 

being able to go from one place to another. Though 

walking seems to be a very simple part of the life, actually it is 

an extremely chain of complex movements. For being able to 

walk without tiring for a long time without getting tired; brain, 

spinal cord, peripheral nerves, muscles, bones and joints 
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should work together, joint movement, time and strength of 

contraction should be sufficient [1,2]. 

    The complexity of normal walking and the difficulty of 

assessment with naked eyes have compelled scientists to 

develop detailed and reliable examination methods. Scientific 

assessment of human motion dates back to the era of Aristotle. 

Aristotle has found in B.C. 350 that joist movements are done 

by muscle constraints, after a few centuries Galen (A.D. 131-

201) has suggested that muscle contraction is managed by 

nerves. During the Renaissance the x period Galile’s student 

Borelli, and in the 19th century Marey have performed 

dynamic studies regarding the human gait [3,4]. Eadweard 

Muybridge, the famous photographer has contributed 

significantly to the gait analysis in the late nineteenth century. 

A next stage in development of gait analysis is the conversion 

of photo images into numerical variables by Braune and Fisher 

in 1895. In 1930s, Eberhart and Inman have repeated these 

experiments in more detail by using a perforated disk rotating 

in front of the lens of the camera. The researchers who have 

put scientific gait analysis into clinical use as we know it 

today by dint of their studies began in 1950s are Verne Inman 

and Jacquelin Perry [1,3]. Gait analysis systems intended for 

clinical use have been developed by virtue of rapid 

development of personal computers began in 1980s, and they 

have been put up for sale and come into use in many countries 

around the world.  

    In today’s context, the gait analysis is the numerical 

evaluation, identification and interpretation of the walking. 

Although many gait problems can be detected through visual 

inspections of experienced physicians, the gait analysis 

technology is required in order to interpret the problem 

numerically, to re-evaluate after saving it and to demonstrate 

the effectiveness of the treatment done in an objective manner. 

The gait of the patient is firstly assessed by looking with eyes 

and video recordings in modern gait analysis laboratories. 

Afterwards the motion data is transferred to the computer by 

means of transmitter or reflectors attached to appropriate 

points on the patient’s body, and also ground reaction strength 

variations which are measured while pressing on a force 

platform mounted on the ground is installed into computer. In 

addition to these data dynamic electromyography and energy 

consumption measurements are also made in advanced 

laboratories. All these information are converted into digital 

data via custom software. Finally, it is diagnosed by 

evaluating the data together with clinical condition of the 

patient [3,4]. 

 

    The studies within the scope of this article regarding the 

numerical assessment of neurodegenerative diseases and gait 

The Spectral and Statistical Analysis of Gait 

Dynamics in ALS Disease  
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dynamics have been done by Hausdorff and et.al. in the years 

of 1997 and 2000. These researches were usually based on 

analyses associated with gait rhythm [5,6].  

Meanwhile this study is based on kinetic analysis of gait 

dynamics. Kinetic analysis is an examination of forces 

forming the movement (ground reaction forces, joist moments, 

joist strengths). The only data that can be measured in kinetic 

analysis is the ground reaction force vector (YTKV). YTKV is 

measured with plates sensitive to pressure which is measuring 

the total force applied to the ground by foot and called force 

plate. Transducers, which have been placed at both sides, front 

and rear and inside of the platform, measure the components 

of the load coming on the force plate surface at every three 

planes and transfer this data to computer [7,9]. 

II. DATA COLLECTION SYSTEM 

    60-seconds gait signals have been recorded by utilizing 

piezoelectric sensors sensitive to the force under the foot, by 

means of sensors sensitive to strength from 14 Normal and 13 

ALS patients. The signals have been transferred to computer 

environment by converting into 18000 pcs series x(n) discrete 

signals (Fig. 1). [1]. 

 

 

 
Fig.1. Data Collection System  

III. TIME-AMPLITUDE ANALYSIS 

The amplitude variations of the signal which will be analysed 

with time-amplitude analysis can be examined within time. It 

can be regarded as the most basic analysis. Variable electrical 

signals are a function of the time and frequency. Therefore, 

amplitude variations should be examined before making 

analyses of electrical signals on time and frequency plane. The 

change of these x(n) signs depending on time was  shown in 

Fig.2. 

 
Fig.2. Control (upper) and ALS (lower) gait signals time-amplitude 

graphic  

 
TABLE I 

MAX. AND MIN. OF GAIT SIGNALS  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ALS signals observed in Fig.2 and Table 1 take the 0,0.1 and 

0.2 values for max. and -0.6 and -0.5 values for min. It is seen 

that there are deviations in control signals. 

IV. AMPLITUDE AND PHASE SPECTRUM ANALYSIS 

    The analysis made on the frequency plane is called 

spectrum analysis. The energy levels are specified of the 

signals in respect of different frequencies forming any signal 

in spectrum analysis. Electrical and physical information, 

which are useful for the test of electrical and mechanic 

Patient 

No 

Control 

 

ALS 

 Max Min Max Min 

1 0.3 -0.6 0 -0.6 

2 0.2 -0.6 0.2 -0.5 

3 0 -0.6 0.1 -0.6 

4 0 -0.6 0 -0.5 

5 0.7 -2 0.1 -0.6 

6 0.2 -2 -0.1 -0.6 

7 0.1 -0.6 0.1 -0.6 

8 0.5 -2 0 -1.6 

9 1 -1.7 0.2 -0.6 

10 0.8 -1.8 0 -0.6 

11 0.4 -2 0.1 -0.6 

12 0.2 -0.6 0 -0.6 

13 0.5 -2 0 -0.6 

14 0.3 -0.6   
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systems are obtained with this analysis. 

    The discrete Fourier transformation, which is defined with 

the expression of 

   





1

0

)2()(][
N

n

knNjenxkX  , 1,.......,1,0  Nk    (1) 

was applied to x(n) signs in order to find amplitude and phase 

spectrums of x(n) gait signals.  

The amplitude spectrums of control and ALS gait signals are 

seen in Fig.3 [10,12]. 

 

 
Fig.3. The amplitude spectrums of control (upper) and ALS (lower) signals   

 
TABLE II 

MAX. SPECTRAL AMPLITUDE VALUES   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

When Figure 3 and Table 2 are scrutinized, it is noteworthy 

that spectral amplitude values of ALS signals around 1Hz are 

smaller than those of control signals. Meanwhile in Figure 3, 

the phase spectrums of control and ALS gait signals have been 

given in Fig.3. 

 

 
Fig.4. The phase spectra of control (upper) and ALS (lower) signals    

 

It is seen that the inclinations are smaller in spectral graphics 

in Fig.4 and of ALS signals in Table 3. 

 
TABLE III 

THE MAX. AND MIN. DEGREE VALUES REACHED BY CURVES IN 

PHASE SPECTRA 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PatientNo Control ALS 

1 10.2 3.6 

2 12.4 8.3 

3 7.8 9.6 

4 6.1 4.2 

5 39.2 4.7 

6 21.5 4 

7 79 5.7 

8 26.3 8.7 

9 26.6 9.9 

10 30.2 8.6 

11 22.9 7.6 

12 8.7 9 

13 21.6 6.5 

14 73  

 

Patient 

No 

 

Control 

 

 

ALS 

 Max Min Max Min 

1 1134 -180 1339 -48 

2 7 -459 1600 -235 

3 100 -114 670 -35 

4 534 -35 829 0 

5 12 -500 645 -32 

6 311 -46 802 -41 

7 3049 -20 350 -28 

8 1221 0 395 -84 

9 1072 -31 261 -91 

10 289 -102 529 -136 

11 1952 -93 0 -400 

12 1081 -200 17 -42 

13 455 -154 204 -89 

14 603 -74   
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V. STATISTICAL ANALYSIS 

    One of the special values that can be defined the 

distribution of X gait signals is the expected values of signals, 

and the other one is the variance. The expected values of X 

gait signals are defined by expression of 

 

                  )()(
18000

1

n

n

n xXPxXE  


              (2) 

Consider the average of X as. In this case, the variance of X is 

calculated as the total of [7-13]. 
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TABLE IV 
AVERAGE VALUES AND VARIANCES OF CONTROL AND ALS GAIT 

SIGNALS 

 

When the Table 4 is examined; the average values of ALS gait 

signals take values usually around -0.2. Meanwhile it has been 

observed in an inspection according to variance values that 

ALS signals were taking quite small values compared to 

control signals. 

VI. CONCLUSION 

Today there are over 30000 people living with ALS disease. 

This disease causes progressive degeneration of motor neurons 

in the body affecting the voluntary muscle control. At the end, 

those affected loses their livelihood, independence and 

eventually their lives. Occurrence of upper and lower motor 

nerve cells symptoms together are characteristic. For 

individuals suffering this disease, the upper motor neuron 

symptoms are excessive reflexes, stiffness, rising upward of 

thumb and reflex increase at the chin, and the lower motor 

neuron symptoms are weakness, muscle weakness, cramps and 

twitches. The disease varies from person to person. In this 

study, gait dynamics test was done in determination of ALS 

disease. The findings obtained from test results are rather 

satisfactory. The results of analyses can be enumerated as 

below. 

 ALS gait signals take certain max. values in time-

amplitude analysis (0,0.1,0.2). 

 The amplitudes of ALS gait signals in the amplitude 

spectrum are notable with small values. 

 The phase curves of ALS gait signals in the phase 

spectrum manifest themselves with small inclinations. 

     ALS signals are diagnosed with average values at around 

-0.2. Moreover their variances have been identified as a 

distinguishing feature specific to ALS signals with pretty 

small values. 
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Patient 

No 

Control 

Mean 

ALS 

Mean 

Control 

Variance 

ALS 

Variance 

1 -0.062 -0.323 0.121 0.038 

2 -0.128 -0.018 0.137 0.083 

3 -0.308 -0.234 0.069 0.088 

4 -0.323 -0.151 0.069 0.043 

5 -0.461 -0.234 1.240 0.055 

6 -0.858 -0.341 0.816 0.040 

7 -0.259 -0.197 0.080 0.081 

8 -0.682 -1.055 1.001 0.168 

9 0.00007 -0.211 1.428 0.113 

10 -0.267 -0.281 1.385 0.064 

11 -0.694 -0.191 0.958 0.094 

12 -0.117 -0.268 0.129 0.072 

13 -0.528 -0.236 1.040 0.079 

14 -0.089  0.139  
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Abstract— The applications of artificial intelligence (AI), 

which is a comprehensive information technology, have been 

closely related to game technologies. Today, artificial intelligence-

based game development applications are increasing their 

popularity day by day. In this study, the levelling process of a 2-

dimensional (2D) platform game has been investigated. The game 

developed and called “Renga” has a basic gameplay. Game data 

has been processed through an artificial neural network (ANN), 

k-nearest neighbour, decision and random tree algorithms and 

deep learning model that is trained with gameplay and user 

information. The classification process with the output data 

provides results for the next game level. In this way, the most 

effective playability impression that the developers offer to the 

game users has been created according to game. Furthermore, 

the variety of difficulty calculated with dynamic data by the user 

is provided by Renga, in which new sections/levels are created 

with user-specific assets. Thus, the most efficient gaming 

experience has been transferred to the users. 

 

Index Terms— Artificial Intelligence, Difficulty Adjustment, 

Content Generation, k-Nearest Neighbor, Random Forest, 

Artificial Neural Networks. 

 

I. INTRODUCTION 

MONG the platforms, different types of games that can 

attract the attention of their target users are increasing 

and improving. Video games that contribute to this 

development are very successful in environmental design and 

transferring the realistic behavior of Non-Player Characters 

(NPC) [1]. In video games, which have become an important 

part of the entertainment industry, the goal is to optimize 

players' experience rather than creating the most difficult 

game [2-4]. A good video game has a long learning curve. 

Therefore, it is possible for the artificial intelligence-based-

algorithm to update itself in accordance with the interaction of 

people who learn the game. Research on the content 

production of games helps to develop better quality or 

interesting games. The player's expectation is that the 

difficulty of the game matches his personal gaming skills [5, 
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6]. Therefore, a proper content generation depends on the 

algorithm producing a meaningful output with player 

performance. Depending on the algorithm, the difficulty level 

of the game should increase as the player's abilities develop 

[7]. 

Designing quality content for millions of players in the 

game industry has become the goal of game developers. In [8], 

a procedural level generator based on interactive evolutionary 

algorithm has been introduced for the platform game. Another 

automatic level generator based on Darwin's theory of Natural 

selection was proposed in [9]. In [10], a Rhythm-based 

approach was proposed for 2D Platform content generation. In 

[11], dynamic difficulty adjustment is provided by Polymorph 

approach which changes game difficulty depending on player 

performance. In the literature, there are various studies that are 

designed by machine learning (genetic algorithm, artificial 

neural network, support vector machine) [12-16], 

probabilistically techniques [17], Procedural Content 

Generation (PCG) [18-20] for dynamic game levelling. The 

difficulties caused by the behavior of NPC objects can be 

supported by artificial intelligence applications to maximize a 

user's enjoyment. The use of artificial intelligence in games is 

diversifying and deepening day by day. In [21], Yannanakis 

and Togelius have pointed out the following matters on the 

subject: behavior learning of non-player characters, 

exploration and planning applications, player modeling, 

artificial intelligence game competence applications, 

methodological content production, stories that may vary, the 

formation of realistic environmental movements, artificial 

intelligence game design, use of commercial games, general 

in-game artificial intelligence. 

In artificial intelligence based studies proposed for dynamic 

game leveling, instead of randomly determining the course of 

the game, levelling is done taking into account the player's 

characteristics (aggression, courage, intelligence and 

cooperation) and the appropriate reaction is selected 

depending on these designs. Neural networks successfully 

applied to various games can be considered as a means of 

updating the artificial intelligence system. As an artificial 

intelligence system that can evolve over time, many game 

developers often do not use genetic algorithms because they 

need too much CPU power and are too slow to produce useful 

results [22]. Finite State Machines (FSMs) have often used by 

game developers because it is easy to implement, test, modify, 

and personalize [22]. Increasingly, there has been a tendency 

towards Fuzzy State Machines (FuSMs) since the use of fuzzy 

logic allows the recognition of non-binary conditions [22]. 

Demasi and Cruz used the genetic algorithm technique to 

protect the most appropriate agents according to the player's 

game performance [23]. In addition, there are several studies 

Artificial Intelligence Based Game Levelling 
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based on Gaussian Mixture Module with dynamic scripting 

[24, 25]. 

In this study, game levels for Renga, which was developed 

as a 2D platform game, have been identified based on artificial 

intelligence. In this context, perception of difficulty in infinite 

games has been examined, balanced the player performance of 

Renga game and then different game levels have been 

designed according to player ability. As a result of processing 

the game data with artificial intelligence methods (artificial 

neural network, k-nearest neighbor, decision and random tree 

algorithms, deep learning model), it is provided to produce 

game-specific procedurally appropriate content and 

meaningful outputs specific to the player. Algorithmically 

variable game content has been generated by PCG, which 

significantly has reduced the time and cost of development 

processes for game developers. In this way, the most effective 

playability impression that the developers offer to the game 

users has been created according to Renga. Furthermore, the 

variety of difficulty calculated with dynamic data by the user 

is provided by Renga, in which new sections/levels are created 

with user-specific assets. Thus, the most efficient gaming 

experience has been transferred to the users. 

II. PLATFORM GAMES AND RENGA 

In this section, the process and technological developments 

of platform games that have been on the agenda since the 

beginning of video game history are presented. Platform 

games are the first phase of video game history. Bertie the 

Brain is known as the first industrial game developed in the 

1950s. This process continued eight years later with William 

Higinbotham's Tennis for Two. Pong, as the first realization of 

this game, has become one of the platform games [26]. Then, 

game technologies have developed into different categories. 

Productions such as Super Mario, Contra and Metal Slug have 

not lost their popularity despite the emergence of 3D games, 

and then, a new era of video games began with platform 

games such as Limbo, Inside, Ori and the Blind Forest. Many 

of these games have a special place today because they are 

widely distributed and can make their voices heard through 

digital gaming platforms [27].  

After all these similarities and examples that have continued 

its genre, it was decided to perform this study with platform 

games. In the comparative tests, it has been paid attention that 

the developed game (Renga) can work in harmony with the 

selected artificial intelligence method.  

Considering the existence of common objects, platform 

games can generally consist of a character, enemy, interactive 

objects and various platform groups. Although the aim of the 

selected character is to terminate the game parts, it is also 

important to be able to produce the appropriate level according 

to the game performance. One of the goals of designed game 

is to help the developer to design the level by providing 

sufficient data as soon as possible while building the sections. 

In this study, a 2D platform game (Renga) is designed which 

is simple to use and diversifies game assets. The developed 

game has been also introduced globally to the literature. In 

Renga methodological content production is based on an 

artificial intelligence algorithm and the identification data 

obtained in this way contribute to the change of in-game 

dynamics. In addition, a new data set was created by 

processing the data collected over the game. Game design is 

based on basic steps for artificial intelligence methods used in 

the study. The degrees of difficulty in the game depend on the 

numerical properties of the game assets. The main 

characteristics of the interaction of this process are: 

 Simple gameplay, 

 Interaction between assets, 

 Updating the character structure, 

 Contribution to the game score 

 Academic study 

 To provide entertainment to the global users 

Renga, which is compatible with phones with Android 

operating system, is developed by Unity platform. Renga is an 

infinite game that can be played until the player makes a 

mistake. The game engine Unity is widely used in such games 

because it supports 3D modeling and animation design as well 

as 2D game development [28]. Each field in Renga consists of 

a scene whose content is full of game objects (“sprite”, 

“texture”, “prefab” and “object”). The game has 4 scenes 

actively: “Menu”, “howToPlay”, “gameplay” and “end” 

scenes. In the “menu” scene, the data to be tested is collected. 

Users have access to the code file of any scene in Unity 

through information on randomness value, horizontal speed, 

gravity, jump value and distance between obstacles. The game 

process takes place on the "gameplay" scene. A gameplay 

scene for the Renga is illustrated in Fig.1. Only Renga is 

available as game asset in this scene. Background, floor, 

“Aheng” and “Rengec” are dynamically composed. 

 

 
Fig.1. Renga gameplay scene 

148

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 8, No. 2, April 2020                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

III. ARTIFICIAL INTELLIGENCE BASED GAME 

LEVELING 

In this section, the effects of Renga game for the user, how 

the data is collected and the results obtained with the 

technology and methods used in this process are explained. 

 

A. Data Collection 

In order to control the game, the collected data is used to 

create a level, which affects the type and difficulty of the 

level. The statistical characteristics such as how often the 

player jumped, died, how much he caught Renga cannot be 

directly controlled by the game because of they depend on the 

player’s skill and playing style. In the tests, the game levels 

for a particular player have been dynamically generated as: 

1. A first level is generated with random parameters. 

2. Game features are recorded. 

3. Using recorded game features, a new adapted level is 

generated based on player experience. 

The tests in this study are based on the approximately 1500 

game session played by the 15 player (each user played the 

game at least 5 times with a randomly generated initial value). 

In the simulations, 80% of the input data set was used as 

training data. Sample game feature records of any user 

according to random parameters (seed, speed, gravity, jump, 

distance) are given in Table I. 

 
TABLE I 

RANDOM GAME SAMPLES FOR ANY USER 

PHONE_ID P1 P2 P3 P4 P5 P6 P7 

ABCDEF9876 50 1.0 12 4.0 1.8 0 0 

ABCDEF9876 50 1.0 10 4.0 1.8 0 0 

ABCDEF9876 50 1.0 14 4.0 1.8 0 0 

ABCDEF9876 50 1.0 12 5.5 1.8 0 0 

ABCDEF9876 50 1.0 12 2.5 1.8 0 0 

*P1= seed value, P2= speed value, P3= gravity value, P4= jump value,  

  P5= distance value, P6= static value, P7= score.  

 

The "PlayerPrefs" feature provides access to game 

information within Unity. This data, which was added in the 

database before, was obtained with datas.php file. The web 

service is provided with the WWWForm() object specified in 

Unity. The data is then transferred to the server, 

"http://gameonyou.tk/". Renga is available to users in the 

Google Play Store without academic features. Therefore, the 

data is primarily hosted on the local server created with 

xampp. In addition, the application file for the academic 

version externally is shared with users via the address, 

“http://gameonyou.tk/Renga.apk”. In the file dump named 

dbConnData.php, records are processed by connecting to the 

database with the pdo structure. 

First of all, when the user runs the game for the first time, 

the in-game data is collected and inserted to the database. 

Gameplay data, except for fixed values, were examined by 

increasing or decreasing each value at a certain rate, except for 

a general data type. If any row given in Table 1 is considered; 

as the values changed, the other values remained constant and 

this situation continued with combinations. These records are 

explained in detail as follows: 

Seed: Seed is a fixed value and set to 50. All users' test data 

were used with this seed value in artificial intelligence 

processes. Users who have completed all test values will start 

playing different sections with a different seed value. 

Speed: The default value of 1.0 is the feature that 

determines the speed of Renga during gameplay. With the 

values of 0.8 and 1.2, it was aimed to observe the gameplay 

status of the users. Reaching the Rengecs is necessary for the 

advancement of Renga. 

Gravity: The default value of 10.0 allows vertical 

movement of Renga in a constant direction during gameplay. 

Interactions of 12.0 and 8.0 values in users were examined. If 

Renga hits the ground due to this value, the game will end. 

The user protects Renga from the ground by touching the 

screen during the gameplay. 

Distance: The default is 1.6. This variable specifies the 

value of the distance between the rails. It is differentiated with 

1.0 and 3.0 values. It is inversely proportional to the speed 

value and can change the perception of difficulty. 

Jump: The default value is 4. The effect of the differences 

with the binary values of 5.5 and 2.5 was observed in the 

users. The user can increase the height of the vertical moving 

Renga by the magnitude of this value. 

The importance of jump and gravity values was considered 

when passing over or under the distinction points of Rengecs. 

Distinction points where Renga cannot pass are prevented 

from occurring. When enough data (recorded at 5 different 

times) is collected from the user, the in-game values will 

change. After all these collected data, the results of the related 

user are classified as easy, medium or difficult in designed 

artificial intelligence models. Since the initial data collected 

from the user changes after the new level proposed by the 

artificial intelligence model, the user will be able to continue 

to play the game more efficiently. 

 

B. Examination of Renga Data 

The data collected by the Renga game is sufficient for user-

based difficulty control and adjustment. According to the input 

set given as an example in Table 2, it will be appropriate to 

mention the data that creates the algorithm inputs and the 

features of these data before explaining the artificial 

intelligence model to be created.  

Randomness: It can be defined as the renovation value. All 

assets in the game are created according to a random value. 

The user plays at least 5 games for each data of the same 

randomness value. According to Eq. (1), it is possible for a 

user to present a minimum of 120 result outputs in the test 

environment through the designed artificial intelligence 

models.  
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4!=24→24*5=120   (1) 

 

In this way, new data can be created for difficulty control 

using the in-game values in the different seed values. 

 
TABLE II 

SAMPLE GAME DATA 

PHONE_ID K1 K2 K3 K4 K5 K6 

ABCDEF123 42 1.5 7 2.5 3 6 

ABCDEF123 42 1.5 7 2.5 3 9 

ABCDEF123 42 1.5 7 2.5 3 9 

ABCDEF123 42 1.5 7 2.5 3 10 

ABCDEF123 42 1.5 7 2.5 3 4 

*K1= randomness, K2= horizontal speed, K3= gravity value, K4= jump 

value, K5= distance between obstacles, K6= score.  

 

Horizontal speed: The path taken from the beginning of the 

game by the “K2’ values in Table 2. According to this table; 

 

K2 = 0,016*1,5=0,024     (2) 

 

In Eq. (2), 0.024 units of horizontal position changes occur 

for each frame per second. Increasing horizontal speed, which 

is one of the inputs in the artificial intelligence model, will 

increase the perception of difficulty in the game cause the user 

to be in easy class. 

Gravity: It is vertical movement value, created with the 

“Rigidbody” feature, assigned to the Renga object from the 

beginning of the game. According to the gravity values given 

in Table 2 and equation (3), 0.112 unit changes occur for each 

frame. 

 

 K3 = 0,016*7 =0,112    (3) 

 

Increasing this value is inversely proportional to the jump 

value. There should be a balance between these values. 

Increasing this value is inversely proportional to the jump 

value. Increasing the value increases the difficulty, and the 

fact that it is too low makes the game impossible. 

Jump: This variable value of action which user interacts 

with. Each time the user touches the screen, Renga will move 

vertically upwards by 2.5 units. During this movement, gravity 

also continues the downward movement. The accelerated 

Renga starts to move down again vertically. If the value is too 

high, even the lowest gain will lead to an impossible game. 

Distance between obstacles: It is the distance unit between 

Rengecs. There is a 3-unit distance between the Rengecs, 

which are proportioned by two color segments (yellow and 

red) according to their seed value. Increasing this value makes 

the game easier, while decreasing it can significantly 

differentiate the perception of difficulty in the user experience. 

Score: This value determines the player's highest gain in a 

game process. It also represents the number of Rengec that 

could be passed. It is the most important factor in the 

classification of difficulties for users. These data are 

differentiated in the results section. 

During the Renga design, many different technical fields 

have been used besides the package programs. In the 

following sections, used artificial intelligence algorithms and 

findings are presented. 

 

C. Methods 

In this study, the recursively used data was tested in various 

artificial intelligence models such as k-nearest neighbor, 

random forest, deep learning and artificial neural networks in 

the category of classification algorithms and analyzed through 

confusion matrix. Success and error coefficients were 

determined based on the variables within each method and 

were detailed for future studies. 

 

1) k-Nearest Neighbor 

The k-nearest neighbor method performs the classification 

process based on similarities where the data is clustered in 

cartesian plane. According to the selected value of k, which 

cluster the data belongs to is determined [29]. The pseudo-

code expression for this algorithm is given as follows: 

 

% X: training data, Y: class labels of X, x: unknown sample  

 Determine parameter k: the number of  nearest 

neighbor 

 Classify (X, Y, x)  

 for i = 1 to m do 

 Compute distances d(XI,x) between the query-

instance and all training data. 

 end for 

 Compute set I containing indices for the k smallest 

distances d(XI,x). 

 return majority of the category label for {YI} 

 

2) Random Forest 

Random forests, which are commonly used in classification 

or regression processes, consist of a large number of 

individual decision trees [30]. Random forest is an efficient 

tree algorithm that can model game data collected from 

different users in a compatible way. The pseudo-code for this 

algorithm is given as follows [31]: 

 

 Generate c classifiers 

 for i = 1 to c do 

 Randomly sample the training data D with 

replacement to produce Di  

 Create a root node, Ni containing Di. 

 Call BuildTree(Ni) 

 end for 

BuildTree(N): 

 if N contains instances of only one class then  

 return  

 else 
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 Randomly select x 

 Select the feature F with the highest information 

gain to split on 

 Create f child nodes of N , N1,...,Nf , where F has f 

possible values ( F1,…,Ff) 

 for i = 1 to f do 

 Set the contents of Ni to Di, where Di is all 

instances in N that match  

 Fi 

 Call BuildTree(Ni) 

 end for 

 end if 

 

3) Deep Learning 

Deep learning is a subfield of machine learning framework 

that involves one or more layered artificial neural networks. 

The difference from artificial neural networks is the ability to 

perform more operations as given in [32, 33]. In this study, 

deep learning algorithms were used to see the contribution of 

newly added game-data during training.  

 

4) Artificial Neural Network 

Artificial Neural Network is a computational model inspired 

by biological neural networks. An artificial neural network 

may comprise a plurality of neurons arranged in a series of 

layers. The input layer receives various forms of information. 

These data are passed through one or more hidden layers and 

converted to the output unit where the input can be used. An 

example of pseudo-code for back-propagation algorithm in 

training ANN is given as [34]: 

 

% X: training data of size mxn, y: class labels of X, w: the 

weights for respective layers, l: the number of layers  

% D(l)
ij the error for all l, i, j, t(l)

ij = 0, for all l, i, j. 

 for i = 1 to m do 

 al = feedforward(x(i), w) 

 dl = a(L)-y(i) 

 t(l)
ij = t(l)

ij + al
j * t(l+1)

i 

 if j ≠ 0 then  

 D(l)
ij = (1/m)* t(l)

ij + λw(l)
ij 

 else 

 D(l)
ij = (1/m)* t(l)

ij, where (d/dw(l)
ij )*j(w)= D(l)

ij 

 end if 

 end for 

IV. SIMULATION RESULTS 

In this study, it is assumed that all users have played the 

game for the first time. The data set used for Renga consists of 

data from multiple users. Although the values for the 

application are the same, differences in points affect the result. 

The main reason is that the records are classified as hard, 

medium and easy according to the data content called “score“. 

As a result of the tests, it was found that the most important 

factors affecting the score were gravity and speed variables. In 

the experimental tests, the simulations were tried on the 

artificial intelligence methods mentioned above with many 

different parameters and the most successful results were 

recorded. The results provide the level identification 

information for the Renga game. This data can be used to 

provide a more efficient level and in-game dynamics to the 

players. In the tables below, the best performance rates 

obtained for artificial intelligence methods are given. 

 
TABLE III 

PERFORMANCE RATES IN DEEP LEARNING 

 Hard Medium Easy Consistency 

Hard 
(Estimated) 

9 20 0 % 31.03 

Medium 
(Estimated)  

12 9 10 % 29.03 

Easy  
(Estimated) 

92 151 345 % 58.67 

Singular 

Performance 
% 7.96 % 5.00 % 97.18  

 

In deep learning tests, data has been trained according to the 

model of 2 hidden layer network. The best results for the tests 

with different activation functions were obtained in maxout 

function. The performance of the deep learning algorithm 

according to the learning rate (0.6) in the test data is %56.02.  

 
TABLE IV 

PERFORMANCE RATES IN k-NEAREST NEIGHBOR 

 Hard Medium Easy Consistency 

Hard 
(Estimated) 

42 50 0 % 45.65 

Medium 
(Estimated)  

78 154 0 % 66.38 

Easy  
(Estimated) 

0 0 0 % 0.0 

Singular 

Performance 
% 35.00 % 75.49 % 0.0  

 

Many tests have been performed with different k values for 

the k-nearest neighbor method which classifies according to 

similarities in the data. According to the simulation results, the 

best performance of the algorithm with the related learning 

rate was obtained for k = 5. The performance of the k-nearest 

neighbor algorithm according to the learning rate (0.8) in the 

test data is %60.49. It is generally considered that the k-nn 

method should not be used in inconsistent data because it has 

different gains for variable user types. 

 
TABLE V 

PERFORMANCE RATES IN RANDOM FOREST 

 Hard Medium Easy Consistency 

Hard 
(Estimated) 

4 1 0 % 80.00 

Medium 
(Estimated)  

13 40 17 % 57.14 

Easy  
(Estimated) 

27 48 174 % 69.88 

Singular 

Performance 
% 9.09 % 44.94 % 91.10  

 

As shown in Table 5, the change of algorithmic parameters 

for random forest did not bring an effective difference to the 

results. For this reason, the samples were differentiated and 

the findings were separated according to linear-complex 

samples. The performance of the random forest algorithm 

according to the learning rate (0.8) in the test data is %63.89. 
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The process that leads to the measurement of the level of the 

game allows the new values to be generated by the obtained 

values to be tested on the same users and thus to determine the 

new perception of difficulty. The decision tree structures in 

the random forest algorithm according to gravity and speed 

variables, which is one of the most important factors affecting 

the score, are presented in Figure 2 and Figure 3. 

 

 
Fig.2. Decision tree method via gravity 

 

 

 
Fig.3. Decision tree method via horizontal speed 

 
TABLE VI 

PERFORMANCE RATES IN ARTIFICIAL NEURAL NETWORK 

 Hard Medium Easy Consistency 

Hard 
(Estimated) 

0 0 0 % 0.0 

Medium 
(Estimated)  

15 28 12 % 50.91 

Easy  
(Estimated) 

29 61 179 % 66.54 

Singular 

Performance 
% 0.00 % 31.46 %93.72  

 

The performance of the ANN algorithm according to the 

learning rate (0.8) in the test data is %63.58. In the 

experimental simulations, one hidden layer, one input layer 

and one output layer have been used for the ANN algorithm. 

The best results for the tests with different activation functions 

were obtained in sigmoid function for ANN implementation. 

According to the tests, ANN method is the second most 

efficient algorithm.  However, it was found that the hard tag 

could not be predicted by the data sets mentioned. 

V. CONCLUSION 

In this paper, a level identification procedure has been 

performed with different methods and different parameters. 

This classification process has been tested on the users of 

Renga, an infinite game. The proposed structure provides an 

online gaming adaptation mechanism that can be used to 

effectively optimize the player experience. It is seen that the 

best method used in the study is the random forest algorithm. 

Furthermore, the random forest algorithm provided the best 

classification distribution. Besides the success rate, it is seen 

that it constitutes an efficient method for classification. The 

models of decision trees it offers are guiding and can provide 

high benefits. In a data set classification in which users' game 

identities are included, it is anticipated that new studies may 

emerge. In this way, the game can be played over certain basic 

users with certain values and data collection can make the 

leveling work more efficient. According to the results, the in-

game values offered to the users gave positive results and it 

was observed that the game pleasure of the users was 

satisfactory. A short way have been shown to developers to 

present this experience, which saves time for improvements. 

The evaluations that can be made through this game can give 

an idea to be applied to other platform games. In the later 

stages of the studies, it was paved the way for its application 

in platform games with different genres and rich content.  
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Abstract — It is expected that almost every day electronic 

devices will be connected to the existing internet infrastructure in 

the context of Internet of Things (IoT). These devices will enable 

to sense and actuate the physical world. It is foreseen that 

miniaturized e-health devices will enable monitoring vital health 

of patients. There exist some studies on networking these e-health 

devices within the Internet. In this realm, several network 

protocols are being standardized. 6LoWPAN of IETF is one of 

these efforts where some set of protocols can be stacked over 

IEEE 802.15.4 radio. However, it is not clear that which ideal 

protocol stack for transmission of health data can be adopted 

well. The novelty of this work is that we studied determination of 

ideal protocol stack for transmitting health data over 6LoWPAN 

IoT networks. So then, we carried extensive simulations over 

Cooja simulator. The compelling results are presented in this 

work. The results show that 6LoWPAN IoT health networks can 

be used to serve vital health data of patients. 

 

Index Terms—Internet of Things, 6LoWPAN, Medium Access 

Control, Radio Duty Cycling, CoAP.  

 

I. INTRODUCTION 

ANY of the current everyday electronic devices in use are 

able to exchange data autonomously. These devices can 

network among themselves as well as connect to an existing 

Internet network. The concept of the Internet of Things is the 

general name given to this structure [1], [2]. Devices within 

this scope are mostly low-cost and limited devices. IoT 

devices generally obtain data from their surroundings with the 

help of sensors on them. These devices send the data they 

receive to a center for processing or perform some other 

operations. Connecting each of these devices directly to the 

Internet will incur additional costs. To avoid this, generally, 

IoT devices primarily form a network within themselves. A 
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gateway node within the scope of this network acts as a bridge 

between the Internet and the IoT network. 

The IoT concept is currently used in smart home/office 

systems, factory production lines, smart agricultural systems, 

smart city/traffic systems. In the future, it is envisaged that 

IoT systems will become more widespread and expand into 

more areas. The lightweight and portable IoT devices has 

being introduced IoT concept into the healthcare sector. 

Especially for health monitoring, their portability and low-

power features have made IoT devices the preferred choice.  

Although the IoT concept is currently in use in many areas, 

it is still a developing technology. Therefore, there are no 

emerged de facto standards yet. Although wireless 

technologies such as Wi-Fi, Bluetooth and GSM can also be 

used for the IoT environment, the power saving offered by 

802.15.4 wireless technology is more suitable and common for 

IoT systems. For energy-saving IoT devices, hardware is also 

constrained to keep the energy consumption low. Therefore, 

instead of protocols with high system requirements, 

lightweight protocols are being proposed and standardized. 

One of these efforts is 6LoWPAN working group of IETF. 

6LoWPAN seems like providing promising IoT network 

standards and protocols [3]. 

Typical 6LoWPAN standard network layers and protocols 

of IoT devices is given in Hata! Başvuru kaynağı 

bulunamadı.. In this layered structure, the protocols in the 

transport, network and application layers are almost 

standardized and widely used. However, the protocols used in 

the data link layer needs to be selected according to 

application quality of service (QoS) requirements. Therefore, 

selection of ideal protocol stack for applications requires 

careful research.  

In this work, careful determination of the ideal protocol 

stack for e-Health application is investigated. As is known, e-

Health applications are sensitive to delays. Therefore, timely 

transmission and hand off e-Health data to a distant center are 

core QoS requirements of e-Health applications. Besides, an e-

Health application may need different health sensors such as 

ECG, EMG, Blood Pressure, Body Temperature and Body 

Position etc. Each health sensor requires different maximum 

delay thresholds. This can vary from seconds to hours. 

Moreover, maximum delay thresholds may also vary for 

different patient categories such as critical, non-critical and 

follow-up patients. Thus, to achieve this, we investigated the 

performance of different protocol stack of MAC and RDC 

Determination of the Ideal Protocol Stack for 

the Transmission of Health Data over 

6LoWPAN IoT Networks 

S. BİLGİLİ and A. K. DEMİR  
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layer of an e-Health application for different patient categories 

so that patient’s vital health data can be monitored smoothly.  

Transmission of e-Health data over IoT networks is fairly a 

new research subject. Thus, there does not exist satisfying 

results in the literature and applications. The novelty of this 

work is that e-Health data is transmitted with standard CoAP 

application layer protocol and the effect of performance 

belonging to MAC and RDC layer protocols, such as CSMA 

and contikiMAC, are explored with simulation of real network 

and hardware. Furthermore, the network topology and the 

number of patients (clients) equipped with e-Health sensors 

are varied with extensive simulations. 

 
Fig.1. Network Layers in IoT 

 

This paper is organized as follows: In section II we surveyed 

related works that are associated to subject of this paper. Our 

methods are provided in section III. Based on these methods, 

we investigated results in section IV. In section V, we 

provided conclusion and future work. 

II. RELATED WORK 

The transmission and processing of vital health data in IoT 

environments are emerging research subject that is being 

explored scarcely yet. The IoT for healthcare is broadly 

surveyed in [4], [5]. However, there does not exist a 

comprehensive survey of transmitting health data in 

6LoWPAN IoT networks. Moreover, there does not exist 

concrete study on transmitting health data in 6LoWPAN IoT 

networks. We briefly talk about networking health data over 

6LoWPAN IoT networks in this section. 

Sphere framework [6] brings 6LoWPAN IoT standards for 

healthcare to the home. The initial outcomes exhibit good 

6LoWPAN network performance to carry out healthcare data 

(99.97 percent average PDR).  

IoT net platform [7] anticipates technological solutions for 

healthcare protection and services through trendy 6LoWPAN 

IoT networks.  In [8], again, analysis of 6LoWPAN IoT 

network is provided for maternal healthcare. It is concluded 

that both CoAP and 6LoWPAN could be applied for 

healthcare monitoring. The research in [9] demonstrates that 

6LoWPAN IoT network is able to be used for healthcare 

services with CoAP.   

The initial research views that 6LoWPAN IoT networks are 

promising solution to be used in healthcare applications. 

However, as it is seen that the usage of 6LoWPAN IoT 

networks in healthcare domain is an unexplored area. We 

extend this gap furtherly in this work. 

III. METHODOLOGY 

Within the scope of this section, we present the 

methodology of our work to transmit vital health data over a 

6LoWPAN IoT network. The details are as follows: 

A. Obtaining Health Data 

Although performance evaluations of this work is executed 

on a simulation environment, real world health data is required 

to get realistic results. To achieve this, MySignals health 

sensor kit is used with various additional hardware, Arduino 

Uno microcontroller and Raspberry Pi microcomputer as seen 

in Fig. 1. MySignals health sensor kit is programmed with a 

simple firmware to get all sensor data. Various sensor data is 

collected from various persons to ensure collected data is 

realistic. 

 
Fig. 1. eHealth Sensor Kit 

B. Health Data Traffic Characteristics 

Right after obtaining real-world health data, each sensor 

data is composed into a packet. Each health data is 

encapsulated into 64-byte packet. Each packet contains data 

from all available health sensors. Sensor data types and their 

length is given in Table I. In this work, although we used all 

available health sensors, there's 20 bytes free space in packet 

which can be used for patient information or extra sensors. 

These eHealth data packets are updated in memory 

dynamically every 300ms. The clients send CoAP CON 

messages to obtain eHealth data. Respectively, the server 

nodes send piggybacked CoAP ACK messages that contain 

eHealth data whenever they receive a CoAP CON message. 

 

 

 

 

 

 

 
Table I Contents of eHealth Data Packet 

ID Sensor Bytes 
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1 Body Position 6 

2 Body Temperature 2 

3 Snore Sensor 3 

4 Galvanic Skin Response 8 

5 Airflow Sensor 2 

6 EMG Sensor 2 

7 ECG Sensor 2 

8 SPo2 4 

9 Blood Pressure Sensor 6 

10 Body Scale 2 

11 Glucometer 6 

12 Patient ID 1 

 Total 44 

 Free Space 20 

C. Latency QoS Requirement of Health Data 

We envisioned that each eHealth sensor data needs to be 

transmitted within a maximum latency deadline. Thus, we 

talked a couple of medical doctors to detect latency deadline 

of eHealth data. According to interviewed medical doctors, 

patients should be divided into three groups, critical, non-

critical and follow-up patients, as they may have need 

different latency deadlines. As a result, maximum latency 

deadline values are given in Table II. These values represent 

the maximum latency tolerance of eHealth data generated by 

health sensors. For example, a critical patient's consecutive 

ECG sensor data needs to be transmitted within 1 minute. On 

the other hand, ECG sensor data demand maximum 60 

minutes latency for non-critical and follow-up patients. 

Moreover, body position data requires maximum 30 minutes 

latency for critical and non-critical patients. 

 
Table II eHealth Data Maximum Latency Deadlines 

Sensor Patient Category 

  Critical Non-Critical Follow-up 

Body Position 30 30 15 

Body Temperature 15 30 60 

Snore Sensor 30 60 60 

Galvanic Skin Response 60 60 60 

Airflow Sensor 30 30 60 

EMG Sensor 1 60 60 

ECG Sensor 1 60 60 

SPo2 1 60 60 

Blood Pressure Sensor 30 60 60 

Body Scale 60 60 60 

Glucometer 60 60 60 

  

Deadline 1: 1 minute 

Deadline 2: 15 minutes 

Deadline 3: 30 minutes 

Deadline 4: 60 minutes 

D. Simulation Environment 

We used Cooja [10] network simulator that simulates 

multiple types of nodes and network software running on 

nodes. Cooja simulator mimics ContikiOS [11] operating 

system designed for IoT devices. Also, Cooja network 

simulator offers multiple measurement tools. WisMote is used 

as a hardware server and gateway node in simulations within 

IoT network. These server nodes generate sampled eHealth 

data traffic. Californium [12] is used as CoAP client running 

on real PC hardware and requiring eHealth data piggybacked 

in CoAP ACK messages. In other words, CoAP servers, 

running on simulated IoT network, are programmed with 

Erbium [13] implementation of CoAP, and CoAP clients, 

running on real PC, are programmed with Californium 

implementation of CoAP. The simulated IoT network 

topology is given in Fig. 2. The distance between each node is 

about 40 meters. 

 
Fig. 2. IoT Network Topology in Simulations 

CSMA and nullMAC protocols are varied at MAC layer. 

And, contikiMAC and nullRDC protocols are varied at RDC 

layer. Moreover, PDR values are ranged as 90, 95 and 100. 

This enabled us to simulate 12 different scenarios (2x2x3). 

The number of clients is varied from 2 to 30 stepped by 2 

(2,4,6,..,30). The number of servers is always the same as the 

number of clients. The positions of servers are detected 

according to their relative position to the gateway node. 

Always, the closest nodes are selected as a server. Each client 

sends totally 100 CoAP CON requests. Each server replies 

with CoAP ACK message as soon as it gets CoAP CON 

request. The total elapsed time is to transmit 100 CoAP CON 

messages. According to CoAP standard, the default maximum 

re-transmission of lost CoAP CON packets is 4 times. One 

thing to keep in mind is that CoAP handles a default 

congestion control mechanism. 

E. Performance Metrics 

To inspect how well health data is transmitted in an IoT 

network, we need some measurable performance metrics. In 

this sense, we identified 3 different performance metrics, 

latency, energy efficiency and reliability. We give the 

definition of each performance metric below. 
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1) Latency 

Latency metric defines the time elapsed between two 

consecutive CoAP ACK messages. As the subject of this work 

is health data, it means that the data must be transmitted 

within deadline time limits. These time limits are shown in 

Table II.   

2) Energy Efficiency 

Energy efficiency metric is used to represents the amount of 

energy consumed by a server node. This metric is calculated 

as the average of consumed energy of all server nodes. 

Indirectly, this metric shows the overall network life time. 

3) Reliability 

Reliability metric demonstrates the percentage of 

successfully received CoAP ACK messages. Higher reliability 

means that eHealth data is smoothly displayed at health center. 

The low reliability may result with low perceived health data. 

IV. PERFORMANCE EVALUATION 

In this section, we investigate the performance of 12 

scenarios, given at Section III.D based on 3 different 

performance metrics. 

A. Latency Evaluation 

As stated earlier, health data should be transmitted within a 

certain period of time. Time limits for different health sensors 

and patient groups are shown in Table II. The graphs in this 

section shows the performance indicators as well as the 

latency deadline indicators. Thus, it is possible to determine 

how many clients can be supported by the specified latency 

deadline in a given protocol stack. Please note that if there’s 

no latency deadline indicator for a performance indicator, it 

means that all results in the graph comply with absent latency 

deadline. 

Various simulations were performed for different protocol 

stacks. Fig. 3 shows the latency graph with protocol stack of 

nullMAC and nullRDC in MAC and RDC layers respectively.   

As can be seen in the graph, all results are lower than deadline 

of 30 and 60 minutes (Hence, these deadline indicators are not 

shown in the graphs).  All number of clients, other than 26 and 

30, comply with deadline limit of 15 minutes. Therefore, the 

network can support up to 24 clients. For example, body 

temperature sensor data can be used safely for all patient 

groups up to 24 patients. However, for more critical data with 

deadline limit of 1 minute, only 8 clients can be serviced when 

PDR equals to 100.  

Fig. 4 shows latency graph of CSMA and nullRDC 

protocols.  As it is seen, deadline limits of 15, 30 and 60 

minutes are missing in the graph because all latency values are 

lower than 15, 30 and 60 minutes. Therefore, only 1 minute 

latency indicator is given in the graph. For all PDR values, up 

to 16 clients can be monitored without any trouble. However, 

for example, when the client number is above 20 the network 

is not able to support health data with 1 minute latency 

deadline.     

In Fig. 5, nullMAC and contikiMAC combinations are used 

for latency deadlines. Accordingly, for 30 minute latency, only 

up to 18 clients can be handled. Besides, for 15 minute 

latency, individually up to 8 clients can be supported. 

Nevertheless, for 1 minute latency, only 2 clients with PDR 

values 100, can be serviced.  

CSMA and contikiMAC protocol combination latency graph 

which is given in Fig. 6 shows that 24 clients can be 

monitored for latency deadline of 30 minutes. Based on the 

figure, for latency deadline of 15 minutes, there can be only 16 

clients. More drastically, latency deadline of 1 minute can 

only support 4 clients. 

 
 
 

 
Fig. 3. Latency Graph for nullMAC/nullRDC Protocols 
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Fig. 4. Latency Graph for CSMA/nullRDC Protocols 

 

 

 

 

 
Fig. 5. Latency Graph for nullMAC/contikiMAC Protocols 
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Fig. 6. Latency Graph for CSMA/contikiMAC Protocols 

 

B. Energy Efficiency Evaluation 

In this section, we investigate the energy efficiency of MAC 

and RDC layer protocol combinations.  

Fig. 7 shows the energy consumption comparison of 4 

protocol combinations when the PDR value is 100. 

Apparently, when nullRDC is used, the energy consumption 

significantly increases. Because while using nullRDC, 

802.15.4 radio does not sleep when it is idle. Thus, it uses 

more energy. In contrast, contikiMAC sleeps the radio while 

it’s idle. The effect of this mechanism can also be observed in 

the graph. Using CSMA or nullMAC protocol with nullRDC 

has almost the same energy consumption. However, while 

using contikiMAC protocol, selecting CSMA protocol causes 

more energy consumption against selecting nullMAC 

protocol.  

Energy consumption values while PDR value is 95 is given 

in Fig. 8. Again, selection of contikiMAC in RDC layer 

significantly decreases energy usage. The results show similar 

curve with previous graph. However, difference between 

nullMAC/nullRDC and CSMA/nullRDC combinations is 

much more distinctive when PDR is 95.  

In Fig. 9, energy consumption values for PDR value 90 is 

presented. Based on the graph, again, it is clear that 

contikiMAC protocol provides more energy savings. As can 

be seen, for protocol combinations with nullRDC, energy 

consumption values get higher as the PDR value decreases. 

 

 
Fig. 7. Average Energy Consumption for PDR value = 100 
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Fig. 8. Average Energy Consumption for PDR value = 95 

 
 

 
Fig. 9. Average Energy Consumption for PDR value = 90

C. Reliability Evaluation 

In this section, reliability metric values are presented. These 

values show the rate of successfully transmitted health data 

packets. The four protocol combinations (nullMAC/nullRDC, 

CSMA/nullRDC, nullMAC/contikiMAC and 

CSMA/contikiMAC) are compared with different PDR values.  

Reliability values when the PDR value is 100 is given in  

Fig. 10. That graph shows that CSMA and nullRDC 

protocol combination gives better results. Besides, nullMAC 

and nullRDC protocol combination has results that are close to 

CSMA and nullRDC protocol combination. However, 

nullMAC and contikiMAC protocol combination cannot 

sustain reliability as the client number increases. CSMA and 

contikiMAC protocol combination gives the worst reliability 

especially for high number of clients. 

PDR value of 95 is given in   

Fig. 11. As the client number increases, the gap between 

nullMAC/nullRDC and CSMA/nullRDC protocol 

combinations increases. CSMA/nullRDC gives the best 

performance compared to other three combinations. The graph 

shows that using CSMA protocol is helpful as CSMA 

maintains reliability high.  

When PDR value equals 90, the same reliability 

performance is observed. Results are presented in Fig. 12. 

Once more, absence of CSMA protocol in protocol stack 

causes lower reliability results. Using CSMA is superior than 

using nullMAC cause CSMA protocol successfully 
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retransmits lost frames. Using CSMA protocol with 

contikiMAC protocol gives undesired results when the number 

of clients increases. This is due to the fact that contikiMAC 

protocol sleeps radio to save energy, so CSMA protocol must 

wait for these sleep intervals. 

 
 

 
 

Fig. 10. Success Ratio/PDR value = 100 

 
 
 
 
 

 
 

Fig. 11. Success Ratio/PDR value = 95 
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Fig. 12. Success Ratio/PDR value = 90

V. CONCLUSION AND FUTURE WORK 

 In this work, we investigate determination of ideal protocol 

stack for transmission of health data over 6LoWPAN IoT 

networks. Our extensive work shows that 6LoWPAN IoT 

networks are able to transmit vital health data of patients up to 

a certain point. Latency, reliability and energy efficiency 

graphs are analysed to determine the maximum patient 

number that can be supported in a 6LoWPAN IoT network.  

 Ideal protocol combination may differ based on patient 

category and health sensor. Although nullRDC protocol in 

RDC layer seems to show better performance, it results with 

inefficient energy consumption. Therefore, choosing ideal 

protocol combination highly depends on latency, reliability 

and energy efficiency performance results. For instance, even 

if CSMA/nullRDC combination can support up to 16 patients 

for critical health data in 6LoWPAN IoT network, energy 

consumption significantly gets higher. 

 In future, the more extensive simulations can be carried out 

by varying IoT network topology and PDR values. Routing 

protocol, RPL (especially RPL Objective Functions), is not 

investigated in this work to expose its effect on the 

performance. Moreover, only CoAP is used as an application 

layer protocol as it is the only candidate for now in IETF. 

Other being standardized protocols, such as MQTT, can also 

be considered. The least but not the last, CoAP promotes other 

congestion control mechanisms, such as CoCoA. Using 

different congestion control mechanisms to determine ideal 

protocol stack can also be inspected.  
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Abstract—Leakage inductance component has a significant 

importance in total inductance value of GISR. Neglecting this 

component in the design phase, results in an expensive and bulky 

core structure. Variation of leakage inductance component in 

percentage is determined and presented as graphical curves for 

M4 steel by applying energy method.  FEA are performed for 

various GISR with several operating voltages and temperature 

rise values to determine the leakage inductance component. A 

design tool with Matlab/Guide is also developed for analytical 

calculations to obtain the physical dimensions for FEA. 

Graphical curves introduced to the literature in this work 

provide manufacturers or design engineers to perform fast, 

reliable and economical GISR design with an alternative material 

and offer variety.  

 
 

Index Terms— Air-gap, design, leakage inductance, M4 steel, 

shunt reactor 

I. INTRODUCTION 

HUNT REACTORS are widely used in power grids for 

reactive compensation, harmonic filtration etc. They 

mostly have gapped iron core with distributed air-gaps along 

the limb.  Equivalent circuit for a Gapped Iron-core Shunt-

Reactor (GISR) is given in Fig. 1, where Ll is leakage, Lc is 

core and Lg is total air-gap inductance, whereas Rw ,Rc and Rg 

are the resistances representing winding, iron and gap losses 

[1].  

 
Fig.1. Equivalent Circuit for a GISR 

 

A simple and practical analytical calculation for leakage 

inductance component of GISR does not exist in the literature; 
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therefore this component is mostly neglected in the design 

phase and analysis. Influence of core gap in design of current 

limiting transformers is presented in [2] but leakage 

inductance component is not considered. Leakage inductance 

is neglected in another shunt reactor design study [3]. 

Although the leakage fields are considered in [4] 

determination of leakage inductance is not studied. Leakage 

inductance component is usually neglected in the studies on 

design of GISR including influence of dimensional 

parameters, design optimization, stress characteristics, etc. [5-

8]. Finite Element Analysis (FEA) is widely used in GISR 

studies [9-12]. Determination of inductance components 

including leakage inductance by FEA is performed in [1] and 

[12], where calculation is based on energy method. A family 

of graphical curves called nomographs  representing the 

variation of leakage inductance component in percentage 

against reactive power in terms of four different operating 

voltages and three different temperature rise values are 

presented in [12,13] for M330-35 AP Non-Grain-Oriented 

(NGO) steel (will be called M33 steel hereafter) by FEA. The 

proposed design criteria in this study is minimum Present 

Value Cost (min PVC). Presented results show that ratio of 

leakage inductance in the total amount may be significant. 

Therefore, neglecting the leakage inductance component in the 

design phase will result in a bulky and costly core.  

In this work, leakage inductance components for M120-27S 

Grain-Oriented (GRO) steel (will be called M4 steel hereafter) 

by the method proposed in [12, 13] are calculated and 

presented as graphical curves. A design tool for single-phase 

GISR in Matlab/Guide is developed for analytical 

calculations. As a result, physical dimensions of the GISR 

under design are obtained for FEA. FEA are performed for 

various GISR with several operating voltages and temperature 

rise values to determine the leakage inductance component.  

Since such information in the literature exist only for M33 

steel as core material, the results presented in this work are 

beneficial for the design of GISR with M4 steel as an 

alternative core material. In addition, the developed design 

tool provides a practical and accurate design of such reactors.  

II. METHODOLOGY  

A. Design Tool for Analytical Calculations 

Leakage inductance percentage values are calculated by FEA, 

therefore physical dimensions of the GISR under design are 

Determination of Leakage Inductance 
Percentage for Gapped Iron-Core Shunt-

Reactors with M4 Steel as Core Material 
A. DÖNÜK  

S 
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Fig.2. General overview of the design software 

 

required for proper modelling in Maxwell 3D software. To 

obtain the physical dimensions, a design tool ware for 

analytical calculations is developed in Matlab/Guide 

environment as shown in Figure 2. The  input data such as 

target inductance value,  operating current and line-to-line 

voltage,  minimum and maximum values of number of turns 

with incremental step, magnetic field density,  ambient 

temperature, tolerances for temperature rise, leakage 

inductance percentage, operating frequency, type of core 

material, stacking factor, distances and clearances between 

coils and yoke, insulation material thickness, per-kg prices for 

core and winding materials, number of air-gaps and number of 

parallel foils for the GISR under design are to be entered by 

user. Extra data for labor and general expenses and extra cost 

of additional material can also be added.  

 

Similar assumptions, for each set of operating voltages, such 

as  

• Clearances 

 between yokes 

 between windings 

 between tube and windings  

• insulation thickness 

• tube thickness 

• temperature rise values (60, 80 and 100 K with ±2 K 

tolerances) 

• number of air-gaps in the core (40 in both the design and 

FEA analysis) 

• aluminum foil as winding material  

• operating magnetic flux density as 1.1 Tesla  

 

• prices of iron and aluminum are taken to be 2.5 and 3.7 € 

per kg, respectively 

• optimization criteria (min PVC) 

 

defined in [12] are considered in the design phase. This will 

provide comparison of the leakage inductance percentage 

results in two different core materials, M33 and M4.  

Magnetization and loss curves for M4 steel provided by the 

manufacturer are given in Figure 3. B-H curve required for 

FEA analysis software is defined from the magnetization 

curve in Figure 3. Core loss calculation in the analytical 

design phase is performed as defined in Equation (1) which is 

obtained via curve fitting of the total loss characteristic given 

in Fig.3.  

 

𝑃𝑐 = 0.41 𝐵1.7973 W/kg     (1) 

 

After completing data entry, by pressing Min PVC button on 

the software screen given in Fig.2, the analytical calculation is 

started. The procedure is as follows:  

Four different loops, from outer to inner, exist in the analytical 

calculation, such as:  

• N, number of turns: minimum, maximum values and 

incremental rate are to be determined as input data by designer  

• a, ratio of limb depth to limb width: from 1 to 2 with an 

incremental rate of 0.1  

• t, foil thickness : from 0.05 to 1.0 with an incremental rate 

of 0.1 

• J, current density: from 0.1 to 5 with an incremental rate of 

0.1  
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.  
Fig.3. Magnetization and Loss Curves of M4 steel 

 

 
The following design example can be considered for better 

understanding of the design process. A 250 kVAR 13800 V 

(808.66 mH, 31.38A) shunt reactor is to be designed. Input 

data and post-calculation results are as in Figure 2 and also 

summarized in Table I.  

The core material for this design example is M4 steel and the 

winding material is Aluminum foil. Desired value of operating 

magnetic flux density is 1.1 Tesla, minimum and maximum 

temperature rise values are set at 78 and 82, respectively for 

80 K temperature rise. Leakage inductance percentage is 

selected as 20 percent.  Setting the initial number of turns (N) 

to 500 up to 800 with 20 incremental step, the software starts 

calculation with all data input given in Figure 2. After all 

iterations completed in almost a minute, the software will 

determine the optimum reactor satisfying the optimization 

criteria among thousands of reactors (N*a*t*J = 

16*10*20*50=160000). At each iteration step firstly physical 

dimensions of the reactor, secondly core and winding losses, 

then Present Value Cost (PVC) and finally temperature rise 

are calculated. Since the design criteria is Min PVC, the 

reactor with minimum PVC among the reactors satisfying the 

desired temperature rise limit is determined as the optimum 

one and its calculated physical parameters are displayed on the 

screen 

The results show that the optimum for defined assumptions; 

has 680 turns, 39200 mm2 cross-sectional area (limb width 

140 mm and depth 280 mm, ratio of depth to width is 2). The 

software rounds the value of limb width to multiples of ten to 

satisfy the realistic steel dimensions used in practice. Prices of 

iron and aluminum are taken to be 2.5 and 3.7 € per kg, 

respectively.  It is worth to note that the proposed design 

software provides all  the input data and design criteria to be 

modified according to the special design under consideration.    

The analytical results obtained from design software will be 

used as physical dimensions for modelling the reactor with 

Ansys/Maxwell software in determination of leakage 

inductance percentages of GISR.   

 

 

B. Finite Element Analysis to Obtain Leakage Inductance 

Percentages  

Firstly, physical dimensions and parameters of the reactor 

under design are obtained with the aid of the design software 

(Fig.2) and then the reactor is modelled in Maxwell 3D 

software to calculate inductance components by energy 

method as defined in [1, 12]. Table I represents target reactor 

specifications (design data), analytical calculation results 

obtained via the design software and FEA results for a set of 

iterations which are performed to obtain the leakage 

inductance percentage values for various power rating at 13.8 

kV operating voltage, and at 80 K temperature rise. Each 

column in Table I represents an individual iteration, thus an 

individual reactor design phase. Since the estimated leakage 

inductance value changes at each new iteration, the physical 

parameters differs from each other.   

 

Since the leakage inductance percentage is not known, 

design starts with an initial estimate. For the design of 250 

kVAR 13.8 kV (808.66 mH, 31.38 A) GISR, initial estimate 

of leakage inductance at first is set to 5% as given in the first 

column of Table I. Then the analytical calculations with this 

value for the reactor are performed via the design software 

(Fig.2). After the physical parameters of the target reactor are 

obtained from analytical calculations, the reactor is then 

modelled in Ansys/Maxwell 3D software. Once FEA is 

performed, inductance parameters are obtained by the energy 

method. FEA results, shown at the end of the first column of 

Table I, show that the leakage inductance percentage and the 

inductance decline for this design iteration are 19% and 17%, 

respectively. However, two criteria 

 leakage inductance percentage value close to the initial 

estimate 

 inductance decline value smaller or equal to 5%  

should be simultaneously satisfied for the iteration to be 

accurately completed; 
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TABLE I 
DESIGN DATA / ANALYTICAL CALCULATION AND FEA RESULTS 

FOR A SAMPLE SET OF ITERATIONS WITH 13.8 KV OPERATING 
VOLTAGE AND 80 K TEMPERATURE RISE 

Design Data 

Temparature 
Rise 

80 80 80 80 80 80 80 80 

# gap 40 40 40 40 40 40 40 40 

kVAR 250 250 250 500 500 500 750 750 

Voltage (l-l) 
kV 

13,8 13,8 13,8 13,8 13,8 13,8 13,8 13,8 

Current Amps 31,4 31,4 31,4 62,8 62,8 62,8 94,1 94,1 

L (mH) 808 808 808 404 404 404 270 270 

Analytical Calculation Results 

Lleak 0,05 0,1 0,2 0,05 0,1 0,15 0,1 0,15 

Bm (T) 1,1 1,1 1,1 1,1 1,1 1,1 1,1 1,1 

A (mm²)      
(x103) 

45 39,2 39,2 57,8 57,8 57,8 72,2 68,6 

A_eff  (mm²) 
(x103) 

44,1 38,4 38,4 56,6 56,6 56,6 70,8 67,2 

foil thickness 
(mm) 

0,15 0,15 0,15 0,25 0,25 0,25 0,3 0,3 

J (A/mm²) 1,4 1,3 1,4 1,1 1,2 1,2 1,1 1,1 

height (mm) 729 717 705 865 837 842 971 968 

N (turns) 730 730 680 550 490 500 420 410 

I_gap (mm) 39,2 36,1 35,2 57,2 47,9 52,8 66,0 63,2 

winding width 
(mm) 

329 329 306 303 270 275 252 246 

window (mm) 474 474 451 448 415 420 397 391 

a (mm) 150 140 140 170 170 170 190 190 

b (mm) 300 280 280 340 340 340 380 361 

Temp Rise (K) 82 81,5 81,7 82 81,7 82 81,7 81,7 

wind-wind 
clear. (mm) 

25 25 25 25 25 25 25 25 

yoke clearance 
(mm) 

120 120 120 120 120 120 120 120 

tube (mm) 60 60 60 60 60 60 60 60 

PVC (euro) 2518 2421 2191 3912 3745 3570 4914 4720 

Simulation Results 

L_total (mH) 944,8 892,7 789,8 470,4 434,3 418 291 273,5 

L_gap (mH) 765,7 725 644,6 383,3 362,9 342,9 242,1 228,7 

L_iron (mH) 1,69 1,82 1,55 0,62 0,68 0,57 0,34 0,33 

L_leakage 
(mH) 

177,5 165,9 143,6 86,5 70,7 74,6 48,5 44,3 

Leakage % 18,8 18,6 18,2 18,4 16,3 17,8 16,7 16,2 

Inductance 
decline % 

16,85 10,39 2,34 16,33 7,40 3,38 7,96 1,42 

 

Since the solution is not satisfying, a second iteration with the 

information given in the second column of Table I is 

performed for the same GISR. Now, initial leakage percentage 

is estimated to be 10% and defined as input data into the 

design software for analytical calculations. With the new set 

of physical parameters obtained for this case, the same 

procedure is repeated. Post-simulation results in the second 

column of Table I show that the inductance decline and the 

leakage inductance percentage criteria after the second 

iteration have not been met yet. Finally, a new design iteration 

and FEA are performed with 20% leakage inductance 

percentage estimation. Criteria to finalize the design for this 

individual reactor are finally satisfied in this third iteration, as 

being 18.18% leakage inductance and 2.34% inductance 

decline as shown in the third column of Table I.   

 

Table I shows only a few iteration to explain the procedure in 

determining the leakage inductance percentage values. The 

process is repeated for each set of operating voltages, 

temperature rise values and power rating. As a result, 

hundreds of design and simulation iteration are performed to 

obtain leakage inductance percentages as graphical curves 

given in Figure 5.  

 

 
 

 
Fig.4. Calculation of energy in each volume and plot of magnetic field density 
for 250 kVAR 13.8 kV GISR with 20% leakage inductance and 80 K 
temperature rise 

Calculation of inductance percentages in FEA are performed 

by energy method [1, 12]. The energy (co-energy may also be 

167

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 8, No. 2, April 2020                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

used for linear operation which is the case in general) in each 

volume; occupied by iron, air-gaps, and the total volume 

surrounding the core is calculated by integrating the energy 

density after post-simulation via the fields calculator of the 

software as shown in Fig.4. After having the resultant energy 

value, the inductance of the related volume is obtained by (2). 

By this way, all the inductance components of the GISR are 

obtained. Calculation of energy in each volume and plot of 

magnetic field density for 250 kVAR 13.8 kV GISR with 20% 

leakage inductance and 80 K temperature rise are given in 

Figure 4.  

 

      W =
1

2 
 L I2

                                                                  (2) 

C. Leakage Inductance Percentages as Graphical Curves 

Variations in leakage inductance percentage against reactive 

power in terms of operating voltage and temperature rise for  

M4 steel are graphically represented in Figure 5. In addition, 

the graphs for M33 steel are given in Figure 5 [12] for 

comparison.  

Leakage inductance percentage of M4 steel at 0.4 kV 

operating voltage is almost same for all temperature rise 

values up to 0.1 MVAR and beyond this power range it 

slightly increases. However, for M33 steel, leakage inductance 

percentages are different for all temperature values and 

increases dramatically. For M4 steel, leakage inductance 

percentage is lower at 80 K and 100 K, however, it is higher at 

60 K temperature rise.  

 

 

 

         
a. M4 steel                      b.  M33 steel [12] 

Fig.5. Leakage inductance % of M4 steel and M33 steel  

 

 

 

 

At 1.1 kV, leakage inductance percentage increases as reactive 

power increases for all temperature rise values, beyond 250 

kVAR/phase for M4 steel and 500 kVAR/phase for M33 steel.  
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At 500 kVAR/phase, leakage inductance percentage seems to 

be 10 both for M4 and M33 steel for all temperature rise 

values.  

At 13.8 kV, leakage inductance percentage decreases slightly 

for all temperature rise values for both materials, whereas the 

decrease is more dramatical for M33 steel.  

The curves at 34.5 kV show considerable difference in 

behavior of two materials. Although the leakage inductance 

percentage values of M4 steel are lower at 0.4, 1.1 and 13.8 

kV operating voltage, they are getting higher at 34.5 kV level 

as reactive power increases.  

Graphical results show that both steel has its specific leakage 

inductance percentage values. Any change in core material 

during the design phase therefore requires new set of graphical 

curves for reliable results.    

 

III. CONCLUSION 

 

Neglecting leakage inductance in the design phase of GISR 

results in an expensive and bulky device as shown by 

presented simulation results. Graphical curves representing 

leakage inductance percentages for M4 steel in addition to the 

existing curves for M33 steel, will offer variety to the 

literature in design of GISR. Results presented in this work 

will provide manufacturers and designers to implement a fast, 

accurate and economical design by taking the effect of leakage 

inductance into consideration. The proposed design software 

for analytical calculations is a valuable design tool and 

provides design of GISR in a wide range.  
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Abstract— We propose a real-time image matching 

framework, which is hybrid in the sense that it uses both hand-

crafted features and deep features obtained from a well-tuned 

deep convolutional network. The matching problem, which we 

concentrate on, is specific to a certain application, that is, 

printing design to product photo matching. Printing designs are 

any kind of template image files, created using a design tool, thus 

are perfect image signals. For this purpose, we create an image 

set that includes printing design and corresponding product 

photo pairs with collaboration of an actual printing facility. 

Using this image set, we benchmark various hand-crafted (SIFT, 

SURF, GIST, HoG) and deep features for matching performance. 

Various segmentation algorithms including deep learning based 

segmentation methods are applied to select feature regions. 

Results show that SIFT features selected from deep segmented 

regions achieves up to 96% product photo to design file matching 

success in our dataset. We propose a framework in which deep 

learning is utilized with highest contribution, but without 

disabling real-time operation using an ordinary desktop 

computer.  
· 

Index Terms— image matching, hand-crafted features, deep 

features, semantic segmentation, product image processing 

 

I. INTRODUCTION 

MAGE MATCHING is a broad title that covers or partially 

relates  to various topics among a number of different 

computer vision problems, namely image-based localization, 

multi-view 3D reconstruction, structure-from-motion, image 

retrieval, tracking, just to name a few. This title may refer to 

finding a transformed version of an image [1], or may refer to 

a different version of the problem, such as finding an image 

with a similar semantic context [2]. Regardless of the problem 

definition, image matching boils down to a simple statement: 

finding a similarity model between (at least) two images, 

which would satisfy the pairings for a given image set. 

The algorithms proposed under this title in recent years can 
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be mainly split into two principle categories. The first 

category consists of approaches that utilize hand-crafted 

representations. Among these methods, the bag-of-visual-

words (BoVW) algorithm [3] proved to be very successful, 

irrespective of the type of the hand-crafted feature used, and is 

still the state-of-the-art approach due to its flexibility, 

compactness and speed. 

However, as a part of the growing wave of interest on deep-

learning-based methods, a second category of approaches 

recently focus on image matching using convolutional neural 

networks (CNN) [4]. The strength of these methods comes 

from the abstract features that merge at the deeper layers of 

CNNs [5]. The earlier approaches of this category [6-9] 

performs particularly good at problems like image category 

classification, object detection and/or localization, mainly 

because of their capability to convolve abstract features into 

image categories or object definitions. There are also attempts 

with promising results, which aim at transferring pre-trained 

and well-tuned CNNs into image retrieval frameworks [10, 

11]. Nonetheless, these network structures are not well-suited 

to match a given image to its pair, since they use fully 

connected layers that lead to a classification layer (such as 

soft-max). This final layer is used to classify the extracted 

abstract features into object categories. Therefore, their 

structure is not designed with the purpose of finding pairs. 

Very recently a new CNN structure, namely the Siamese 

network (SN), has been proposed specifically for the problem 

of image matching [12]. SNs can learn feature spaces that map 

similar image pairs close to each other and dissimilar image 

pairs with a selective distance, by using labelled pairs. This 

approach has also been successfully applied to similar 

problems that require an image-to-image matching, such as 

face recognition [13] or aerial-to-ground image matching [14]. 

SNs improve matching performance dramatically, however 

they come up with two main drawbacks. Firstly, they 

necessitate the creation of a large-scale image set, because in 

order to span the entire space of possible transformations from 

the original image to the image to be matched, a massive 

number of image pairs are required. Such an image set 

collection and annotation effort is extremely expensive and 

usually, industrially impracticable. Secondly, these networks 

make a separate full forward deep CNN run for each candidate 

image in the image set, thus are slow even with dedicated 

hardware, such as a GPU. 

Deep learning is a powerful tool. In less than a decade, 

nearly all vision problems shifted to CNN domain. 

A Hybrid Framework for Matching Printing 

Design Files to Product Photos 

A. KAPLAN and E. AKAGUNDUZ 
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Nevertheless, it still comes with a price. As the layers of a 

CNN get deeper, the hardware requirements for real-time 

operation become more and more expensive. We still don’t 

have a mobile solution, which may replace the high-cost and 

power-hungry GPUs that allow real-time deep learning 

operations. And when it comes to the problem of image 

matching, our best solution yet, namely the Siamese networks 

architecture, require massive training sets and forward-run for 

all possible candidate images. In conclusion we still need 

ingenious solutions for real-time, operation-specific and 

affordable image matching frameworks. 

A. Problem Definition and the Proposed Solution 

In this paper, we study a particular version of the image 

matching problem, in which we match printing design files to 

product photos. Printing designs are any kind of template 

image files, created using a design tool and used as templates 

for printing a flyer, banner, poster, etc. These files are 

computer generated, thus they possess no signal-based 

deficiencies like noise or optic blur. Most of them are in 

vector format, hence, are resolution-free. 

On the other hand, photographs of a printed product suffer 

many unwanted effects, such as uncontrolled shooting angle, 

uncontrolled illumination, occlusions, printing deficiencies in 

colour, camera noise, optic blur, etc. Matching them to their 

original design files requires learning the unknown 

transformation that the photographing action creates. This 

transformation is not deterministic by nature and is affected by 

predominant uncontrolled factors, such as the photographer, 

the camera or the background. 

A pictorial representation of our problem definition and 

system framework is depicted in Figure 1. In a sample 

scenario of our problem definition, an operator (or an 

automatic visualization system) shoots the photographs of 

some printed products by using a computation-limited device 

(such as a mobile phone, etc.). Then this device sends the 

product photo to a server machine, in which the photo is 

matched to its design file pair, in real-time. 

In order to solve this problem, we propose a real-time image 

matching framework, which is hybrid in the sense that it uses 

both hand-crafted features and deep features obtained from a 

well-tuned very deep CNN [6]. The hand-crafted or deep 

features are extracted only from a region that is designated by 

a fine-tuned deep CNN. In our framework, this feature region 

segmentation operation is the only “deep” operation that is 

applied on the product photo, thus we avoid running a deep 

CNN for each possible pair in the image set, as it is done for 

Siamese networks. This also prevents us from using expensive 

deep learning hardware (a GPU), but still permits us to 

provide real-time operation. By using the hand-crafted or deep 

features extracted from the deep segmented region, a BoW 

framework is utilized in order to find the correct image pair. 

In following section, we provide the details of the image set 

that includes printing design files and corresponding product 

photo pairs. Section 3 explains the deep learning experiments, 

which aim at solving feature region segmentation problem. 

Section 4 represents the BoVW framework, in which different 

hand-crafted and/or deep feature extraction, and product 

segmentation methods are benchmarked for optimal 

performance. Section 5 presents the experimental results, 

whereas the final section concludes the paper and gives 

directions for future work. 

 

II. DESIGN FILE - PRODUCT PHOTO PAIRS IMAGE SET 

The existing image sets [15-18] prepared for matching or 

retrieval problems in the literature are very diverse in 

category. They deal with different problems such as retrieving 

RAW images, medical images, outdoor images, or even 

satellite images. Consequently, for each image set the problem 

definition is different. That’s why, in order to provide a 

solution for our specific problem definition, we need to create 

a specific image set that includes printing design files and 

corresponding product photos. 

As a consequence, an image set creation effort was carried 

out. To this end, an operator took the photographs of 2000 

products at the production line. Product photos are images of a 

sample product (e.g. a flyer) usually stitched over a cargo box, 

which carries the other printed samples (Figure 2). The idea is 

to recognize this product (i.e. its ID) by matching the image of 

the sample on the cargo box with the design file at the server. 

 

Fig.1. Pictorial representation of our operational problem definition 
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For some of the products, there exists more than a single 

design file. A good example is a business card (Figure 1), 

which usually has information on both sides, and thus has two 

separate design files. In these cases, the problem definition is 

to match the product photo (which could be any face of the 

card) to one of the design files in the image set. Consequently, 

for the photographed 2000 product samples, 3458 design files 

were added to the image set. The operators were advised to 

shoot the product with a perpendicular angle so that the 

product (usually, but not necessarily rectangular in shape) 

would fit the image with uniform margins. However, this 

weak protocol was not successfully applied to all images, 

mainly because of human-errors, and it is difficult to say that 

the image set is rotation or scale controlled (please see Figures 

1 and 2).  

In addition to the product shooting and design file labelling 

efforts, an annotation effort was also carried out. For each 

photographed product the rectangle that encapsulates the 

product sample was annotated on the images (depicted as blue 

rectangles on Figure 2). These annotations will later be used as 

ground truth to our deep learning framework in the following 

section. 

In Figure 2, several examples from the image set are 

provided. As it can be seen from this figure, the set includes 

various types of background clutter, occlusions caused by 

packaging (tapes, chords, etc.), unwanted flash light 

reflections, non-uniform illumination, folding of the sample 

product and such. Thus, it is important that the matching 

solution we propose, must be robust to these types of effects. 

III. DEEP PRODUCT SEGMENTATION 

As mentioned in the introduction section, we apply a deep-

segmentation supported bag-of-visual-words method to match 

product photos to design files. This framework, with rigorous 

benchmarking, is provided in the next section. However, 

before we get into the details of our matching framework, in 

this chapter we present some methods for segmenting the 

product region in product photos using different deep CNN 

(DCNN) architectures. 

Finding the pixels that belong to a specific object category is 

known as semantic segmentation in the literature. The reader 

may refer to various surveys on this problem [19-26]. The 

literature involves hundreds of different approaches to 

semantic segmentation. The most common component among 

these approaches is undoubtedly the utilization of the abstract 

features of pre-trained DCNNs, by fine-tuning or transfer 

learning. 

In this paper, in order to segment the pixels of a product 

photo using deep learning, we adapt three different 

architectures: “FCN32s”, “FCN8s” and finally the proposed 

“VGG-Regression-Net”, as we name it. 
 

TABLE I 

VGG-REGRESSION-NET ARCHITECTURE 

Input Layer 224×224×3 RGB Image.  
(VGG default input image size) 

VGG Layers Pre-trained VGG layers (1 to N) 

New Layers (all fully connected) 

layer no. Number of Weights  Activation Vector Size 

N+1 j×k×d×256 1×1×256 

N+2 1×1×256×256 1×1×256 

N+3  1×1×256×900 1×1×900 

Output 900x1 vector (30x30 Segmentation Result) 

 

FCN32s and FCN8s are well-known fully convolutional 

semantic segmentation networks, designed specifically for this 

problem [27]. They are originally trained for 21 different pixel 

labels. The only difference between these two architectures is 

that FCN8s includes skip connections that allow feature 

concatenation between different hierarchies within the DCNN. 

In order to adapt these networks to our problem, the final 

deconvolutional layers are set to 2 labels depth (as “product” 

and “background”), and while this layer is being learned from 

scratch, all other convolutional layers in the networks are fine-

tuned during training. 

 

Fig.2. Sample product photos from the image set 
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A. VGG-Regression-Net Architecture 

In addition to these fully convolutional architectures, a 

regression network is also proposed for the same problem. To 

that end, the convolution layers of a pre-trained deep network, 

namely VGG-VD-19L [6] are transferred to the VGG-

Regression-Net (VGGRN) architecture. In VGGRN, fully 

connected layers are replaced and retrained. The aim is to 

assess whether a DCNN with fully connected layers, this time 

trained for regression of the segmentation mask, performs 

better than fully convolutional architectures, such as FCN32s 

or FCN8s. We hypothesize that the fully connected layers can 

provide inference for a global composition of the image, in 

which the FCNs could fail to achieve. 
TABLE II 

VGG-REGRESSION-NET EXPERIMENTS 

Layer NCC 
mean 

NCC 
std. 

VGG-Regression-Net Layer 09: Conv41 0.84 ±0.11 

VGG-Regression-Net Layer 10: Conv42 0.85 ±0.12 

VGG-Regression-Net Layer 11: Conv43 0.87 ±0.15 

VGG-Regression-Net Layer 12: Conv44 0.87 ±0.13 

VGG-Regression-Net Layer 13: Conv51 0.92 ±0.06 

VGG-Regression-Net Layer 14: Conv52 0.91 ±0.09 

VGG-Regression-Net Layer 15: Conv53 0.90 ±0.14 

VGG-Regression-Net Layer 16: Conv54 0.89 ±0.12 

VGG-Regression-Net Layer 16: Conv54 0.89 ±0.12 

FCN32s 0.87 ±0.10 

FCN8s 0.85 ±0.09 

 

The detailed architecture of the VGG-Regression-Net is 

provided in Table 1. Selected N number of pre-trained 

convolutinoal layers of VGG-VD-19L are transferred to this 

new architecture. The input layer of the original VGG-VD-

19L receives 244×224 pixels RGB images. So any product 

photo that is fed to this DCNN is first down-sampled into 

244×224 pixels resolution. 

In order to find the most suitable layer, multiple transfer 

learning experiments are run. Each separate experiment 

corresponds to creating a new DCNN by transferring “some” 

VGG-VD-19L layers and replacing new fully connected 

decision layers, so that we create the segmentation mask for 

the product in the product image. The weights of  the 

transferred layers are frozen during training. 

The ground truth of these masks are obtained by using the 

annotation mentioned in the previous section (please see the 

blue rectangles in Figure 2). For each product photo, a ground 

truth mask for which the pixels inside the rectangle region are 

1 and the rest (i.e. the background) 0, is created and used for 

training. The output of the final fully-connected layer consists 

of 900 components, which is actually the 30×30 pixels-sized, 

down-sampled version of the segmentation mask.  

B. Training the Deep Segmentation Architectures 

Although training the FCNs is a subject of semantic 

segmentation, training the proposed VGG-Regression-Net 

architecture is a regression problem. In order to train this 

DCNN, L1-norm operator is implemented as a loss function. 

Stochastic gradient descent (SGD) with momentum is utilized 

and a batch size of 16 images1 is used for batch normalization. 

 
1 Stochastic Gradient Descent (SGD) algorithm with momentum is employed, 
Initial Learning rate: 0.001, Weight Decay: 0.0004, Momentum: 0.91. 
MatConvNet [28] library is used for training the VGG-Regression-Net, while 
MATLAB Deep Learning Toolbox is utilized for training the FCNs. 

 

Fig.3. Segmentation results for VGG-Regression-Net Layer 13, namely Conv51 are depicted. For four different samples, the image (left), the annotated ground 
truth (middle) and the DCNN output (right) are shown. 

  

Fig.4. Segmentation results, as blue regions over the image, for FCN8s (leftmost three images) and FCN32s (rightmost three images) are depicted. FCNs may 
create segmentation regions with disconnected blobs, since their fully convolutional nature has no means to prevent such an output 
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For all architectures, data augmentation is applied by 

mirroring (×2), zooming (×2) and rotating (×4) the product 

photos, thus enlarging the image set by 16. For training the 

architectures 75% and for validation 15% of the image set are 

used. For this reason, each experiment is run 10 times, using a 

different subset for testing, which contains a separate 10% of 

the whole image set. 

Regarding the VGG-Regression-Net architecture, in order 

to find the layer that provides the best abstract features for 

segmentation, 8 different structures are trained, by cutting the 

VGG-VD-19L at 8 different layers, namely conv41, conv42, 

conv43, conv44, conv51, conv52, conv53 and conv54, which 

are the 9th to 16th layers of VGG-VD-19L. Thus for 8 layers 

of VGG-Regression-Net, FCN32s and FCN8s, separately for 

10 test sets, a total of 100 learning experiments are run. 

In order to benchmark the success of different VGG-

Regression-Nets and the FCNs architectures, normalized-

cross correlation (NCC) of the test results with the ground 

truth are calculated and averaged over the entire set, 

respectively for each experiment. In Table 2, for each 

experiment the mean and the standard deviation of the 

segmentation accuracy (i.e. normalized-cross correlation of 

test results with the ground truth) are calculated. The best 

results are obtained using the 13th layer of VGG-VD-19L for 

fine-tuning experiments, with an average of 0.92 normalized 

cross-correlation. FCNs both perform poor. 

We believe that this is mainly because of the fact that, the 

problem we solve here is not exactly semantic segmentation. 

The product photo to be segmented, a poster, a flyer et cetera 

is a composition of objects, not a single object. Our problem 

is about learning the pixels of a product inside an image, as a 

composition of objects. We believe that the reason why the 

VGG-Regression-Net architecture performed better compared 

to FCNs is mainly because, fully connected layers can learn 

the global composition of abstract features, whereas FCNs, 

with limited receptive fields, search for objects in local 

regions. Therefore, as seen in Figure 4, even disconnected 

blobs as segmentation results can be obtained for FCNs. 

In the rest of this paper, we examine the effect of these 

three different segmentation methods to our matching 

performance. For this purpose, each matching method is deep 

segmented by the two adapted FCNs and the best VGG-

Regression-Net experiment, which is obtained by using the 

abstract features from layer 13 (namely conv51). 

 

IV. IMAGE MATCHING FRAMEWORK 

As previously mentioned in the introductory sections, the 

aim of this study is to find a real-time solution to product 

photo and design file matching problem. For this purpose, we 

propose a framework with various benchmarking 

experiments. The proposed framework is hybrid in the sense 

that it fuses a conventional pattern recognition method that 

uses hand-crafted features with a deep segmentation 

technique. And while doing this, the study presents 

benchmarking of different methods, in order to correctly 

acknowledge the best performance for the given framework. 

In Figure 5, the high level depiction of our framework can 

be seen with the benchmarking processes we utilize. The 

matching is accomplished by using the BoVW method [3] 

together with a Naïve Bayes classifier. The main advantage of 

using BoVW is that it provides a fixed-length representation 

of the image, regardless of the number or type of features 

obtained from that image. Moreover, BoVW + Naïve Bayes 

online operation (testing) is extremely fast. It requires a 

relatively slower offline training phase, in which the features 

obtained from training set is clustered into N sets. But 

needless to say, this does not affect the real-time operation in 

our framework. Within the BoVW framework, two principle 

benchmarking efforts are carried out, first being the 

benchmarking for selection of the hand-crafted or deep 

features of BoVW and second being the benchmarking for the 

optimal number of clusters for BoVW. 

BoVW relies on the features obtained from a test image, 

which is a product photo in our case. The product photo does 

not only include the “product” but considerable background as 

well; ergo, it may be crucial to select the features only from 

the product region in the photo. For this purpose, as seen in 

Figure 5, another benchmarking effort for finding the product 

region is also carried out, using different segmentation 

 

Fig.5. The overall matching framework is depicted. The framework consists of four main blocks, namely segmentation, feature extraction, clustering and 
classification. 
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methods including the deep segmentation techniques 

explained in the previous section. 

In the following subsections, we explain each 

benchmarking effort separately, following their process order 

in the framework. Thus, we start with the segmentation 

benchmark. Then we delve into our results and carry out 

discussions on the optimum method. 

A. Segmentation Benchmark 

As mentioned above, selecting the features only from the 

product regions may dramatically affect the matching 

performance of a BoVW model. For this reason, in our 

experiments we utilize five product segmentation methods out 

of three categories and compare their results within the 

complete framework. We also include the case where no 

segmentation is carried out, so that we can clearly assess the 

contribution of a tested segmentation method. 

We categorize our tested segmentation strategies in three 

titles, namely manual segmentation, unsupervised 

segmentation and supervised segmentation. 

 

1) Manual Segmentation 

Manual segmentation is accomplished by the operator. As 

seen in Figure 1, the operator shoots the products with a 

mobile device and at this very moment, can manually segment 

the product region in the photo using the same mobile device. 

This is an unwanted scenario because it increases the 

operation time, which contradicts with the general purpose of 

the proposed system. However, we still choose to utilize this 

segmentation method in our framework, so as to see the effect 

of “perfectly” segmenting the product in a photo to our overall 

matching success and we regard this method as a ground truth 

for the segmentation step. In our image set we already have 

these manual annotations (please see Section 2 and Figure 2). 

 

2) Unsupervised Segmentation: Visual Saliency 

The first automatic segmentation method we utilize is an 

unsupervised method to find the product region in a photo. 

Unsupervised segmentation had been a very hot topic [29] 

before deep learning overwhelmingly manipulated the field 

with the idea of employing large-scale data to any problem. 

Since, for the sake of cheap and fast operation, we try to avoid 

deep operation as much as we can, we select a visual saliency-

based method as our unsupervised segmentation method. 

For this purpose, we use Graph-based Visual Saliency 

(GBVS) method, which is a bottom-up visual saliency model. 

By creating Markov chains among image pixels, the GBVS 

algorithm calculates saliency values from equilibrium 

distributions over pixel map locations [30]. Although it is not 

a direct segmentation technique, visual saliency is being used 

as an objectness measure and is utilized for segmenting 

objects in an image [31]. In Figure 6, a sample result on a 

product photo can be seen. Firstly, the saliency heat map is 

calculated. Then by using a constant threshold (0.11 in our 

experiments), the object region is segmented. In the same 

figure, the segmented object can be seen in the rightmost 

image. 

There are various methods to segment an object from an 

image without any prior information, in other words in an 

unsupervised manner. The reason we choose to use GBVS is 

simply because of its speed-accuracy trade-off [31]. In an 

extended study, it is possible to search for the most optimum 

method to segment an object in an unsupervised manner, 

however we find this effort beyond the scope of this study. 

 

3) Supervised Segmentation: Deep Learning 

Supervision is simply utilizing domain-specific data. Thus, 

compared to any unsupervised method, it is more susceptible 

to over-fitting. However, if there is sufficient training data, 

supervised methods are preferable most of the time. In order 

to segment the product in a supervised manner, we utilize the 

three deep segmentation methods, as explained in Section 3. 

B. Image Features Benchmark 

The general idea of BoVW is very simple: “representing an 

image as a fixed-length set of features”. The so-called features 

consist of keypoints and descriptors. Keypoints denote the 

salient locations in the image, ideally invariant to 

transformations. Descriptor is the description “around” the 

keypoint. BoVW use both keypoints and descriptors to 

construct vocabularies and represent each image as a 

frequency histogram of features that are in the image. 

Similarity measures to a test image can be calculated using 

these frequency histograms, and thus a classification can be 

performed. 

For a BoVW framework, the most important question is 

obviously “which feature/descriptor to use”. Depending on the 

problem definition, imaging modality, performance 

requirements and computational budget, different methods 

can be used. For a comparison of local feature detectors and 

descriptors for visual object categorization, the reader may 

refer to [32]. In this study we employ 5 popular features, 

namely, GIST [33], histogram of gradients (HoG) [34], SIFT 

[35], SURF [36], and deep features, which are obtained using 

a special CNN layer, namely the Spatial Pyramid Pooling 

(SPP) Layer [37]. 

Among the aforementioned five features types, SIFT [35] 

and SURF [36] are, by definition, local; thus they are well-

suited for BoVW. For HoG [34], the locality should be pre-

defined, i.e. provided by the user for local a region with a 

fixed area. We use blocks of 16x16 on a uniform grid and 

obtain HoG features individually from each block. 

GIST [33], on the other hand, is a global descriptor, more 

than a feature. It literally catches a “gist” of the scene by 

using multi-scale low level features. Hence it is incompatible 

for a BoVW model, and accordingly it is implemented out of 

the BoVW framework. We calculate the GIST descriptors for 

each training and test data. In consequence, by calculating the 

Euclidean distances between the GIST descriptors, we match 

a product photo to an image design file. 
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Similarly, to GIST descriptor, the output of an SPP layer 

[37] does not need a histogramisation effort. This layer’s 

output is already fixed-length. SPP collects activations from 

layers of different hierarchies, and concatenates them in a 

single fixed-length vector. For this purpose, we have utilized 

combinations of activations from different layers of the 

FCN32s network as an input to the SPP layer. By calculating 

the (weighted2) Euclidean distances between these vectors, 

matching is performed. 

C. Hyper-Parameter Optimization 

The proposed framework includes different methods with 

benchmarking of various intermediate steps (segmentation, 

feature extraction etc.). Thus there are many hyper-parameters 

that may affect the system performance. In this study, we 

optimize only the cluster number of the BoVW framework. 

We believe that this is the most important hyper-parameter, 

mainly because it is independent of the utilized segmentation, 

feature extraction or the classification steps. The number of 

clusters is the vocabulary size and thus the heart of a BoVW 

model. Accordingly, in the next section, we also provide 

results for different cluster numbers, thus showing the effect 

of vocabulary size on performance. 

D. Classifier 

The final block of the proposed framework is classification. 

BoVW provides a fixed length histogram representation for 

any image, and classification within this vector space is 

another step, which serves as the final decision of the system. 

In our framework, the final goal is to find the design file that 

matches the given product photo. Various classification 

methods can be employed for a BoVW system and the reader 

may refer to [38] for a detailed comparison. 

BoVW concept is an adaptation of the bag of words (BoW) 

idea from natural language processing. In BoW, the so-called 

words are calculated by clustering the entire training set 

features into K number of subsets. Then, the number of each 

“word” in a document is counted, and a frequency histogram 

is created by using the word occurrences. We have the same 

concept in BoVW, but instead of words, we use image 

features. Image features can be anything, like salient regions 

in an image. We normalize frequency histograms to obtain 

probability distribution functions that represent the possibility 

of having a given visual word in an image. At this point we 

utilize Naïve Bayes algorithm. Occurrence of a word is 

 
2 In an SPP layer [37], the activations are weighted by the size of the pooling 
layer. 

assumed as an independent event (which is the Naïve part) 

and all feature probabilities are multiplied to find the 

matching probability of an image to another.  

We have chosen Naïve Bayes algorithm as our classifier 

mainly because of two reasons. Firstly, it is fast and 

compatible with real-time processing. And secondly training 

requires a small amount of samples to estimate the model 

parameters. This is why it has always been an optimal [39] 

partner for BoVW. We believe that with another, maybe 

mathematically more complex classifier, our results may 

further be improved. For the sake of computation speed we 

employ Naïve Bayes for all BoVW experiments in this study, 

and leave the benchmarking of different classifiers to a future 

study. 

V. EXPERIMENTAL RESULTS 

Before we present our comparative results with rigorous 

discussions in this section, the details of the experimental 

parameters are provided below. 

A. Experimental Setup 

The main objective of our experiments is to find an optimal 

method to product photo and design file matching. The 

absolute value of matching success depends on the number of 

design files to be compared in the image set. If there are only, 

for example, 10 design files to match, regardless of the 

benchmarked methods, the success would be relatively higher 

compared to a case in which thousands of possible design file 

candidates exist. 

In our experiments, we have selected the number of product 

photos to match as 603. Moreover, we have selected the 

number of design files as 100, so that the 60 product photos 

will match some of the design files in this 100 element set, 

whereas the rest are just fillers4. 

 
3 This parameter can be optimized with further experimentation. However, 
this would require running thousands of experiments with 26 different 
methods, which we have chosen leave to a future study. 
4 As explained in Section 2, the number design files that match a set of 60 
product photos vary. A single page flyer has a single corresponding design 
file, whereas a two-sided business card has two design files matches for both 
sides. Thus the exact number of fillers (i.e. randomly selected non-pair design 
files) in a set of 100 design files changes according to the set of product 
photos.  

 

Fig.6. The objects in the product photos are segmented using the GBVS algorithm [30], which is selected as the unsupervised segmentation method for our 
segmentation benchmark. 
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Accordingly, we have created 1000 different randomly 

selected 60 product photo - 100 design file sets, using the total 

2000 product photos and 3458 design files. For each 

benchmarked method, 1000 experiments are run using these 

1000 different test cases. At each experiment, for each 

product photo, the order of match is recorded. For this 

purpose, when a product photo is matched to 100 design files 

for an experiment, the Naïve Bayes probabilities (or the 

Euclidean distances) are calculated and sorted. The rank of the 

probability of the corresponding design file is recorded as the 

order of that product photo’s matching performance5. 

B. Results 

For benchmarking, we employ 26 different methods using a 

combination of 6 different segmentation methods and 5 

different features as presented in Section 4. For instance, the 

case in which SIFT features, that are obtained from only the 

product region segmented using VGG-Regression-Net, is 

referred to as “sift-deep”. Or, the case, in which GIST global 

features are obtained from a manual segmented object region 

in a product photo, is called “gist-manual”. 

All 26 methods are tested for the same 1000 experiment 

sets and for each product photo in each experiment, the order 

of match is recorded. Using this order measure, we also 

calculate the average order of being matched. For example, 

 
5 For example, for a single product photo, we check the similarities to the 
given 100 design files in that experiment. The actual design file that matches 
the given product photo has the order 4, when all Naïve Bayes probabilities 
(or the Euclidean distances) are sorted. Then the order for this product photo 
in this experiment is simply 4. 

for a specific method, the percentage of product photos that 

have smaller or equal order “k” is recorded as the top-k 

accuracy. For example, if the top-k accuracy for order k=10 is 

95%, this shows that by only checking best 10 possible match 

results, it is possible to match the correct design file with 0.95 

probability. 

In Figure 7.a, the top-k accuracy for all methods are 

depicted. The numerical values are provided in Table III. The 

best accuracy is obtained with “sift-deep” method, for which 

SIFT features that are obtained from only the product region 

segmented via the VGG-Regression-Net, are fed to the BoVW 

framework. The sift-deep method also slightly outperforms 

sift-manual method, for which the segmentation is performed 

by the human operator. This indicates that human operators 

can make mistakes in product region annotation, whereas 

deep learning-based segmentation method can generalize 

these errors and perform much better. 

After observing the success of SIFT, we have applied 

another version of the SIFT descriptor, namely the “Dense 

SIFT” (DSIFT) [40]. DSIFT is the same algorithm as the 

SIFT but it is run on a denser grid of locations. That is why 

DSIFT provide, on average, 10 times higher number of 

keypoints, compared to SIFT. In Figure 7.a, the performance 

of DSIFT, which is quite poor, can also be seen. This is, we 

believe, because of the fact that, increasing the number of 

keypoints does not support representation, but conversely 

creates more false alarm matches between feature clusters. 

 

 

Fig.7. Top-k accuracy curves are depicted. In these curve x-axis denotes the order of match, i.e. the order of similarity of the actual pain in the training set. The 
y-axis denotes the average success for that order value. a) (left) Top-k accuracy curves for all method. b) (right) Top-k accuracy curves for sift-deep under 
varying number of clusters in BoVW. 
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TABLE III 

NUMERICAL RESULTS FOR EACH METHOD 

Method / Order 1st 5th 10th 15th 20th 

gist-manual 50.0% 66.7% 78.3% 81.7% 86.7% 

gist-none 23.3% 43.3% 55.0% 63.3% 65.0% 

gist-gbvs 33.3% 60.0% 68.3% 73.3% 75.0% 

gist-deep 45.0% 65.0% 71.7% 80.0% 88.3% 

gist-fcn32s 36.7% 60.0% 73.3% 76.7% 80.0% 

gist-fcn8s 40.0% 70.0% 76.7% 76.7% 78.3% 

hog-none 13.3% 28.3% 46.7% 50.0% 55.0% 

hog-manual 15.0% 31.7% 41.7% 51.7% 58.3% 

hog-gbvs 16.7% 31.7% 46.7% 50.0% 58.3% 

hog-deep 11.7% 28.3% 40.0% 45.0% 55.0% 

hog-fcn32s 8.3% 26.7% 36.7% 45.0% 53.3% 

hog-fcn8s 16.7% 35.0% 41.7% 46.7% 50.0% 

sift-manual 61.7% 83.3% 91.7% 95.0% 95.0% 

sift-none 36.7% 53.3% 65.0% 76.7% 83.3% 

sift-gbvs 53.3% 71.7% 86.7% 88.3% 90.0% 

sift-deep 60.0% 88.3% 91.7% 96.7% 96.7% 

sift-fcn32s 26.7% 48.3% 56.7% 65.0% 80.0% 

sift-fcn8s 26.7% 45.0% 51.7% 66.7% 80.0% 

dsift-deep 8.3% 26.7% 31.7% 45.0% 45.0% 

surf-none 40.0% 55.0% 60.0% 66.7% 70.0% 

surf-manual 56.7% 68.3% 70.0% 71.7% 71.7% 

surf-gbvs 46.7% 65.0% 70.0% 76.7% 76.7% 

surf-deep 55.0% 66.7% 71.7% 73.3% 76.7% 

surf-fcn32s 41.7% 55.0% 63.3% 63.3% 63.3% 

surf-fcn8s 45.0% 58.3% 66.7% 70.0% 73.3% 

deepspp-manual 18.3% 26.7% 35.0% 40.0% 43.3% 

 

The “deepspp” method, in which deep CNN features are fed 

to a SPP layer, performs poor, even with manual (perfect) 

segmentation of the product. Deep features carry abstract 

information, which may fill the semantic gap of any vision 

problem. Consequently, this poor performance of deep 

features was intriguing for us. For this reason, we have carried 

out extensive deep visualization experiments to uncover this 

issue. SPP creates activations from all (thousands even when 

only the deepest layer is used) neurons from the selected 

layers, most of which are unfortunately noise and are usually 

dropped out within the deep CNN. An SPP layer does not 

have the ability to select deep features according to their 

quality. That is why this method performs unsurprisingly poor 

within a BoVW framework, compared to a more selective and 

scale-invariant descriptor method, such as the SIFT. We have 

utilized different combinations of activations from various 

layers of the FCN32s network. The best performance was 

obtained when only the activations from the final max-pooled 

convolutional layer (pool5 - 13×13×512) was utilized. Only 

the resulting curve for this case is depicted in Figure 7.a. Our 

visualisation experiments clearly show that, regardless of the 

layer the deep features are obtained, selective activations are 

always overwhelmingly outnumbered by noisy, unselective 

and insignificant activations, which cannot lead to any 

semantic decision. 

Consistent with our observations presented in Section 3, 

segmenting with FCN32s and FCN8s does not contribute the 

BoVW matching success positively. Semantic segmentation 

of product photos as if they are plain objects, is apparently not 

helping the feature selection operation enough. 

In Figure 7.b, a parameter optimization effort for cluster 

numbers is depicted. As the number of clusters in BoVW 

increases, so as the success rates. In our tests, we tested up to 

2000 clusters, which is the best case. This number can further 

be increased for higher success with a price of dramatically 

increasing our training time. The top-k accuracy for all 

methods that utilize BoVW in Figure 7.a are calculated using 

2000 clusters, which is our optimal case. 

In Figure 8, some sample results for the sift-deep method 

can be seen. The three samples on the top row are found with 

order 1, i.e. with a perfect hit. The samples in the bottom row 

are matched with orders 8, 70 and 11 from left to right, 

respectively. The mismatch cases are usually because of 

strong clutter or impaired design files. 

The actual implementation of the system shows that the 

average “end-to-end” matching time for a product photo, 

using the sift-deep method in a regular, no-GPU desktop 

computer is less than 4 seconds, including communication 

delays6. This is a feasible duration for the operation 

considering that it is much faster than the operator manually 

searching for the product id, which takes about a minute for a 

single product photo. Still, the computation duration is open 

 
6 Image upload: 0.65s) + (deep segmentation: 2.15s) + (SIFT extraction: 
0.69s) + (matching 0.23s) + (downloading the results 0.025s) = (TOTAL 
3.74s on average). Feature extraction for design files are performed offline. 

 

Fig.8. Sample results for the sift-deep method are seen. The samples on the top row are found with a perfect hit. The samples in the bottom row are matched 
with orders 8, 70 and 11 from left to right, respectively. 
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to improvement with better hardware and further software 

optimization. 

VI. CONCLUSIONS 

The real-time image matching framework we propose in 

this paper is hybrid in the sense that it uses both hand-crafted 

features and deep features obtained from a well-tuned DCNN. 

We concentrate on a specific application, that is to say, 

printing design to product photo matching. Since photographs 

of a printed product suffer many unwanted effects, such as 

uncontrolled shooting angle, uncontrolled illumination, 

occlusions, printing deficiencies in color, camera noise, optic 

blur, et cetera, we benchmark different hand-crafted and deep 

features to choose an optimal performance and propose a 

framework, in which deep learning is utilized with highest 

contribution. 

Our results show that a deep segmentation supported 

BoVW method gives satisfactory results for the proposed 

operational concept. What is more, hand-crafted features, 

when deep segmented from a region of interest may lead to 

better results, compared to deep features, which may include 

overwhelming number of noisy and unselective activations. 

Like all current problems in computer vision, image 

matching problem is also moving to the DCNN domain. On 

the other hand, DCNNs require millions of data and expensive 

hardware. That’s why we still need ingenious, practical and 

cheap industrial solutions until deep CNN hardware becomes 

standard in the following years. 

In the meantime, we continue our studies on deep CNN 

structures, specifically on Siamese networks. We are currently 

building a Siamese network which can learn similarities 

between a product photo and design file pair. In order to train 

such a Siamese network, our analyses show that the current 

dataset must be significantly larger, compared to the dataset 

utilized in this study.  Thus, we first focus our studies on 

enlarging our image set for training of such a system. 

Furthermore, a Siamese network will bring higher 

computation burden. For that matter, we are also studying 

embedded deep learning solutions that will utilize system-on-

chip solutions for real-time operations.  
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Abstract—Outlier detection is considered as one of the crucial 

research areas for data mining. Many methods have been studied 

widely and utilized for achieving better results in outlier 

detection from existing literature; however, the effects of these 

few ways are inadequate. In this paper, a stacking-based 

ensemble classifier has been proposed along with four base 

learners (namely, Rotation Forest, Random Forest, Bagging and 

Boosting) and a Meta-learner (namely, Logistic Regression) to 

progress the outlier detection performance. The proposed 

mechanism is evaluated on five datasets from the ODDS library 

by adopting five performance criteria. The experimental 

outcomes demonstrate that the proposed method outperforms 

than the conventional ensemble approaches concerning the 

accuracy, AUC (Area Under Curve), precision, recall and F-

measure values. This method can be used for image recognition 

and machine learning problems, such as binary classification. 

 

Index Terms— Outlier detection, Ensemble learning, Machine 

Learning, Classification, Data Mining. 

I. INTRODUCTION 

UTLIER IS defined as an observation that deviates from 

other observations or suspicious events that are generated 

by different mechanisms. Outliers are anomalous, irregular, or 

outlying reflections, the distortion of estimations in statistical 

models [1].  

 

This is one of the best approaches of data analysis to deal with 

observations having numerous datasets, as automated tools are 

being used in it to find patterns and relationships. In recent 

years, outlier detection has been widely used in several 

industries, such as medical, to detect credit card frauds and 

sensors (IoT).   
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Ensemble Learning is a machine learning technique that 

aggregates various base models to generate a single predictive 

model. Numerous methods are used in Ensemble Learning to 

reduce bias (boosting), variance (bagging), or to progress 

predictions (stacking) [2]. It also means that the concept 

provides a promissory field of future research.  

While Random Forest was developed approximately two 

decades ago, it gives a powerful performance, simplicity in 

implementation and interpretability [3]. 

On the other hand, Rotation Forest, which is proposed by 

Pardo [4-5], provides favourable outcomes when compared to 

AdaBoost, Random Subspaces, Bagging and Iterated Bagging. 

The principal contribution of this paper is a) A stacking-based 

ensemble learning method which improves the outlier 

detection performance ii) A comparative analysis of four base 

learners and one Meta-ensemble learner on five datasets from 

the ODDS library in terms of five evaluation criteria; accuracy 

(Acc), AUC, precision, recall and F-measure.  

This paper is structured with several different sections. In 

section II, related work presents ideas about ensemble 

methods. Section III discusses the proposed method in detail. 

Section IV, provides experimental work, detail of datasets and 

outcomes. Section V, is related to the evaluation of 

performance and results. Lastly, conclusion and future work 

are suggested in Section VI. 

II. RELATED WORK 

Outliers are mainly segregated into three main areas: 

Collective outliers, global outliers and contextual outliers [3]. 

Global Outliers consider that outliers are associated with all 

the available data points. Contextual Outliers consider that 

data separated from other data points in the context. However, 

Collective Outlier values are different data groups that are 

inaccurate according to a complete dataset. Outlier values are 

also known as abnormal as they examine the change to 

identify unexpected behaviour [4].  

A static ensemble shows the base learner and the fusion rule is 

fixed for each single test point [5]. Generally, Bagging and 

Random subspace methods are employed in these processes. 

For instance, methods used to generate numerous diverse 

training subsets for base learners are combined in bagging and 

random subspace. Many ensemble approach are also applied 

over clustering algorithms. Therefore, the aggregation and 

structure standard of the ensemble is set for each single test 

point in this form of outlier detection strategy [6]. 

In other studies, Rotboost is a classifier of an ensemble, 

inferred by combining the AdaBoost and Rotation forest. 

There are various datasets from the UCI ML repository, 

A Stacking-based Ensemble Learning Method 

for Outlier Detection  

AA. ABRO,  E. TAŞCI,  A. UĞUR 

O 

181

http://dergipark.gov.tr/bajece
mailto:abdulahadabro1@gmail.com
https://orcid.org/0000-0002-3591-9231
mailto:arif.erdal.tasci@ege.edu.tr
mailto:aybars.ugur@ege.edu.tr


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 8, No. 2, April 2020                                                 

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

among which a classification tree that is being utilized as the 

base learning algorithm. It has been shown by their results that 

Rotboost could generate a lower prediction error in an 

ensemble classifier in comparison to Rotation Forest or 

AdaBoost [5]. The ensemble learning approaches such as 

bagging mainly emphasis to get an ensemble model with less 

variance than its components; whereas, boosting and stacking 

generally try to generate strong models less biased than their 

components even if variance can also be condensed. Random 

Forest (a subprocess of the Meta-ensemble method) is used as 

a base learner in the rotation forest. This approach has 

enhanced performances [7]. 

In [8], polarized images have been classified using Random 

Forest and Rotation Forest and it is concluded that Rotation 

Forest provides more accurate results than SVM and Random 

Forest; however, Random Forest provides faster results than 

Rotation Forest. 

It is examined whether Rotation Forest is the best classifier 

that assists in resolving problems with continuity or not. [6]. 

In [9], A-Stacking and A-Bagging, the adaptive versions of 

ensemble learning approaches are proposed. A-Bagging 

method has been applied by using the same base learners over 

numerous subsets of data and the predictions are aggregated 

by using weighted majority voting. 

In [10], it is shown that ML algorithms provide satisfactory 

performance for the prediction of the outcomes in comparison 

with logistic regression. 

III. DETAILS OF THE PROPOSED METHOD  

In this paper, we have proposed a framework of a Stacking-

based ensemble learning method, including rotation forest, 

random forest, bagging, boosting and logistic regression. 

There are numerous phases of the system, such as related with 

datasets, base and stacking-based ensemble learners. In order 

to obtain the generalization performance of the system, 10-

fold cross-validation is used for all learners and datasets. The 

ranges of the values in data pre-processing may be high when 

compared to non-outlier datasets. In this scenario, 

classification algorithms could be affected significantly or 

negatively by some features. 

In this work, four base learners and one Meta-learner are 

employed with one Stacking-based Meta classifier. Rotation 

Forest classifier depends upon feature extraction for 

ensembles. Typically, it provides more authentic results than 

AdaBoost and Random Forest. The Random Forest classifier 

is based on several collections of tree classifiers and randomly 

selected sub-spaces of data are being used to create each 

classifier independently.  

Ensemble Learning such as bagging and boosting assist in 

diminishing various influences such as classification error. 

Furthermore, combinations of many classifiers drop variance, 

particularly in the case of unstable classifiers, which may 

generate a more reliable classification than a single classifier. 

The main idea of this study is to establish and provide data 

comprised of detecting outliers to present new methods related 

to outlier detection in classification with logistic regression.  

Whereas, logistic regression predicts to analyze, explain and 

indicate the interrelation between one nominal and a 

dependent binary variable, ratio-level independent or interval 

variables. Weka (Waikato Environment for Knowledge 

Analysis)[11], could examine and test multiple outliers[12], 

without losing the impact of swamping and masking. We 

demonstrated the behaviour of our method through simulation 

with different percentages of outliers and sample sizes. In this 

process, the different datasets have been utilized referred to 

from the ODDS library. 

IV. EXPERIMENTAL WORK 

In the experimental process, five datasets have been used from 

the ODDS library for classifications [13].  

The characteristics of datasets are analyzed concerning the 

attributes and the number of instances. These datasets are 

generally used to solve issues related to machine learning. 

There are no missing values in these datasets and there are 

various numerical attribute descriptions, which are illustrated 

in Table I. As it can be observed from Table I, various 

datasets, the number of samples, dims and outliers are 

presented for each dataset. Datasets are chosen according to 

their distinct parameters from the ODDS library source. It is 

determined by investigating the appropriate data or datasets 

which are being utilized in the findings of outliers. The 

proposed stacking-based ensemble learning method has been 

introduced for this process. This method utilized the 

imbalanced classification problems of binary (two-class) 

where the positive case such as (class 1) is taken as an outlier 

and negative case (class 0) is taken as normal. 
TABLE I  

DATASETS DESCRIPTIONS 

 
Datasets Samples Dims Outliers 

Glass  
214 9 9 (4.2%) 

Letter Recognition 1600 32 100(6.25%) 

Shuttle 49097 9 3511 (7%) 

Forest Cover 286048 10 2747(0.9%) 

Vertebral 240 6 30 (12.5%) 

 

In this work, four different ensemble learning approaches have 

been carried out along with the ensemble learning method, 

which is considered suitable for the detection of outliers. 

However, the performance metrics are calculated based on 

outlier detection according to binary classification problems. 

In this method, a technique has been used, which is known as 

logistic regression from the field of statistics and it is being 

used to solve binary classification issues. A stacking-based 

ensemble method, along with logistic regression and four 

different baseline methods have been presented in Fig. 1.  

 

 

 

 

 

 

 

  

 
 

Fig.1. Ensemble Learning baseline methods 

Bagging is a modest and very influential ensemble process. It 

is considered as the Bootstrap procedure to a high-variance 

ML algorithm. Simultaneously, Boosting denotes a group of 

Outlier Detection 
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algorithms that employ weighted averages to interchange the 

weak learners into stronger learners. The random forest 

consists of multiple random decision trees [14]. Rotation 

forest is a tree-based ensemble that performs and transforms 

on subsets of attributes before constructing each tree.  

V. PERFORMANCE EVALUATION 

A. Evaluation Measures 

This section describes the five performance evaluation 

measures of the proposed method, consisting of accuracy, 

AUC, precision, recall and F-measure. 

 

Accuracy represents how near a measurement is to an 

identified or accepted figure. It is further defined in Eq.1. 

 

                       (1) 

 
In equation 1, TN, FN, FP and TP show the number of True 

Negatives, False Negatives, False Positives and True 

Positives. 

 

AUC represents the Area under the ROC Curve. AUC 

calculates the whole two-dimensional area beneath the whole 

ROC curve from (0,0) to (1,1).  

 

Precision is a positive analytical value [15]. Precision defines 

how reliable measurements are, although they are farther from 

the accepted value. 

The equation of precision is shown in Eq.2. 

 

                       (2) 

 

The Recall is the hit rate  [15]. The recall is the reverse of 

precision; it calculates false negatives against true positives. 

The equation is illustrated in Eq. 3. 

 

            (3) 

 

F-measure can be defined as the weighted average [16] of 

precision and recall. This rating considers both false positives 

and false negatives. The equation is illustrated in Eq. 4. 

 

                      (4) 

 

Tables II-VII present accuracy, AUC, precision, recall and F-

measure individual values with ensemble methods for all 

datasets.  

To sum up, Tables II-VI, have been designed according to the 

diverse data sets concerning the numerous approaches of 

ensemble learning in terms of different specifications. In Table 

II, logistic regression has better outcomes, which provides 

99.5327% Acc in comparison to others. Likely, in Table III, 

rotation forest indicates 95.1875% Acc adequate 

consequences. Similarly, in Table IV, the random forest 

presents 99.9939% Acc effective results. Likewise, in Table 

V, the random forest illustrates the 99.9857% Acc productive 

outcomes. However, in the end, logistic regression shows a 

92.5% Acc result in Table VI.  

 
TABLE II 

RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE 
GLASS DATASET 

 

 
TABLE III 

RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE 
LETTER RECOGNITION DATASET 

 

 
TABLE IV 

 RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE 
SHUTTLE DATASET 

Shuttle 

Methods Acc 

(%) 

AUC Precision Recall F-Measure 

Bagging 99.9919  0.999 1.000 1.000 1.000 

AdaBoost 99.8330   1.000 0.998 0.998 0.998 

Random 

Forest 

99.9939  1.000 1.000 1.000 1.000 

Rotation 

Forest 

99.9817  1.000 1.000 1.000 1.000 

Logistic 

Regression 

99.6497 0.988 0.997 0.996 0.996 

 
 

TABLE V 
RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE 

FOREST COVER DATASET 

Forest Cover 

Methods Acc 

 (%) 

AUC Precision Recall F-Measure 

Bagging 99.9790   1.000 1.000 1.000 1.000 

AdaBoost 99.8133  0.999 0.998 0.998 0.998 

Random 

Forest 

99.9857  1.000 1.000 1.000 1.000 

Rotation 

Forest 

99.9773  1.000 1.000 1.000 1.000 

Logistic 

Regression 

99.8941 1.000 0.999 0.999 0.999 

 
 
 
 

Glass 

Methods Acc 

(%) 

AUC Precision Recall F-Measure 

Bagging 96.2617 0.988 0.954 0.963 0.954 

AdaBoost 99.0654 0.996 0.991 0.991 0.990 

Random 

Forest 

97.6636 0.997 0.975 0.977 0.974 

Rotation 

Forest 

97.1963 0.993 0.969 0.972 0.968 

Logistic 
Regression 

99.5327 0.999 0.996 0.995 0.995 

Letter Recognition 

Methods Acc 
(%) 

AUC Precision Recall F- 
Measure 

Bagging 94.8750   0.944 0.949 0.949 0.932 

AdaBoost 93.7500   0.744 0.938 0.938 0.968 

Random 

Forest 

95.0000 0.987 0.953 0.950 0.934 

Rotation 

Forest 

95.1875  0.930 0.952 0.952 0.938 

Logistic 

Regression 

94.0625 0.813 0.925 0.941 0.926 
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TABLE VI 
 RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE 

VERTEBRAL DATASET 

Vertebral 

Methods Acc 

(%) 

AUC Precision Recall F-

Measure 

Bagging 91.6667  0.887 0.912 0.917 0.903 

AdaBoost 87.0833  0.879 0.844 0.871 0.852 

Random 

Forest 

91.6667  0.889 0.910 0.917 0.905 

Rotation 

Forest 

91.6667  0.929 0.909 0.917 0.909 

Logistic 

Regression 

92.5000 0.930 0.919 0.925 0.920 

 

In general, bagging has more successive consequences than 

boosting, whereas, the random forest provides more effective 

outputs than rotation forest in most of the datasets. On the 

other hand, logistic regression has also provided satisfactory 

results to some extent, which is illustrated in Tables II and VI. 

In Table VII, a stacking-based ensemble learning method has 

been applied, in which the model is trained with the combined 

prediction preceding model. The logistic regression has been 

set as a Meta classifier and experienced the diverse datasets 

with numerous methods like rotation forest, random forest, 

boosting and bagging in the given order. 

The letter recognition, forest cover and vertebral datasets have 

significant outputs concerning the accuracy, AUC, precision, 

recall and F-measure parameters in Table VII; however, glass 

and shuttle datasets show similar outcomes for Tables II and 

IV.  

Table VII demonstrates the comparison of all datasets results, 

with respect to our proposed stacking-based meta-ensemble 

learning method. As it is clearly shown in Table VII, a Meta-

ensemble classifier, stacking with four base learners (namely, 

Rotation Forest, Random Forest, Bagging and Boosting) and 

one Meta-learner (namely, Logistic Regression) provide 

highly accurate outcomes as compare to others. 
 

TABLE VII 
  OUR STACKING-BASED ENSEMBLE LEARNING METHOD 

 

Proposed Stacking 

Meta Classifier Logistic Regression 

Classifier Acc 

 (%) 

Impr. 

(%) 

AUC Precision Recall F-

Measure 

 

Glass 

 

*99.5327 

 
0.0000 

 
0.997 

 
*0.996 

 
*0.995 

 
*0.995 

Letter 

Recognition 

97.4375 2.2500 *0.987 0.973 0.974 0.974 

Shuttle *99.9939 0.0000 *1.000 *1.000 *1.000 *1.000 

Forest Cover 99.9860 0.0003 *1.000 *1.000 *1.000 *1.000 

Vertebral 93.3333 0.8333 0.903 0.931 0.933 0.926 

  
-      * Indicates the similar performance results concerning base 

learner. 

-        High Acc, AUC, Precision, Recall and F- measure is shown       

in Bold, while the greyed shows insufficient results. 

-       Impr. represents improvement according to best results of 

Tables II-VI. 

 

Moreover, in Table VII, it is analyzed that when stacking 

based ensemble learning method combines with logistic 

regression, it provides more accurate outcomes than logistic 

regression; whereas, logistic regression does not provide better 

outcomes when applied individually. 

VI. CONCLUSION AND FUTURE WORK 

This research work has proposed an approach of ensemble 

classifiers in multiple datasets efficiently for outlier detection. 

However, these different methods such as Random forest, 

Rotation forest, Bagging and Boosting (base learners) and 

Meta-learner logistic regression under stacking classifiers 

occupy more space and consume more time for computations.  

This method enables us to provide more productive and 

effective outputs by using the advantages of these algorithms. 

We believe that this scenario is suitable for both research and 

commercial applications. The performance of the classifier 

models can be different depending on the datasets that will be 

chosen. In the future, other hybridization of ensemble learning 

methods will be employed for performance improvement. 
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Abstract—This study introduces the design of a practical 

three-stage operational amplifier (op-amp) using nested 

Miller compensation, particularly for piezoelectric 

actuators. Driving a piezoelectric actuator represents a 

challenge in amplifier design due to its large capacitive 

nature. A stable piezo driver needs to be free of oscillations 

and phase lag. Direct feedback compensation using a 

conventional Miller capacitor is an effective method as 

long as the capacitance of the load is considerably close to 

the value of the Miller capacitor. However, using a large 

capacitor causes a decrease in the slew rate and gain 

bandwidth. To avoid this, our design focused on the 

utilization of nested Miller compensation technique. A 

prototype of the design working at 100V peak to peak 

voltage (Vpp) is implemented using commercial off-the-

shelf (COTS) components. The measurements show the 

successful driving capability and step-response of the op-

amp design. In the design, Widlar current source is also 

utilized for thermal stability and short circuit protection. 

According to simulation results, the proposed op-amp has 

a slew rate of 0.5 V/μs, an open loop gain of 90dB with 

3MHz Gain Bandwidth Product (GBP) and phase margin 

of 77°, and a common mode rejection ratio (CMRR) of 

62dB.  
 

Index Terms—Operational Amplifier, Stability, Piezoelectric, 

Actuator, Piezo Driver  

I. INTRODUCTION 

HE WIDESPREAD use of piezoelectric actuators in 

diverse applications stimulate significant research efforts 
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for the development of piezo drivers with high linearity and 

low-cost [1-3]. Due to their unique capability to make 

displacement in nanoscale, piezo materials are widely used in 

many scientific applications including atomic force 

microscopy (AFM), scanning tunneling microscopy (STM), 

nano- and micromanipulators, and optical microscopy stages 

[4-6]. In addition to its expanding use in scientific 

applications, piezoelectric materials have already been utilized 

in many consumer products, such as inkjet printers, lenses of 

the smartphones, lasers, fuel injectors, touch sensors, 

ultrasonic cleaners, etc [2,7-11]. Piezoelectric transducers are 

made up of dielectric materials with the ability to convert 

mechanical stress into electrical signals and vice versa. 

Typically, a standard piezoelectric crystal will expand at 

nanometer scale per a certain voltage applied. The 

piezoelectric materials inherently act as a capacitive element 

(typically 0.01 microfarad or more) and their drivers require 

considerably high voltage range that may not be easily 

handled by integrated systems. The piezoelectric materials 

exemplify a non-ideal type of load for conventional op-amp 

designs because of their large capacitance. Additionally, in 

piezoelectric materials, mechanical resonances appear at the 

frequency range varying from kHz to MHz [11]. This implies 

that the instability in op-amp operation can induce oscillations 

at high frequencies and this phenomenon may also trigger 

undesired mechanical resonance.  

     The aim of this study is to build an op-amp to drive large 

capacitive loadings at a wide range of frequency and voltage. 

Nested Miller compensation, short circuit protection, and 

overtemperature operation are exclusively considered in the 

design. Particularly, Miller and nested Miller compensation 

techniques are compared in detail. To demonstrate the validity 

of the techniques provided, the design is implemented using 

commercial off-the-shelf (COTS) circuit components. The 

circuit built by COTS components is powered by a peak to 

peak supply voltage (Vpp) of 100V, has a common mode 

rejection ratio (CMRR) of 62 dB, 0.5 V/μs slew rate, and open 

loop gain value of 90 dB with 3MHz bandwidth and 77° phase 

margin. Well-known transistor types (MMBTA42 and its 

complementary MMBTA92) are preferred in the prototype to 

show the feasibility of the system and to reduce the 

complexity of the implementation for scientists and engineers 

from diverse fields.  

     A typical op-amp involves a differential amplifier, voltage 

gain, level shifter, and power output stages. The three-stage 

design provided in this study has an additional differential 

amplifier stage to achieve higher gain. Combination of each 

stage is supposed to provide efficiency and linearity in  
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Fig. 1.  Op-amp Circuit Diagram. The inset shows the picture of the op-amp module 

amplification. The output stage has a Class AB amplifier 

configuration with two complementary transistors (FZT 855 

and its complementary FZT955). The stability of the amplifier 

is directly associated with the compensation. Direct feedback 

compensation using a Miller capacitor is a well-studied 

concept, especially in CMOS based integrated circuits [12-14]. 

Miller compensation relies on the pole-splitting principle and 

no doubt, it efficiently solves the instability issues in many 

applications. Piezoelectric materials are of non-ideal loads for 

conventional op-amps. Their capacitance is large and subject 

to changes with varying voltage. Miller compensation 

technique using a single capacitor turns out to be not 

functional if the capacitance of the load is much greater than 

the value of the Miller capacitor. Increase in the Miller 

capacitor to improve the stability have adverse impacts on 

slew rate and gain bandwidth [15-18]. Considering the large 

capacitance of piezoelectric actuators as well as their varying 

capacitance under bias, the op-amp design given here utilizes 

nested Miller compensation technique. The major advantage 

of the nested Miller compensation is that stability can be 

improved with smaller capacitors and the speed of op-amp 

operation is considerably not affected by the compensation 

[15,16].  

     In a similar manner with many electronic devices working 

at high voltages, short circuit protection stands as an essential 

part of the op-amp design to ensure the reliability in extreme 

operating conditions. Widlar circuit with Class AB power 

amplifier configuration is utilized for short circuit protection 

and also ensures the overtemperature operation of the op-amp. 

The Widlar approach is important particularly in high-

temperature applications to ensure the reliable operation of the 

instrument at non-standard thermal conditions [19]. 

II. CIRCUIT DESIGN AND PROTOTYPING  

     Fig. 1 shows the circuit schematic of the piezo driving op-

amp with a picture of the prototype. The input stage of the op-

amp circuit is a conventional n-type differential amplifier 

driven by a current source pair (Q3 and Q4). Inverting and 

noninverting inputs are respectively the bases of Q1 and Q2 

with internal feedback capacitors (C1 and C2) and external 

feedback resistor (Rfeed). Rfeed is a zero-nulling resistor for 

nested Miller compensation. A current mirror consisting of 

Q5, Q10, and Q11 transistors yields to a bias current of 

0.5mA. This part of the design is a Widlar current source, 

which is widely used to produce small current values using 

small resistors [19,20]. Widlar circuit is extensively utilized in 

integrated circuits because it effectively ensures the 

temperature stability and short circuit protection with small 

resistors. Q5 is the current sink for the differential pair and 

produces 0.25 mA bias current for both Q1 and Q2. Q8 and 

Q9 form another current mirror which provides 0.5 mA bias 

current for amplifier transistor Q6. 6.2V Zener is used for 

voltage regulation and also for sourcing the current. It 

eliminates the fluctuations at the voltage and prevents the 

system from abnormal changes at the current value. A stable 

current of 0.77mA can be observed from both Q10 and Q9 

current mirror transistors. R6 sustains suitable current for 

Zener diode whereas R1, R4, and R5 provide 0.5 mA bias 

current for Q5 as sink current for the differential pair. R8 and 

R9 are the VBE multiplier to eliminate crossover distortion for 

the output stage. Q13 and Q15 are the output power transistors 

with current limiter transistors Q14 and Q16. The output stage 

of the op-amp is a Class AB amplifier with temperature 

tolerable short circuit protection. R11- Q16 and R10 - Q14 

pairs are the current limiters and constrain the output current 
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at about 15 mA. C1 is the Miller capacitor utilized for the 

direct compensation of the operational amplifier. C2 is the 

supporting compensation capacitor that shows derivative 

characteristics with the zero nulling-feedback resistor (Rfeed). 

Combination of C1 and C2 capacitors presents the nested 

Miller compensation circuitry. Well-known BJT transistors are 

utilized in the prototype for simplicity. Class AB amplifier 

consists of an FZT 855 (Q15) and its complementary 

FZT955(Q13), and the rest of the circuit have MMBTA42 and 

its complementary MMBTA92. While choosing the 

components, their costs, availability in the market, low voltage 

drop and functionality at high voltage were assessed.  

 

 

 
 

Fig. 2.  Output voltage characteristics of a 47nF 

piezoelectric load with a) Miller compensation for 1kHz 

square wave input at unity gain, b) nested Miller 

compensation for 1kHz square wave input at unity gain, c) 

Miller compensation for 1kHz triangular wave input at unity 

gain, d) nested Miller compensation for 1kHz square wave 

input at unity gain, e) Miller compensation for 1kHz 

sinusoidal wave input at unity gain, f) nested Miller 

compensation for 1kHz sinusoidal wave input at unity gain. 

(Blue lines are inputs, whereas red lines represent outputs) 

 

     In a piezo driving amplifier, the output voltage is limited 

by the output impedance and instability might occur due to the 

large capacitance of the piezoelectric materials. The quality of 

the op-amp highly depends on the compensation. Direct 

compensation with Miller capacitor is the primary choice for 

many amplifier designs [12,14]. The capacitance of the load is 

very important while determining the value of the Miller 

capacitor. Principally, the capacitance of the load is not 

supposed to be much greater than the value of the Miller 

capacitor. The step-response degrades with the increase in the 

Miller capacitor. When nested Miller compensation technique 

is used, the value of the capacitor used for the compensation 

significantly decreases. This phenomenon is an advantage 

when the system speed and die size are considered [15-18]. 

Especially in CMOS design, smaller capacitor is preferred 

since it occupies less are in the layout. When the stability 

becomes an issue for commercial op-amps, several external 

compensation techniques can be considered. One of the 

common external compensation techniques is using an 

integrator at the output by utilization of an external capacitor 

and a resistor. This technique is not convenient when the size, 

cost, and speed is a concern. To our knowledge, the proposed 

circuit design introduces nested Miller compensation for piezo 

drivers for the first time in the literature. The circuit involves 

nested Miller compensation with C1 and C2 capacitors to 

improve the stability of the output signal. As shown in Fig. 1, 

Miller and supporting compensation capacitors are 100pF and 

50pF, respectively. The novelty of this research is the use of 

small capacitors for compensation of a system that has a 

capacitive loading of 47nF. Nested Miller compensation 

allows the use of small capacitance to reduce the oscillations 

and overshoot. The op-amp design has 0.5 V/μs slew rate and 

1 MHz Gain Bandwidth Product (GBP). By tuning C1 and C2 

capacitors as well as zero nulling resistor (Rfeed) connected to 

the compensation circuitry, the op-amp can be modified to 

work for a variety of piezoelectric materials without 

significant degradation of the step-response. 

 

     Especially for large capacitive loads, control of oscillations 

at the output voltage becomes a crucial task to be examined 

for a universal piezo driver design. To determine the technical 

specifications and to understand the stability of the op-amp 

prototype, a number of measurements were conducted using 

Agilent 33220A Signal Generator, Tektronix TDS 2022B 

Oscilloscope, Agilent 34405A Multimeter, and Agilent 

E3648A DC Power Supply. Rfeed value is maintained at 100kΩ 

during the measurements. Output voltage characteristics 

obtained from the prototype for various types of signals are 

shown in Fig. 2. Compensation at systems with multiple poles 

is frequently done by the domination of one of the poles [12]. 

Miller compensation determines a dominant pole via pole-zero 

cancellation [20]. When a capacitive load (47nF) is inserted 

into the output of the op-amp, oscillations are observed 

besides overshoots at the step response in the compensation 

configuration with a single Miller capacitor of 100pF (Fig. 2a, 

2c, and 2e). Fig. 2b, 2d, and 2f show the results with nested 

Miller compensation. Nested Miller compensation with two 

capacitors brings additional zeros to the system. The output 

voltage characteristics show that Miller compensation using a 

single transistor may not be adequate to lower the oscillations. 

Instead of increasing the value of the Miller capacitor, we used 

nested Miller compensation capacitor (C2) not to affect step-

response characteristics, and so the slew rate. In principle, the 

effect of the poles on the imaginary axis of the root locus must 

be eliminated by the zeros coming from the nested 
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compensation by the means of pole-zero cancellations. 

Basically, nested Miller compensation introduces complex 

zeros to the system. The roots causing undamped oscillation 

must be much greater than the roots causing underdamped 

oscillation. In an uncompensated system, the poles go into the 

right-hand plane (RHP) for higher gain and the system 

becomes unstable [15,20]. With the nested Miller 

compensation, purely imaginary poles do not affect the 

stability, and op-amp becomes stable at a high gain range. As 

also stated by Baker et al, the left-hand plane (LHP) zeros 

improve the speed of the op-amp [15]. 

III. COMPENSATION AND ZERO NULLING RESISTOR 

 
Fig. 3. Block Diagram of the proposed three-stage opamp.  

 

     Fig. 3 shows the symbolic block diagram of the proposed 

three-stage opamp. gm1. gm2, and gm3 refer to the 

transconductances of the stages, whereas corresponding output 

impedances are given by ro1, ro2, and ro3. C1 and C2 forms the 

nested Miller compensation and Rfeed is the zero nulling 

resistor. Small-signal analysis of the system given in Fig. 1 

provides a straightforward approach to find the transfer 

function of the proposed three-stage opamp [16,17]. 

     The transfer function of the opamp with nested Miller 

compensation configuration is given in Eq.1. 

where the voltage gain A0 can be expressed by the following 

equation. 

 

 

 

 

 
     (2) 

 

 

It is important to note that if the capacitive loading is taken 

into account in the transfer function, the expression in Eq. 1 

will not change. Assuming two poles are widely separated, the 

denominator of Av(s) is used to find out the poles via the 

equation given in Eq.3. 

      (3) 

 

Thus, from the transfer function, the dominant pole, , is 

simplified to 

 

 

   (4) 

 

and in a more simplified form: 

 

                                       (5) 

 

The numerator of Av(s) provides the function for the zero. 

 

                                (6) 

 

RHP zero cancellation can be done via using Rfeed resistor 

connected to both input and output. 

                                                      (7) 

 

When large capacitive loading is taken into account, zero 

becomes identical 

 

                              (8) 

 

Thus, Rfeed value is independent of the loading but 

determined by C1 and C2 values as well as gm2 and gm3. In a 

similar way with Mita et al., the relation between C1, C2 and 

CL is assumed as give below to achieve a reasonable phase 

margin. 

                                                                (9) 
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Fig. 4. Step response simulations of the op-amp with (a) only 

Miller capacitor (CM) and (b) additional capacitor to form 

nested Miller (Cind). (c) Comparison of a non-compensated op-

amp with the nested Miller compensated using the same 

capacitance values with the prototype. 

IV. SIMULATION RESULTS 

      The measurements collected for various scenario is 

confirmed via the simulations done in LTSpice using the 

models of the components used in the prototype (i.e. 

MMBTA42, MMBTA92, FZT 855, FZT955). In simulations, 

a 47nF capacitor is used for mimicking the piezoelectric 

material loading and Rfeed value is kept at 100kΩ. Direct 

compensation with Miller capacitance is a very convenient 

method, however, the stability of the system can be ensured at 

capacitances very close to the loading capacitance. When the 

loading has large a capacitance, like piezoelectric materials, an 

adverse impact of using a single Miller capacitor on the 

processing speed can be observed drastically, as shown in 

Fig.4a. Instability in the signal brings up mechanical 

vibrations associated with the resonance frequency. 

 

 
Fig. 5. a) Open loop gain vs. frequency and phase margin 

plots b) Common mode rejection ratio (CMRR) vs. frequency 

 

Fig.4a illustrates step responses to exemplify the use of direct 

compensation with various values of Miller capacitors. With 

the increase at the value of Miller capacitors, overshoot settles 

down, however, the step response shows that the speed of the 

system decreases drastically and oscillations do not disappear 

with the use of small Miller capacitors. Fig. 4b shows the 

utilization of a supporting capacitor without the original Miller 

capacitor. Utilization of the supporting capacitor at the pF 

level effectively reduces the oscillations. As shown in Fig. 4b, 

insertion of an additional compensation capacitor eliminates a 

significant amount of oscillations, but increasing the value of 

the supporting capacitor from 50pF to 1nF does not make 

significant improvements in the overshoot. As compared with 

the Miller compensation, nested Miller compensation provides 

remarkable progress at the oscillation cancellation, but it does 

not remove the significant portion of the overshoot. Miller 

capacitor is very effective on the reduction of overshoot 

whereas nested Miller compensation is more advantageous for 

the step response. Consequently, combining two capacitors 

can be used to enhance the stability of the system, so step 

response and overshoot can be adequately compensated. Fig. 

4c demonstrates how a non-compensated system is stabilized 
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using a single Miller capacitor and the configuration for the 

nested Miller compensation. 

 
Fig. 6.  Frequency responses at unity close loop gain a) only 

with the presence of Miller Capacitor (C1=100pF, No C2, 

AVCL = 1 V/V) b) with nested Miller compensation (C1=100pF, 

C2=50pF, AVCL = 1V/V) 

 

V. FREQUENCY RESPONSE CHARACTERISTICS 

     Bode plot recorded at open loop gain is shown in Fig. 5a. 

Accordingly, open loop gain value of 90 dB with 3MHz 

bandwidth and 77° phase margin is achieved in the design. 

The common mode rejection ratio (CMRR) is one of the 

parameters defining the quality of the op-amp. CMRR is 

calculated by the ratio of differential voltage gain to common 

mode voltage gain. The op-amp design given here has CMRR 

of 62dB, as shown in Fig. 5b. The plotted CMRR expresses 

the capability of differential-mode amplification whereas the 

common-mode voltage is excluded. 

Fig. 6a shows the frequency response of the amplifier in case 

only Miller compensation is used (C2 removed from the 

circuit in Fig. 1). The plot suggests that the amplifier gradually 

becomes unstable after 100 kHz and reaches resonance 

frequency at around 400 kHz. At the resonance frequency, 

oscillations can be observed at the output voltage 

characteristics and this induces an excessive gain in the 

system. Resonance in the signal causes mechanical vibrations 

which result in undesired motions in the piezoelectric 

positioners, stages, and actuators. In case only 100pF Miller 

capacitor is used, the recommended operating range of the op-

amp would be limited to 100 kHz due to the resonance 

frequency. As the Miller capacitor is increased the stability of 

the system improves, but the capacitance value will be very 

large and it will have adverse impacts on the speed of the op-

amp [15-18]. 

     Impact of the nested compensation on resonance frequency 

is evaluated in detail. As shown in Fig. 6b, the resonance 

frequency is shifted to about 3.5 MHz when nested 

compensation is used. The excessive gain previously observed 

at 400kHz considerably decreases and becomes a tolerable 

value (~0.5dB) for stable operation.  As compared to the 

system with regular Miller compensation, bandwidth and 

stability are improved at the higher frequencies with the 

addition of a 50pF supporting capacitor. 

VI. CONCLUSION  

Piezoelectric positioners with high precision movement ability 

are of emerging technologies in metrology and 

instrumentation. Accurate control of the positioners in micro 

and nanoscale without mechanical resonance is only possible 

with highly stable op-amps. The three-stage op-amp design 

provided in this context introduces a feasible technique to 

build a fundamental part of the piezoelectric positioner 

controllers. Without the requirement of a dedicated 

semiconductor manufacturing line, the op-amp can be 

produced using COTS components. The challenge with 

piezoelectric materials is their large capacitance and resonance 

frequency. The conventional direct (Miller) compensation may 

not bring out ultimate solutions to oscillations when the 

capacitance of the load is greater than Miller capacitance 

integrated into the circuit. Experimental results showed that 

the stability of the op-amp is improved by nested Miller 

compensation. In the prototype design, regular Miller 

capacitor reduces the overshoot whereas nested compensation 

is more beneficial to eliminate the oscillations while 

maintaining the step-response. Additionally, features for short 

circuit protection and temperature stability enable the use of 

designed opamp in extreme conditions. In conclusion, the rail-

to-rail op-amp design covered in this study can be modified 

for the diverse use of piezoelectric materials in scientific 

instrumentation. 
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