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Classification of Breast Cancer Images Using Ensembles of Transfer Learning  

 

Kadir GUZEL1, Gokhan BILGIN*2 

 

Abstract 

It is a challenging task to estimate the cancerous cells and tissues via computer-aided diagnosis 
systems on high-resolution histopathological images. In this study, it is suggested to use transfer 
learning and ensemble learning methods together in order to reduce the difficulty of this task 
and better diagnose cancer patients. In the studies, histopathological images with 40× and 100× 
magnification factors are analyzed. In order to prove the success of the study with experimental 
studies, firstly, the results provided by pre-modeled deep learning architectures trained by 
histopathological image dataset, then the results acquired by different transfer learning 
approaches and the results obtained with the ensembles of deeply learned features using transfer 
learning methods are presented comparatively. Three different approaches are applied for 
transfer learning by fine-tuning the pre-trained convolution neural networks. In the 
experimental section, results of single classifiers (i.e., support vector machines, logistic 
regression, k-nearest neighbor and bagging) are presented by employing features of CNN 
models obtained by defined transfer learning approaches. Then, decisions of each classifier 
model are combined separately by weighted decision fusion (WDF) and stacking decision 
fusion (SDF) ensemble learning methods that have proven to improve the classification 
performance of the proposed classification system. 

Keywords: Histopathological images, breast cancer, deep learning, transfer learning, ensemble 
learning. 

 

1. INTRODUCTION 

Cancer remains one of the leading causes of 
human death causes worldwide. Only in 2018, 
18.1 million new cancer cases and 9.6 million 
cancer-related deaths were reported in a total of 
185 countries. Recent global cancer statistics 
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show that breast cancer is still the most common 
form of cancer among women with 24.2% (2.1 
million) new cases and 626,679 deaths per year 
[1]. In all cancer types, early diagnosis and 
treatment process is very critical in the fight 
against cancer. In general approach, pathologists 
look for signs of cancer by analyzing histological 
descriptive features of tissue sections commonly 
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stained with hematoxylin and eosin (H&E), 
immunohistochemical (IHC) and some specific 
dyes in a microscopic environment with 
histopathological whole slides. In recent years, 
histopathological slides obtained from rapidly 
developing digital imaging devices are captured 
as digital high-resolution images and given to 
expert systems for evaluation. These medical 
images are an important research topic in the field 
of biomedical and machine learning to help 
clinicians and diagnose cancer patients. 
Computer-aided diagnostic systems gain 
importance especially in undecided diagnoses and 
in determining the regions where the doctor's 
attention should be concentrated. 

Computer-aided diagnosis systems (CAD) have 
been implemented in different medical problems 
such as mammography and breast image analysis 
[2], mass detection [3], lung cancer [4], colorectal 
cancer classification [5], skin lesion classification 
[6]. Generally, histopathological image 
processing methods are based on approaches that 
recognizing patterns which are included local 
texture and extracting important features from 
images. In the recent machine learning literature, 
feature extraction methods can be divided into 
two parts: i) the first one is conventional feature 
extraction techniques commonly called as 
handcrafted methods and ii) the second one is the 
deep features extracted from images by deep 
learning networks [7].  

Conventional feature extraction methods have 
been studied extensively in the biomedical pattern 
recognition literature; for example, local binary 
pattern (LBP) that evaluates the value of the 
center pixel according to neighboring the pixels 
[8]. A well-known method is the histogram of 
oriented gradients (HOG) that uses the orientation 
and magnitude values of the pixels in the image 
[9]. Gabor filtering is used to capture 
discriminative features aligned at specific angles 
on the image [10]. Speeded up robust features 
(SURF) rely on the determinant of the Hessian 
matrix for both scale and location [11]. On the 
other hand, deep features obtained from deep 
learning models can achieve higher recognition 
accuracies than handcrafted image features. 
Especially, the feature extraction from images by 
using convolution neural networks (CNN) has 

made much progress in recent years [12]. Multi-
layered forward computing and back-propagation 
artificial neural networks (ANN) have 
encountered intense interest by researchers with 
the use of graphics processors (GPU) and tensor 
processing unit (TPU). Deep neural models can 
code the raw pixels of histopathological images 
into feature vectors that represent high-level 
concepts for classification and segmentation 
problems [13].  

Various learning methods have been applied to 
datasets in different medical fields in the 
literature. Transfer learning and ensemble 
learning are among the popular learning methods 
in the field of machine learning. In [14], it has 
been studied to build ensemble learning models 
that can achieve more robust results by combining 
the features or decisions in the classification of 
histopathological images. In another study, a 
community-based GoogLeNet architecture was 
proposed for breast cancer image classification 
[15]. In their study, the authors proposed a new 
ensemble scheme to fuse patch probabilities for 
image-wise classification. In another study, an 
ensemble of multi-scale CNN algorithm has been 
proposed to classify H&E stained breast 
histopathological microscopy images [16]. 
Transfer learning is a machine learning technique 
in which a model trained for a task is redesigned 
in a related second problem. In terms of deep 
learning, transfer learning involves reusing a pre-
trained model on a new problem and fine-tuning 
stages to adapt to this problem. A deep learning 
technique based on the ensemble of CNN has 
been studied to differentiate adenocarcinomas 
from healthy tissues and benign lesions [17]. A 
bioimage classification system has been proposed 
for boosting the performance of trained CNNs by 
composing multiple CNN models into an 
ensemble and scores were combined by sum rule 
[18]. Deep learning based ResNet-50 and 
DenseNet-161 pre-trained models have been 
employed to classify histopathology images [19]. 
An ensemble transfer learning framework has 
been introduced to classify cervical 
histopathology images [20]. 

In this study, fine-tuned models, which ranked 
first in ImageNet competitions, are used to detect 
benign and malignant cells in breast cancer 
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images. The network is trained in three different 
approaches using pre-trained weights with the 
transfer learning method [21] and features are 
extracted using this fine-tuned model. The 
supervised learning methods used in the study are 
support vector machines (SVM), logistic 
regression (LR), k-nearest neighbor (KNN) and 
bagging (BG). A robust model was proposed to 
increase the collective success by using two 
different ensemble learning methods together 
with the decisions of the four best classifiers 
among these classifiers. 

The proposed method for classifying breast 
cancer images is described in detail in Section 2. 
The properties of the experimental dataset are 
introduced in Section 3. After the experimental 
studies are discussed comparatively in Section 4, 
the results are concluded in Section 5. 

2. METHODOLOGY 

In the classification of breast cancer 
histopathological images, it is proposed to use 
transfer learning and ensemble learning methods 
together. To prove the success of the study with 
experimental studies; i) the results provided by 
pre-modeled deep learning architectures, ii) the 
results acquired by different transfer learning 
approaches and, ultimately iii) the results 
obtained with ensembles of deeply learned 
features using transfer learning methods are 
presented comparatively. 

2.1. Classification via Pre-modeled CNN 
Models 

Deep neural networks are capable of extracting 
low, medium and high level features in an end-to-
end multi-layered manner. In addition, it can be 
seen that the number of stacked layers can 
enhance the levels of the features [13, 19]. Deep 
learning-based CNN architectures, which proved 
their efficiency in ImageNet competitions in 
image recognition problems, are used for breast 
cancer classification. Histopathological images in 
the dataset are evaluated by two different 
advanced CNN architectures, namely VGGNet16 
[22] and ResNet50 [23].  

 VGGNet16 deep learning algorithm is a 16-
layer network consisting of 13 convolutions 
and 3 fully connected dense layers introduced 
in the ILSVRC-2014 competition. There are 
approximately 134 million parameters in this 
network total. The image placed on the input 
layer should be in the size of 224×224×3. The 
last layer is the artificial neural network layer. 
It is a deep learning algorithm that achieves 
92.7% accuracy in the ImageNet database 
which is a dataset of over 14 million images 
belonging to 1000 classes. 

 ResNet50 architecture stands for residual 
networks and includes five stages each with a 
convolution and identity block. In this 
structure, each convolution block has three 
convolution layers and each identity block also 
has three convolution layers. The network 
model has 177 or more layers and there are 
approximately 23.5 million parameters in total. 
In addition, this layered structure provides 
information about how the connections 
between the layers will be and skip connection 
is applied before the ReLU (rectified linear 
unit) activation function. The input layer is in 
size of 224×224×3. This network learns rich 
feature representations for a wide variety of 
images and presents a robust model that is used 
very frequently in many image processing 
tasks. 

2.2. Classification with Employing Transfer 
Learning 

Transfer learning is a deep learning methodology 
that allows the model, previously trained on a 
special problem, to use it in a new task. It is a 
promising methodology especially in the field of 
image processing because it makes it easy to 
create accurate and time-saving models. 
Sometimes, it may take days, weeks to train deep 
convolutional neural network models on very 
large datasets. One way to shorten this process is 
to reuse model weights from pre-trained 
convolutional models developed for standard 
computer vision benchmark datasets such as 
ImageNet. In this way, the models that are needed 
for our own problems can be created more easily 
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without starting from scratch by taking advantage 
of what the previous models have learned. 

The pre-trained models that we employed in our 
study are architectures trained on a larger 
benchmark dataset (i.e. ImageNet containing 1.2 
million images from 1000 categories) to solve a 
problem similar to the problem of finding 
distinctive features in histopathological images. It 
is common practice to use models that have 
proven their success in the machine learning 
literature to achieve more successful results with 
data sets containing a limited number of samples 
and classes, taking into account the computational 
cost of data. In parallel with these explanations, it 
is also supported by the results in our study that it 
is useful to use fine-tuned networks over the pre-
trained network instead of training the entire 
network. There are three different approaches for 
transfer learning with the fine-tuning process of a 
convolution neural network. These approaches 
are summarized in Figure 1. 

 

• Approach 1 (A1): The pre-trained deep 
model weights are loaded initially. The 
connections in the fully connected (FC) layers 
retrained with our own data samples, whereas 
all other layers are frozen. 

• Approach 2 (A2): The pre-trained deep 
model weights are loaded initially. A certain 
part of the network is retrained for fine-tuning 
with our own data samples, whereas other 
layers remain frozen. 

• Approach 3 (A3): The pre-trained deep 
model weights are loaded initially. Then the 
entire network is retrained with our own data 
samples for fine-tuning. 

2.3. Ensemble Learning with Deeply Learned 
Features 

In the convolution layers of CNN networks, 
features are extracted using various sizes of 
kernels in the image; because discriminative 
features in the image are usually local and it is 
necessary to take into account several neighbor 
pixels [24]. The pre-trained deep learning models 
used in the experiments are handled by a method 
known as inductive learning, which is a kind of 
transfer learning. The main purpose of inductive 
learning algorithms is to extract a mapping from 
previous training samples. 

Thus, thanks to transfer learning with the models 
used, deep features are extracted with three 
different approach types by using our own 
histopathology data. For this purpose, after the 
training is completed, the fully connected layers 
are removed for creating a model that could 
extract the discriminative features. In order for the 
feature vectors to have the same size, the flattened 
features are first normalized and then PCA is used 
for dimension reduction to obtain the principal 
components that contain 95% of the entire 
variance. 

Ensemble learning can be defined as a process in 
which the decisions of the system consisting of 
more than one different classifier models are 
combined. Ensemble learning is primarily used to 
improve the classification performance of a total 
system model [20]. Therefore, instead of 
increasing the accuracy of a single classifier using 
some of the specified features, it is aimed to make 
a more accurate decision with the logic of the 
ensemble by combining different classification 
results. 

In our study, weighted decision fusion (WDF) 
[25] and stacking decision fusion (SDF) [26] 
ensemble methods are used when combining 
decisions. The WDF method is utilized to 
combine weak learners using the weighting 

Figure 1. Transfer learning approaches 
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strategy. Model weights are small positive values 
and the sum of all weights is equal to one. In the 
WDF method, weights are adjusted according to 
the percentage of confidence in each model or the 
expected performance. In regression problems, 
weights are multiplied and averaged while 
decisions for classification problems are 
multiplied in proportion to the weights of the 
classifiers. The weights used in the problem we 
discussed in our article are given according to the 
success of the learners as a result of the 
experiments. The method of SDF involves a 
combiner learning algorithm training to ensemble 
the predictions of many weak learning algorithms. 
In this approach, first, single/weak classifiers are 
trained using our own data. It is then trained to 
make a final prediction using all predictions of 
other algorithms through the combiner learning 
algorithm used. In this study, the logistic 
regression model, which is generally used as a 
combiner learning algorithm, is employed. 

3. EXPERIMENTAL DATASET 

Due to the difficulty of the data collection 
procedures, time consuming processing and the 
labeling costs, the high quality datasets in the 
scientific medical literature consist of limited 
numbers and limited samples. Therefore, 
accessing a good large-scale dataset with detailed 
explanations for researchers is quite laborious. In 
this study, the Breast Cancer Histopathological 
Image Classification (BreaKHis) dataset 
presented to the public by the Prognostic and 
Diagnostic (P&D) Laboratory in Brazil is used to 
perform our studies efficiently. The dataset 
contains microscopic biopsy images of benign 
and malignant breast tumors which were captured 
through a clinical study from January 2014 to 
December 2014 [27]. Breast tissue biopsy slides 
were stained with hematoxylin and eosin (H&E). 
The breast cancer dataset images were obtained 
by an Olympus BX-50 microscope with a 3.3× 
magnification relay lens combined with a 
Samsung digital color camera SCC-131AN. 
Histopathological images were taken in RGB 
color space true color format using magnification 
levels of 40×, 100×, 200× and 400×. The dataset 
totally is composed of 7909 microscopic biopsy 
breast cancer images collected from 82 patients. 

The dataset consists of four different types of 
histological benign breast tumors (adenosis, 
fibroadenoma, phyllodes tumor, tubular 
adenoma) and four types of malignant tumors 
(ductal carcinoma, lobular carcinoma, mucinous 
carcinoma and papillary carcinoma). In this study, 
H&E images captured at 40× and 100× 
magnification levels from microscopic images at 
very different magnification levels are used. As 
can be seen from Table 1, the total number of 
benign images selected from the dataset is 1269 
and the total number of malignant images is 2807. 
Examples of benign and malignant image samples 
taken at 40× and 100× magnification levels can be 
seen in Figure 2. 

 

The magnification factor in digital microscopes 
plays an important role in the analysis of 
histology images [28]. In normal procedure, 
pathologists adjust the magnification factor on the 
slide so that the objects of interest can be easily 
seen. Histology images consist of different types 
of tissues and analysis of these tissues becomes 
difficult in low magnification levels. Besides that, 
background changes may occur in digitized 
images with different magnification levels. 
Therefore, different magnification factors make it 
difficult to obtain an accurate diagnosis in 
automated computer-aided diagnostic (CAD) 
systems [29]. 

 

Table 1. The number of data samples according to 
magnification level and class label 

Magnification Benign Malignant Total 

40x 625 1370 1995 

100x 644 1437 2081 

 

Figure 2. Examples of breast cancer histopathological 
image samples in different magnification levels [27] 

Kadir GUZEL, Gokhan BILGIN

Classification of Breast Cancer Images Using Ensembles of Transfer Learning

Sakarya University Journal of Science 24(5), 791-802, 2020 795



 

4. EXPERIMENTAL RESULTS 

In this study, experimental studies with 
histopathological images at 40× and 100× 
magnification levels are analyzed to observe the 
effects of different magnification factors. The 
experiments of this research have been developed 
by using Tensor Processing Units (TPU) with 
Keras [30], libraries with Scikit-learn [31] and 
TensorFlow [32] in the background. 

In our study, firstly, the results are obtained by 
performing 10-fold cross-validation with pre-
modeled deep learning architectures and 
presented in Table 2 with standard deviation 
values in parentheses to make comparative 
evaluations. The overall accuracy, recall, 
precision and F1-score metrics of the pre-
modeled architectures are presented in Table 2. 
Note that, when using pre-modeled networks, 
results are obtained without using pre-trained 
weights in this table. Original VGGNet16 and 
ResNet50 network models are adopted and 
trained with breast cancer histopathological 
image classification dataset. As can be seen from 
Table 2, the results of VGGNet16 are better than 
ResNet50 in at 40× and 100× magnification 
levels. The results in Table 3 are obtained from 
experiments by applying 10-fold cross-validation 
with standard deviation values in parentheses 
using three different transfer learning approaches 
explained in previous sections, at 40× and 100× 
magnification levels of breast cancer 
histopathological image classification dataset. As 
can be seen from the Table 3, ResNet50 surpasses 
VGGNet16 by transfer learning approach 3 (A3) 
by retraining the entire network with our own data 
samples. With this fine-tuning approach, 
ResNet50 architecture reaches 95.09% and 
94.62% for at 40× and 100× magnification levels 
respectively. 

The flowchart of the proposed system is shown in 
Figure 3. In the third part of the experiments, 
SVM, LR, KNN and Bagging (BG) classifiers are 
employed for decision combining. The results of 
single classifiers and ensemble learning by 
employing features of CNN models obtained by 
defined transfer learning approaches are 
presented in Table 4. Table 4 presents the results 

in the subsection structure for the transfer learning 
approaches used with each pre-modeled network 
architecture. For the first four rows in each 
subsection of Table 4, the results of single 
classifiers (SVM, LR, KNN and BG) are 
presented by employing features of CNN models 
obtained by defined transfer learning approaches. 
Then, in the lower part of each subsection of 
Table 4, decisions of the each single classifier 
models are combined by WDF and SDF ensemble 
learning methods which are used to improve the 
classification performance of a total system 
model. The results represented in Table 4 are also 
obtained by 10-fold cross-validation and standard 
deviation values are shown in parentheses. 
According to the Table 4, the results obtained at 
40× magnification level are better than 100× 
magnification level for each deep model and 
defined transfer learning approach. In general, 
according to the results obtained with the single 
classifiers, the classification performances are 
increased with the use of the WDF and SDF 
ensemble learning methods. Between these two 
methods, it can be seen that SDF yields better 
results than WDF. When all of Table 4 is 
analyzed, it is seen that the best result of 97.01% 
is obtained with the ResNet50 deep network with 
transfer learning approach 3 (A3) via the SDF 
ensemble method. In addition, the results 
obtained in the experimental studies in the 
literature using the same data set are presented for 
comparison purposes in Table 5. It should be 
taken into account that different training and test 
sample numbers are used in these studies. 

5. CONCLUSIONS 

In this study, it is aimed to develop a framework 
that can be evaluated as the second reader that can 
help doctors aiming to automatically classify 
cancerous tissues in histopathological images. 
The proposed approach with ensemble learning 
by employing features of pre-modeled CNN 
architectures using transfer learning approaches 
show promising improvement. According to the 
results in the tables, it is concluded that using 
traditional machine learning algorithms such as 
SVM and LR instead of fully connected layers in 
deep learning architectures yielded better results 
in the breast cancer dataset. In addition, among 
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the three different for transfer learning methods, 
the third approach (A3) where the pre-modeled 
ResNet50 neural network is fine-tuned with initial 
weights and the proposal to combine single 
classifier decisions with the SDF method work 

solidly than other methods. With this proposed 
framework structure, overall accuracies of 
97.01% and 96.25% have been achieved at 40× 
and 100× magnification levels respectively. 

 

 

 

 

Figure 3. The flowchart of the proposed system 

Table 2. The results obtained by pre-modeled networks without using pre-trained weights 

 40×, 10-fold Cross-Validation  100×, 10-fold Cross-Validation  

Model Accuracy Recall Precision F1-Score Accuracy Recall Precision F1-Score 

VGGNet16 86.50 (+/- 1.23) 0.86 (+/- 0.02) 0.81 (+/- 0.02) 0.83 (+/- 0.02) 87.12 (+/- 1.58) 0.85 (+/- 0.02) 0.84 (+/- 0.02) 0.84 (+/- 0.02) 

ResNet50 77.50 (+/- 2.00) 0.76 (+/- 0.01) 0.79 (+/- 0.03) 0.76 (+/- 0.01) 64.75 (+/- 0.32) 0.65 (+/- 0.01) 0.74 (+/- 0.01) 0.71 (+/- 0.01) 

 

Table 3. The results of three different transfer learning approaches using pre-trained weights 

  40×, 10-fold Cross-Validation 100×, 10-fold Cross-Validation 

Model App. Accuracy Recall Precision F1-Score Accuracy Recall Precision F1-Score 

VGGNet16 A1 89.57 (± 2.54) 0.89 (± 0.01) 0.86 (± 0.04) 0.87 (± 0.04) 89.91 (± 1.51) 0.89 (± 0.02) 0.87 (± 0.03) 0.88 (± 0.02) 

 A2 92.33 (± 1.66) 0.92 (± 0.02) 0.90 (± 0.02) 0.91 (± 0.02) 89.96 (± 1.77) 0.88 (± 0.03) 0.85 (± 0.01) 0.87 (± 0.02) 

 A3 93.34 (± 2.38) 0.94 (± 0.04) 0.89 (± 0.05) 0.92 (± 0.05) 92.56 (± 3.85) 0.93 (± 0.02) 0.90 (± 0.07) 0.91 (± 0.06) 

ResNet50 A1 70.12 (± 2.10) 0.65 (± 0.05) 0.58 (± 0.04) 0.59 (± 0.04) 71.35 (± 3.22) 0.66 (± 0.03) 0.60 (± 0.03) 0.61 (± 0.03) 

 A2 64.75 (± 8.25) 0.68 (± 0.07) 0.63 (± 0.01) 0.61 (± 0.05) 70.23 (± 4.42) 0.60 (± 0.01) 0.64 (± 0.08) 0.60 (± 010) 

 A3 95.09 (± 2.53) 0.96 (± 0.02) 0.93 (± 3.62) 0.94 (± 0.03) 94.62 (± 2.14) 0.96 (± 0.01) 0.92 (± 0.03) 0.93 (± 0.03) 
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Table 4. The results of single classifiers and ensemble learning by employing features of CNN models 
obtained by defined transfer learning approaches 

  40×, 10-fold Cross-Validation 100×, 10-fold Cross-Validation 

Model Alg. Accuracy Recall Precision F1-Score Accuracy Recall Precision F1-Score 

VGGNet16+A1 SVM 89.82 (± 1.39) 0.90 (± 0.02) 0.86 (± 0.02) 0.88 (± 0.02) 89.48 (± 1.94) 0.89 (± 0.04) 0.86 (± 0.02) 0.87 (± 0.03) 

 LR 90.27 (± 1.90) 0.89 (± 0.02) 0.87 (± 0.03) 0.88 (± 0.02) 89.62 (± 1.60) 0.89 (± 0.03) 0.87 (± 0.02) 0.88 (± 0.02) 

 KNN 87.67 (± 1.68) 0.90 (± 0.02) 0.81 (± 0.02) 0.84 (± 0.02) 88.95 (± 1.87) 0.90 (± 0.02) 0.84 (± 0.02) 0.86 (± 0.02) 

 BG 84.16 (± 1.63) 0.83 (± 0.02) 0.79 (± 0.02) 0.80 (± 0.02) 85.39 (± 1.79) 0.84 (± 0.03) 0.81 (± 0.02) 0.82 (± 0.02) 

 WDF 89.92 (± 1.67) 0.90 (± 0.02) 0.86 (± 0.02) 0.88 (± 0.02) 89.96 (± 1.70) 0.90 (± 0.03) 0.86 (± 0.02) 0.88 (± 0.02) 

 SDF 90.27 (± 1.90) 0.89 (± 0.02) 0.88 (± 0.03) 0.89 (± 0.02) 89.62 (± 1.60) 0.88 (± 0.03) 0.87 (± 0.02) 0.87 (± 0.02) 

VGGNet16+A2 SVM 90.53 (± 1.10) 0.91 (± 0.02) 0.87 (± 0.02) 0.88 (± 0.01) 86.57 (± 2.96) 0.91 (± 0.02) 0.87 (± 0.02) 0.89 (± 0.02) 

 LR 93.59 (± 1.47) 0.93 (± 0.02) 0.92 (± 0.02) 0.92 (± 0.02) 91.49 (± 1.14) 0.90 (± 0.01) 0.89 (± 0.02) 0.90 (± 0.01) 

 KNN 89.72 (± 1.52) 0.91 (± 0.02) 0.85 (± 0.02) 0.87 (± 0.02) 90.54 (± 1.23) 0.91 (± 0.02) 0.86 (± 0.02) 0.88 (± 0.02) 

 BG 86.21 (± 1.28) 0.85 (± 0.02) 0.81 (± 0.02) 0.83 (± 0.02) 87.36 (± 1.77) 0.87 (± 0.02) 0.83 (± 0.02) 0.84 (± 0.02) 

 WDF 91.58 (± 0.89) 0.92  (± 0.02) 0.88 (± 0.01) 0.90 (± 0.01) 91.25 (± 2.03) 0.91 (± 0.03) 0.88 (± 0.03) 0.89 (± 0.03) 

 SDF 93.62 (± 1.17) 0.92 (± 0.02) 0.92 (± 0.01) 0.92 (± 0.02) 91.49 (± 1.14) 0.90 (± 0.01) 0.89 (± 0.02) 0.90 (± 0.01) 

VGGNet16+A3 SVM 94.29 (± 1.19) 0.95 (± 0.01) 0.92 (± 0.01) 0.93 (± 0.01) 93.51 (± 2.73) 0.94 (± 0.03) 0.91 (± 0.04) 0.92 (± 0.03) 

 LR 95.54 (± 1.39) 0.95 (± 0.02) 0.94 (± 0.02) 0.95 (± 0.02) 94.14 (± 2.40) 0.94 (± 0.03) 0.93 (± 0.03) 0.93 (± 0.03) 

 KNN 90.68 (± 2.12) 0.93 (± 0.02) 0.86 (± 0.03) 0.88 (± 0.02) 92.65 (± 2.39) 0.93 (± 0.02) 0.89 (± 0.03) 0.91 (± 0.03) 

 BG 90.28 (± 1.58) 0.90 (± 0.02) 0.88 (± 0.02) 0.88 (± 0.02) 89.86 (± 1.81) 0.89 (± 0.02) 0.87 (± 0.02) 0.88 (± 0.02) 

 WDF 94.59 (± 1.24) 0.95 (± 0.01) 0.92 (± 0.01) 0.94 (± 0.01) 93.56 (± 2.73) 0.94 (± 0.03) 0.91 (± 0.04) 0.92 (± 0.03) 

 SDF 96.04 (± 1.42) 0.96 (± 0.02) 0.94 (± 0.02) 0.95 (± 0.02) 94.14 (± 2.40) 0.94 (± 0.02) 0.93 (± 0.03) 0.93 (± 0.03) 

R e s N e t 5 0 + A 1 SVM 92.67 (± 1.03) 0.93 (± 0.01) 0.91 (± 0.02) 0.91 (± 0.01) 91.91 (± 1.99) 0.91 (± 0.01) 0.90 (± 0.01) 0.90 (± 0.02) 

 LR 89.83 (± 1.03) 0.88 (± 0.03) 0.89 (± 0.01) 0.88 (± 0.02) 90.08 (± 1.98) 0.89 (± 0.01) 0.88 (± 0.03) 0.89 (± 0.02) 

 KNN 90.67 (± 0.24) 0.90 (± 0.02) 0.87 (± 0.01) 0.89 (± 0.01) 88.96 (± 2.42) 0.87 (± 0.02) 0.85 (± 0.02) 0.86 (± 0.02) 

 BG 84.17 (± 1.43) 0.83 (± 0.01) 0.78 (± 0.01) 0.80 (± 0.01) 84.32 (± 2.73) 0.85 (± 0.01) 0.77 (± 0.03) 0.79 (± 0.04) 

 WDF 93.83 (± 0.85) 0.94 (± 0.01) 0.92 (± 0.01) 0.92 (± 0.01) 92.32 (± 0.69) 0.92 (± 0.01) 0.90 (± 0.03) 0.91 (± 0.02) 

 SDF 93.83 (± 0.85) 0.94 (± 0.01) 0.92 (± 0.01) 0.92 (± 0.01) 92.16 (± 1.98) 0.91 (± 0.02) 0.90 (± 0.03) 0.91 (± 0.02) 

R e s N e t 5 0 + A 2 SVM 89.25 (± 2.25) 0.92 (± 0.02) 0.85 (± 0.02) 0.87 (± 0.02) 87.52 (± 2.15) 0.88 (± 0.04) 0.81 (± 0.02) 0.84 (± 0.03) 

 LR 94.25 (± 0.75) 0.95 (± 0.01) 0.93 (± 0.01) 0.93 (± 0.01) 91.00 (± 1.37) 0.89 (± 0.03) 0.90 (± 0.01) 0.90 (± 0.02) 

 KNN 89.75 (± 0.75) 0.93 (± 0.01) 0.85 (± 0.02) 0.87 (± 0.01) 86.80 (± 2.91) 0.86 (± 0.01) 0.86 (± 0.01) 0.84 (± 0.03) 

 BG 90.00 (± 3.50) 0.90 (± 0.03) 0.88 (± 0.04) 0.89 (± 0.04) 86.92 (± 3.48) 0.85 (± 0.03) 0.84 (± 0.05) 0.84 (± 0.04) 

 WDF 92.75 (± 1.25) 0.94 (± 0.01) 0.90 (± 0.01) 0.91 (± 0.01) 90.76 (± 1.39) 0.91 (± 0.02) 0.87 (± 0.02) 0.88 (± 0.01) 

 SDF 92.75 (± 1.25) 0.94 (± 0.01) 0.90 (± 0.01) 0.91 (± 0.01) 90.76 (± 1.39) 0.91 (± 0.02) 0.87 (± 0.02) 0.88 (± 0.01) 

R e s N e t 5 0 + A 3 SVM 96.84 (± 1.50) 0.97 (± 0.01) 0.96 (± 0.02) 0.96 (± 0.02) 96.25 (± 1.62) 0.96 (± 0.02) 0.95 (± 0.02) 0.95 (± 0.02) 

 LR 96.04 (± 1.61) 0.96 (± 0.01) 0.95 (± 0.03) 0.95 (± 0.02) 95.39 (± 2.05) 0.95 (± 0.02) 0.94 (± 0.03) 0.94 (± 0.03) 

 KNN 96.89 (± 1.77) 0.97 (± 0.02) 0.96 (± 0.03) 0.96 (± 0.02) 96.25 (± 2.05) 0.96 (± 0.02) 0.95 (± 0.03) 0.95 (± 0.03) 

 BG 92.53 (± 1.75) 0.91 (± 0.02) 0.91 (± 0.02) 0.91 (± 0.02) 92.03 (± 1.68) 0.90 (± 0.02) 0.91 (± 0.02) 0.90 (± 0.02) 

 WDF 96.94 (± 1.60) 0.97 (± 0.01) 0.96 (± 0.02) 0.96 (± 0.02) 96.25 (± 1.62) 0.96 (± 0.02) 0.95 (± 0.02) 0.95 (± 0.02) 

 SDF 97.01 (± 1.56) 0.97 (± 0.01) 0.96 (± 0.02) 0.96 (± 0.02) 96.25 (± 1.62) 0.96 (± 0.02) 0.95 (± 0.02) 0.95 (± 0.02) 
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Table 5. Comparative analysis table of deep learning methods in the literature for the BreakHis dataset 

Author [citation] Methodology Features / Application 
Results (%) 

40× 100× 

Bayramoglu et al. [33]  Single Task CNN 
   Better accuracy than handcrafted methods
   Combined image data from many more resolution

80.97 80.92 

Kassani et al. [34] 
VGG19, 
MobilNetV2, 
DenseNet201 

   A three-path ensemble architecture is used by transfer 
learning and fine-tuning with different number of 
training and test samples from our study 
   Deep feature extraction and fused features

98.13 

Vo et al. [35] 
ResNetV1 + GBT, 
InceptionV3 + GBT 

   Fused model via Gradient Boosting Trees 
   Fine-tuning deep learning models 

93.50 95.30 

Alom et al. [36] IRRCNN + Aug. 

   Better accuracy than similar studies 
   Applied different data augmentation techniques with 
different number of training and test samples from our 
study  

97.95 97.57 

Spanhol et al. [37] AlexNet CNN 
   Used a deep learning approach to avoid hand-crafted 
features 
   Proposed several strategies for training 

89.60 85.00 

Han et al. [38]  CSDCNN + Aug.    A new deep learning model has been proposed 92.80 93.90 

Gandomkar et al. [39] ResNet 
   A framework called ResNet based MuDeRN has 
been proposed with transfer learning 
   Prediction with more class

95.60 94.89 

Mehra [40] 
VGG16 + LR, 
VGG19 + LR, 
ResNet50 + LR 

   Used a fine-tuned model via logistic regression 
classifier 
   Fine-tuned pre-trained network is more robust 

92.60 

Zhu et al. [41] Hybrid CNN 
   Multiple hybrid models with the same architecture 
are fused. 
   Used different subset with the voting  

85.7 84.2 

Kumar et al. [42] 
VGG16 + SVM, 
VGG16 + RF 
 

   Proposed a variant of VGGNet-16, a FC layer was 
removed and experimented with various classifiers 

94.11 95.12 
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Ontology-based Instantaneous Route Suggestion of Enemy Warplanes with 
Unknown Mission Profile 

 

Emre ÇİNTAŞ*1,3, Barış ÖZYER2, Y. Sinan HANAY3 

 

Abstract 

The routes of warplanes are planned confidentially, and they are not shared with any 
organization in advance. In some cases, border violations may occur, and as a result, it increases 
the tension between two states. This situation puts many people at risk and impairs the prestige 
of the state both economically and socially. In this paper, Ontology-Based Instantaneous Route 
Suggestion System (SUARSIS) based on semantic approach is proposed to predict and plan 
routes of warplanes before they reach their target. In the proposed system, we developed an 
architecture called Ontology-based Route Suggestion by using the OWL (Web Ontology 
Language) language with realistic data. The aircraft model, aircraft fuel system, features of the 
military field, and the relations in the semantic context are logically defined through ontology. 
Synthetic scenarios were created to validate the accuracy of the proposed method. Experimental 
results show that the proposed system has a good performance on predicting warplane routes. 

Keywords: Route suggestion system, semantic web, ontology, intelligent search engines, 
warplanes 

1. INTRODUCTION 

Aircraft follow predetermined routes in flight 
around the world. States share their airspace data 
with the International Civil Aviation Organization 
(ICAO) and the European Organization for the 
Safety of Air Navigation (EUROCONTROL). 
The headquarters of ICAO is in Montreal, 
Canada, and the headquarters of 
EUROCONTROL is located in Brussels, 
Belgium. Each country defines short, medium, 
and long-term flight strategies, developing the set 
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routes based on the intended use of the aircraft. 
Predetermined trajectories are registered in 
aircraft radar systems, allowing for individual 
users to track these predetermined aircraft routes 
via respective web applications [1]. However, it 
requires a completely different procedure for 
warplanes. Routes of warplanes are not shared 
with other countries, keeping them confidential to 
protect the political, social, and economic 
interests of individual countries and to ensure 
security. 
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A warplane may change its regular and 
predetermined routes, violating the borders of 
neighboring countries even under conditions 
other than special ones like terror and war. A 
border violation may provoke international 
tension in countries sensitive to geopolitical 
fluctuations.  A critical step in analyzing the 
tension to determine whether the act is intentional.  
In this paper, our goal is to estimate warplane 
routes based on semantic rules and ontology.   In 
this context, very limited and irregular ontologies 
are developed in the military domain [2]. To the 
best of our knowledge, there is no research in the 
literature based on the ontology and semantic 
approach to estimate the routes of enemy 
warplanes according to aircraft propellant model 
and maximum range calculations and suggest 
routes. In this study, we have proposed a real 
warplane ontology database by using real-world 
military data. We have developed a platform-
independent application; which predicts flight 
routes (PFR) and proposes flight routes (PRFR) 
by using the ontology data. 

The main objective of a semantic web [3] study is 
to create ontologies specific to the field of study 
and to ensure their utilization in information 
systems. Ontologies allow the machines to 
interpret knowledge in a manner understandable 
to humans, facilitating communication among 
people. The basic objective of the ontology 
development is to create a common dictionary, 
serving for information sharing in a specific field. 
Much research on ontology in the healthcare 
domain has been studied in the literature during 
the last decades [4]. Ontologies developed in the 
healthcare field are used in making diagnoses, 
offering preventive measures, and recommending 
proper foodstuff relevant for particular diseases 
[5]. According to Çelik’s research project on 
mobile safe food consumption system 
(FoodWiki) [5], it is discussed that it performs its 
inference semantic rules in its knowledge base. 
The developed rules examine the side effects that 
are causing some health risks: heart disease, 
diabetes, allergy, and asthma as initial. In another 
research [6] a semantic-based information 
extraction system was proposed to match resumes 
with business areas. The system planned to 
operate on several million free-format textual 

resumes to convert them to a semantically 
enriched version. 

On the other ontology research, Samperetal [7] 
use ontologies to associate traffic information, 
and support users with visualization and search 
tasks. They define a road traffic ontology, 
covering vehicle and road classifications, 
geography, location, people, events, and routes. 
Recently, the semantic web using for products 
such as Good Relation ontology [8], CEO 
(Consumer Electronics Ontology), and onto 
Product [9]. Product Types Ontology provides 
approximately 300,000 precise definitions for 
product types or services that extend the 
schema.org and Good Relations. Another large 
ontology knowledge bases have been created 
including DBpedia [10], Freebase [11], YAGO 
[12], Wikidata [13], NELL [14] and the Google 
Knowledge Graph [15]. Although they use 
different data formats to represent their data, most 
use an ontology graph structure. 

Syntactic methods which do not have any 
semantic rules have been carried out in 
autonomous systems to estimate the route plans in 
the literature for several years. Tracking, 
estimation, and calculating the shortest route for 
aircraft or unmanned air vehicles are some 
popular studies interested by researchers [16-17-
18]. In these studies, the well-known Potential 
Field Algorithm, Probabilistic Route Planning, 
Voronoi Diagrams, and Searching Algorithms 
have been implemented [19-20]. Coefficient rules 
and ant colony optimization algorithms were used 
to offer solutions for route planning problems [21-
22] have combined genetic algorithms with local 
search heuristics in their study to determine the 
shortest route between two points in Turkey, 
covering destinations all over 81 provinces in the 
country [22].  Analyzing large data sets, Kasturi 
et al. (2016) [23] have determined key criteria for 
the aircraft and set new route plans. Data about 
the aircraft load, passengers, and airports were 
used for determining the key criteria. Bakhtyar 
and Holmgren (2015) [24] achieved to estimate 
new routes at a high level of precision based on 
the data of the previously used routes by mobile 
objects. Different from the studies in literature, 
we have utilized the semantic inference 
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techniques instead of syntactic methods in our 
study. In our approach, we tested our scenarios to 
estimate possible routes of virtual enemy 
warplanes before they reached their destination. 
The studies in the literature address the aircraft 
with fully or partially known mission profiles 
only. Furthermore, no studies utilizing a semantic 
approach have been found in the literature, 
studying how to estimate the routes and 
destinations of an enemy warplane (EW) with an 
unknown mission profile and no studies have 
examined the best methods to propose new routes 
to pilots in the decision-making process. 

Being motivated with these issues in mind; we 
propose an ontology-based, platform-independent 
system, called “Instantaneous Route Suggestion 
System for Warplanes” (SUARSIS). The system 
is based on semantic search and semantic 
inference techniques [3]. This proposed system 
has the following contributions given as below: 

• A new real aircraft ontology database 
based on semantic rules was developed. In this 
database, propellant forces, aerodynamic 
parameters, flight range equations, manufacture 
values, and arms capacity of warplanes were used 
to develop the ontology and SWRL (Semantic 
Web Rule Language) rules. 

• We propose an algorithm that analyzes the 
data obtained from the ontology and then it finds 
the possible routes of enemy aircraft to 
stakeholders. 

• We developed a unique platform-
independent SUARSIS software application 
using the Secondo system to simulate the 
estimated routes.  

The rest of the paper is organized as follows. The 
details of the proposed SUARSIS system, 
ontology methods, SWRL rules, and algorithms 
are described in Section 2. Section 3 shows the 
experimental results of the proposed approach. 
Lastly, we conclude and discuss potential future 
directions for our study. 

2. PROPOSED SUARSIS DESIGN 

In the proposed SUARSIS application system, at 
first, we developed an ontology to be used in the 
field of warplane and military to suggest possible 
routes of the plane from databases. Then, we 
combined the ontology with Semantic Web 
techniques using OWL 2.0. The proposed system 
includes three main phases given as below: 

1. Aircraft Ontology Knowledge Base: 
The system uses the ontology, to obtain all data 
about a selected EW in the selected scenario.  
Then, it searches the manufacturer specifications 
of that EW in the aircraft ontology. The ontology 
estimates and proposes the remaining amount of 
propellant in the aircraft along with its maximum 
flight range based on predefined semantic rules, 
concepts, and associations in the ontology. 
Proposed values are instantly transferred to the 
SUARSIS system. 
2. Suggestion Algorithm: The algorithm 
intelligently analyzes the data obtained from the 
ontology along with the proposed data. Then, it 
proposes the possible routes of the EW to the 
relevant stakeholders. This set of information 
provides guidance to the pilot, the navigation 
officer, and the security intelligence units in 
tracking the proposed routes, making a decision, 
and obtaining counter-intelligence.  
3. Simulation with Secondo: SUARSIS 
uses the platform-independent Secondo system to 
simulate proposed routes and provides them to 
stakeholders. 

Synthetic scenarios for the ontology are generated 
in the proposed system to be used in a potential 
state of border violation. Manufacturer 
specifications of enemy warplanes (i.e. bomb 
mass, maximum loading capacity, the wing 
surface area, wingspan, and engine 
characteristics) and the propellant model of the 
aircraft system (i.e. propellant consumption) are 
used to define semantic rules with a logic-based 
approach. The average velocity and altitude of the 
aircraft, which are received from the radar, are 
added as a parameter in the semantic rule. We 
assume that the radar parameters including 
latitude, longitude, direction measurements are 
changed instantaneously.  
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The Semantic Web (Web 3.0) approach is used 
for determining the semantic rules and relations in 
the ontology. The flowchart of the proposed 

system is shown in Figure 1. The detailed 
information about the proposed model is provided 
in the following sections. 

 

Figure 1 System working mechanism 

2.1. Aircraft ontology knowledge-based and 
inference mechanism of the SUARSIS 

Ontology is a new approach in information 
technologies to facilitate communication between 
people and allow interoperability computer 
systems. Also, ontologies aim to enable machines 
to understand the information in a manner 
interpreted by humans. In this context, we 
developed an authentic ontology database that 
comprises three main phases; semantic search, 
inference engine, and starting the engine as shown 

in Figure 2. In the semantic search phase, 
manufacture information of detected warplane is 
specified. These data are then transferred to the 
inference engine. In the next inference engine 
phase which is the main contribution of the study, 
the semantic rules are created in the ontology. 
After running the inference engine, semantic 
information is obtained according to the semantic 
rules. These obtained rules are transferred into the 
starting engine. In the last phase, the suggestion 
algorithm suggests aircraft routes that are 
simulated with SECONDO. 
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Figure 2 Semantic search, inference engine, and starting engine are the stages of developing an ontology 
knowledge base 

The structure of the aircraft ontology and its 
respective semantic rules were developed in 
Semantic Web Rule Language (SWRL) which is 
a robust and deductive rule definition language 
[25] and Protégé (https://protege. 
stanford.edu/download)  editor by using OWL2.0 
web ontology language programming. 

The semantic aircraft context are described in the 
aircraft ontology using OWL semantic tags such 
as <owl:class> <rdfs:subClassOf>, < owl: 
DatatypeProperty>  and <owl:ObjectProperty> as 
semantic data contexts.  Table 1 shows 80 
concepts and 246 components in the aircraft 
ontology using OWL 2.0 web language such as 
"Country ", "City ", "Airforces"," Landforces", 
"Navalforces","Airport”. For each concepts 
include sub-classes and properties. For instance, 
"Airforces" concept includes “Version", 
"ActivePieces", and "CountryName" sub-classes 
and "hasownAircrafts","specificfuelConsum 
ptionofAircraft","isenemyAircraft ","requiredfuel 
forTakeoff” properties. The aircraft ontological 
data is comprised of the propellant model of EW 
such as air density, the speed of sound, maximum 
range etc. As an example of defining aircraft 
ontological rule is given by: 

 

If(aircraftInstantAltitude>=34000.00 OR 
aircraftInstantAltitude<35000.00)}-
>Case:soundSpeed -> AIRCRAFT 
ONTOLOGY suggests the "579 kts" 

where recommend “soundSpeed” is set to 579 kts 
in the case of instant aircraft altitude range is 
measured between 34000 and  35000 feets. The 
SWRL form of this rule is described as follows: 

Name-
Code(?kts),aircraftInstantAltitude(?kts, ?z), 
greaterThanOrEqual(?z,"34000"),lessThan(?
z,"35000")->soundSpeed(?kts,"579" 
xsd:double) 

Semantic search is a searching process extracting 
relevant values of interest in all classes, 
components, and rules created in the ontology. At 
first, the user selects a synthetic scenario in the 
ontology. According to the selected scenario, 
EW's official manufacturer informations are then 
searched and retrieved from the ontology to 
transfer the inference engine. At this point, the 
proposed SUARSIS system infers in line with the 
components and relationships defined in the 
aircraft ontology. For obtaining meaningful 
information from the aircraft manufacturer 
specifications during the operation of the 
inference engine, semantic rules are determined 
according to the aerodynamic forces affecting the  
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Table 1 
A small portion of aircraft ontology in OWL 
<Ontology xmlns="http://www.w3.org/2002/07/owl#" > 
xml:base=".../ontologies/routeOntology" 
<Class IRI="#Country"/> 
<Class IRI="#City"/> 
<Class IRI="#Airforces"/> 
<Class IRI="#Landforces"/> 
<ObjectProperty IRI="#detectedAircraft"/> 
<ObjectProperty IRI="#hasownAircrafts"/> 
<DataProperty IRI="#isenemyAircraft"/> 
<SubClassOf> 
<Class IRI="#ActivePieces"/> 
<Class IRI="#Airforces"/> 
</SubClassOf> 
<SubClassOf> 
<Class IRI="#CountryName"/> 
<Class IRI="#Airforces"/> 
</SubClassOf> 
<SubClassOf> 
<Class IRI="#Type"/> 
<Class IRI="#Airforces"/> 
</SubClassOf> 
<SubClassOf> 
<Class IRI="#Aircraft"/> 
<DataProperty IRI="#isenemyAircraft"/> 
<Class IRI="#Name-Code"/> 
</SubClassOf> 
</Ontology> 

fuel consumption and flight range [26-27-28]. 
Figure 3 depicts the aerodynamic force 
components affecting an aircraft on a sample 
aircraft.  

 

Figure 3 Aerodynamic force and components 

𝐹஺ is the aerodynamic force resultant affecting a 
solid object calculated by, 

𝐹஺ ൌ 𝑞 ∗ 𝑆                                                                             ሺ1ሻ 

     where S refers to a reference surface area of 
the solid object and q refers to dynamic pressure 
and calculated with the below equation. 

𝑞 ൌ 𝐶஺
𝑃
2

𝑉ଶ                                                                           ሺ2ሻ 

where 𝐶஺  is the dimensionless aerodynamic force 
coefficient comprising the effects of the angle of 
attack (α), the viscosity of air, the compressibility 
of the air, and the shape of the aircraft, P refers to 
the air density, V refers to the velocity of air 
flowing around the solid object. As seen in Figure 
3, α is the angle of attack of the aircraft, L is the 
lift which is the component of the aerodynamic 
force perpendicular to the air velocity, D is the 
drag force of aerodynamic force that is the 
component parallel to the air velocity [26-27-28]. 

Accordingly, the magnitudes of the lift and drag 
forces are calculated with the equations below: 

   
    𝐿 ൌ 𝐶௅

௉

ଶ
𝑉ଶ𝑆                                                                    ሺ3ሻ        

𝐷 ൌ 𝐶஽
𝑃
2

𝑉ଶ𝑆                                                                   ሺ4ሻ 
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where 𝐶௅ is the dimensionless carriage coefficient 
and 𝐶஽ is the dimensionless drag coefficient. The 
inference engine takes all aerodynamic 
parameters and other drag parameters into 
consideration along with the fines parameter and 
the Oswald factor which is the wing efficiency 
factor. The estimated maximum flight distance is 
calculated by the information of the propellant 
system and the flight range that are specific to 
individual models of the warplane. Since the 
mission profile of an EW is not possible to be 
known in advance, we assume that three flight 
scenarios mainly adapted in real-world air 
transport are individually extracted with the 
semantic rule. These are extracted from the 
following three cases described as below; 

1. Flight at a constant altitude with fixed lift 
coefficient,  
2. Flight at constant velocity with fixed lift 
coefficient,  
3. Flight at a constant altitude with a constant 
speed. 

Algorithm 1 presents to calculate the maximum 
range of flight at a constant altitude with the fixed 
lift coefficient, defining the aerodynamic 
parameters and flight types in the ontology. 
Transactions regarding the motion of the aircraft 
at a constant velocity and fixed lift coefficient are 
shown in Algorithm 2. Pseudo-code of its flight at 
a constant speed and the constant altitude is 
shown in Algorithm 3. The calculation maximum 
range of multistage flights are shown in 
Algorithm 4. The Semantic rules based on the 
aerodynamic forces and algorithms are presented 
in Table 2. 

In this stage, after obtaining information of all 
class hierarchy, data attributes, object attributes, 
and individually and semantically extracted data 
in the ontology are transferred to the starting 
engine using the OWL API [29] and Pellet API 
[30] libraries. For this purpose, we developed an 
interface developed in the Java environment to 
enable aircraft-related information retrieval from 
the ontology in SUARSIS. 

 

 

2.2. Suggestion algorithm 

The suggestion algorithm suggests aircraft routes 
by retrieving semantic associations between terms 
that enable the users to search semantically for 
any relevant information. Figure 4 depicts the 
flowchart of the suggestion algorithm. At first, 
semantic information is transferred from the 
starting engine. The aerial view of the aircraft is 
then determined in the direction of point 
coordinates in the world coordinate system. We 
assume that aircraft location is obtained in every 
5 seconds. Fuel consumption and direction of 
aircraft are instantaneously obtained in the 
scenario. The next, instantaneous coordinates of 
EW are parametrically passed to the Haversine 
distance method [31], which is calculated by the 
following equation, 

𝑟 ൌ 2𝑅𝑠𝑖𝑛ିଵඥ𝑠𝑖𝑛ଶ ቀ
𝑥ଶ െ 𝑥ଵ

2
ቁ ൅ 𝑐𝑜𝑠ሺ𝑥ଵሻ𝑐𝑜𝑠ሺ𝑥ଶሻ𝑠𝑖𝑛ଶ ቀ

𝑦ଶ െ 𝑦ଵ

2
ቁ                          ሺ5ሻ 

 
where, 𝑥௜ and 𝑦௜ refer to x and y coordinates of 
the point i, (𝑥ଵ, 𝑦ଵ) is the starting point and 
(𝑥ଶ, 𝑦ଶ) is the destination point in polar 
coordinate space. The world radius (R) is taken as 
6,371 km. The distance between world 
coordinates and instantaneous coordinates of EW 
are then measured. At last, the algorithm suggests 
possible routes of the plane after comparing 
distance between the measured coordinates and 
the proposed flight range of EW. 

3. EXPERIMENTAL RESULTS 

The proposed SUARSIS system was developed 
with the Java programming language in Netbeans 
[32] editor. The proposed system initially requires 
the users (e.g. pilots etc.) to log in. Secondly, a 
synthetic scenario should be selected from the 
pilot. The system semantically searches the 
technical specifications of EW, radar data, the 
proposed fuel consumption, and flight range data 
in the aircraft ontology database. Finally, the 
SUARSIS system returns estimated route 
information based on inferential data. A synthetic 
scenario is given to describe the details of the 
proposed system 
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Algorithm 1. The maximum range of flight at a constant altitude with a fixed lift coefficient (𝑹𝒎𝒂𝒙𝒄𝒍𝒄𝒄

) pseudo-
code 

  
1: entry Scenario, radar (routeAverageSpeeds, aircraftInstantAvgAltitude), ontology aircraft 
manufacturing values 
2:                    output MaxRange 
3: rule set aircraftTotalAvgSpeed 
4: method
5: define count=0 
6: while count<=1 do 
7: add(km/s, route1AvgSpeed) 
8: add(km/s, route2AvgSpeed) 
9:         add(km/s, route3AvgSpeed) 
10:        divide(aircraftTotalAvgSpeed, km/s,3) 
11:        count++; 
12:        endwhile 
13:    rule set requiredFuelforTravel 
14:        method 
….        add(kg/requiredFuelforTakeoff, requiredFuelforLanding) 

…. 
       substract(requiredFuelforTravel, kg, insideFuelVolume)  
/*detect available fuel*/ 

17:     detect air density from standard atmosphere table 
18:        method 

…. 
       if aircraftAverageAltitude greaterThanorEqual(20000ft) and lessThan(21000ft) then 
airDensity, SET 0.5328 kg/m^3 

46:     rule 𝑪𝑫𝟎 find dimensionless drag coefficient  
47:        method 

48: 
       if M greaterThanOrEqual(0) and lessThan(0.8) then /*M (mach) number*/ 𝐶஽଴, SET; 
0.014  

….        K find the drag coefficient 

…. 

       𝑲 ൌ
ଵ

గ஺ೃ௘
 𝑎𝑛𝑑 𝑨𝑹𝒆 ൌ

௕మ

ௌ
, SET; 

 /*K CAL, S:wing area*/ 

…. 
       𝑾𝟎 ൌ 9.81 ∗   ሺ𝑚𝑎𝑥𝑡𝑎𝑘𝑒𝑜𝑓𝑓𝑀𝑎𝑠𝑠 െ 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝐹𝑢𝑒𝑙𝑓𝑜𝑟𝑇𝑎𝑘𝑒𝑜𝑓𝑓ሻ,  
CAL; /*mass*/ 

…. 

       𝑽𝒎𝒅𝟎 ൌ ሺ
௄

஼஽బ
ሻଵ/ସට

ଶௐబ

ఘௌ
      

CAL; /* min drag speed */ 

…. 

       𝑬𝒎𝒂𝒙 ൌ
ଵ

ଶඥ௄஼஽బ
 ,  

CAL; /* aircraft’s max fines */ 

….        𝒇 ൌ
ௐಷ

ௐబ
 , CAL; /* fuel ratio */ 

….        𝑹𝒎𝒂𝒙𝒄𝒍𝒄𝒄
ൌ

ଷ
య
ర

௖
𝑉𝑚𝑑଴𝐸௠௔௫ሺ1 െ ඥ1 െ 𝑓ሻ , CAL; /* max range*/ 

67:        END 
 

 
Algorithm 2. The maximum range of flight at constant velocity with a fixed lift coefficient (𝑹𝒎𝒂𝒙𝒄𝒗𝒄𝒄

) pseudo-
code 

  
1:                entry 𝑉𝑚𝑑଴ , 𝐸௠௔௫ 
2:                   output MaxRange 
3: begin 
4: calculate

5: 

𝑹𝒎𝒂𝒙𝒄𝒗𝒄𝒄 ൌ
ଷ

య
ర

ଶ௖
𝑉𝑚𝑑଴𝐸௠௔௫𝑙𝑛ሺ

ଵ

ଵି௙
ሻ , CAL; 

/* max range */ 
6: END
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Algorithm 3. The maximum range of Flight at a constant altitude with a constant speed (𝑹𝒎𝒂𝒙𝒄𝒓𝒄𝒍
)  pseudo-code. 

  
1:               entry 𝑉𝑚𝑑଴ , 𝐸௠௔௫ 
2:                   output MaxRange 
3: begin 
4: calculate

5: 

𝑹𝒎𝒂𝒙𝒄𝒓𝒄𝒍
ൌ

ଷ
య
ర

ଶ௖
𝑉𝑚𝑑଴𝐸௠௔௫ሺ

௙

ሺଵି௙ሻభ/రሻ , 

CAL; /* max range */ 
6: END

 
Algorithm 4. The maximum range of flight cascade travel (𝑹𝒎𝒂𝒙𝒄𝒕

)  pseudo-code. 
  

1:              entry 𝑉𝑚𝑑଴ , 𝐸௠௔௫ 
2:                  output MaxRange 
3: begin 
4: calculate

5: 

𝑹𝒎𝒂𝒙𝒄𝒕 ≅
𝑹𝒎𝒂𝒙𝒄𝒍𝒄𝒄ା 𝑹𝒎𝒂𝒙𝒄𝒗𝒄𝒄ା 𝑹𝒎𝒂𝒙𝒄𝒓𝒄𝒍

𝟑
 , 

CAL; 
6: END
  

 

Table 2 
A cross-section of the SWRL rules defined during the preparation of the semantic web rule base 

(1)  Name-Code(?kg), requiredFuelForTakeoff(?kg, ?y1), requiredFuelForLanding (?kg, ?y2), insideFuelVolume (?kg, 
?y3), add(?a, ?y1, ?y2), subtract(?s, ?y3, ?a) -> requiredFuelforTravel (?kg, ?s) 
(2)  Name-Code(?kgm3),aircraftInstantAltitude(?kgm3, ?z),greaterThanOrEqual(?z,"20000"^^xsd:double), lessThan 
(?z,"21000"^^xsd:double)-> airDensity(?kgm3,"0.5328"^^xsd:double) 
… 
(11) Name- Code(?kts), aircraftInstantAltitude (?kts, ?z), 
greaterThanOrEqual(?z,"34000"^^xsd:double),lessThan(?z,"35000"^^xsd:double)-> soundSpeed(?kts,"579"^^xsd:double) 
… 
(20) Name-Code(?m), AircraftTotalAvgSpeed (?m, ?z), divide(?d1,?z, "1.852"^^xsd:double),soundSpeed(?m,?sh), divide 
(?d2,?d1,?sh)-> machNumber(?m,?d2) 
… 
(35) Name-Code(?x), dragCoefficient (?x,?k), dimensionlessDragCoefficient (?x,?bs), aircraftWeightBeforeTakeoff 
(?x,?sba),airDensity(?x,?hy),aircraftWingArea(?x,?uca), divide(?dvd,?k,?bs),multiply(?ml,?sba,2),multiply(?ml2,?hy,?uca), 
divide(?dvd2,?ml,?ml2),pow(?sq,?dvd, "0.25"^^xsd:double),pow(?sq2,?dvd2, "0.5"^^xsd:double),multiply(?ml3,?sq,?sq2, 
"3.6"^^xsd:double), divide(?dvd3,?ml3, "1.852"^^xsd:double)->minumumDragSpeed(?x,?dvd3) 
…  
(76) Name-Code(?x), maxRangeConstantLevelwithFixedCarriageCoefficientofAircraft (?x,?rmax1), 
maxRangeConstantVelocitywithFixedCarriageCoefficientofAircraft (?x,?rmax2), 
maxRangeConstantRatewithConstantLevel (?x,?rmax3),add(?a,?rmax1,?rmax2,?rmax3),divide(?dvd,?a,3)-> 
remainingRangeCascadingFlight(?x,?dvd) 
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Figure 4 Flowchart of the suggestion algorithm 

3.1. Scenario: Airspace Border violation 
between Syria and Turkey 

We assume that the airspace border violation is 
noted between Syria and Turkey. The following 
assumptions are defined in the scenario: 

    1.  A Syrian MIG-21/BIS model EW takes off 
near Aleppo starts and moves towards to Kilis 
without using the afterburner. The aircraft flies 
into the Turkey borders and violates Turkey 
airspace in a short period of time. Then, the 

aircraft returns and lands to Aleppo without 
refueling. 

    2.  The aircraft engines run during their stay on 
the runway. Then the aircraft takes off again, 
flying towards the Turkish border. 

    3.  Weather conditions are suitable for the 
takeoff and landing of the aircraft. 

The fighter pilot initially logs into his account, 
using his or her private password in the SUARSIS 
system. The SUARSIS system suddenly detects a 
Syrian MIG- 21/B1S heading towards ‘Northeast’ 
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after taking off from Aleppo. The real-world 
manufacturer specifications of this warplane are 
semantically searched in the ontology as seen in 
Table 1. The extracted semantic data is inferred 
with SWRL. The rules are then instantaneously 
transferred to the SUARSIS system. The radar 
parameters are added to these rules. The 
SUARSIS system suggests possible routes of the 
aircraft considering the remaining fuel of the 

aircraft when the “suggestion algorithm” runs. 
The maximum distance that the aircraft would fly 
with the remaining fuel is estimated based on 
SWRL rules and radar parameters. Since the 
result of the suggestion, the algorithm is 
dependent on the radar parameter, the accuracy of 
the suggestion algorithm is slightly decreased 
under the assumption that the radar data is 
immediately lost. 

 

Figure 5 Estimated routes proposed to the pilot/navigation officer 

Figure 5 depicts an example of a visualization of 
the proposed SUARSIS system. The route 
followed by aircraft is displayed on the screen.  

The fighter pilot clicks the ‘Show Recommended 
Routes’ button, which will provide the 
estimations based on the technical data about EW. 
The inferential rules in Table 2 are used for 
finding the possible routes of MIG-21/BIS EW. 
The possible routes of EW are displayed on the 
screen of the SUARSIS system based on the 

inferential data transferred to and analyzed by the 
suggestion algorithm Table 3. Using the data 
displayed on the screen, the pilot responds to the 
incident in coordination with his stakeholders. 
Consequently, necessary measures are taken via 
the counter-intelligence method before EW 
accomplishes the respective route. SUARSIS 
Node (0) represents the instant position of EW. 
SUARSIS Node (1), (2), (3) represents 3 different 
possible routes of EW. 
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Table 3 
The results of the suggestion algorithm in the Syria boundaries scenario 

   SUARSIS Node Country Place Direction 
Remaining 
Distance (km) Latitude Longitude 

       

(0) 

Aircraft 
Instant 
Position 

Aircraft 
Instant 
Position Northeast ---------- 36.21702201 37.1310420 

(1) Syria Aleppo Northeast 3.78 36.22997072 37.1700203 

(2) Syria Manbij Northeast 81.52 36.52664512 37.9563289 

(3) Turkey Gaziantep Northeast       98.05 37.07498374 37.3849942 
 

Average Working Time 
1.8 (ms) 

       

Table 4 represents the closest route retrieved from 
the nearest neighbor algorithm considering the 
instantaneous altitude, longitude, direction of the 
last aerial viewpoint, and the remaining flight 
range. As shown in Table 4, the average working 
time is calculated as 3 ms. Suggestion tour has 
been found that from SUARSIS Node (1) to 
KNode 0 and from SUARSIS Node (3) to KNode 
2. Also node queue is obtained as 1-2-3. The total  

tour cost is obtained as 2.568. When the results 
obtained from the suggestion algorithm and 
nearest neighbor algorithm are compared, it is 
observed that even if the suggestion algorithm 
processes more data such as world coordinates, 
Haversine distance, and remaining flight range, 
the performance of average working time is better 
than the closest neighboring algorithm. 

Table 4 
Comparison of the results of the proposed algorithm in the Syrian borders scenario with the nearest neighbor 
algorithm 

SUARSIS Node 
Nearest  
Neighbor 

Nearest Neighbor 
Distance (km)     

       

  (0) KNode 3 0.894     
  (1) KNode 0 0.041     

  (2) KNode 1 0.840     

  (3) KNode 2 0.791     
 

Average Working Time 
3 (ms)
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Figure 6 Simulation phase with Secondo 

 

At the end, the routes suggested from the 
proposed SUARSIS system are simulated with 
Secondo shown in Figure 6. 

4. CONCLUSION AND FUTURE WORK 

In this study, we proposed a new platform-
independent SUARSIS system that has been 
developed with the new generation Semantic Web 
Technology (Web 3.0). The main contribution of 
the system is to estimate possible routes for EW 
with an unknown mission profile based on the 
ontology and SWRL rules. The possible routes are 
estimated through the propellant model and the 
manufacturer specifications of EW along with 
radar data. The real data of aircraft such as the 
wing area, wingspan, engine type, reaction force 
of the engine, specific propellant consumption, 
the amount of propellant needed per flight, flight 
to propellant ratio, maximum take-off mass, 
propellant volume, bomb and arms mass, air 
density, gas constant, stall loss, and aerodynamic 
parameters are used to generate an authentic 
ontology and define SWRL rules. The proposed 

system can distinguish the allying or enemy 
aircraft considering the country's information. 

Synthetic scenarios are created to evaluate the 
performance of the proposed system. We assume 
that the airspace border violation has been noted 
on the southern border of Turkey. Semantic data 
of the aircraft based on the designed ontology are 
initially extracted. The proposed SUARSIS 
system produced synthetic radar parameters and 
observed its respective instantaneous changes. 
Possible routes of EW are then estimated after 
adding the radar measurements. In the case of the 
aircraft not detected in the radar and departure 
location is manually stored in the system, 
SUARSIS will automatically suggest the possible 
location of the aircraft through its path. It is 
observed that SUARSIS performs more 
accurately when the radar measurement can 
provide instant information to the system. The 
experimental results show that the proposed 
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system has satisfied the high success rate of the 
suggestion algorithm. In order to validate the 
accuracy of results, the proposed method is 
compared with the closest neighboring algorithm. 
We observed that while the success rate is similar 
in both algorithms, the operating time of the 
proposed method is better than the closest 
neighboring algorithm. 

As a future work, real radar data is integrated into 
the SUARSIS system that provides to user enable 
the system dynamically in the real-world. 
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Investigation of Beam Width Shaping of a Ku-band Horn Antenna using a 
Diffractive Optic Element and an Electromagnetic Wave Absorber 

 

Ahmet TEBER *1 

 

Abstract 

The feasibility of beam-shaping of a Ku-Band horn as a transmitting (Tx) antenna by mounting 
two different versions of lenses which are kind of Fresnel Zone Plates (FZP) is studied. The 
designed and fabricated geometrical structures offer a simpler approach building Fresnel Zone 
Plates by using an electromagnetic wave absorber and diffractive optic material. The diffractive 
optic material, paraffin, forms a set of alternating open and opaque annular zones on a flat 
surface, based on the design principles of Fresnel Zone Plates. An electromagnetic wave 
absorber covers the top surface of the formed paraffin, but not including the grooves. 
Thereafter, the Fresnel Zone plates are suitably attached in front of the transmitter horn antenna, 
located in the far-field region of a receiving antenna. The half-power beam-widths for the horn 
antenna (unloaded) and with two types of lenses are investigated. The results indicate that 
Fresnel zone plate structures can play a role suppressing side lobes in H-plane so that the 
effective radiation is to be significantly concentrated. 

Keywords: Beam-width, diffractive optic elements, electromagnetic wave absorber, Fresnel 
zone plates, horn antenna 

 

 

1. INTRODUCTION 

A Fresnel antenna incorporates a set of concentric 
annular zones called Fresnel zones [1-3]. 
Depending on the geometry and the fabrication 
material of Fresnel Zones, the Fresnel antenna can 
be classified as the Fresnel lens or Fresnel Zone 
Plates (FZPs). Unless the lens is very thin, a 
theoretical analysis of the Fresnel structure can 
complicate. Therefore, FZPs have been taking 
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place of the Fresnel lenses in recent years   [4-8]. 
The applications of FZPs in millimeter/centimeter 
wave regions were uncommon in the past, 
because of their relatively low gain, controlling by 
shaping side/back lobes, in comparison with that 
of parabolic reflector antennas [2]. With advances 
in active devices, it is no longer a problem to 
increase the transmitted power and engineers have 
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been implementing different types of FZPs to deal 
with it.  

Diffractive optic elements can be used for 
focusing (including focusing into an arbitrary 
area), filtration, polarization and formation, 
splitting and mixing of radiation beams in the 
GHz region [9-12]. In this work, paraffin wax is 
used as a diffractive optic material with low 
weight, high diffraction efficiency, high spatial 
resolution dictated by the diffraction limit, simple 
fabrication technology, and the feasibility of 
manufacturing FZPs on arbitrary surfaces. Other 
than that, Teflon which has a similar permittivity 
with paraffin, can be another diffractive optic 
material. But, it requires molding with a lathe 
workbench. Therefore, it is not preferred by us for 
this study. The other important part of the FZPs is 
electromagnetic wave absorbers (EMWAs), 
which have been used in various aerospace and 
defense applications [13-16]. In this study, 
manganese soft spinel ferrites blended with multi-
walled carbon nanotubes as an EMWA were 
molded as toroid-shaped pellets with 1 mm 
thickness, suitable for the Ku-Band horn antenna 
aperture. The crystal structure, morphology, and 
magnetic nature of composites as well as the 
microwave absorption properties of the EMWA 
have been discussed in detail in our published 
works [14, 16]. The circular FZPs fit within the 
rectangular aperture of the antenna. According to 
the model of FZPs, either the odd-numbered 
zones or the even-numbered zones are covered 
with the absorbing material. When the even-
numbered zones are covered with an absorbing 
material, there exists 180 degree phase correction. 
Odd-numbered zones are covered by the 
absorbing material in this study. 

The horn antenna is utilized particularly at 
microwaves frequencies, yet straightforward 
antenna for many applications such as 
communication satellite antennas and radio 
telescopes etc. since they have no resonant 
elements. For a particular application of horn 
antenna, for example a ground-penetrating radar 
(GPR), antennas must achieve high gain, narrow 
beam, low side lobe and reflection characteristics 
over the wide band to attain the powerful and 
adequately shaped radiation [17]. In antenna 

technologies, many claims about directivity of 
radar antennas, direction-finding equipment, 
indoor applications are for improving their side 
lobe performances [18]. The radiation patterns 
with the scenario of a far-field region on the horn 
antenna (unloaded) and the horn antenna with the 
absorbing material and diffractive optic element 
at the frequency of Ku-band are obtained. It was 
observed that there exists a reduction in both main 
lobe and side lobe levels due to the usage of 
absorber layer. This reduction was distributed as 
a portion in between the main lobe and side/rear 
lobes, causing the beam-width of antenna to be 
shaped. Another point that draws attention in this 
study is to attract attention to the fact that the 
beam-width of the antenna can be shaped with the 
help of absorber material. Therefore, the study 
suggests that absorbing material as thin layer can 
play a role on beamforming whereas controlling 
main and side/back lobes in Ku-band. In E-plane, 
the main lobe of the horn antenna loaded with the 
absorbing layer and a diffractive optic element is 
decreased whereas side lobes are increased when 
there are no significant changes on rear lobes at 
all frequencies that is measured. According to the 
angles of two orthogonal planes, the elevation 
angles of a horn antenna with the absorbing layer 
are obtained less than the transmitter (Tx) horn 
antenna (unloaded) in H-plane that means the 
suppressed side and back lobes are obtained. It 
has apparently lower side-lobes compared with 
the horn antenna (unloaded) in the H-plane, 
demonstrating that an absorbing material can 
effectively be used to reduction of side lobes and 
concentrating the main lobe in the forward 
direction. Moreover, beam-width shaping is quite 
important to enhance horn antenna gain for these 
applications. For that purpose, we claim that 
absorbing materials in the field of antennas can be 
used in a design of lens that is relatively new to 
concentrate the desired radiation without reducing 
distortion and bending with narrower beam width. 
Traditionally, using curved bends are used to 
avoid reflections by then antenna. In some of 
studies on beamforming antenna applications, the 
inside of antenna can be re-fabricated that causes 
sharp bends. It often results in increase reflections 
and mode distortions inherently reduce the 
transmitted power through the bend. In our design 
we did not make any changes of antenna structure, 
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which is one of the advantage of our work. In that 
way the losses by distortion and bending is 
prevented. In this experimental study, Fresnel 
Zone Plates serve how affects beam-shaping of a 
standard gain horn antenna. We investigated that 
the feasibility of two designs of Fresnel Zone 
Plates on beamforming in the GHz frequency 
range. For this purpose, first, an electromagnetic 
wave absorber was used from our previous work 
and the FZP Models were designed (using the 
design rules of the FZPs with absorbing / 
transparent zones) and fabricated.  

Radiation pattern measurements obtained 
transmission parameters (S21) were carried out 
and significant antenna parameter, namely Half-
Power Beam-Widths (HPBWs), were determined 
to understand how the HPBWs change. In order 
to plot radiation patterns in E- and H-plane S21 
transfer parameters are used, which are obtained 
by vector network analyzer. All the measurements 
are done using quasi-anechoic chamber that we 
set up using pyramidal microwave absorbers. In 
that way, the reflections nearby objects which 
distort the radiation patterns are minimized. As 
known, S21 represents the power transferred from 
transmitter antenna to receiving antenna. It is also 
known that S21 is zero implies that all power 
delivered to receiving antenna. According to S21 
measurement results, the radiation patterns in E-
plane and H-plane are plotted with that aspect.  

2. DESIGN OF FRESNEL ZONE PLATES 

2.1. Design Procedure of Zone Plates 

Fresnel zones composed of a set of concentric 
strips are arranged on a flat surface. The strips 
alternate between absorbing and transmitting 
layers. The geometrical configurations in Figure 
1 are used throughout this work. 
  
The FZP zones are annular for the considered 
normal incidence. The operating principle of the 
FZP has been described in detail at [1] and [17]. 
The FZP radiation characteristics are given by the 
more precise physical optics current method in 
[18]. 

 

Figure 1 The design of Fresnel Zone Plates (a) Type 
1 as shown on the top-left, (b) The side view of Type 
1 as shown on the top-right, (c) Type 2 as shown on 

the bottom-left, (d) The side view of Type 2 as shown 
on the bottom-right 

The transmission mode of FZP concentrates 
energy from the incident wave on one side to 
focus on the other side. The focusing effect is 
produced by the diffraction or the second 
radiation on the open and opaque ring surfaces.  
Depending on the material these zones are made 
of, we have two lens types of FZPs: lenses with 
absorbing/transparent (a/t) zones and lenses with 
phase-correcting (p/c) zones. Those lenses are 
designed below by using the Fresnel zone plate 
theory. The radii of the FZP rings are determined 
with the n-th radii, bn, given by [1]: 

𝑏௡ = ට
ଶ௡ఒ

௉
ቀ𝐹 +

௡ఒ

ଶ௉
ቁ (1) 

where F, the focal length of the zone plates, equals 
to zero in this study and 𝜆 is the wavelength. 
According to the distances from a selected focal 
point, the consecutive radii of these zones are 
chosen on the central axis increase by a value of 
𝜆 while going from the inner to the outer radius of 
any zone. 

 There exists a lower boundary limit for the 
difference between two consecutive radii: 
𝑑𝑔𝑟𝑜𝑜𝑣𝑒 = 𝜆/𝑃 in Ref 1.  P equals to two for the 
FZPA absorbing/transparent (a/t) zones, which 
means that if a plane wave is normally incident to 
the zone plate, the portions of the radiation, which 
pass through the various transparent zones, all 
reach by diffraction the focal point 𝑧 = −𝐹 with 
mutual phases that differ less than 180 degrees. 
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When a/t-zones are used, the odd-numbered zones 
are covered with absorbing material. We did not 
consider that the influence on the radiation pattern 
of Fresnel zones of which the width of zones 
𝑑௠ = (𝑏௡ାଵ − 𝑏௡)/2 is in the order of a few 
wavelength or even smaller in [1]. Therefore, dm 
is constant value in this work. Reference [1] 
shows that not only the number of zones decreases 
with F but also dm decreases with the radius of bn. 
Nevertheless, the absorbing material with wider 
radii to keep them on the same dB level covers the 
last zone compatible with the dimensions on the 
horn antenna. The radius of zone plates for n 
values are listed in Table 1.  
 
Table 1 
The radius of the zones 

n 2n bn dgroove dm 
1 2 0.83 0.83 0.415 

2 4 1.66 0.83 0.415 

3 6 2.49 0.83 0.415 

4 8 3.32 0.83 0.415 

5 10 4.29 0.97 0.415 

 
The radius of zones for n values of selected 
absorbing/transparent zones by using focal length 
(F) equals to zero and P equals to two and 𝜆, 
wavelength is 1.66 cm. According to the 
geometrical configuration of the Fresnel antenna 
[1], focal distance is assumed zero since the FZP 
lens in this study is mounted to the feed 
(transmitter (Tx) horn antenna) without any gap. 
Thus, the successive radius are calculated using 
the Equation 1 whereas F is zero as a lower limit 
for the differences between successive radii 𝜆/𝑃 
(F=0). The values of design parameters are 
calculated by using Equation 1. The depth of a 
groove can now be derived by calculating the 
phase delay of the wave in the dielectric or the 
paraffin as diffraction optic material with respect 
to the wave in free space. Then the following 
relation must be valid: 

(𝑘௫ − 𝑘)𝑡௖ = 𝜋,   𝑘௫ = 𝑘√𝜀௥ (2) 

the wave number (k) in the diffraction optic 
material, and the relative dielectric constant of the 
material 𝜀𝑟, the latter equation can be written as 

𝑘(√𝜀௥ − 1)𝑡௖ = 𝜋 (3) 

The groove depth, tc is defined by [12]: 

𝑡௖ =
ఒబ

ଶ√ఌೝିଵ
 (4) 

where 𝜀௥=2.5 (the paraffin wax relative 
permittivity for paraffin wax) and the groove 
depth is 0.83 cm. 

In this study, there are two type of zone plates as 
Type-1 and Type-2. The only difference in 
between them is absence of the section covered 
with the absorbing material at the center of the 
layer in Type-2. The zone radii are the same for 
Type-1 and -2 except the absence of center zone 
in Type-1.   

2.2. Preparation of Electromagnetic Wave 
Absorbers (EMWAs) 

The EMWA resulting from manganese soft spinel 
ferrite nano-particles (MF NPs) with multi-walled 
carbon nanotubes were prepared by a citric acid 
assisted sol-gel method whereas MWCNTs were 
purchased from US Research Nanomaterials, Inc., 
USA. The crystal structure, morphology, 
magnetic property and microwave absorption 
behavior were discussed in detail [13, 14]. 
According to the ring sizes mentioned above, the 
absorber rings are created with 1 mm thickness 
using the fabrication technique in [16].  The 
diffraction optic material of paraffin and the 
absorber with a toroidal-shape are attached to 
each other using epoxy glue with a very small 
thickness. Finally, the structures are mounted to 
the horn antenna in Figure 1. 

3. EXPERİMENTAL SETUP OF 
RADİATİON PATTERNS  

The radiation pattern is a graphical representation 
of the strength of radiation of a horn antenna as a 
function of direction.  The given antenna is 
located at the origin of a spherical polar 
coordinates system (r, θ, φ) and the variation in 
the field strength at different points on an 
imaginary concentric spherical surface of radius r 
is noted. For a sufficiently larger r, the radiation 
pattern is independent or r and the fields are 
tangential to the hypothetical spherical surface. In 
general, separate patterns are plotted for θ and φ 
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polarization [18-20]. The experimental setup of 
radiation pattern measurements is demonstrated 
in Figure 2. All directivity measurements were 
carried out in the laboratory environment with the 
experimental setup that is covered by pyramidal 
absorbers to reduce reflections from the walls, 
except on top of the measurement platform. The 
transmitting and the receiving antennas are set 
them up at an appropriate distance (approximately 
2 meter) above the surface of the wooden table. A 
receiving antenna is considered to be from 
transmitter antenna with the material under test 
(MUT) in the far-field region. The distance with 
the transmitter and the receiving antennas is 
formulated on the condition of far-field region. r 
is the value of the distance a transmitting antenna 
from the receiving antenna, D (3.32 cm x 4.29 cm 
of inside dimensions of the horn antenna of 
WR62-15 dB) is the largest dimension of the 
receiver and transmitter horn antenna [20] and 
𝜆 cm is the wavelength. 

3.1. Measurement Procedure of E- and H-
Plane Radiation Patterns 

The antennas were positioned for the maximum 
meter reading and this position of the receiving 
antenna is marked as 0 degree. We kept the 
distance between the antennas constant and 
sufficiently large according to the distance (r) 
with the transmitter and the receiving antennas. 
We continually rotated the receiving horn 
clockwise, in steps of 2 degrees, to cover 360 
degrees including the main, side and back lobes. 
At each position, we took care keeping the initial 
setup of the calibrated vector network analyzer 
(VNA) to restore the 2 degrees' scale deflection. 
We returned to the position 0 degree and repeated 
for the other plane in steps of 2-degree scale 
deflection on clockwise until completion of the 
180 degree. Then we took into account the 
symmetry of all acquired data, which is field 
strength versus angle, so that the entire radiation 
pattern were obtained for E-plane on x-z plane as 
shown on Figure 2. The same procedure with E-
Plane was repeated for y-z plane to obtain data of 
H-plane pattern. We finally plotted the radiation 
pattern in the above manner for both E- and H-
planes after acquiring the data for H-Plane.  

 

Figure 2 Fabricated Fresnel zone plates and the 
experimental setup: radiation field of a horn antenna 

with the Fresnel Zone Plates 

4. RESULTS AND DISCUSSION 

We have performed an experimental study of the 
beam-width forming with the scenario of a far-
field radiation patterns on horn antenna 
(unloaded), a horn antenna with Types 1 and 2 at 
the seven frequencies (12.4, 13, 14,…,18 GHz) 
when the FZPs are attached to the transmitter 
antenna. Here, the azimuth and elevation half-
power beam-width angles obtained are listed in 
Table 2.  

Table 2 
E- and H- Plane beam-widths 

f 
(GHz) 

E-PLANE (degree) H-PLANE (degree) 
Air 
Horn  

Type 
1 

Type 
2 

Air 
Horn 

Type 
1 

Type 
2 

12.4 30.48 18.94 65.08 33.74 25.20 28.80 
13 30.48 13.18 33.36 31.92 17.50 23.26 
14 27.58 17.50 47.78 30.48 15.68 22.64 
15 20.38 11.74 34.80 30.18 17.40 21.32 
16 23.26 14.62 34.80 29.86 15.52 19.62 
17 23.26 17.50 36.66 25.16 13.46 18.08 
18 22.82 16.24 43.66 19.82 13.72 15.74 
 

We observed that the narrowest beam-width 
(BW) in both E- and H- Planes was obtained for a 
standard gain horn antenna with Type 1 of FZP. 
Depending on the beam-widths values, the 
narrower (smaller than the horn antenna with 
Type 1 of FZP) beam-widths in E-Plane was 
obtained for a standard gain horn antenna 
(unloaded) and horn antenna with Type 2 of FZP, 
respectively. In H-Plane, the beam-width of the 
horn antenna (unloaded) is larger than the beam-
width of the horn antenna with Type 2 FZP. In 
addition, we found that the side lobe levels were 
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suppressed in H-Plane and the side-lobes in the E-
Plane were higher than the side-lobes in the H-
Plane. It has apparently lower side-lobes 
compared with the horn antenna (unloaded), 
demonstrating that one can effectively reduce 
side-lobes of the horn antenna by attaching the 
FZPs. According to the results, the horn antenna 
with Type 1 FZP shows that a good performance 
in the Ku-band whereas an absorbing material 
caused an effect on the side lobes because of that 
the absorbing materials on the zones are not 
infinitely thin, which caused a shadowing effect 
[21]. Note that FZP reduces the quadratic phase 
error at horn's aperture plane, however, the 
radiation efficiency, reflection loss and cross-pol 
performance due to FZP must be considered. In 
this study we have performed an experimental 
study using empirical data resulting from the 
measurement of transmission parameter S21.  

4.1. E-Plane Radiation Patterns (in Polar 
Coordinates) of Horn Antenna (unloaded), 
Horn Antenna with Type 1 and 2 

The experimental far-field radiation patterns (E-
Plane) of the scenario with the real structures of 
FZPs at seven sample frequencies (12.4 through 
18 GHz) are shown in Figure 3. It is observed that 
the beam-widths of horn antenna with Type-1 at 
each frequency in E-plane have the smallest 
values. The beam-width values of horn antenna 
with Type-2 in E-plane are obtained higher than 
the beam-width values of horn antenna with 
Type-1 and smaller than the beam-width values of 
horn antenna (unloaded), respectively. Note that 
all directivity measurements are done in the scale 
of dB. 
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Figure 3 The comparison of the radiation patterns in 
E-Plane (12.4 GHz through 18 GHz) including the 
transmitter horn antenna (unloaded), the transmitter 
antenna with type 1 (wine color), and the transmitter 

antenna with type 2 (orange color) FZP 

4.2. H-Plane Radiation Patterns (in Polar 
Coordinates) of Horn Antenna (unloaded), 
Horn Antenna with Type 1 and 2 

The experimental far-field radiation patterns (H-
Plane) of the scenario with the real structures of 
FZPs at seven sample frequencies (12.4 through 
18 GHz) are shown in Figure 4. It is observed that 
the beam-widths of horn antenna with Type-1 at 
each frequency in H-plane have the smallest 
values. The beam-width values of horn antenna 
with Type-2 in H-plane are obtained higher than 
the beam-width values of horn antenna with 
Type-1 and smaller than the beam-width values of 
horn antenna (unloaded), respectively. 
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Figure 4 The comparison of the radiation patterns in 
H-Plane (12.4 GHz through 18 GHz) including the 
transmitter horn antenna (unloaded), the transmitter 

antenna with Type 1 (wine color), and the transmitter 
antenna with Type 2 (orange color) FZP  
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In E-plane, the main lobe of the horn antenna 
loaded with the absorbing layer and diffractive 
optic element is decreased whereas side lobes are 
increased when there are no significant changes 
on rear lobes at all frequencies that is measured. 
According to the angles of two orthogonal planes, 
the elevation angles of a horn antenna with the 
absorbing layer are obtained less than the 
transmitter (Tx) horn antenna (unloaded) in H-
plane that means the suppressed side and back 
lobes are obtained. Horn antenna with Type-1 and 
Type-2 has apparently lower side-lobes compared 
with the horn antenna (unloaded) in the H-plane. 

4.3. Measured Radiation Patterns (Diagonal 
Plane) in the E-Plane of Horn Antenna 
(unloaded), Horn Antenna with Type 1 and 2 

The experimental far-field radiation patterns (E- 
and H-Plane) in diagonal plane are shown in 
Figure 5 and Figure 6. 
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Figure 5 Measured far-field radiation patterns in E-
Plane (12.4 GHz through 18 GHz) including the 

transmitter horn antenna (unloaded), the transmitter 
antenna with Type 1 (wine color), and the transmitter 

antenna with Type 2 (orange color) FZP 

4.4. Measured Radiation Patterns (Diagonal 
Plane) in the H-Plane of Horn Antenna 
(unloaded), Horn Antenna with Type 1 and 2 
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Figure 6 Measured far-field radiation patterns in H-
Plane (12.4 GHz through 18 GHz) including the 

transmitter horn antenna (unloaded), the transmitter 
antenna with Type 1 (wine color), and the transmitter 

antenna with Type 2 (orange color) FZP 

5. CONCLUSION 

We have presented beamforming of the 
transmitting horn antenna by using two types of 
Fresnel Zone Plates in the Ku-band. We observed 
how paraffin as a diffractive optic material and the 
manganese soft spinel ferrites with multi-walled 
carbon nanotubes as an electromagnetic wave 
absorber that affect the radiation patterns, 
demonstrating that an absorbing material can 
effectively be used to reduction of side/back lobes 
and main lobe. Beyond that, an absorber material 
and a diffractive optic material can be a good 
solutions, concentrating the main lobe in the 
forward direction at many applications depending 
on their features. The results show that with Type 
1 FZP provides narrower beam-widths in E- and 
H- Plane whereas the side lobe levels are 
suppressed in H-plane. Therefore, this study 
offers that electromagnetic wave absorbers as a 
thin layer structure and diffractive optic element 
of paraffin can play a role on beamforming that is 
controlled by side and back lobes. As it is known, 
the approximate antenna gain depends on the 
angle values at the points where the beam widths 
in E- and H- planes are reduced by 3dB. However, 
one of the Kraus and Tai & Pereira equations 
should be used in the antenna gain calculation 
depending on the 39.77 degree which is a critical 
value for these angle values. If the beam angles 
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are less than 39.77 degrees, antenna gain can be 
calculated using the Kraus and Tai & Pereira 
equations. It is obviously seen that suppressing 
side/back lobes are associate with the antenna 
gain. Therefore, it will be possible to increase the 
antenna gain in relation to suppress the beam 
widths of the side lobes and the rear lobe. By 
taking into consideration the relationship between 
beam width and antenna gain. This article has 
unique advantages to tune antenna gain. In this 
respect, this article is thought to make a 
significant contribution to the literature in terms 
of antenna gain increase. Therefore. This article 
will lead future studies on antenna gain, taking 
into account beam width results. 
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Microcontroller-based Random Number Generator Implementation by Using 
Discrete Chaotic Maps 

 

Serdar ÇİÇEK*1 

Abstract 

In recent decades, chaos theory has been used in different engineering applications of different 
disciplines. Discrete chaotic maps can be used in encryption applications for digital 
applications. In this study, firstly, Lozi, Tinkerbell and Barnsley Fern discrete chaotic maps are 
implemented based on microcontroller. Then, microcontroller based random number generator 
is implemented by using the three different two-dimensional discrete chaotic maps. The 
designed random number generator outputs are applied to NIST (National Institute of Standards 
and Technology) 800-22 and FIPS (Federal Information Processing Standard) tests for 
randomness validity. The random numbers are successful in all tests. 

Keywords: Chaotic map, Random number generators, NIST 800-22, FIPS, Microcontroller 

 

 

1. INTRODUCTION 

Chaos theory and chaotic systems have typical 
features such as very much sensitivity to initial 
conditions, random-like behavior, ergodicity and 
broadband [1]. Chaotic systems have been used in 
different disciplines of science in the recent 
decades [2]. One of these fields is random number 
generator (RNG). RNG designs are very 
important because random numbers should be 
unpredictable in information security, encryption 
and cryptographic applications [3]. In the 
literature, various random number generators 
(RNGs) have been designed with different chaotic 
and hyperchaotic systems. Wang et al. designed 
RNG by using a single chaotic system [4]. Ergün 
et al. designed RNG by using non-autonomous 
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continuous-time chaotic oscillator [5]. Yalçın et 
al. designed RNG by using double-scroll chaotic 
system [6]. Vaidyanathan et al. [7] and Liu et al. 
[1] designed RNG by using 4D hyperchaotic 
systems. Akgul et al. designed RNG by using 
integer and fractional chaotic system based on 
microcomputer (Raspberry Pi) [8]. 

Besides chaotic and hyperchaotic systems, 
chaotic maps (CMs) are also used in chaos-based 
communication, encryption applications and 
RNG designs. There are two types of CMs: 
continuous and discrete. The continuous chaotic 
map (CM) function graph is in an unbroken 
structure [17]. Discrete CMs are generally 
obtained by iterations. In fact, discrete CMs are a 
special version of the continuous system with 
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instantaneous states depicted by continuous CM 
variables. Discrete CMs often have relatively 
simple algebraic equations than continuous CMs 
[9]. Also, the number of system state variables 
required for the hyperchaotic continuous time 
system is minimum four, but this situation is not 
necessary for discrete CMs [40]. Digital 
embedded systems cannot directly support the 
structure of continuous CMs. Therefore, the 
continuous signal needs to be discretization for 
digital embedded systems [10, 35]. 

Many CMs with different features have been 
introduced in the literature. Alzaidi et al. [11], 
Alpar [12], Hua et al. [13] and Liu et al. [14] 
introduced one-dimensional (1D) chaotic maps. 
In literature, Henon [15], Chen [16], Barnsley 
Fern [17], Tinkerbell, Lozi and other two-
dimensional (2D) discrete CMs [18-21] and 
fractional CMs [22, 23] are also introduced.  

Discrete chaotic maps are mostly used in chaotic 
maps based RNG, encryption and communication 
applications. Alghafis et al. designed encryption 
scheme based on quantum map and continuous 
chaotic system [24]. Fridrich designed symmetric 
ciphers based on continuous two-dimensional 
chaotic map [25]. Liao et al. designed secure 
image communication based on Chebyshev map 
[26]. Papadimitriou et al. proposed two new 
communication protocols by using CMs [27]. 
CMs have been widely used in encryption 
applications as well as communication 
applications. Zhang et al. presented image 
encryption design based chaotic map for different 
image formats [28]. Li et al. introduced a new 
encryption algorithm for image based on 
improved logistic map [29]. Pak et al. proposed 
an image steganography algorithm using a 1D 
chaotic map [30]. Naseer et al. introduced a new 
approach using 3D mixed CM to improve 
multimedia security [31]. Herbadji et al. 
introduced enhanced quadratic CM based color 
image encryption scheme [32]. 

RNGs are generally preferred on the basis of 
communication and encryption structures for 
information security. Chaos-based RNGs have 
also become popular in random number 
generation nowadays. For chaos-based RNG, 

chaotic maps have been used such as chaotic and 
hyperchaotic systems. Dastgheib et al. designed a 
digital pseudo RNG based on discrete sawtooth 
CM [33]. Avaroğlu et al. designed a pseudo RNG 
by using Arnold cat map [34]. Lambic et al. 
designed a pseudo RNG by using discrete-space 
CM [35]. Tutueva et al. designed PRNG based on 
adaptive discrete CMs [36]. In addition to a single 
chaotic map based RNGs, RNGs are designed 
using multiple chaotic maps. Garasym et al. 
introduced new nonlinear chaotic PRNG based on 
discrete tent and logistic map [37]. Magfirawaty 
et al. introduced RNG design based on discrete 
Henon and logistic map [38]. Ergün and 
Tanrıseven implemented RNG based on discrete-
time CM on FPAA (Field Programmable Analog 
Array) device [39].  

The chaotic maps and chaotic map based 
applications in the literature are generally 
presented as simulations. The hardware 
implementation of these chaotic maps and 
applications is important for various real 
engineering applications. Hardware realizations 
can be performed as analog or embedded system 
designs (such as FPGA - Field Programmable 
Gate Array-, Microcontroller). In analog designs, 
the values of electronic devices can vary 
depending on the ambient conditions. This 
situation is much less in embedded systems. 
Additionally, updating analog designs is more 
difficult than embedded designs. Therefore, 
embedded system designs are more advantageous 
than analog designs. In the embedded system 
designs, microcontroller chips are much cheaper 
than FPGA chips. Also, updating the design is 
easy with the microcontroller than FPGA. It is 
advantageous to use microcontrollers in similar 
applications for the stated reasons. 

In this study, first, microcontroller-based design 
is implemented of Lozi, Tinkerbell and Barnsley 
Fern discrete CMs and verified by numeric 
simulation results. Then, microcontroller-based 
RNG is implemented by using the CMs and test 
the design. 

Other parts of the article are organized as follows: 
Section-2 presents the microcontroller-based 
implementation of the discrete CMs verified by 
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simulation results, Section-3 presents the 
implementation of microcontroller-based RNG 
design by using the discrete CMs, Section-4 
provides NIST 800-22 and FIPS randomness tests 
results and Section 5 concludes the paper and 
mentions about future works.  

2. MICROCONTROLLER-BASED 
IMPLEMENTATION OF THE DISCRETE 

CHAOTIC MAPS 

In this section, Lozi, Tinkerbell and Barnsley Fern 
discrete CMs are introduced. Also the chaotic 
maps are implemented on microcontroller. In 
addition, the numerical simulation results with 
Matlab® program are compared the 
microcontroller outputs. 

Arduino UNO board given in Figure 1 is used in 
Microcontroller design. Arduino boards and its 
software are open source. The board has an 8-bit 
ATmega328p microcontroller. The 
microcontroller software is programmed 
according to the flow chart given in Figure 2. In 
the microcontroller software, microcontroller 
input settings and CM parameter values are 
performed first. In the other step, the values of the 
state variables of the CM are sent to the output via 
the USB port. Then, the new values of the state 
variables are calculated and sent to the output. 
This process continues as long as the system is 
running. 

 

Figure 1 Arduino UNO microcontroller board 

 

Figure 2 The flow chart of the microcontroller 
software 

2.1. Lozi Discrete Chaotic Map 

Lozi two-dimensional (2D) discrete-time CM 
introduced by Lozi in 1978 [19, 40]. The 
mathematical model of the Lozi CM is given in 
Eq. 1 [40]. Different outputs can be obtained by 
different values of a and b and initial conditions 
in the system. n is the discrete iteration step. 
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𝑥௡ାଵ = 1 − 𝑎|𝑥௡| + 𝑏𝑦௡

𝑦௡ାଵ = 𝑏𝑥௡
  (1) 

In this study, a = 1.5, b = 0.9999 and (x0, y0) = (0, 
0) are taken in [40]. Data received via USB port 
from the microcontroller output are saved to the 
file with the computer. Data are received from the 
microcontroller as given in Figure 3. 

 

Figure 3 Data received via USB port from the 
microcontroller output 

The phase portraits (drawn in points) of the Lozi 
CM obtained from Matlab® numerical simulation 
and microcontroller output are given in Figure 4. 
As seen in Figure 4a and Figure 4b, the numerical 
calculation result and microcontroller based 
implementation results confirm each other. 

 

(a) 

 

(b) 

Figure 4 The phase portraits of the Lozi discrete CM 
(a) Matlab simulation result (b) Microcontroller 

output result 

2.2. Tinkerbell Discrete Chaotic Map 

Tinkerbell is a two dimensional discrete time CM. 
Tinkerbell CM is given in Eq. 2 [18]. In Eq. 2, α, 
, , and δ are system parameters. 

𝑥௡ାଵ = 𝑥௡
ଶ − 𝑦௡

ଶ + 𝛼𝑥௡ + 𝛽𝑦௡

𝑦௡ାଵ = 2𝑥௡𝑦௡ + 𝛾𝑥௡ + 𝛿𝑦௡
  (2) 

In this study, α = 0.9,  = -0.6013,  = 2, δ = 0.5 
and initial conditions (x0, y0) = (-0.72, -0.64) are 
taken [18]. The phase portraits (drawn in points) 
of the Tinkerbell CM obtained from Matlab® 
numerical simulation and microcontroller output 
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are given in Figure 5. As seen in Figure 5 the 
numerical simulation result and microcontroller 
based implementation results confirm each other. 

 

(a) 

 

(b) 

Figure 5 The phase portraits of the Tinkerbell 
discrete CM (a) Matlab simulation result (b) 

Microcontroller output result 

2.3. Barnsley Fern Discrete Chaotic Map 

Barnsley Fern two-dimensional (2D) discrete-
time CM introduced by Michael F. Barnsley [17]. 
Phase portrait of this CM is similar to fern. The 
mathematical expression of the Barnsley Fern 
CM is given in Eq. 3. In Eq. 3, a, b, c, d, and e are 
parameters. In the calculation of the CM, the 
values to be taken by the parameters differ 

according to the value taken by the random 
number p. In Eq. 4, the values of the parameters 
are given according to the value of the random 
number p which in range [0, 1] [17]. Initial 
conditions of the CM are (x0, y0) = (0.1, 0.9). In 
this study, p and the other parameters values are 
taken as given in Eq. 4. 

𝑥௡ାଵ = 𝑎𝑥௡ + 𝑏𝑦௡ + 𝑒
𝑦௡ାଵ = 𝑐𝑥௡ + 𝑑𝑦௡ + 𝑓

  (3) 

 

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧

𝑎, 𝑏, 𝑐, 𝑒, 𝑓 = 0, 𝑑 = 0.16 𝑝 < 0.01

𝑎 = 0.2, 𝑏 = −0.26, 𝑐 = 0.23, 𝑝 < 0.08

𝑑 = 0.22, 𝑒 = 0, 𝑓 = 1.6  

𝑎 = −0.15, 𝑏 = 0.28, 𝑐 = 0.26 𝑝 < 0.15

𝑑 = 0.24, 𝑒 = 0, 𝑓 = 0.44  

𝑎 = 0.85, 𝑏 = 0.04, 𝑐 = −0.04 𝑜𝑡ℎ𝑒𝑟 𝑝

𝑑 = 0.85, 𝑒 = 0, 𝑓 = 1.6 𝑣𝑎𝑙𝑢𝑒𝑠

  (4) 

The phase portraits (drawn in points) of the 
Barnsley Fern CM obtained from Matlab® 
numerical simulation and microcontroller output 
are given in Figure 6. As seen Figure 6 the 
numerical simulation result and microcontroller 
based implementation results confirm each other. 
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(a) 

 

(b) 

Figure 6 The phase portraits of the Barnsley Fern 
discrete CM (a) Matlab simulation result (b) 

Microcontroller output result 

3. MICROCONTROLLER-BASED RNG 
IMPLEMENTATION BY USING THE 

DISCRETE CHAOTIC MAPS 

Microcontroller-based RNG design is 
implemented by using the three different discrete 
two-dimensional CMs which are Lozi, Tinkerbell 
and Barnsley Fern in this part. For RNG design, 
the outputs of the x and y state variables of the 
CMs are first multiplied by 1000. Thus, the values 
of the variables are magnified. The output of the 
x and y state variables of the CMs are first 
converted to 32-bit single floating point binary 
number as in Figure 7. 

 

Figure 7 32-bit single floating-point binary format 

 

In the RNG design, the first 24 bits (0,1,2, 3,…, 
23) of the 32 bit floating point binary number 
obtained from CM outputs are used for pre-
processing algorithm. The pre-processing 
algorithm is given schematically in Figure 8 and 
Figure 9. In the first case, the EXOR operation is 
performed mutually from the 0th bit of the x state 
variable of Lozi CM and the 23th bit of the x state 
variable of Tinkerbell CM (0 →23, 1 →22, 2 
→21, …). The result obtained here is applied to 
EXOR processing with the 0st bit of the x of the 
Barnsley CM. The other bits are also applied to 
the same processing in order. In this way, the first 
24-bit RNG output is obtained. 

Then, used the similar algorithm, as given in 
Figure 9 for second 24-bit RNG output. For the 
second 24-bit RNG output, y state variables of the 
CMs are used this time. First, the EXOR operation 
is performed mutually from the 23th bit of the y 
state variable of Lozi CM and the 0th bit of the y 
state variable of Tinkerbell CM (23 →0, 22 →1, 
21 →2, …). The result obtained here is applied to 
EXOR processing with the 23st bit of the y state 
variable of the Barnsley CM. The other bits are 
also applied to the same processing in order. In 
this way, the second 24 bit RNG output is 
obtained. With the algorithm given in Figure 8 
and Figure 9, 48-bit RNG output is obtained. 

 

Figure 8 First 24-bit algorithm of the RNG output 
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Figure 9 Second 24-bit algorithm of the RNG output 

The subsequent 48-bit sequences are obtained 
from the chaotic maps output values obtained 
after every 95 iteration calculations. In this way, 
different values are obtained instead of close 
numbers that are produced consecutively. 

The implemented RNG design is run on the 
microcontroller and obtained random numbers are 
tested for validity. Figure 10 shows the 
measurement set-up of microcontroller based 
RNG output signals with a computer-based 
oscilloscope. Signal sample of the random 
numbers obtained from the microcontroller output 
is given in Figure 11. 

 

Figure 10 Measurement set-up of microcontroller 
based RNG output signal with a computer-based 

oscilloscope 

 

Figure 11 Signal sample of the random numbers 
obtained from the microcontroller 
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4. RANDOMNESS TESTS OF THE 
MICROCONTROLLER-BASED RNG 

Various statistical tests are available to determine 
RNG success. Diehard, TestU01, AIS 31, FIPS 
and NIST 800-22 tests can be used to determine 
RNG performance. Diehard test package was 
introduced in 1996 by George Marsaglia. Diehard 
includes 15 statistical tests, but it has drawbacks 
and limitations, such as the sample sizes are not 
too large and the numbers to be tested must be in 
the form of 32-bit integers in the binary file [42]. 
AIS 31 test consists of 8 statistical tests. Today, 
this test is not very common in the literature to 
determine RNG performance [43]. TestU01 is 
empirical test package to determine randomness 
for RNGs. The TestU01 test also has a limitation 
that accepts only 32-bit entries [42]. 

Instead of Diehard, TestU01 and AIS 31 tests, the 
NIST 800-22 test is commonly used to determine 
RNG success in the literature. The NIST test suite 
covers many tests in other test packages. Besides 
the NIST test, FIPS test is also used in the 
literature. Therefore, in this study, NIST and FIPS 
tests were preferred to determine the random 
success rate of the implemented microcontroller-
based RNG outputs. 

4.1. NIST 800-22 Test 

NIST SP800-22 is a commonly used statistical 
test package that measures the randomness of 
sequences produced by RNGs. The NIST 800-22 
test consists of a total of 15 statistical randomness 
tests [44, 45]. The NIST 800-22 statistical test is 
a procedure that generates two hypotheses, H0 
(data random) or Ha (data not random). The 
significance level of the test is indicated by α. In 
the test, α is the probability that the test is not 
random when the sequence is really random [45]. 
The value of α is selected between [0.001 - 0.01]. 
In the NIST tests, the p value points out the degree 
of randomness and must be greater than the 
specified α parameter value in the NIST test. If p 
 α the sequence is random, if p < α the sequence 
is not random. The p takes a value between 0 and 
1. If p is closer to 1, the degree of randomness of 
the sequence is better [41, 45]. NIST tests are 

perform with standard normal and chi-square (2) 
distribution reference. The standard normal 
distribution is used to compare the test statistic 
value obtained from RNG with the expected 
value. The chi-square (2) distribution is used to 
compare the value of observed frequencies of a 
sample sequence measure to the expected 
frequencies of distribution [45]. The calculation 
formulas of all these tests can be found in detail 
in Ref [45]. For some of the NIST 800-22 tests, 
the number of sequences obtained from the RNG 
output should be sufficient. The number of 
sequences to be tested must be between 103 and 
107 [41, 45]. 

NIST 800-22 test was applied to the implemented 
RNG. In the test, α value is taken as 0,01. For the 
test, 1,000,000 bits are taken from the RNG 
output. The NIST test results are given in Table 1. 
When Table 1 is examined, it is seen that the RNG 
outputs are successful in all NIST tests. Because 
p value was obtained greater than 0,01 in all tests. 
In the "Random-excursions" and "Random-
excursions-variant" tests, only the results of at x = 
-4 and x = -9 are given in Table 1, in order for the 
table to not too long. But in all the tests, the results 
were successful in all values of x. 

Table 1 
NIST tests result of implemented microcontroller-
based RNG by using the discrete chaotic maps 

Test name 
p 

value 
Result 

Frequency 0,9729 Valid 
Block frequency 0,7410 Valid 
Runs 0,9077 Valid 
Longest run 0,6196 Valid 
Rank 0,9686 Valid 
Discrete Fourier transform 0,2402 Valid 
Nonoverlapping template 
matching (B=001111111) 

0,2040 Valid 

Overlapping template 
matching 

0,5170 Valid 

Universal statistical 0,0668 Valid 
Linear complexity 0,7258 Valid 
Serial 0,7412 Valid 
 0,9191 Valid 
Approximate entropy 0,9163 Valid 
Cumulative sums 0,6718 Valid 
Random-excursions-test 
(x= 4)    

0,8830 Valid 

Random-excursions-
variant test (x = 9) 

0,4597 Valid 
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4.2. FIPS Test 

In addition to the NIST 800-22 test, the FIPS test 
was also applied for the RNG success determine. 
The FIPS test consists of four separate tests: 
Monobit test, Poker test, Run test and Long Run 
test. For every FIPS test, 20,000 bits (1 and 0) are 
required. If any of the four tests fail, the RNG 
does not pass the FIPS test. Each test result has a 
required range to succeed [46]. The purpose of the 
“monobit” test is to determine the distribution of 
'0' and '1 'in the bit sequence. The purpose of the 
"poker" test is to determine if the number of 
repetitions of the specified block pieces is within 
the required range. The purpose of the “run” test 
is to determine if all consecutive bit sequences of 
all '1' or '0' values that are part of the 20,000 bits 
stream are within the desired range. The purpose 
of the "long run" test is to determine if there are 
more than 34 consecutive bits in the "run" test [46, 
47]. 

For the FIPS test, 20,000 bits are taken from the 
implemented RNG output. The FIPS test 
requirements and results are given in Table 2. 
When Table 2 is examined, it is seen that the RNG 
outputs are successful in all FIPS tests. 

Table 2 
FIPS tests result of implemented microcontroller-
based RNG by using the discrete chaotic maps 

Test 
name 

Required 
condition 

Test result 
value 

Result 

Monobit 9654 < X <10346 9963 Valid 

Poker 1.03 < X < 57.4 51 Valid 

Run 

Consecutive 1 and 
0 block length = 1 

 
2267 < X < 2733 

2479 Valid 

 

Consecutive 1 and 
0 block length = 2 

 
1079 < X < 1421 

1190 Valid 

 

Consecutive 1 and 
0 block length = 3 

 
502 < X < 748 

681 Valid 

 

Consecutive 1 and 
0 block length = 4 

 
223 < X < 402 

314 Valid 

 

Consecutive 1 and 
0 block length = 5 

 
90 < X < 223 

156 Valid 

 

Consecutive 1 and 
0 block length = 6 

and more 
 

90 < X < 223 

144 Valid 

Long 
Run 

All consecutive 
blocks of "1" and 
"0" must be less 

than 34. 

No 
consecutive 

blocks 
greater than 

34 were 
found. 

Valid 

5. CONCLUSIONS AND FUTURE WORK 

In this study, firstly, two-dimensional (2D) Lozi, 
Tinkerbell and Barnsley Fern discrete CMs are 
implemented based on microcontroller. When 
Figure 4, Figure 5 and Figure 6 are examined, the 
numerical simulation results performed in the 
Matlab® program and microcontroller output 
results confirm each other. Then, microcontroller 
based random number generator with the pre-
processing algorithm given in Figure 8 and Figure 
9 is implemented by using the three different 
discrete CMs. The RNG outputs are applied to the 
NIST 800-22 and FIPS tests and passed the all 
tests.  

Consequently, implemented microcontroller-
based RNG by using CMs can be used in a variety 
of engineering applications. In future works, 
chaos based encryption and communication 
applications can be realized with the RNG outputs 
obtained in this study. Similarly, the RNG outputs 
can be used for random number needs in various 
optimization algorithms. In this way, optimization 
success can be increased. 
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 Real-Time Obstacle Avoidance Based on Floor Detection for Mobile Robots 

 

Adem HİÇDURMAZ*1, Adem TUNCER2 

 

Abstract 

Obstacle detection and avoidance are two main problems that demand solutions in the 
autonomous movement of mobile robots. To this end, the robots have been equipped with 
sensors and cameras. This study proposes a new method that allows mobile robots to move 
freely without any collision in an uncertain (i.e., both static and dynamic) workspace by 
processing images taken using a real-time webcam. In the study, a robot was allowed to move 
depending on the visibility and suitability of the floor in the images. These steps were repeated 
for each new image and, furthermore, the images were segmented based on an adaptive 
threshold obtained by calculating the statistical parameters. This segmentation was aimed to 
separate the floor from other areas in the study. Experimental results demonstrate that the 
proposed method is extremely successful to separate the floor from other regions and has a low 
cost and flexible method for obstacle avoidance. 

Keywords: Mobile robot, Obstacle avoidance, Floor detection, Image segmentation, Adaptive 
threshold 

 

 

1. INTRODUCTION 

It is critical for a mobile robot to be able to move 
freely in a known or unknown environment by 
avoiding obstacles. Detecting and avoiding 
obstacles are among the most important and 
challenging issues to be considered in safe 
navigation. Various methods have been proposed 
to solve the obstacle avoidance problem. Some 
approaches use laser sensors [1], and some use 
ultrasonic sensors [2]. In addition to sensors, 
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vision-based methods are also used to avoid 
obstacles. 

Various studies have been conducted on vision-
based approaches using monocular [3, 4] or stereo 
[5] cameras. Vision-based systems provide 
significant information about the environment 
with a wide perspective [6]. An autonomous 
mobile robot using a camera can map an unknown 
environment with no prior information. Images 
taken with cameras can provide abundant 
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information about the environment, including 
brightness, color, and texture.  In vision-based 
systems, images must be processed in real-time. 
The acquired images may contain various noises 
due to factors such as the amount of light, the 
brightness of the objects, and the angle of the 
camera, which cause deterioration in image 
quality. During image processing, segmentation 
and threshold techniques are applied to eliminate 
these negative effects and achieve successful 
results [7, 8]. Image segmentation, one of the 
most fundamental issues in image processing, 
subdivides a digital image into various parts of 
pixels [9]. 

Several past studies have focused on floor 
detection. Instead of detecting the obstacles, the 
areas where the robot can move freely are 
obtained by processing the floor images. 
Processing floor images for navigation without 
collision is practical and effective, especially for 
robots used in indoor environments. The floor-
detection method establishes the separation of the 
floor and the obstacles at a low cost by processing 
the images obtained by the camera on the robot. 
No additional processing cost is required to 
determine the characteristics of the obstacles, 
such as location and dimensions. 

In this study, we propose a novel floor-based 
detection approach for autonomous robots to 
effectively avoid obstacles, based on monocular 
vision. The major drawback to floor-based 
detection is that objects close to the floor, such as 
walls, cannot be detected. The motivation in this 
study was to perform segmentation by simple and 
fast filtering on images obtained simultaneously 
to distinguish between the floor and obstacles in 
the images taken and to determine the areas where 
the robot can move freely. 

Classical segmentation methods can achieve very 
good results when the colors in the image are 
significantly different from each other [10]. While 
the obstacles have certain edge characteristics, the 
areas described as floor are variable, and it is very 
difficult to obtain features of the floor from the 
images. In our study, a statistical method was 
applied to the images to determine the floor areas. 
The image segmentation technique of 
thresholding was used. Thresholding is of great 

importance in the detection process [11], and it is 
one of the most common and simple methods 
[12]. Since the effects of negative factors (light, 
shade, etc.) and colors in each image will vary, 
segmentation was performed with an adaptive 
threshold value. Comparisons between the 
segments were made according to the percentage 
change of the arithmetic mean (PCAM). The 
proposed method can be used effectively in static 
and dynamic environments. 

The main contributions of this study are 
summarized as follows: 

 An effective method based on a monocular 
camera that can be used to avoid collision has 
been proposed. 

 The mobile robot is capable of navigating by 
avoiding obstacles in a known and unknown 
environment. 

 Since obstacles are not detected separately, 
obstacle avoidance is achieved quickly and 
easily without the need for additional filters 
(e.g. Canny, Sobel, and Laplacian). Thus, the 
calculations are performed at a lower cost. 

 To our best knowledge, this is the first study 
that uses the PCAM to find similarities or 
differences between segments. 

2. LITERATURE REVIEW 

Obstacle detection and avoidance have key roles 
in mobile robot navigation systems. To solve 
these challenging processes, numerous studies 
have been carried out, especially with vision-
based systems. Li et al. [13] proposed image-
based obstacle avoidance. They combined the 
dynamic window approach (DWA) and artificial 
potential field algorithm to determine the path of 
motion and to avoid obstacles. Kalogeiton et al. 
[14] used a stereo camera for mapping the 
environment for both obstacles and free space. 
After mapping the environment, the cognitive-
based adaptive optimization (CAO) approach was 
used for the next optimum motion. Dönmez et al. 
[15] proposed a Gaussian controller method that 
would allow the robot to be advanced from an 
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initial position to the target position by 
determining the least costly path between the 
starting and target position on the images obtained 
from a camera mounted on the ceiling. Tuncer and 
Yildirim also [16] proposed a whole system for 
mobile robots including a vision-based path 
planning system using a camera mounted to the 
ceiling for locating the robot and obstacles. 
Mishra and Panda [17] proposed a multilevel 
color image segmentation method using entropy-
based thresholding and bat algorithm. In the 
study, to measure the performance of the method, 
several objective functions, such as RMSE, 
PSNR, Jaccard similarity coefficient were used. 

Some of the vision-based navigation studies 
include floor detection approaches. Benn and 
Lauria [12] proposed a two-stage method that can 
be used in dynamic environments, using a 
combination of image color segmentation and 
edge detection. Their study focused on separating 
the floor and obstacles from traversable space. 
The first stage uses segmentation for color images 
and the second stage uses the Canny filter and 
Hough transform to clarify the edges of the floor. 
However, since pixel-based evaluation and edge 
filters were emphasized in the study, objects that 
were very similar to the floor, such as the wall 
could be indistinguishable. Bhowmick et al. [18] 
relied on floor detection using a conventional 
breadth-first search-based region-growing 
technique to detect obstacles. However, they 
stated that the process was slow because of the 
many conditions in the study. Chun et al. [19] 
proposed detecting the floor candidate regions by 
exploiting the nonlinear diffusion method and 
detecting floor regions using the image 
segmentation technique. Li and Birchfield [20] 
proposed a combination of vertical edges, 
thresholding, and segmentation to approximate a 
wall-floor boundary. Their technique combined 
three visual cues for calculating the likelihood of 
horizontal intensity edge line segments defining 
the wall-floor boundary. Ling et al. [21] proposed 
a combination of k-means clustering and 
improved principal component analysis (PCA) 
methods for vision-based floor segmentation in 
indoor robot navigation, with a camera that was 
fixed on the ceiling. However, because the camera 

was on the ceiling, objects that the robot could 
pass under could also be perceived as the floor. 

3. METHOD OVERVIEW 

Since the variety and shape of obstacles in an 
indoor environment can be unlimited, the 
detection of the floor instead of the obstacles is 
the focal point of the proposed method. Various 
filters are available for detecting the edges of 
objects in an image. The most used filters are 
Canny, Sobel, and Laplacian. In the proposed 
approach, floor detection can be performed 
quickly and easily without the use of these filters. 
Image segmentation is one of the first and most 
important steps in image processing; in this 
process, an image is partitioned into multiple 
segments. Since light, shadow, and patterns are 
factors that have a significant impact on the pixel-
based approach to floor detection, in this study, 
the image is divided into segments and then 
processed. 

In the study, all the images were resized to the 
300×535. Grid-based segmentation was applied 
to the images, as shown in Figure 1. As seen in the 
figure, the image is segmented to 37×5 which 
performs well for images of the size 300×535 in 
the experiments. The number of segments can be 
changed depending on the size of the image or 
robot. 

 

Figure 1 An example of image segmentation 
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The floor is always located in the lower half of the 
images. To reduce the possibility of errors and 
avoid unnecessary operations, the bottom half of 
the image is processed. The edges of the floor and 
the parts where the obstacles begin are important 
for the movement of the robot. Areas that are 
upper the obstacles in the images are not 
considered because they are not be related to robot 
movement. Even if there are errors in the 
detection of floor segments that are far from the 
robot, the image becomes clearer when the robot 
moves, when these segments are approached. 
Therefore, the floor segments which are close to 
the robot are notable, others are negligible. For all 
these reasons, ground detection is carried out by 
considering the segments close to the robot, not 
the entire image in the movement of the robot. 

The sample segment, which is indicated by s, is 
selected from the bottom of the image because 
this will very likely be the floor. The arithmetic 
means of all the segments are calculated and 
compared with the segment s, which is detected 
as the floor. Values lower than the predefined 
threshold value are considered to be the floor. 
After comparing the segments, the floor segments 
are assigned a value of ‘0’ and the other segments 
are assigned a value of ‘1’ to obtain a filtered 
matrix. This study uses an adaptive threshold 
value instead of a fixed value. The PCAM is taken 
as the threshold value. For indoor images, the 
floor images may be similar to the images of other 
objects (wall, curtains, sofa, etc.). In this case, the 
threshold value must be changed dynamically to 
be effective. In this study, the threshold value is 
updated at the end of each new image captured by 
the camera. If the standard deviation of the 
filtered matrix is low, the threshold value is 
increased by one unit as a percentage, otherwise, 
it is decreased by one unit. 

𝐴 =  
ଵ

௡
∑ 𝑎௜

௡
௜ୀଵ  (1) 

where A is the arithmetic mean of any segment, a 
is the pixel values, and n is the number of pixels, 
which is given by Equation 1. The PCAM is found 
by Equation 2. 

𝑝 =  |𝐴 − 𝑠(𝐴)|/𝑠(𝐴) × 100   (2) 

where p is the PCAM of two segments and s(A) is 
the arithmetic mean of the s segment. The filtered 
matrix is obtained by Equation 3. 

𝐹𝑀௜௝ =  ൜
0,       𝑖𝑓 𝑡 > 𝑝
1,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (3) 

where FM is the filtered matrix, i and j are the 
dimensions of the matrix, and t is an adaptive 
threshold value. 

Then, the standard deviation of the filtered matrix 
is calculated. The low standard deviation makes it 
difficult to distinguish between the floor and other 
things, such as a wall or curtains. This status 
indicates that the segments are close to each other 
in terms of the arithmetic mean value. In this case, 
the threshold value is reduced, otherwise, this 
value is increased. Thus, robust results are 
obtained for close segments. The filtered matrix 
provides effective floor information for robot 
navigation. Since the size of the filtered matrix is 
much smaller than the size of the original image, 
the trajectory planning on this filtered image can 
be done quickly. 

Algorithm 1. Pseudo-code of floor detection 

Input     : Current frame as a matrix M  
Output  : Filtered matrix FM 
s ← getMatrixSampleAreaMean(M) 
t ← threshold acceptable rate of changes 
v ← reference variance value 
row ← getRowByImageSize(M) 
col ← getColByImageSize(M) 
foreach i=0 to gridrow do 
     foreach j=0 to gridcol do 
          m=getCurrentGridPartMean() 
          p=getPercentageofChange(s,m) 
          if t is greater than p then 
               FM[i][j] is 0 
          else 
               FM[i][j] is 1 
     end 
end 
if (FM.variance <= v) 
    update threshold value (t=t+t×0.1) 
return FM 

Algorithm 1 shows the pseudo-code of the floor 
detection used in the study. PCAM is calculated 
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using the steps followed in the algorithm. How 
many parts the image will be horizontally and 
vertically divided into is dynamically determined; 
then, the threshold in which the arithmetic mean 
change will be most effective is identified. The v 
value which is the reference variance value used 
in the algorithm is used to decide whether the 
threshold value should be updated. The threshold 
value is updated if the variance of the image is 
smaller than v, otherwise not update. 

 

Figure 2 A horizontal part of the image consisting of 
5 segments 

Figure 2 shows the top row of the segmented 
image seen in Figure 1. A comparison of the 
variance, standard deviation, and arithmetic mean 
values of the sample segment s and five segments 
are shown in Table 1. 

Table 1 
Variance, mean and standard deviation values for 
sample s segment and 5 segments 

Method s s1 s2 s3 s4 s5 

Variance 0.22 416.01 0 388.38 0 0 

Arithmetic 
mean 

121.66 81.63 68 40.45 68 68 

Standard 
deviation 

0.47 20 0 20 0 0 

As shown Table 1, the variance of segment s is 
0.22, the arithmetic mean is 121.66, and the 
standard deviation is 0.47. Moreover, although 
the variance and standard deviation values are 
very close to the s segment, s2, s4, and s5 have very 
different arithmetic means. In this respect, the 
variance and standard deviation values used in 
image processing will be insufficient for 
distinguishing between the floor and the other 
objects. Therefore, PCAM has been proposed in 
the study. 

4. EXPERIMENTS 

In this study, image segmentation was performed 
in a simple and fast way with the proposed 
method, and the effect of the PCAM was 

determined to find the similarities between the 
segments. Experiments were performed on a 
machine with i7 1.8 GHz CPU and coded in 
Python programming language. The proposed 
algorithm is able to process an image in about 40 
milliseconds. The method also works effectively 
in environments with dynamic obstacles.  

Firstly, simulation studies with different images 
were carried out on the Robot Operating System 
(ROS) [22] framework to demonstrate the 
performance of the proposed algorithm. The 
Kinect cam was used to obtain the images in the 
ROS. The images were captured at 20 frames per 
second. The robot which used for simulations 
moves at 0.25 m/s when there is no obstacle, but 
slowdowns its speed when detected any obstacle. 

After the successful results from the simulation 
studies, floor detection was performed on the real 
images, and these were presented here. Figure 3 
shows: (a) the image taken from a real 
environment, (b) the filtered image according to 
the variance, (c) the filtered image according to 
the standard deviation, and (d) the filtered image 
according to the PCAM. The noise, which is a 
light, shadow, and a floor with a pattern, makes it 
difficult to detect the floor. For example, as seen 
in the image, there is a carpet with patterns. 
However, with the proposed method, as shown in 
Figure 3(d), the floor in the actual environment 
image can be easily detected. 

 

Figure 3 (a) Original image (b) variance (c) standard 
deviation (d) PCAM 
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Since the threshold value may vary depending on 
the complexity and size of the images, it has no 
fixed value. Experiments were carried out with 
different initial threshold values for the same 
image, and the appropriate value was determined 
according to the similarity ratio of the sample 
floor segment and other segments in the image. 
Therefore, the initial threshold value for the 
images given in the study was considered as 40, 
and at each step, the threshold value is updated 
according to the variance value of the filtered 
image. The arithmetic means of the sample 
segment and other segments were compared and 
the segments with at least the same threshold 
value were marked as “1” and the others as “0”. 

In Figure 4, an obstacle is placed in the 
environment, and the effect of the method is 
observed when the environment is dynamic. It is 
clear that the proposed method can better detect 
the obstacle and distinguish it from the floor. This 
allows the mobile robot to easily distinguish 
between the floor and the obstacles in dynamic 
environments during autonomous navigation. 

 

Figure 4 (a) Original image (b) variance (c) standard 
deviation (d) PCAM 

Even if the floor and objects can be distinguished, 
it is a little more difficult to distinguish objects 
that are similar to the floor. For example, in 
general, the floor and wall have similar features. 
As can be seen in the Figure 5, although the 
distinction between floor and wall is difficult, the 

difference between the proposed approach can be 
clearly determined. 

 

Figure 5 (a) Original image (b) variance (c) standard 
deviation (d) PCAM 

 

Figure 6 Effect of different threshold values 

In addition, experiments in which the threshold 
values for the image of Figure 5 are applied as 20, 
30, 40, and 50 are shown in Figure 6 to show the 
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effect of the initial threshold values. The 
appropriate threshold value for this image appears 
to be 50. The effect of adaptive threshold value on 
the separation of floor and wall is quite effective 
and, in this respect, the threshold value is used 
adaptively in the study. 

5. CONCLUSION 

This study proposed a new image-based floor 
detection approach in an indoor environment for 
autonomous mobile robots. The floor was 
detected using image segmentation and an 
adaptive threshold. Then, the segments were 
compared according to PCAM to determine 
which segments constitute the floor. To the best 
of our knowledge, the present study is the first to 
use the PCAM for the identification of the 
similarities or differences between the segments. 
However, it should be noted that even if the floor 
and the wall are similar, the floor can easily be 
separated from the wall. Additionally, as the 
proposed method does not require any prior 
knowledge of the environment, it can be applied 
to real-time problems. 

The experimental results show that the proposed 
algorithm reaches 92% accuracy, which shows 
successful in separating the floor from other 
regions making it a highly flexible method for 
obstacle avoidance. Hence, it can be concluded 
that the proposed provides successful results at a 
low cost without the need for additional filters that 
are used in image processing. 
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Theoretical and Experimental Comparison of Micro-hardness and Bulk 
Modulus of Orthorhombic YBa2Cu3-xZnxO Superconductor Nanoparticles 

Manufactured using Sol-Gel Method 
 

Elif AŞIKUZUN*1, Özgür ÖZTÜRK2 

 
Abstract 

In the present study, the sol-gel method was preferred for the production of superconductor 
materials since it is known that the sol-gel method is useful in producing nanoparticles. The Zn 
(Zinc) doped YBCO-123 superconductor samples (YBa2Cu3-xZnxO) were produced. The main 
objective in the present study was to examine the effects of both of Zn doping and sol-gel method, 
which was chosen as the production method, on the structural, electrical, and mechanical properties 
of Y-123 superconductor materials. Especially, the effects of the nanoparticles and doping on the 
mechanical properties of materials were discussed over the bulk modulus. It was aimed to obtain 
information about the mechanical properties by comparing the bulk modules calculated 
theoretically and experimentally. Besides that, the XRD, SEM, and resistivity measurements were 
performed in order to characterize the structural and electrical properties.   

Keywords: Sol-gel, vickers, bulk modulu, micro-hardness 

 

1. INTRODUCTION 

The mechanical behavior of the materials 
reflects the deformation or resistance of 
material against the force or load applied. 
Depending on the force applied to the 
material, two types of deformation occur; i) 
elastic (non-permanent change) and ii) plastic 
(permanent change). The elastic deformation 
refers to the change of distance between the 
atoms of material, on which the force is 
applied, without any separation between the 
adjacent atoms. When the applied force is 

                                                           
*Corresponding Author: easikuzun@kastamonu.edu.tr 
1Kastamonu University, ORCID: https://orcid.org/0000-0003-1850-7080 
2Kastamonu University, E-Mail: oozturk@kastamonu.edu.tr 
 ORCID: https://orcid.org/ 0000-0002-0391-5551 

 

removed, then the object gains its previous 
form. If the stress created on the material by 
the force applied exceeds beyond the 
elasticity limit of the material, then the 
permanent deformation called plastic 
deformation occurs. In other words, the 
materials deform under the external forces. 
When the applied forces are removed, the 
deformation is called “elastic” (reversible) if 
the material gained its previous size and 
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shape, it is called “plastic” (permanent) if the 
previous form was not gained.  

The hardness is defined as the material’s 
resistance to the friction, scratch, cutting, and 
plastic deformation. The value obtained from 
the hardness measurements performed in the 
laboratories using special devices is the 
resistance of material against to the plastic 
deformation. 

The most common and effective experiment 
carried out in order to determine the 
mechanical properties of the materials is the 
hardness measurement. The main reasons for 
this are that the procedure is simple and that 
it damages the sample less than the other 
procedures do. The other advantage is that the 
hardness of a material is directly 
proportionate to the other mechanical 
properties [1-4]. For instance; the tensile 
strength of steels is directly proportionate to 
the hardness. Thus, it is possible to have an 
idea about the strength of the material by 
measuring the hardness. 

In the present study, the mechanical 
properties of the Zn doped YBCO-123 
superconductor nanoparticles (YBa2Cu3-

xZnxO) which were produced using sol-gel 
method, are reported by making use of both 
experimental and theoretical data. The 
microhardness and bulk module values 
obtained experimentally were compared with 
the theoretically obtained results. Moreover, 
in order to determine the crystal structure and 
lattice parameters of the superconductors, the 
X-ray diffraction (XRD) measurements were 
performed, whereas ρ-T measurements were 
performed in order to examine the 
superconductor characteristics.  

2. EXPERIMENTAL DETAILS 

In the present study, the sol-gel method that 
is one of the methods most widely used for 
obtaining nano-sized samples was used. 
YBa2Cu3-xZnxO samples were prepared by 

using yttrium (III) acetate hydrate, barium 
acetate, copper (II) acetate, and zinc acetate 
dihydrate powders, as well as the acetic acid 
and methanol as solvents. 3 g powder 
mixtures (Y, Ba, Cu and Zn) were prepared 
for each sample and the zinc acetate dihydrate 
powder was added by 1%, 5%, 10%, 20%, 
and 50%. The solutions that were prepared 
were stirred using a heated magnetic stirrer 
for 8 hours with closed cover until obtaining 
a transparent solution. Then, the stirring 
process was continued for approx. 12 hours 
until the solution gelled. Then, the samples 
were dried in muffle furnace at 300o for 30 
minutes. The powder samples were calcined 
for three times at 850o for 24 hours. The 
produced powder samples containing Zn 
were named Zn0.01, Zn0.05, Zn0.10, Zn0.20, and 
Zn0.50, whereas the undoped sample was 
named Zn0.00.  

3. RESULTS 

3.1. XRD and SEM Measurements 

X-ray diffraction method was used to 
determine the crystal structures and lattice 
parameters of the materials. XRD 
measurements were performed by Bruker D8 
Advance X-ray powder diffractometer using 
𝐶𝑢𝐾ఈ  (𝜆 = 1,541Å) radiation in the range of 
30≤ 2θ ≤900 at a scan speed of 4°/min. When 
XRD graph was examined, it was seen that 
the dominant phase in all samples was the Y-
123 phase (Figure 1). There were no peaks of 
Zn ion doped instead of Cu ion. This result 
was shown that Zn ions entered into the 
YBCO structure [5, 6]. In addition, the ionic 
radius (0.73 Å) of the Cu (+2) ion was 
comparable with the ionic radius of the doped 
Zn (+2) ion (0.74 Å). 
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Figure 1 XRD patterns for all samples 

In the literature, the lattice constants of the Y-
123 system which has orthorhombic 
symmetry (𝑎 ≠ 𝑏 ≠ 𝑐) are 𝑎 = 3.82 Å, 𝑏 =

3.89 Å ve 𝑐 = 11.7 Å. In this study, it was 
seen that the lattice parameters and crystal 
structure obtained for the Zn doped Y-123 
system conformed with the literature (Table 
1). In addition, grain sizes of the samples 
were calculated using the Warren-Scherrer 
equation [7]. As can be seen from Table 1, the 
Zn doping was decreased the grain size 
compared with the undoped sample. 

Table 1 
a, b, c lattice parameters and grain size values of 
samples 

Samples Lattice Parameters 
Grain 
Size 

(𝑛𝑚) 

𝑎 (Å) 𝑏 (Å) 𝑐 (Å) 

𝐙𝐧𝟎.𝟎𝟎 3.81 3.89 11.65 92.39 

𝐙𝐧𝟎.𝟎𝟏 3.85 3.83 11.02 77.96 

𝐙𝐧𝟎.𝟎𝟓 3.88 3.87 10.77 72.06 

𝐙𝐧𝟎.𝟏𝟎 3.81 3.80 10.98 63.67 

𝐙𝐧𝟎.𝟐𝟎 3.83 3.83 10.54 60.93 

𝐙𝐧𝟎.𝟓𝟎 3.82 3.79 10.99 60.71 

 

The surface morphology of the samples was 
examined by using FEI brand QUANTA FEG 
250 model scanning electron microscopy 
(SEM). The surface images obtained at 10000 
magnifications were given in Figure 2. 

According to SEM results, we can say that 
grain size decreased and inter-particle pores 
increased with increasing the Zn doping.  

 

          a) Zn0.00 
 

 
                           b) Zn0.05 
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c) Zn0.10      
 

 
                               d) Zn0.20 

Figure 2 SEM images for all samples 
 

3.2. Resistivity Measurements 

For electrical measurements, contacts were 
performed by a standard four-point method 
using a silver paste on the surface of samples. 
The He cooled closed-circuit cryostat system, 
the Lakeshore 336 temperature controller, the 
Keitley 2400 current source and the Keithley 
2182 A Nanovoltmeter devices were used. 

Above the onset transition temperatures 
(Tc

onset) of the samples were determined as the 
transition temperature from normal state to 
superconducting state were shown metallic 
behavior (Fig. 3). 𝑇௖

௢௡௦௘௧  were 89𝐾, 84𝐾, 
75𝐾, 56𝐾 and 54𝐾 for undoped, 
𝑍𝑛଴.଴ଵ, 𝑍𝑛଴.଴ହ, 𝑍𝑛଴.ଵ଴ and 𝑍𝑛଴.ଶ଴ samples, 
respectively. Zn0.50 sample showed insulating 
behavior. Zn doping negatively affected to 
𝑇௖

௢௡௦௘௧ . However, the effect of nanoparticles 
on the electrical properties of materials was 
not determined. 

 
Figure 3 Normalized resistivity as a function of 

temperature curves for all samples 
 

3.3. Microhardness measurements 

The mechanical characterizations of samples 
were carried out using Shimadzu brand 
HMV-2 model digital static microhardness 
tester. The hardness is generally determined 
by measuring the resistance of material 
against a standard conic or spherical tip. The 
tip that is chosen appropriately leaves a trace 
on the material when it is pushed on the 
material under a constant load. In general, the 
hardness of the material is inversely 
proportional to the size of this trace [8-10]. 
The hardness measurements, which are 
performed in laboratories by using special 
devices, are classified based on the tip being 
used, the force being applied, the size of trace, 
and the method of measurement. The most 
widely used microhardness measurement 
methods are Brinell, Rockwell, Knoop, and 
Vickers methods. 
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In the present study, the Vickers 
microhardness measurement method, in 
which a diamond tip is used in order to 
prevent the negative consequences of the 
change of the geometrical shape of trace 
observed in Brinell experiment, was 
preferred. In the Vickers method, the pyramid 
stinging tip with 136° of apex angle between 
the counter-surfaces of the pyramid having 
square base is stung onto the sample for 10 
seconds under force (F). Five different levels 
of force (0.245, 0.490, 0.980, 1.960, and 
2.940 N) were applied to the superconductor 
samples during the procedures. After 
removing the load, two diagonal length of the 
trace (d1 and d2) on the material are measured 
using a microscope and the arithmetic mean 
(d) is calculated. This procedure is repeated 
for minimum 10 times for each load and the 
mean value is calculated. Vickers hardness 
value is the proportion of load expressed in 
gram to the area of trace expressed in µm2. 
Vickers microhardness value is calculated 
using the formula below, 

        HV= 1854.4 
 ୊

ୢమ                      (1)      

The microhardness values obtained 
experimentally are presented in Table 2. 
Moreover, the diagram of the change in 
microhardness depending on the force 
applied (Hv-F) is presented in Figure 4. As 
seen in the figure, the microhardness values 
increased in parallel with the load applied. 
This behavior is defined as RISE (Reverse 
Indentation Size Effect) in the literature. 
These materials exhibit only the plastic 
deformation. No elastic deformation is 
observed or it is at much lower levels when 
compared to the plastic deformation. 
Furthermore, as it can be seen in Figure 3, the 
hardness values did not change when the 
loads higher than 1N were applied. In and 
after this region that is called the saturation 
region, there would be no significant change 
in the hardness value even if the load applied 

is increased [11-14]. While calculating the 
microhardness values, the bulk modules of 
the material were calculated by using 
Equation (2).  

0

1

2

3

4

5

6

0 0,5 1 1,5 2 2,5 3

Zn0.00
Zn0.01
Zn0.05
Zn0.10
Zn0.20
Zn0.50

H
v (

G
P

a)

F (N)

   
  Figure 4 Vickers microindentation hardness 

variation as a function of indentation test load for all 
samples 

 

       𝐵 = 81.9635 𝐻௏                                  (2) 

The bulk module is an elastic characteristic 
that defines the decrease in a material 
exposed to a applied force. The results 
obtained are presented in Table 2. As it can be 
seen in the table, the microhardness value of 
the material did not change in parallel with 
the Zn doping when compared to the undoped 
sample. The microhardness values decreased 
in Zn0.01, Zn0.05, and Zn0.10 samples and 
decreased in Zn0.20 and Zn0.50 samples. The 
decrease observed here is related with the 
status of impurity phases and irregularity. 
These factors lead the strong bonds to weaken 
and, thus, the microhardness to decrease. 
Moreover, the decrease in value of Hv causes 
increase in resistivity between the particles, 
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reduction in the interparticular transmission 
surface, and weakening in the borders of 
particles. Here, the material behavior did not 

change but the microhardness values were 
observed to change in parallel with the Zn 
doping.  

Table 2 
The experimental values of Hv and B weakening in the borders of particles. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to be able to compare the 
experimental results that we obtained to the 
theoretical results, an empirical approach was 
developed for the bulk module [15]. In this 
approach, it is possible to obtain a projectable 

value in examining the bulk modules of all the 
compounds consisting of elements between I 
and VII [15]. Given the results, there is an 
approx. scale for these materials. 

     𝐵=550𝑑−3                                              (3) 

Samples 
 

F (𝐍) Exp. 
𝐇𝐯 (𝐆𝐏𝐚) 

Exp. 
B (GPa) 

𝐙𝐧𝟎.𝟎𝟎 0.245 2.126 174.27 
0.490 3.073 251.92 
0.980 3.401 278.78 
1.960 4.121 337.84 
2.940 4.186 343.11 

𝐙𝐧𝟎.𝟎𝟏 0.245 0.728 59.72 
0.490 1.979 162.23 
0.980 2.245 184.08 
1.960 2.687 220.30 
2.940 2.621 214.87 

𝐙𝐧𝟎.𝟎𝟓 0.245 0.672 55.10 
0.490 1.715 140.56 
0.980 2.173 178.14 
1.960 2.478 203.12 
2.940 2.513 205.99 

𝐙𝐧𝟎.𝟏𝟎 0.245 0.576 47.21 
0.490 1.651 135.32 
0.980 2.105 172.54 
1.960 2.224 182.28 
2.940 2.360 193.43 

𝐙𝐧𝟎.𝟐𝟎 0.245 3.658 299.85 
0.490 4.416 362.02 
0.980 4.808 394.10 
1.960 5.377 440.72 

2.940 5.385 441.38 
𝐙𝐧𝟎.𝟓𝟎 0.245 3.753 307.64 

0.490 4.503 369.09 
0.980 5.019 411.44 
1.960 5.608 459.69 
2.940 5.882 482.16 
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The d here refers to the bond length of the 
crystal structure. The doping applied to the 
materials may cause local planar defects on 
the samples. These defects cause extra 
reflections arising from n different planes 
differing from the XRD patterns. These 
changes create changes in the mean length of 
bond.  

As known, different crystal structures have 
different lengths of bond. The lengths of these 
bonds vary depending on the lattice 
parameters of the crystal. The YBCO 
superconducting materials have body-
centered orthorhombic crystal structure. 
Some of the important characteristics of 
orthorhombic structure are provided below; 

Lattice parameters 𝑎≠𝑏≠𝑐 

Bond angles 𝛼=𝛽=𝛾=90 

Bond length   𝑑 = ට௔మ

ଽ
+ 𝑐ଶ ቀ

ଵ

ସ
− 𝑢ቁ

ଶ

      (4) 

𝑢 is related with 𝑐/𝑎. 

      𝑢 = 0.24 ඥ1 − 𝑎ଶ/𝑐ଶ                        (5) 

Using the theoretical B values calculated with 
Equation 3, the theoretical microhardness 
values were calculated (Eqn.2). All of the 
calculated values are presented in Table 3. 
The calculated values are different from the 
experimental values. This can be explained 
with the difference of samples’ porosity from 
the estimated values. Moreover, the 
theoretically calculated B value depends on 
the bond length. The bond length depends on 
the lattice parameters. Since the crystal 
structure of examined materials did not 
change with the doping, no significant change 
was observed in the lattice parameters and 
consequently the bond lengths. The crystal 
structures of samples with and without 

doping are body-centered orthorhombic. This 
crystal structure is also seen in data cards 
obtained from the XRD measurement. 
Besides that, the bulk module values obtained 
experimentally are calculated with a force 
applied on the surface of sample. The possible 
accumulation at the particle borders or 
porosity changing with the doping directly 
affects the hardness measurements. Detecting 
this difference is almost impossible in 
theoretical calculations. Thus, the difference 
between the theoretically calculated values 
and the experimentally obtained ones can be 
explained.  

Moreover, in the literature, there are the 
mathematical models used in microhardness 
analysis. As specified in previous studies, 
these are Meyer’s law, proportional sample 
resistance (PSR) model, elastic/plastic 
deformation (EPD) model, Hays-Kendall 
(HK) approach, and indentation-induced 
cracking (IIC) model [16, 17]. The main 
purpose of applying these models is to 
achieve the theoretical model that is closest to 
the experimentally obtained microhardness 
values. Among these models, the model that 
is most appropriate for the materials 
exhibiting RISE behavior is generally 
reported to be the IIC model [18, 19]. In the 
present study, only the IIC model is explained 
in supporting the theoretical calculations. 
 Mechanic Analysis according to the 
Indentation Induced Cracking (IIC) Model 

This model is a model developed to explain 
RISE behavior [20]. It is about the reaction of 
the sample at maximum depth against the 
load applied to the surface of the material. 
There are different reasons of the reaction of 
the material. The most important of these are 
the shift of the tip or sample on the interface, 
the elastic and plastic deformation or the 
cracks formed in the sample. According to Li 
and Bradt, the cracks cause to exhibiting 
RISE behavior of the sample [18]. The cracks 
prevent to exhibiting elastic deformation of 
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the sample and the material only shows 
plastic deformation. That is, elastic recovery 
is either absent or very small in samples 
exhibiting RISE behavior. The theoretical 
hardness value calculated by this model is 
given by Eqn. (7). 

          𝐻௩ = 𝐾൫𝐹ହ/ଷ/𝑑ଷ൯
௠

                         (7) 

The values K and m obtained from the 
𝑙𝑛 𝐻௩ − 𝑙𝑛൫𝐹ହ/ଷ/𝑑ଷ൯ graph are load-

independent constants (Figure 5). If m value 
obtained from the slope of the graph is greater 
than 0.6, the material exhibits RISE behavior. 
The microhardness values calculated 
according to the model were given in Table 4. 
As seen clearly from the table, the 
microhardness values were quite close to the 
values in the plateau region. This result is also 
in agreement with the theoretical results 
obtained using Eqn. (6). 
 

Table 3 
Calculated theoretical values

Samples 
 

Bond 
Length  

 

u Theoretical  
B 
 

Theoretical  
H 

Experimental 
B 

 (Average) 

Experimental  
H  

(Average) 
𝐙𝐧𝟎.𝟎𝟎 1.274 0.285 265.72 3.242 277.18 3.381 
𝐙𝐧𝟎.𝟎𝟏 1.297 0.290 251.84 3.072 137.29 2.052 
𝐙𝐧𝟎.𝟎𝟓 1.312 0.293 243.28 2.968 130.54 1.910 
𝐙𝐧𝟎.𝟏𝟎 1.282 0.290 260.49 3.178 120.32 1.783 
𝐙𝐧𝟎.𝟐𝟎 1.296 0.294 252.10 3.075 370.61 4.728 
𝐙𝐧𝟎.𝟓𝟎 1.286 0.290 258.29 3.151 394.90 4.953 
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v
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a
)
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Figure 5 Variation of In(Hv) with In(F5/3/d3) according 
to IIC model for  all samples 

 

Table 4 
Experimental microhardness values 

Samples 
 

m 𝐥𝐧 𝐊 HIIC 

𝐙𝐧𝟎.𝟎𝟎 0.47 5.72 3.581 
𝐙𝐧𝟎.𝟎𝟏 0.56 6.43 1.547 
𝐙𝐧𝟎.𝟎𝟓 0.56 6.42 2.944 
𝐙𝐧𝟎.𝟏𝟎 0.56 6.49 3.732 
𝐙𝐧𝟎.𝟐𝟎 0.39 5.08 4.883 
𝐙𝐧𝟎.𝟓𝟎 0.41 5.25 4.981 

 

4. CONCLUSIONS 

In the present study, the 𝑍𝑛 doped 𝑌𝐵𝐶𝑂-
based high-temperature superconducting 
samples were produced using sol-gel method 
and their structural, electrical, and 
mechanical properties were analyzed. The

Elif AŞIKUZUN, Özgür ÖZTÜRK

Theoretical and Experimental Comparison of Micro-hardness and Bulk Modulus of Orthorhombic YBa2Cu3-xZ...

Sakarya University Journal of Science 24(5), 854-864, 2020 861



superconductivity characteristics of the samples 
were determined by using dc resistivity, the 
mechanical properties were determined using 
Vickers microhardness, and the surface 
morphology, crystal structure characteristics, and 
lattice parameters were determined using XRD and 
SEM measurements. The results obtained are 
summarized below. 
 
 

 In diffraction patterns obtained from XRD 
analyses, no remarkable second phase or 
peak related with Zn ion was observed. All 
of the phases obtained here are the 
characteristic phases of YBCO. 

 It can be seen that the a lattice parameters of 
the samples increased up to Zn0.05 and then 
decreased. c lattice parameter, however, 
decreased until Zn0.05 and then showed 
increase. This finding indicates that the 
doping ratio of 0.05 is a threshold and the 
structure changed in all the  doping ratios 
beyond this level. 

 According to SEM results, we can say that 
grain size decreased and inter-particle pores 
increased with increasing the Zn doping. 

 It can be said that room temperature 
resistance increased with increasing Zn 
doping using R-T measurements. 

 The microhardness values increased with 
increasing the applied load on the surface. 
That is, the material exhibited RISE 
behavior. 

 The microhardness results were 
experimentally and theoretically calculated. 
When the obtained results were compared, 
it was determined that the theoretical values 
are lower. This difference can be explained 
with the difference of samples’ porosity 
from the estimations and the result that the 
crystal structure did not change with the Zn 
doping. 
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Theta Point Calculation of a Polymer Chain with Electric Dipole Moments: 
Monte Carlo Simulation 

Şahin UYAVER*1 

 

 

Abstract 

Monte Carlo simulations are used to simulate a single polymer chain in a more generalized 
model. The more generalized model differs from the simpler models by including dipole-dipole 
interactions. The polymer chain is modeled as a freely rotating chain where the neighboring 
beads are connected by harmonic spring. Excluded volume effects are included employing 
modified Lennard-Jones potential. As the extension in this work, each monomer unit carries 
permanently a freely-rotating electric dipole moment. After getting the system equilibrated the 
average values are measured and Θ-temperature of the system is determined. The effects of the 
presence of the dipole moments to the Θ-temperature of the system are investigated. The results 
are analyzed in comparison with a bare model. 

 

Keywords: Polymer Chain, Theta Temperature, Monte Carlo, Dipole-dipole interaction 

 

 

1. INTRODUCTION 

Polymers are large molecules and composed of 
many repeating units and very complex systems. 
Polymers play many important roles in our daily 
life. Both synthetic and natural polymers are of 
high interest [1, 2]. For polymeric systems many 
theoretical approximations have been developed 
and also many experiments have been carried out. 
Despite many outgoing pieces of research of 
today, frequently it is not easy to have a direct 
comparison between theory and experiments. 

                                                 
*Corresponding Author: uyaver@tau.edu.tr 
1Department of Energy Science and Technologies, Faculty of Science, Turkish-German University, Şahinkaya    
Cad. No 106 34820 Beykoz, Istanbul, Turkey.  
ORCID: https://orcid.org/0000-0001-8776-3032 

Therefore, computer simulations are very 
common way to perceive the details of polymeric 
systems [3]. In a polymeric system, the chains are 
essentially very long. Especially polymeric 
systems carrying electric charges, which are 
called polyelectrolytes (PELs), are of high interest 
in science and technology. PELs are so important 
in technology because they are seen in many 
modern applications.  In PELs one examines the 
clash between different interactions, on the one 
hand, the interactions emerging from the presence 
of electric charges, while on the other hand the 
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ones emerging from solvent effects [4-6]. In a 
polymeric or polyelectrolyte system, the solvent 
is allocated as good, poor (or bad) and theta (Θ) 
solvent. The general behavior of a polymer chain 
or a charged one is quite different in these 
different solvent regimes. The critical solvent 
regime can be seen as the theta (Θ)  solvent 
because it splits the good solvent regime and poor 
solvent regime. The determination of the Θ 
solvent could be very crucial when one needs to 
understand the solvent effects. The determination 
of  Θ point for polymeric systems is widely 
worked essentially, but in this current work the 
polymer system is modeled in a more generalized 
way: That is, each unit along polymer chain 
carries one freely-rotating electric dipole. 
Utilizing Monte Carlo (MC) simulations, the 
effects of the presence of electric dipoles to the Θ 
point of the system are investigated. The paper is 
outlined: In the next section we give the details of 
the solvent effects for polymeric systems, next we 
describe our model and method to distinguish the 
effects of having permanent dipole moments. 
Afterward we display our results and finally make 
our conclusion. 
 
1.1. Solvent Effects in Polymeric Systems 
 
In a dilute solution, the interaction between 
polymer chains can be neglected, because the 
chains are far apart from each other. This fact 
enables us to start with a single polymer chain. 
However, monomer units along the same chain 
can interact with each other. The simplest model 
in  polymer physics is “ideal chain”, where no 
interaction is considered between the monomer 
units. But the interactions between monomers are 
so important because they determine if the 
polymer dissolves in the solution. Because of this 
fact real polymers are modeled as a self-avoiding 
walk, opposite to a random walk of an ideal chain. 
It means that one physical space can be occupied 
by only one polymer subunit. This is called 
“excluded-volume effect''. This makes the chain 
more expanded.  
 
In a simple mean-field approach due to Flory [7], 
the size of polymer chain can be calculated at 
different solvent qualities. In a “good” solvent 
case, effective interaction between monomer 

subunits is repulsive; that is, interactions between 
solvent molecules and polymer molecules are 
more important than interactions between the 
polymer molecules. As a result, polymer chain is 
found in an expanded form.  This repulsive effect 
makes the polymer chain swollen. In a poor (or 
bad) solvent, interactions between monomer 
subunits are more important than interactions 
between solvent and polymer subunits. In this 
case, polymer collapses into a compact globular 
structure. At very poor solvents polymer chain 
can be even separated from the solution. 
 
Between these solvent regimes, Θ solvent regime 
lies. In this regime, both competing attractive and 
repulsive interactions are equal and cancel each 
other and the chain is said to be at the Θ point. Θ 
chains are amazing because it is a transition 
structure. The change of polymer structure as the 
solvent quality changes is called “coil-globule'' 
transition. At Θ point the chain is found as 
exhibiting the characteristics of an ideal polymer 
chain. This is interesting because it is the case of 
an imaginary chain where monomer subunits are 
allowed to overlap each other. That is, there is no 
interaction between monomers or solvent 
molecules. These kinds of polymers are not 
present in reality. Θ chains are very important 
concerning the fact that they are often used as 
starting steps in understanding the properties of 
real polymers (neutral or charged). Coil-globule 
transition has been worked extensively because of 
its importance. For instance, protein is found in a 
globular structure (biologically active). But when 
heated it forms into a looser coil (stopping its 
activity).  In the scaling theory [5], the end-to-end  
distance R for an ideal and Θ polymer chain is 
written as  
 

𝑅 ≅ 𝑏𝑁ଵ/ଶ (1) 
 
in the case of a neutral polymer chain with 
excluded volume effect,  
 

𝑅 ≅ 𝑏𝑁ଷ/ହ (2) 
 
but in a poor solvent case,  
 

𝑅 ≅ 𝑏(𝑁/𝜏)ଵ/ଶ (3) 
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where b is the typical segment length and N is the 
total number of the segments. τ is the scaled 
temperature from the Θ temperature as given by 
 

𝜏 =
𝛩 − 𝑇

𝛩
 (4) 

where T is the temperature of the solvent. The 
solvent effects mentioned above can be also 
schematically drawn like in Figure 1. 
 

 
Figure 1 A single polymer chain in different solvents: 
(a) in a good solvent, (b) in a Θ solvent and, (c) in a 

poor solvent 

In many simulation works the Θ point of the 
system to be investigated is required to be known 
[see 8, 9]. In many of these studies, only the basic 
interactions are included. In [10] the authors 
studied the effects of residual interactions on 
polymer properties near its Θ point. In that work, 
the physical measurables of the system are 
obtained by perturbation calculations. This 
theoretical work has shown that through including 
binary and ternary excluded volume interactions 
experimental and simulation data could be 
explained and the conflicts of mean-field and 
perturbation theories could be removed. Further 
to this work, Cherayil et al. investigated the 
effects including higher moments and also 
compared the results with the results of Monte 
Carlo simulations [11]. In another relatively old 
work [12] for various solvents, Θ temperatures 
were studied. This analytical work included first-
order calculations in the density of vacancies and 
showed the changes in Θ temperatures. A 
molecular dynamics work by Zhou and Daivis 
[13] simulates polymer chains versus solvent 
quality. The coarse-grained simulation approach, 
model and the determination of  Θ of the system 
are similar  to our Monte Carlo simulation. But 
our work aims to investigate the effects of  higher 
interactions to Θ point of the system.  Apart from 
these works, our current work presents a clear 

picture of the effects of these higher interactions 
to the Θ point of the polymer system and the work 
aims to investigate the changes in the Θ  point of 
the system. 
 

2. MODEL AND METHOD 
 
The polymer chain is of freely jointed beads, harmonic 
springs between neighboring monomers, so that the 
interaction potential between neighboring monomers 
is  

𝑈௕௢௡ௗ(𝑟) =
3

2
𝑘஻𝑇

𝑟ଶ

𝑏଴
ଶ, (5) 

where 𝑟௡௠ = |𝐫௠ − 𝐫௡| is the distance between beads 
n and m  and  𝑏଴ being the (bare) average bond length.  
Furthermore, monomer-monomer and monomer-
solvent  interactions are taken into account  by a 
modified Lennard-Jones potential  

𝑈௅௃(𝑟) = ൜
4𝜖{𝑚(𝑟) + 𝑠(𝑟)} , 𝑖𝑓 𝑟 ≤ 𝑟௖

0 , 𝑖𝑓 𝑟 > 𝑟௖
 (6) 

where 

𝑚(𝑟) = ൤ቀ
𝜎

𝑟
ቁ

ଵଶ

− ቀ
𝜎

𝑟
ቁ

଺

+
1

4
൨, (7) 

and 

𝑠(𝑟) = 𝛽 ൤𝑐𝑜𝑠
2𝜋𝑟

𝑟௖
− 1൨. (8) 

The cut-off distance in this interaction potential 
can be taken as 𝑟௖ = 2ଵ/଺𝜎 [13]. This cut-off 
distance is shorter than the one of the standard 
Lennard-Jones potential, so that the simulation 
has an advantage over the simulation time. The 
solvent effects are taken into account by the 
second term, 𝑠(𝑟), where 𝛽 parameter tunes the 
solvent quality, namely from good solvent to poor 
solvent through Θ point. The solvent quality is being 
hidden in the parameter of β. A sketch of this potential 
for a few β values is given in Figure 2. 

Besides, the monomer units are modeled as having 
electric  dipoles. The interaction between two electric 
dipoles (that is, between any monomers pairs here), 
while they are  rotating freely when they are separated 
and shielded in a medium with high dielectric constant 
follows as [15] 

𝑈ௗିௗ(𝑟) = −
𝑢ଵ

ଶ𝑢ଶ
ଶ

3𝑘஻𝑇𝑟଺
 (9) 

where the orientation between two dipoles is not 
constant, freely rotating by the random thermal 
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motions of molecules, so that thermal averaging can 
be taken implementing Boltzmann distribution to 
compute the averages over all possible orientations.   

 

Figure 2 Modified Lennard-Jones potential at various 
β’s: solid line for β=0.0, the dashed line for 1.0, the 
long-dashed line for 2.0 and the dot-dashed line for 

3.0 
 
Modeling the system with identical electric dipole 
moments 𝑢ଵ = 𝑢ଶ = 𝑒𝑑 (e being the elementary 
electric charge and d the distance between two 
charges), this equation can be reduced to the 
following: 

𝑈ௗିௗ(𝑟) = −
𝜆஻

ଶ 𝑑ସ𝑘஻𝑇

3𝑟଺
, (10) 

where 𝜆஻ is the Bjerrum length.  
 
In the work, 𝑏଴ is used as the unit of length, ϵ as 
the unit of energy and the monomer mass m  as 
the unit of mass. The simulations are carried out 
at 𝑘஻𝑇 = 1.2. σ is set to 1/2, to ensure that the 
length distribution will be only weakly perturbed 
by the short-range interaction, but remains almost 
Gaussian.  ϵ is set to unity and 𝜆஻ is set to 𝑏଴. 
 
This polymer chain is simulated by applying the 
standard Metropolis Monte Carlo (MC) method 
[16]. Three different MC moves are done in the 
simulations, which are local move, pivot move, 
and reptation move. The local move means that 
one single monomer unit is selected randomly and 
then given a random displacement. In the pivot 
move, one monomer unit is again selected 
randomly and then one hand of the chain is rotated 
as a rigid body at a random orientation. The 
reptation move selects randomly one end of the 
chain and then attaches it to the opposite end at a 
random orientation. During the simulations the 

acceptance rates of these moves are monitored, a 
tuning in the frequency of these moves can be 
needed, especially for the maximum displacement 
amount of the local move. As mentioned already 
in some works [17, 18], depending on the type of 
starting configuration different mixing of the 
elementary MC moves is necessary. In particular, 
the acceptance rate of the pivot one becomes very 
low for compact structures. After assuring 
equilibrated structures we measure the averages 
of physical quantities on the system. The 
ergodicity of the simulation is confirmed by 
running the simulations with different starting 
configurations. 

2. RESULTS AND DISCUSSION 

The Θ point of the system is resolved at various d 
values in Eq. 10. As d raises, the side effects of 
dipole-dipole interaction increase, making the 
comprehensive interaction more attractive. The 
case where no dipole-dipole interaction exists was 
given in the literature [18]. In this current paper, 
the determination of the Θ point will be given in 
detail for various d values. To determine the Θ 
point of the modeled system, the parameter β in 
Eq.8 is varied, since this parameter indicates 
varying the solvent quality. At 0.05 Bd  , the 
short-ranged attractive interactions compensate 
the repulsive interactions, therefore the chain 
evinces the features of an ideal chain,  1/ 2R N b . 
For   , resembling a good solvent case, the 
chain turns into a swollen coil, 3 / 2R N b , while in 
the poor solvent regime    the chain collapses 
into a globule, 1/ 3R N b . The determination of the 
Θ point was done through the simulations of the 
neutral chains of length N=4, 8, 16, 32, 64, 128, 
256 at different β’s. In Figure 3 2 2/( )R Nb versus 

1/ N  is plotted. At   the curve straightens at 
larger N’s. The determined    can be 
confirmed in several ways. One way can be to plot 
the scaled end-to-end distance ( 2 /R bN ) versus β. 
For larger lengths of the chains, the curves merge 
at the value of   [19]. For this d value, the 
determination of θ value is confirmed in Figure 4.  
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Figure 3 For 0.05 Bd  , the chain length dependence 
of the normalized mean square end-to-end distance of 

an uncharged chain at different values of the 
parameter β of the modified Lennard-Jones potential: 

β=2.40 (squares), 2.55 (circles), 2.611 (stars), 2.65 
(diamonds), 2.70 (crosses). Error bars are less than 

symbol size 

 
Figure 4 For 0.05 Bd  , the scaled end-to-end 

distance versus β. N=4 (circles), 8 (squares), 16 
(diamonds), 32 (triangle-ups), 64 (triangle-downs), 
128 (crosses) and 256 (stars). The arrow points the 
  point. Error bars are less than symbol size 

 
For a more detailed examination of the structure 
at all length scales, the spherically averaged form 
factor 𝑆(𝑞) can be measured; 
 

2
N

j

j 0
|q|

1
S(q) exp(iq.r ) , (7)

N 1 


 

 
 

where jr  is the position vector of monomer j [20, 

21]. In Figure 5, for 𝑑 = 0.05𝜆஻, this single chain 
structure factors calculated at three different β 
values are plotted. In this plot, one sees that the 
asymptotic behavior of the chain at the 2.611 

is identical to an ideal polymer chain. 
 
The other   points determined at the different d 
values are displayed in Table 1. The second row of the 

table is the   value determined for the case without 
dipole moments [18]. 
 
 

 
Figure 5 For 𝑑 = 0.05𝜆஻, the spherically averaged 

structure factors are shown for β=2.40 (dashed), 
2.611 (solid) and 2.70 (dot-dashed curve). The 

dashed line shows the asymptotic behavior for an 
ideal chain 

 
Table 1 
The determined  values at various d values 

d   

No dipole 2.615 
0.05𝜆஻ 2.611 
0.10𝜆஻ 2.606 
0.20𝜆஻ 2.600 
0.30𝜆஻ 2.520 
0.40𝜆஻ 2.454 
0.50𝜆஻ 1.973 

 
Looking at the table, we observe that the presence 
of the dipole moments increases the overall 
attraction inside the system. This effect lets the Θ 
point of the system appear at lower values. The 
shift in  value for the very small d values is quite 
small, especially for the first two ones. To 
understand it, we can look at the contribution of 
the dipole-dipole interaction potential to the 
overall potential of the system. In Table 2, the 
average (absolute) proportions of dipole-dipole 
interaction potential to the total energy are given 
at τ=0.0. Also in the same table, the average bond 
lengths are given. In this table, we see that the 
average bond lengths are almost the same at these 
τ=0.0 cases. But we see that the contribution is 
(almost) zero at small d values. When the 
contribution increases, the shift in    (or Θ) 
points becomes larger. 
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Table 2 
At various d values and τ=0.0, the average absolute 
portion of the dipole-dipole energy to the total energy 
(second row) and the average bond length values 
(third row) 

d d d

total

E

E
  b  

0.05𝜆஻ 0.0000 1.040 
0.10𝜆஻ 0.0000 1.038 
0.20𝜆஻ 0.0007 1.032 
0.30𝜆஻ 0.0065 1.032 
0.40𝜆஻ 0.0411 1.038 
0.50𝜆஻ 0.1351 1.030 

 

3. CONCLUSIONS AND OUTLOOK 

Performing standard Metropolis Monte Carlo 
simulations of a polymer chain whose monomers 
carrying freely rotating electric dipole moments, 
in agreement with the theoretical expression [15], 
it has been shown that the effect of the presence 
of electric dipole moments decreases the overall 
interaction potential energy of the system. This 
effect is figured out by determining Θ point of the 
system into consideration. Comparing the 
determined corresponding Θ point for the system 
with the one determined previously [18], the shift 
to the smaller values is presented. The results are 
also analyzed by the structure factors of the 
system. On the other hand, due to the small 
contribution of this dipole-dipole interaction, the 
shift is in small quantity, as can be predicted 
theoretically. When the contribution of the dipole-
dipole interactions to the total energy grows, the 
effect is seen more clearly. 
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Abstract 

A thermoelectric generator system has a potential to transform waste heat into electricity. 
Equate to other technologies of waste heat recover, usage of thermoelectric generators (TEGs) 
in a waste heat recovery system has many attractive features, for example quite operation, no 
moving parts, small size and endurance In addition to, thermoelectric generators are 
environmentally friendly materials that convert thermal energy directly into electricity by 
Seebeck effect.  

In work presented, a heat pipe assisted thermoelectric generator system is designed to generate 
electricity from the waste heat. Usage of heat pipes can latently decrease the thermal resistance 
and pressure losses in the system as well as temperature regulation of the TEGs and enhanced 
design flexibility. The designed system is suitable for the heat recovery from the piped systems 
such as the exhaust and the cylindrical chimney systems. 

The power performance of the designed thermoelectric generator system has been determined 
both theoretically and experimentally. 

Keywords: thermoelectric generator, seebeck effect, heat pipe, experimental methods 
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1. INTRODUCTION 

Due to the increase in energy consumption, new 
investments have to be made to produce energy. 
In order to meet the ascending demand of energy, 
intensive studies are being made especially in the 
field of clean energy technologies in order to 
generate energy by alternative methods because 
of the harm that fossil fuels give to the 
environment.  

Considering that the most used fossil fuels will be 
consumed nowadays, renewable energy sources 
will be preferred more in meeting the increasing 
energy demand [1-4].  

In the past 30 years, there has been growing 
relevance in applying thermoelectric technology 
to recovery waste heat [1]. A direct thermal-to-
electrical energy transformation of the waste heat 
can also be realized by using a thermoelectric 
generator [4]. The thermoelectric generator 
(TEG) module can also be described as thermal 
battery. When the gradient of the temperatıre in 
the TEG module occur, electric power (DC) is 
directly produced by heat energy as a result of 
Seebeck effect. Thermoelectric power systems 
are environmentally friendly power generating 
and cooling systems [1,5]. 

Compare to other technologies of waste heat 
recovery, usage of TEGs in a waste heat recovery 
system has many attractive features such as 
silence, small size, scalability and durability. Heat 
pipes and TEGs could be used in conjunction for 
use in a waste heat recovery system [6]. There are 
examples of exhaust heat recovery using both heat 
pipes and thermolectric generator modules: Orry 
et al. [7-9] has proposed an exhaust heat recovery 
system with the potential of decreasing the fuel 
consumption, emission of CO2 and running costs 
of a car. Remeli at al. [4, 10-12] designed and 
produces a prototype of thermoelectric waste heat 
recovery system. The system come out of 
Bismuth Telluride (Bi2Te3) based TEG 
sandwiched between two heat pipes. The first and 
second pipe were connected to hot and cold side, 
respectively. A new type of heat pipe assisted 
thermoelectric generator for automobile exhaust 
waste heat recovery has been suggested by Cao et 

al. [13]. In order to verify the optimized 
configurations of the thermoelectric device, an 
experimental test set up was built for attaining the 
best heat pipes insertion depth and the optimum 
angle between the heat pipe row and the gas flow 
direction. 

Both thermoelectirc generator modules and heat 
pipes have quite promising property for their 
usage in exhaust heat recovery system [8,9]. Heat 
pipes are not active geat transfer devices, in other 
words, heat pipes are passive heat transfer 
devices. In passive heat transfer devices like heat 
pipes, thermal conductivity values are much 
gerater than copper, it does not need large 
temperature gradient between eat source and heat 
sinks for efficient heat transfer [14,15] 

It is understood for the literature review that there 
are many publications for thermoelectric systems 
both using heat sink and heat pipes. However, the 
heat sink considered for condenser block is 
designed as tower type heat sink, which is rarely 
known in the literature. Therefore, it is expected 
that the design will provide original conribution 
when the ease of production and cost are obtained. 

In the work presented, heat pipe assists designing 
of thermoelectric generator system in order to 
transform waste heat from piping systems such as 
exhaust and chimney systems. Thanks to the 
thermoelectric generator module used in the 
designed system, the thermal energy is directly 
transformed into electric energy (DC. The 
designed new system is compact, modular and 
both easy to manufacture and install. 

2. THEORETICAL PRINCIPLES 

Thermoelectric devices are able to transform 
thermal energy from a gradient of a temperature 
into electrical energy. This phenomon was found 
out in 1821 and is named as “Seedbeck effecft”. 
Thermoelectric generators (TEG) are comprise of 
p and n type semiconductor materials [2,5]. 
Thermoelectric generator (TEG) modules are 
formed by series and thermally parallel 
connection of pairs of leg made of p and n type 
semiconductor materials [16]. Figure 1. below 
shows the form of both the thermoelectric 
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generator leg pair (N=1) and the thermoelectric 
generator module (N>1). As represented in the 
figures, p and n type semiconductor materials are 
electrically connected serially to each other with 
a conductive material. The semiconducting 
materials are also placed between the insulating 
plates to provide electrical insulation. The electric 
current I (A) in the circuit occurs when heat input 
is provided in QH amount from a heat source to a 
surface of the leg, because of a temperature 
difference ΔT (K) between two surfaces of 
thermoelectric legs. 

The performance of thermoelectric material, 
"Figure of Merit", FoM ie Z is calculated by the 
following formula  

Z=
ୗమ ஢ 

୩
                                 (1) 

The material performance Z, which is the unit (1 
/ K), is usually determined by a dimensionless 
formula multiplied by the average absolute 
temperature. 

Z. T=
ୗమ ஢ ୘

୩
                    (2) 

The performance of thermoelectric materials is 
also expressed as follows. 

Z=
ୗమ

୏ୖ
     [1/K]        (3) 

Today, the ZT value of thermoelectric materials is 
even lower than 1. The Z.T value of Bismuth 
Tellurium (BiTe) thermoelectric material widely 
used in the industry ranges from 0.5 to 0.8 [16-
18]. 

 

(a) N>1 

 
(b) N=1 

Figure 1 (a) Thermoelectric generator (TEG) module 
(N> 1) and (b) thermoelectric pair of leg (N = 1) 

The ideal thermoelectric equations which are 
widely used in the analysis of thermoelectric 
energy systems are given below [19-21]. These 
equations depend on the Seebeck effect, the heat 
transmitted and the Joule heat. The following 
assumptions are made in the derivation of ideal 
equations: 

 Thermal and electrical contact resistances 
are neglected. 

 Thomson heat is neglected because the 
materials propertie sare assumed not to 
change with temperature. 
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 The convection and radiation heat transfer 
from or to thermoelectric leg are 
neglected. 

The conduction heat transfer: 

Q=K∆T=K(TH-TL) [W]      (4) 

Where K is the total heat transfer coefficient of a 
pair of legs (N = 1), TH and TL are the hot and cold 
surfaces temperatures of the thermoelectric legs 
consisting of p and n type leg, respectively. 

K=  +   [W/K]     (5) 

The Joule heat, which flows when the current 
flows from thermoelectric leg, can be calculated 
by the following equation, where R [Ω] is the 
internal resistance of the module. 

QJ=I2R  [W]        (6) 

It is assumed that the amount of Joule heat is equal 
to both surfaces of the thermoelectric leg. In this 
case, the amount of heat incoming to each surface 
will be QJ/2. 

The internal resistance of the module is calculated 
as follows. 

R=  +    (Ω)      (7) 

where Ω.m and Ω.m are the electrical resistances 
of the p and n type legs, respectively. 

The heat from the hot surface, 

QH=N[(Sp-Sn).I.TH+K.(TH-TL)-I2R/2]    [W]    (8) 

Heat from cold surface: 

QL=N[(Sp-Sn).I.TL+K.(TH-TL)+I2R/2]   [W]    (9) 

Electrical power generation, 

P=QH-QL  =N.[S.I.(TH-TL)-I2R]=V.I    [W]    (10) 

Efficiency: 

η =
୔

୕ౄ
=

୕ౄି୕ై

୕ౄ
=

୔

୕ైା୔
    (11) 

Voltage and current are calculated in the 
following formulas respectively. 

V=N[S(TH-TL)-I.R]   [Volt]               (12) 

I=
ୗ(୘ౄି୘ై)

ୖ
   (A)     (13) 

3. EXPERIMENTAL STUDY 

The shape of the designed and prototype 
thermoelectric heat recovery system, turning into 
the energy of waste heat into electricity is shown 
in Figure 2. All the components except the Peltier 
module and heat pipe which are used "reversible" 
in order to produce thermoelectric power in the 
mentioned system have been manufactured at the 
CAD / CAM center in the laboratory of Sakarya 
University Department of Mechanical 
Engineering. 

In our experimental studies, a commercial 
thermoelectric module (Marlow, SP1848-
27154SA) made of Bismuth Telluride (BiTe) 
semiconducting material and having N = 127 leg 
pairs of p and n type was used. The module has 
equal edge lengths of 40 mm and a height of 3.4 
mm. The thermophysical properties of 
thermoelectric materials are given in Table 2. 

 

 

Figure 2 (a) Thermoelectric heat recovery system (a) 
and developed for experimental operation (b) 
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Table 1 
Thermophysical properties and geometrical 
properties of thermoelectric materials [22,23] 

 
Seebeck 

coefficient 
S (µV/K) 

Electrical 
resistivity 
ρ (µΩ m) 

Thermal 
conductivity 
k (W/m K) 

 

P 
type 
leg 

 

210 18 
1,32 

 

 

N 
type 
leg 

 

-210 12 1,78 

The cross-sectional area of thermoelectric feet is     
A = 1x1 = 1 mm2 and height L = 1 mm 

Main Block Condenser Block 

  
W L1 H1 D1 W L1 L2 H1 H2 D1 
50 48 50 42 30 8 8 20 8 6 

Evaporator Block 

 
W L1 L2 L3 L4 H1 H2 D1 
50 8 8 8 40 14,5 5 6 

Figure 3 The shape and dimensions of the heat 
transfer elements in the thermoelectric heat recovery 

system 

The performance tests of the prototype 
thermoelectric power generator were carried out 
in the Heat Transfer Laboratory in Thermoelectric 
Energy Systems at Sakarya University. The test 
setup is shown in Fig 4. 
 
The designed generator system is provided with 
cartridge heaters (Euroheat) which produces 900 
W of power at 230 V, which is operated by 
trasformer (Varatran 36 Y) to supply heat source 

of QH to the newly designed generator for 
experiment. The size of the cartridge is 130 mm 
and the diameter is 20 mm. QL heat transfer from 
the system is provided by ambient air.  With a 
valve connected to the duct where the air flow is, 
the air flow has been changed and it is now 
possible to work at different air velocities. The 
speed of the air was measured both by the 
anemometer connected to the inlet of the test 
section (Airflow TA2 Anemometer / 
Thermometer) and by the turbine type flow 
sensors (Dwyer VT-200 Anemometer) connected 
to the fan outlet. Air temperature, hot side and 
cold side temperarure of the thermolectric legs 
respectively, TH and TL measurements were made 
with digital temperature sensors (Dwyer TC-20 
Thermometer). 
 
The DC electrical quantities of the thermoelectric 
power generator such as current and voltage are 
measured by a multimeter capable of reading AC 
/ DC (Keithley 197 Autoranging Microvolt 
DMM). The thermoelectric heat recovery system 
under test has two thermoelectric modules (n = 2). 
Table 3 below sets forth the data obtained for one 
module (n = 1). 

 

Figure 4 Experimental setup 

4. RESULTS 

In present study, heat recovery performance of 
heat pipe assisted thermoelectric generator 
designed to recover waste heat from piping 
systems was determined experimentally in Heat 
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Transfer Laboratory for Thermoelectric Systems 
at Sakarya University.  

The power generation characteristic of the 
thermoelectric generator was examined by 
varying the air flow velocity and temperature 
during the experimental studies. The results are 
given in Figure 5 and Figure 6. 

It is understood from the Figure 5 and 6 that the 
output powert values increase as both increasing 
of the hot side legs temperature TH and cold side 
air velocity. The cold side legs temperature TL 
decreases with increasing air velocity. 

 

Figure 5 The power output versus air velocity 

 

Figure 6 The power output versus the hot side 
temperature of the legs (air velocity v=4 m/s) 

The thermal energy conversion efficiency of the 
thermoelectric heat recovery system according to 
the differences of temperature between the hot 
and cold surfaces of the module is shown in 
Figure 7 below. 

Experimental results are also compared with the 
theoretical results determined by ideal 
thermoelectric equations for one generator 
module (n = 1) in Figure 7. When the figure is 
examined, it is seen that experimental and 
theoretical results are not as compatible as 

expected. Because the equations used in the 
analysis of thermoelectric energy systems depend 
on the Seebeck coefficient. Therefore, in 
determining the thermal-electrical performance of 
the system, the Seebeck coefficient of the 
thermoelectric module used in the system must be 
determined correctly. However, since the Seebeck 
coefficient of the module is not given by the 
module manufacturer, the Seebeck coefficient 
which is widely calculated theoretically is used 
while the thermoelectric modules and energy 
systems are designed. Since the theoretical and 
experimental Seebeck coefficients are 
incompatible [20], the experimental and 
theoretical performance data of the system are 
different as can be seen in the figure. 

 

 

Figure 7 The thermal efficiency (η) of the system 
according to temperature difference (ΔT = TH -TL) 

As shown in Figure 7, the thermal efficiency (η) 
of the thermoelectric heat recovery system is 
small. For this reason, it is not possible to compete 
with existing power plants yet. However, since 
there are no moving parts in the thermoelectric 
systems, they are preferred for generator and 
cooler in the military, space and medical industry 
because of their quiet and vibration-free operation 
and small size. 

The calculated ZT value for thermoelectric 
module used our experimental studies ( Z = S2 / 
KR and T = 300 K) is 0.588.  The Z.T value for 
commercial Bismuth Tellurium (Bi2Te3) material 
commonly used today is approximately 1.  Z 
value depends upon the Seebeck coefficient, the 
electrical resistivity and the conductive heat 
transfer coefficient. For developing the 
performance of the thermoelectric power system, 
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the Z value of the thermoelectric material must be 
high. For Z to be high, the Seebeck coefficient 
should be improved, low resistivity, and low 
thermoelectric materials with low heat transfer 
coefficient. 

5. CONCLUSION 

An thermoelectric generator system has been 
designed to product electricity using 
hermoelectric modules and heat pipes. This 
design is completely solid state and passive. The 
maximum power generated during testing from 
one thermoelectric module was about 0,5 W while 
theorically of 1 W.  

In the theoretical calculation of the thermoelectric 
effects with the ideal equations, electrical and 
thermal contact resistance, properties of the 
material depending on the temperature, 
concective and radiative heat transfer form or to 
the thermoelectric legs are neglected. In practice 
or during experimental work, the changing 
contact resistance between the module and the 
heat transfer devices, depending on the mounting 
style of the module and the pressure on it, also 
changes the effective Seebeck coefficient. 
Therefore, while thermoelectric power systems 
are being designed using commercial 
thermoelectric modules, the use of the "effective" 
Seebeck coefficient determined by the 
experimental method will contribute to the correct 
determination of the thermoelectric performance 
of the thermoelectric system. 

The thermal-electrical performance of 
thermoelectric power systems depends on both 
the thermoelectric module and the thermal 
performance of the heat transfer devices that 
provide heat transfer from the modulo or to 
modulo. For the development of thermoelectric 
power systems with improved performance, 
thermal resistance must be small or total heat 
transfer coefficient of devices must be large. 
Particularly in this context, convective heat 
transfer improvement studies should be regarded 
as important. The development of efficient and 
compact heat transfer devices for thermoelectric 
power systems will contribute to the design and 
development of efficient thermoelectric energy 

systems. These studies will contribute to the much 
wider use of thermoelectric systems, whose utility 
is higher environmental friendly clean energy 
systems. The widespread use of these systems will 
also contribute to reducing fossil fuel 
consumption and preventing global warming. 

6. NOMENCLATURE 

A Cross-sectional area of a thermoelectric leg 
[m2] 

H Height of a thermoelectric leg    [m]     

I Electric current [A] 

J Electric current density [A/m2] 

k Thermal conductivity [W/mK] 

N Number of thermoelectric element or couples  

n Number of thermoelectric module 

P Generated power [W] 

QH Heat input [W] 

QL Heat rejected [W] 

R Electrical resistance [Ω) 

S, Seebeck coefficient [V/K] 

T Absolute mean temperature (T =
୘ౄା୘ై

ଶ
 ) [K] 

TH Hot side temperature [K] 

TL Cold side temperature [K] 

V Voltage [V] 

Z Figure of merit [1/K]  

Z.T Figure of merit 

𝜌          Electrical resistivity [Ω.m], [m/S] 

σ Electrical conductivity [1/Ω.m], [S/m] 

η  Efficiency 
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Ag൴le Methods ൴n Game Programm൴ng based on Scrum 

 

Şahin MERCAN*1, Yaşar BECERİKLİ2 

 

Abstract 

Game programming requirements, which is one of the problems of game programming in recent 
times, is constantly changing. Therefore, the process we are conducting while programming the 
game does not keep up with this change leads to the failure of the product we develop or the 
result of higher costs. Therefore, the use of agile programming, which brings a more dynamic 
and modern solution to changing environment conditions, is increasing day by day and the 
project teams are transitioning to these processes. In this thesis, firstly historical development, 
content, rules and methods of Agile methods are presented with literature researches. In the 
next section, Grumpy Ball is applied by using Scrum method which is agile programming 
method. Since the agile methods provide dynamic solutions, an end date cannot be determined 
Therefore, the aim of this article is to determine the exact date of a game application using agile 
method. For this reason, our project is divided into specific parts and the last periods given to 
these parts were compared according to certain criteria. In the light of the results, determinations 
were made. 

Keywords: agile methods, game programming process, game project management, scrum 

 

1. INTRODUCTION 

It is foreseen that there will be changes that may 
occur in the progressing stages of the software 
processes. For this reason, traditional methods are 
based on a comprehensive study at the very 
beginning of the software processes to determine 
all the requirements that may occur and to prevent 
any changes that may occur in the future stages. 

However, despite the rapidly changing, evolving 
environment and market conditions, project 
requirements are changing more and more 
quickly. 

Therefore, it is almost impossible to determine all 
the needs at the beginning of the project.  

 

 

*Corresponding Author:sahinmrcn@gmail.com 
1Kocaeli University, Graduate School of Natural and Applied Sciences, Kocaeli, Turkey. 
ORCID: https://orcid.org/0000-0002-8646-6834 
2Kocaeli University, Department of Computer Engineering, Kocaeli, Turkey, ybecerikli@kocaeli.edu.tr, 
ORCID: https://orcid.org/0000-0002-2951-7287 
 

Sakarya University Journal of Science 24(5), 882-891, 2020



Therefore, it is expected that the software 
development process will have the features that 
will meet these changes in less time and with less 
cost. Therefore, agile software development 
methods have emerged as an alternative to 
traditional software development methods [2, 7]. 
If agile methods cannot be applied to the whole 
project, it can only be agile where necessary or 

agile approaches can be tailored to the project and 
the structure of the development team [11, 10, 6]. 

In 2001, after the creation of the Agile Software 
Development Manifesto, agile software principles 
were introduced. These principles are given 
below [5].

 Interpersonal and interpersonal relationships 
in place of process and development tools [3]. 

 Detailed documentation instead of running 
software [3]. 

 Contract negotiations instead of customer 
cooperation [3]. 

 Instead of following the plan to keep up with 
changes [3]. 

The above common opinion is included in the 
Agile Alliance Development Agenda and 
supported by the Agile Alliance and is considered 
the key to effective software development [7, 3]. 

1.1. Agile Software Development Features 

 Focus and perspective: Agile methods have a 
project perspective. The focus of the agile 
methods is the project and project team [12]. 

 Management: Agile methods are also 
traditionally made in the form of coaching 
(command control) and not management. In 
order for the team to advance, the coach 
assists the team in eliminating the barriers 
[12]. 

 Planning: Agile methods can be planned on 
more than one level. Project planning at the 
top level and sprint planning at the detail level 
are carried out. This brings about flexibility 
and re-planning [12]. 

 Learning: Agile methods also occur during 
learning, project or sprint and activities [12]. 

 Evaluation: Agile methods are also made 
through evaluation, results and product 
(customer satisfaction, project returns) [12]. 

 Personal development: Agile methods are 
team and individual oriented (human is above 
the process). The team is created by selecting 
people who are good at their work [12]. 

 Project lifecycle activities: Agile Methods 
support simultaneous development, test 
sprints and peer reviews as needed. What is 
important is that the product is not working as 
early as possible. With the assumption that the 
cost of delay and error will be low, 
incremental delivery method is adopted [12]. 

 Estimation: In order to accelerate 
development activities, the development 
phase is divided into conditions, design and 
solutions evolve; thus, an attempt is made to 
achieve a predictable development speed. The 
aim here is to avoid the need to narrow down 
the scope of sprint by examining the time and 
calendar limit at the end of the sprint at the end 
of the sprint [12]. 

1.2. Agile Software Development Methods 

Although different agile methods share many 
features, there are important differences between 
them. Some are committed to working in project 
management and collaboration (Adaptive 
Software Development, Scrum, and Dynamic 
System Development), while others have focused 
on Extreme Programming software development 
work [7]. 

The most important agile methods are Adaptable 
Software Development, Scrum, Extreme 
Programming, Crystal Methods, Feature-Guided 
Development, Open Source Development and 
Dynamic System Development [7]. We used the 
Scrum method in this article, we just examined 
the Scrum method. 
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In 1986, Hirotaka Takeuchi and Ikujiro Nonaka 
defined a new approach in product development 
where all process phases overlap and the team 
could work together at different stages. The basis 
of this new approach is based on case studies of 
automotive, computer, copier, printer 
manufacturers, and basically aimed to bring speed 
and flexibility to production. They gave this 
approach the name of holistic and rugby, the 
whole process being carried out by a team that 
was cross-tasked and working for a single purpose 
[19]. 

In the early 1990s, Ken Schwaber applied this 
approach to Easel in its own company and named 
it Scrum [15]. In 1995, Sutherland and Schwaber 
jointly presented the first public presentation of 
the Scrum methodology in a study in Texas [16]. 
Scrum is a methodology that has been applied 
extensively in recent years and produces 
successful results [2]. 

The Scrum approach was developed to manage 
the system development process. Scrum is an 
empirical approach that implements the ideas of 
industrial process control theory for the system 
development process, resulting in an approach 
that redefines ideas of flexibility, harmony and 
efficiency [1]. The software deals with how to 
manage rather than how to develop it [12]. This 
method facilitates management in small-scale 
projects, directs teams to small pieces in large-
scale projects and requires constant reviews [12]. 
Through these reviews, teamwork is clearly seen, 
which increases collaboration and 
communication within the team [12]. It can be 
applied at the beginning of the project or in the 
middle of production or when the production is 
problematic. It is used not only in software 
development but also in the production of 
financial and medical products [4]. 

 

Figure 1 Scrum method 

In the Scrum method, planning, job descriptions 
and documentation spend less time focusing on 
how the project team can develop a flexible 
system that is compatible with changing 
conditions [18]. This method includes sprint 
planning, sprint backlog identification and Scrum 
meetings [18]. The loop is restarted by testing the 
intermediate product customer (job / product 
owner) as a result of the flag delivery (sprint), and 
the cycle is restarted and all process steps are 
reapplied. Figure 1. A second sprint is not started 
before a sprint is complete (9). 

2. SCRUM METHODOLOGY 

Scrum initial product requirements will be created 
and used in architecture, technical details, 
contracts and so on. It is a project management 
methodology that starts with the preparation 
phase, the software is developed with iterative 
sprints, the product is presented to the customer 
with intermediate distributions and the product is 
presented to the customer with the tests and 
documentation after the final sprint. 

In Scrum, organizations perform iterative and 
incremental development between start and end 
stages as in Figure 2. 

 

Figure 2 Scrum stages 

The start and end stages (planning and closure) 
consist of defined processes. All process steps and 
input outputs are defined. With some iterations, 
the flow at the planning stage is linear [13]. 

Any changes in the intermediate product after 
each sprint are re-planned according to the 
severity of the next conditions. By doing this, it 
provides the desired product to be produced by 
providing the desired requirements instead of the 
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requirements with less value in the product 
increments [17]. 

The detailed diagram of Scrum is as in Figure 3. 
below; 

 

Figure 3 Overview of process in scrum 

The development phase consists of iterative 
development steps as shown in Figure 4. 
Management deals with time, competition, 
quality, functionality, completed steps and 
shutdown phase. This approach is also known as 
simultaneous engineering [13]. 

 

Figure 4 Scrum methodology development phase 
[17] 

In each project there is a time required to 
understand whether the project is good or not. 
This period should not be too long. If it is too 
long, the risks are greater. The project's 
predictability should be checked at least once a 
month, except that the project may be out of 
control or unpredictable [14]. The day starts with 
a sprint planning meeting and a daily Scrum 
meeting is held every day. 

3. APPLICATION 

In this section, game programming is done using 
Scrum method. 

The game basically consists of a ball and rings. 
Sky and clouds are as background. The speed of 
the clouds determines the speed of the game. The 
game progresses faster. Because the game is in the 
sky, the ball tends to fall down constantly. When 
you click on the screen, the ball bounces. The 
rings move from left to right. There are 3 rings in 
red, green and blue. If the color of the ball is the 
same as the color of the ring, the user will try to 
pass the ball through that ring. 

The user is given 3 lives at the beginning of the 
game. There are stars in the right ring every 10 
rings. If the user receives this star, one more can 
will be added. 

In addition, our game consists of 4 main sections. 
In the first part the color of the ball is changed 
randomly from the colors of fixed rings. In the 
second part the color of the ball is fixed, the color 
of the rings is changing randomly. In the third 
part, the color of both the ball and the rings 
changes randomly. In the last part, the rings move 
in addition to the third part. 

The screen shows how many rings the user has 
left. 

This is the scenario of our game. 

One of the advantages of the agile method has 
been the flexibility, as it progresses continuously. 
However, this flexibility constantly changes the 
existing properties and even adds new features. 
Therefore, it is not possible to determine an end 
date of the application. In this application, we are 
working to determine the end date by using agile 
method. For this purpose, we will try to make an 
inference by separating the time estimates at the 
planning stage and the time elapsed at the end 
time according to the items. Below we explain the 
stages of our application. And then we analyzed 
the results according to the data. 
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3.1. Pre-Production 

The main features of the game were determined at 
this stage. These are composed of rings and a 
wholesale in our game. There will be 3 rings of 
different colors each time. If the ball is the same 
color as the ball will be tried to pass through the 
ring. The game will end at a constant speed and a 
total of 100 rings. The basic principles of our 
game are determined in this way. 

Our game is coded in c # using Unity platform. 
Desktop, Android and IOS platforms can be 
played. There is no prototype production. The 
construction of the pole was started. In order to 
better test the success of the agile method, the 
changes in the place where it is necessary in the 
game have been realized and changed after being 
realized. 

In the later stages of the game, the structure of the 
game changed a bit as the game was made. The 
changes were as follows. 

What is considered in the changes made here is 
that the game is more verifiable. For this reason, 
3 user rights are given to the user in the game. 
However, this game has not been easy to finish. 
Therefore, one user is given a life in every 10 
rings. In addition, the game speed is increased as 
the game progresses to save the game from being 
monotonized. In order to be able to play the game 
for a longer period of time, the game was 
partitioned. 

A total of 4 sections. The color of the ball in these 
sections by changing the color of the ring has 
become increasingly difficult. 

The above changes were related to the game 
scenario. As a design, the rings in the game were 
redesigned in 3D. 

3.2. Game design documentation 

This is a very important issue. Because if 
something is omitted or neglected in the design, it 
can lead to the loss of some features in our game. 
And this leads to a decrease in the "entertainment" 

factor, which is the most important feature of the 
game. 

3.3. Product requirement list 

This is the section where a list of objects will be 
prepared according to the game scenario. 
According to the scenario of our game objects are 
planned as follows. 

Sky and cloud are thought as background 
elements. These are the main factors that 
determine the speed of the game while the user is 
playing. 

Secondly, it is considered as game information 
items, game status, life, playing conditions and 
main menu. 

Finally, the game is considered as the main 
elements of the ball, ring and star. 

3.4. Preparatory Stage 

Calculations related to the duration of the game 
will be made at this stage. The priorities of the 
improvements to be made during this planning are 
determined. Then the necessary times for these 
improvements were determined. These levels 
were determined as high, medium and low 3 
levels. In addition, the works that affect each other 
have been done consecutively. 

3.5. Sprint requirement list 

The Sprint Requirement List is the physical 
presentation of the requirements that the current 
team is committed to doing, such as a task 
schedule [8]. 

It serves to the team and other people to show the 
work they are planning, the sprint and the 
situation [8]. 

This is the part of the development time of the 
items that we have determined in the product 
requirement list. In this section, you can create a 
running requirement list to determine the scenario 
of our game and determine the duration of the 
game. 
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The game is expected to be completed after a 
period of 55 hours in total when the running 
requirement list is created and the appropriate 
periods are given. After this list is determined, the 
items in the list will be started according to the 
priorities. 

This period can be updated in times when some 
problems are encountered in the evaluation of the 
daily Scrum. 

3.6. Development 

At this stage, the game is being developed. These 
periods are updated every day according to the 
rate of completion of the items removed from the 
running requirement list. 

The project was initially set up for the game. To 
do this, the screen rates are first started. Screen 
ratios have been adjusted so that the screen can be 
played both mobile and desktop. 

Then the sky and cloud designs in the background 
of the game were made and the clouds were 
moved according to the speed of the game. 

After these works, ball and ring designs were 
made. Then the ball jump motion was made. This 
move is the most important point of our game. 
Because the bouncing motion of the ball must be 
natural, that is, as in real life. If this is not the case, 
we will not be able to include the user in the game 
and the game's fluency will be gone. After the 
movement of the ball was completed, the 
movement of the ring was made. The rings were 
moved from left to right according to this game 
speed. Now, according to the scenario of the 
game, the ball passes through the ring of the 
correct color, that is, its own color. 

Tests after this stage revealed that the game was 
very monotonous and it was very difficult to 
finish the game. Therefore, some scenario 
changes have been made in the game. 

Firstly there are 3 can fixed in the game. In these 
conditions, it is understood that it is very difficult 
for the user to switch to 100 people. For this 
reason, a star is added in every 10 rings. And if 

the user passes through this ring, he will gain 
another life. 

Then the game is monotonous and the game is too 
short to be partitioned. In these sections, the color 
of the ball changes first as it passes through each 
ring. In the following sections, the colors of the 
rings are variable and the rings are moving to 
make the game more difficult. Thus, the game has 
become increasingly difficult. 

The rings were originally planned in two 
dimensions. However, it was difficult to 
understand that the ball passed through the ring 
fully. Therefore, the rings were then redesigned in 
3D. And so our game has become more fun. 

Lastly, when the user burns or when he finishes 
the game, the game menus are displayed and the 
game status indicators are displayed so that he can 
see his status in the game. 

It is planned to be completed in 55 hours in total. 
However, due to the flexibility of Agile software, 
several features have been added to make the 
game more fun and playable at the end of the 5th 
and 12th days. And then the sprint was re-planned 
according to the severity of the added features. 
The time graph of the application is shown in 
Figure 5 below. 

 

Figure 5 Time schedule of game planning 

4. CONCLUSION 

A screenshot of the resulting game is shown after 
the development is completed. 
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Figure 6 Game screenshot 

The game starts when the user clicks on the screen 
shown in Figure 6. In the upper left corner there 
is the total number of rings and the number of 
rings passed. The upper right corner shows the 
number of lives remaining. 

Each time the screen is clicked, the ball bounces. 
The rings move from right to left. The ball must 
pass through the ring of its own color. If it passes 
through the wrong ring, the number of lives 
remaining decreases by 1. After passing 100 
rings, it moves to the next section. 

The project is planned to be completed after a 
period of 55 hours in total. However, as the 
product was developed later, as the product was 
examined, some changes were made to make the 
game better, fun and playable and ended at the end 
of 86 hours. In our project, due to the flexibility 
principle of the agile method, a deviation of about 
31 hours occurred at the end time. This deviation 
value is quite a while based on the total time. 

Let us examine the causes of this deviation: 

When we generalize the game made here, we can 
say that it consists of 4 main parts. These sections 
consist of: 

 Design of game visuals. 

 The menus in the game and the game 
information. 

 Visuals and scenarios created by the more 
trivial side characters of the game on the game 
screen. 

 Images and scenarios created by the main 
characters of the game on the game screen. 

4.1. Design of Game Visuals 

In the game planning phase, a total of 14 hours 
was calculated for this section. As the game 
progresses, new features are added in the game, 
but these added features are generally based on 
the development of existing scenarios. Star design 
was needed since the game was added to the 10 
rings. In addition, the 3-dimensional redesign of 
the rings was needed. They have caused a total of 
6 hours. In other words, 14 hours of the 20-hour 
period were determined during the game planning 
phase. That is, a time deviation of 43% was 
experienced. 

4.2. Game Menus and Information 

A total of 16 hours has been calculated for this 
section when planning the game. As new features 
are added to the game, it is necessary to display 
these features on the screen. And so, we had to 
prepare new menus and texts. In this game, the 
user had to start all over again. This was becoming 
very frustrating. Reducing the entertainment 
aspect of the game. Therefore, the game has been 
added to the feature. A total of 2 hours has been 
detected in excess of the time since the 
visualization of this image and the addition of the 
can, the need for updates such as cancellation 
when the user is lit. In total, 16 hours of the 18-
hour period were determined during the game 
planning phase. That is, a time deviation of 13% 
was experienced. 

4.3. Making Game Side Characters 

A time period of 10 hours was calculated for the 
game planning. As the game develops, a star 
image has been added to the ring of the correct 
color in every 10 rings to improve the game. 
When the player passes through this ring, the star 
disappears, and another player is added to the 
player. In addition, the time needed for this 
section in the 3-dimensional construction of rings. 
A total of 3 hours was spent to make these 
properties. In total, 10 hours of the 13-hour period 
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were determined during the game planning phase. 
That is, a time deviation of 30% was experienced. 

4.4. Making Game Main Characters 

In this game, a period of 11 hours was calculated 
for this section. As the game evolves, there are 
some problems. These games have been very 
monotonous. The rings are stationary. The color 
of the ball is fixed and it is thought to be a game 
that consists of only one part, making the game 
quite tedious. For this reason, the game has been 
converted into 4 sections in total. In these 
sections, the changes of the color of the ball 
randomly changed, such as the movement of the 
rings to make the game more monotonous and 
more fun are planned. A total of 20 hours of 
additional time was needed to make these 
features. As a result, a total of 11 hours of the 31-
hour period were planned at the start of the game. 
That is, a time deviation of 182% was 
experienced. 

4.5. Results and Suggestions 

The graph of time deviation according to the 
above-mentioned starting and subsequently 
changing conditions is shown in Figure 7 below. 

 

Figure 7 Time deviation graph 

As an alternative, a 4-hour period is planned for 
project initial settings. The reason we don't take 
this time is due to the speed of the code developers 
in the background. Therefore, since there will not 
be any deviation in this period, this part is only 
added to the end of the project planning in the 
time calculation. 

When the above 4 main sections are examined, 
this ratio is quite high in the sections that directly 
affect the game's scenario, fiction and playing 
situations while the game design, game menus 
design and game side characters section change in 
a very limited ratio. As a result, an end date for 
the project can be calculated if time is added to 
the planned times at the beginning of the game. 
However, due to the flexibility principle of agile 
methods, a definite date cannot be predicted. Just 
predictable. As these examples are reproduced, a 
more accurate result will be increased. 

The most important part that will negatively affect 
the removal of this period is the correct 
identification of the 4 main sections mentioned 
above. In particular, the game's main characters 
and the less significant side and back characters 
must be separated from each other by the total 
time determination of the section. People who 
make this distinction must understand the 
scenario of the game very well. 

In a matter that adversely affects this proposition: 

Sometimes the side characters of the game are so 
popular that the effect on the game can be 
increased and become the main characters of the 
game. This may adversely affect the time 
estimate. For this reason, it is important to pay 
attention to this aspect when deciding the game 
side characters. 

5. FUTURE WORK 

In order for a better end date determination to be 
carried out in further studies, the 4 main sections 
we use in this article can be further elaborated. 
The more detailed these sections, the more 
accurate deviation can be determined. 

While we were making the game, we went 
directly to the development stage without 
prototyping. Therefore, as the game develops, 
there have been more locations changed. In 
particular, changes in the design may have been 
more because prototyping was not performed. 
Therefore, if such an application is prototyped 
without directly developing, the results will be 
examined. 

Design Menu
Side

Chara
cter

Main
Chara
cter

Additional Time 6 2 3 20

Start Time 14 16 10 11

010203040

Ti
m

e 
(h

ou
r)

Time Deviation Chart

Start Time Additional Time

Şahin MERCAN, Yaşar BECERİKLİ

Agile Methods in Game Programming based on Scrum

Sakarya University Journal of Science 24(5), 882-891, 2020 889



In addition, the game can be compared with other 
agile methods or traditional methods and the 
results can be compared. 
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The Effect of Different Parameters on Shape Memory Alloys 
 

İbrahim Nazem QADER1*, Mediha KÖK2, Fethi DAĞDELEN3, Shakhawan Salih 
ABDULLAH4 

 

Abstract 

Shape memory alloys’ characteristics are different from ordinary materials because they can 
memorize their pre-determined shape, thus they are excellent candidates for different 
applications. In this review article, the most interesting parameters that researchers are using in 
their investigation have been highlighted. Also, the popular techniques used for the 
characterization of shape memory alloys have been described. The diagrams and sketches can 
show a clear view of metallurgies and related research areas. 

Keywords: Shape memory alloys, diagrams, sketches, characterization process 

 
1. INTRODUCTION 

Shape memory alloys (SMAs) have been found in 
the 20th century and they merged with technology 
whenever NiTi (nitinol) was discovered in Naval 
Ordnance Laboratory [1]. Nowadays, various 
SMA’s families are known and for different 
applications, their properties have been changed. 
Several parameters are involved to change SMA’s 
characteristics, such as compositional rate, type of 
constituents, and microstructure. The effect of 
different parameters on mechanical, thermal, and 
other physical properties of SMA can be 
determined using some specific measurements. 
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Different techniques have been developed for 
fabricating and characterizing different properties 
of SMAs. Figure 1showed the most important 
techniques utilized for producing NiTi SMAs. 
The different methods, including VAR, VIM, 
EBM, CS, SHS, HIP, SPS, MIM, SLS, SLM, and 
LENS, which are Vacuum Arc Remelting [2], 
Vacuum Induction Melting, Electron Beam 
Melting, Conventional Sintering, Self-
propagating High-Temperature Synthesis 
(combustion) Synthesis, Hot Isostatic Pressing 
[3], Spark Plasma Sintering [4], Metal Injection 
Molding, Selective Laser Sintering [5], Selective 
Laser Melting [6], and Laser Engineered Net 
Shaping [7], respectively. 

Sakarya University Journal of Science 24(5), 892-913, 2020

mailto:inqader@gmail.com


There are many review articles that have detailed 
about various applications and important results. 
Jani et al. [9] described a general view of SMA, 
some applications, and opening research gates for 
investigation. Nespoli et al. [10] overviewed the 
potential of SMAs to develop miniature 
mechanical devices. Cisse et al. reviewed the 

modeling methods for modeling complex bearing 
in SMAs [11]. Follador and colleagues discussed 
the general technique for fabricating SMA-based 
actuator springs [12]. However, there are few 
studied that mentioned different influenced 
parameters on SMAs and the main ideas about 
characterization.   

 

 
 

Figure 1 Importance methods used for fabrication NiTi SMA [8]  

 
In this review, SMA has been defined and the 
superior characteristic has been specified. Some 
related information about SMA has been 
described. Also, some application has been given 
to show the importance of SMAs for technology. 
In addition, the influence of different studied 
parameters has been highlighted with some 
literature review. Finally, the measurement 
techniques and some important instruments have 
been clarified in terms of clear sketches with 
important basics about their operation.  

 
2. SHAPE MEMORY ALLOYS 

Some fundamental information needs to 
understand the shape memory alloys (SMAs), i.e. 
the alloy should be well defined and also the 
prefix (shape memory) should be explained 
through some diagrams.  

2.1. Metals 
 
Metals are a group of materials that have some 
unique characteristics compared with the other 
materials. One of the significant parameters in the 
electrical nature of the metals. Since the metal 
elements have an ocean of free electrons, so this 
group of elements can transfer electricity via the 

electrical carrier extremely more than the other 
groups.  

 

2.2. Metal Alloys 
 
Alloy is a combination of two or more chemical 
elements to share their physical characteristics. 
Mostly, the materials are alloyed with other 
elements to change the properties of the materials 
for different applications. When a material is 
alloyed with another element, the dopant elements 
distribute all over the materials in either 
substitute, interstitial, and/or cluster form.  It 
should be kept in mind that the two different 
constituents do not chemically bond but they only 
share their physical properties, i.e. melting 
temperature, heat capacity, electrical and thermal 
conductivity.  

2.3. Shape Memory Alloys 
 
Sometimes by doping the material with a 
particular amount of dopant element, the alloy 
may achieve a new property, which existed 
previously in neither host nor dopant material. A 
characteristic that a shape memory material is 
based on their new formation of a superlattice 
crystal structure. Like other metals, a shape 
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memory alloy (SMA) has a parent solid phase, is 
called austenite phase, which is a high similarity, 
and normally it has a cubic crystal structure. 
Furthermore, the SMA has another crystal 
structure, which is a non-cubic crystal structure 
and is stable at lower temperatures. The lower 
temperature is so-called martensite phase [13, 
14]. Martensite has twinned crystals that can 
transform into detwinned martensite whenever an 
external load is applied. Thus the induced strain 
can be saved in the detwinned martensite variants 
and can be recovered through heating to the 
austenite temperature region. Therefore, the 
aforementioned characteristic can give a shape 
memory property to the SMA, which is known as 
a shape memory effect (SME). In addition, 
superelasticity (pseudoelasticity) is another shape 
recovery feature that can occur in the austenite 
phase without the heating process [15].  

 
 

Figure 2 (a) Austenite and (b) martensite phase of 
NiTi shape memory alloy [16] 

Figure 2 shows the austenite and martensite 
crystal structure of a particular SMA. They have 
various site arrangements and different lattice 
parameters. The phase transformation in point of 
view of the crystal structure is shown in the 
schematic diagram (Figure 3). The phase 
transformation temperatures are austenite start, 
austenite finish, martensite start, martensite finish 
and martensite transformation temperature by 
deformation (i.e. maximum temperature at which 
martensite transformation occurs) Temperatures 
that are symbolized as As, Af, Ms, Mf, and Md, 
respectively [17-29]. 

2.4. Phase diagrams 
 
In thermodynamics, the state of materials is 
defined with several parameters. Likewise, there 
are some parameters in metallurgy that should be 
controlled to monitor the physical characteristics 
of an alloy. Based on these parameters, three 

different phase diagrams are introduced in this 
review.  

2.4.1. Temperature-Composition diagram 

In this kind of diagram, the temperature and 
composition of the constituents are play the rule. 
A binary phase diagram is more popular, however 
in some cases the binary alloy doped by a third 
element with a constant ratio. There is a boundary 
line between liquid and solid-state of the alloy 
which can be different by changing the 
composition. The liquid-solid boundary has less 
important in the metallurgy of shape memory 
alloys.  

 
 

Figure 3 shape memory effect, (b) superelasticity, 
and (c) plastic deformation by dislocations [16] 

Figure 4 shows two important SMA families. The 
binary NiTi SMA was found by William J. 
Buehler in the Naval Ordnance Laboratory [30]. 
In the NiTi phase diagram, it can be seen that 
there are many different regions with different 
solid phases. However, only the areas that 
occurred around eutectoids are important in shape 
memory studying point of view. For example, in 
Figure 4a there are just two regions, one in the 
high composition of titanium (Ti) and the second 
can be found in the nearly equiatomic 
composition of nickel and titanium. Although Ti-
rich NiTi SMAs and nearly equiatomic NiTi 
SMAs have different characteristics, the Ti-rich 
NiTi SMAs are used comparably less than 
equiatomic NiTi SMAs because titanium is an 
expensive element in the markets.  

CuAlNi shape memory alloys are also an 
important family that can be alloyed with other 
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elements and/or can be treated to be used in 
different application areas. The composition 
change and treatments can play with the existing 
phases shown in Figure 4. The austenite phase of 
CuAlNi SMA is called β-phase and martensite 
phase can be 𝛾𝛾′ phase with coarse martensite 
plates and/or 𝛽𝛽′ phase with narrow (needle-shape) 
martensite plates. Figure 5 illustrates a Cu-Al-Ni 
SMA that showed the martensite phase. Although 
the microstructure of the martensitic phases is 
different, the crystal structure can be either twin 
or detwinned. It is also known that some 
precipitation phases can be obtained in the 
austenite and martensite phase which produced 
through a diffusion process and make a 
compound. The type, amount and shape of these 
precipitations can directly effect on the physical 
properties of the shape memory alloys. 

2.4.2. TTT diagram   

Isothermal transformation diagram or time-
temperature-transformation (TTT) diagram 
shows how the cooling time can influence on the 
microstructure of the alloy. The diagram is 
essential for designing and making a decision 
about the production process. The temperature is 
kept constant (isothermal) during the measuring 
process. Figure 6 is a simple TTT diagram for 
Ti48.7-Ni51.3 (at.%) SMA which is found for 
experimental results and theoretical calculation 
[31]. The TTT diagram for some alloys, e.g. Fe-
C, is more complicated.  

 

 

  
(a)  (b)  

 
Figure 4 (a) Binary Ni-Ti alloy and (b) Ternary Cu-Al-3.0 wt. % Ni [32, 33] 
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Figure 5 A combination of two different martensite 
phase in a Cu-Al-Ni shape memory alloy [34] 

 

 
 

Figure 6 TTT diagram of Ti48.7-Ni51.3 (at.%) alloy 
[31] 

For a duration of time at a specific temperature, 
the microstructures undergo changes because of a 
diffusion process of the constituents. Thus, the 
microstructure of an alloy, such as steel, can be 
monitored to obtain a desired feature for a specific 
application. However, the operation of an SMA, 
which is a phase transformation between 
austenite, and martensite, is supposed to be a 
diffusionless process. The properties of an ideal 
SMA should be constant, especially the phase 
transformation temperatures. Therefore, the 
microstructure should not be changed during 
phase transformation. Nevertheless, a real SMA is 
not thermally stable, because the process of 
heating and cooling take time, which provides the 
opportunity for the diffusion process and change 
the grain size of the SMA. The differential 
scanning calorimetry (DSC) results showed that 

there is no thermal stability during the cycling 
process [35-38]. 

2.4.3. Stress-strain diagram 

Metal alloys are classified into ferrous and non-
ferrous alloys [39]. In all cases, the metals 
showing a different stress-strain property. Figure 
7 shows the stress-strain test for a brass specimen, 
whereby applying stress on the brass, it starts to 
deform. The deformation started with an elastic 
deformation which has a linear relationship 
between applying stress and the induced strain. In 
this stage, materials can recover their induced 
strain when the applying load is removed. Metals 
can be further deformed by increasing the 
applying load, however, when the deformation 
passed a critical point (yield point) it cannot 
recover the all induced strain. Thus the 
predetermined shape cannot be recovered through 
external treatments, such as hot or cold working. 
Also, some residual stress can release through 
heat treatments [40, 41]. Shape memory 
materials, on the other hand, can recover their 
original shape spontaneously [42-44].  

Figure 8 shows the schematic representation of 
traditional material and two superior behavior of 
an SMA. In all cases, there is an elastic behavior, 
where the materials can recover almost all the 
induced strain. However, when the applying 
stress is increased, the material deformed and 
finally is broken in a maximum applying force. 
After a material deformed it cannot recover the 
induced strain, while in SMA the material can 
recover its predetermined shape through shape 
memory SME or pseudoelasticity 
(superelasticity) [16, 45]. 
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Figure 7 The stress-strain property of brass [39] 

 

 
 
Figure 8 Schematic diagram of stress-strain behavior 
of a normal material and a SMA that can show SME 

and pseudoelasticity 

 
2.5. Characteristics 

 
SMAs similar to the other types of materials have 
physical properties, such as electrical 
conductivity, heat capacity, and thermal 
expansion. Also, there are some chemical 
properties such as corrosivity. Additionally, they 
have some superior properties that distinguish 
them from other counterparts. Shape memory 
effect and pseudoelasticity are two important 
characteristic that only belongs to SMAs. 

 
 

Figure 9 The diagram of an ordinary deformation above Md temperature, superelasticity in the temperature range 
(Af – Md), and SME by heating the NiTi alloy to temperature up to Af [46] 

 
2.5.1. Shape memory effect 

The shape memory effect (SME) is a shape 
memory recovering process. A deformed SMA in 

the martensite phase can be heated up to austenite 
phase to recover the original form, however, the 
shape cannot precisely be returned to its original. 
An equiatomic NiTi alloy can recover about 8% 
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of the induced strain [43, 9]. Figure 9 shows the 
process of shape recovery for an approximately 
equiatomic NiTi SMA. The SMA directly 
responded to the external stress and the 
deformation can stretch the atomic bonds, thus the 
energy can release whenever the external force 
was removed. When the magnitude of the external 
load exceeded, the SMA deformed like other 
ordinary materials, however, the slip did not occur 
for the applying load. The twinned martensite has 
only been detwinned, so by heating the SMA, the 
crystal structure of the alloy started to transform 
from martensite (twinned or detwinned 
martensite) to the austenite phase. This 
transformation started from As and it finished at 
Af. Lastly, the shape-recovered SMA was cooled 
to the martensite phase in an extremely short time. 
In reality, some residual phases can remain, and 
austenite ↔ martensite transformation cannot 
completely be dissolved through the 
transformation process. Also, creating 
precipitation made of a compound can noticeably 
be detected using XRD measurements [47-49]. 

2.5.2. Pseudoelasticity  

Pseudoelasticity or superelasticity (SE) is another 
potential shape memory ability of SMAs that the 
alloy can restore the strain through an isothermal 
process and without an additional stimulus 
process. It can be seen in Figure 9 that the 
characteristic occurred between Af and Md 
temperatures. The Psuelasticity is such that in the 
prior loading the SMA showed elasticity, like 
other ordinary materials, and by increasing the 
load the strain can increase with constant stress. 

In this stage, the austenite phase transformed into 
a detwinned meta-stable martensite phase, which 
absorbed a huge amount of loading. If the loading 
is not exceeded its limit, the SMA can return back 
to its original shape. Indeed some energy 
consumed during internal energy through the 
phase transformation process, which appeared as 
a different path of austenite ↔metastable- 
martensite and metastable- martensite ↔ 
austenite transformation. 

2.6. Some Applications 
 
Nowadays, several applications based on SMAs. 
Mostly, SMA is used as an actuator form. Fast 
response to stimulus and no need for external 
control are advantages of SMAs. Some 
applications in three main categories are shortly 
mentioned. 

2.6.1. Medical applications 

The first popular utilization is in the Orthodontic 
field. NiTi SMA, artificial known as NiTiNOL, is 
the best candidate which is better than the 
ordinary materials. Table 1 represents some 
selected mechanical properties of three different 
materials. It is obviously can be seen that NiTi 
alloy has bigger ultimate tensile stress and smaller 
ultimate tensile strain compared with stainless 
steel (316L), non-magnetic Cobalt-Chromium-
Nickel-Molybdenum alloy (ELGILOY). In 
addition, the NiTi alloy has a comparably lower 
elastic modulus. These properties made the alloy 
to be chosen as the best candidate for orthodontic 
purposes.   

 
 
Table 1 
Some mechanical properties of stainless steel (316L), non-magnetic Cobalt-Chromium-Nickel-Molybdenum alloy 
(ELGILOY), and nitinol (NiTi) alloys. UTS and UTE are ultimate tensile stress and strain, respectively [50]  

Alloys Elastic Modulus 

(GPa) 

Yield stress 

(MPa) 

Yield strain 

(%) 

UTS 

(MPa) 

UTE  

(%) 

316L 193 340 0.17 670 48 

ELGILOY 221 450 0.20 950 45 

NiTi 𝐸𝐸𝐴𝐴 =53.5, 𝐸𝐸𝑀𝑀 =29.2 𝜎𝜎𝐴𝐴𝐴𝐴 =400 𝜀𝜀𝑦𝑦𝑠𝑠 =9.0 1355 14.3 
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Figure 10a shows a schematic comparison for un-
deformed stainless steel and nitinol shape 
memory alloy. The arc wire should be chosen 
such that it has sufficient stiffness and it should 
exert optimal stress on the displaced teeth. Thus, 
the induced stress, by the arc-wire, is classified to 
subthreshold (has no effect), suboptimal (has a 
low effect), optimal (the sufficient effect), and 
excessive (the undesired effect). It can be seen 
that the effective strain of nitinol is comparably 
more than stainless steel. Figure 10b showed the 

stress-strain characteristics of NiTi and stainless 
steel, where the stainless steel permanently 
deformed while the NiTi SMA instantly deformed 
and the induced strain is stored in terms of phase 
transformation from austenite to detwinned-
metastable-martensite phase. The overall 
effective strain of NiTi SMA is several times 
bigger than stainless steel due to the 
pseudoelasticity effect. Therefore the SMAs are a 
selective candidate for orthodontic purposes [51].  

 

  
 

Figure 10 (a) A comparison of elasticity between stainless steel and NiTi SMA (as an ordinary material); (b) 
compare the strain recovery after deforming stainless steel and NiTi alloy [13] 

 

 
 

Figure 11 A steel-SMA system [52] 

 
 

Figure 12 Ni-Ti spring properties for biasing forces 

2.6.2. Engines and Aerospace 

There is numerous application in this area, such 
as Smart Aircraft and Marine Project System 
Demonstration SAMPSON [53, 54], Rotor blade 
system [55], reconfigurable rotor blade [56], and 
nozzle configuration [56]. The most SMA-
applications is used in term of the actuator. For 
example for making a cooling system based on 
temperature, a combination of steel and a SMA, 
such as NiTi alloy, can make a smart independent 
valve system (Figure 11). In low temperature, the 
steel-spring has more stiffness compared to the 
NiTi alloy, so the valve is closed and coolant does 
not flow into the engine. When the temperature 
increases the NiTi transforms from martensite to 
austenite phase, and therefore its stiffness 
becomes bigger than the steel. In such condition, 
the NiTi-based spring pushes the steel-based 
spring and consequently the valve is opened for 
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passing the coolant into the engine. Figure 12 
displays the austenite and martensite response of 
a NiTi alloy to a biasing load. The austenite phase 
has bigger stiffness compared to the martensite 
phase.  

2.1. Heat treatments 

Some physical properties of a SMAs, such as 
phase transformation hardness, stiffness, 
electrical resistivity and magnetization, can be 
influenced through heating (or cooling) process. 
Since, the type and size of microstructure is one 
of important factors to give different 
characteristic to a SMAs, so by controlling these 
parameters their physical properties can be 
monitored in a specific range. There are also 
isothermal process, which depend one time and 
temperature called aging. On the other hand the 
process of cooling is one of key point to determine 
the microstructure and hence to change the 
SMAs’ characteristics. 

 

3. DIFFERENT STUDIED PARAMETERS 

SMAs response to different physical stimuli and 
phenomena, such as heating, electrical and 
magnetic fields, oxidation, and mechanical stress. 
In following sections some parameters are 
explained with a recent literature review for each. 

 
 

Figure 13 A sketch of furnace for aging SMA 

 

3.1.1. Aging 

Aging is a thermal process, where a specimen is 
taken in a particular temperature for a determined 
time [28]. A convenient furnace need for heating 
up a SMA. The furnace should be designed with 
some particular features. The temperature and the 
sample atmosphere should be under control. 
Generally, lab furnace uses an electrical heater to 
heat up and they have a panel to set the 
temperature and time of operation. Figure 13 
illustrates a sketch of a furnace used for aging 
SMAs. It has an isolation block that is passive and 
can tolerate high temperatures. The atmosphere 
should be controlled to enhance the efficiency of 
the aging process. In addition, vacuolization 
avoids the specimen from oxidation in high 
temperatures. However, the capsulation of the 
sample is another way for those furnaces that have 
no atmosphere control facilities. 

 

 
 

Figure 14 Aging and cooling process as a function of 
time for austenite finish temperature (Af) [57] 

The temperature of aging can be changed to 
investigate its influence on some physical 
properties of SMAs. There is a temperature-
composition-phase diagram for most binary 
SMAs, where the melting temperature, eutectoid 
temperature as a function of composition is 
determined. The metallurgists can choose the 
effective temperature of aging, however, for some 
SMAs with more than two constituents, the 
researchers should investigate different 
temperatures using trial and error. Figure 2 shows 
the effect of aging and cooling process on 
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austenite finish temperature. The TTT diagram 
has obtained for Ni49.2Ti50.8 (at.%). The alloy has 
been aged at 300 and 500 ℃ for 2-180 min with 
initial Af =11℃. The best-obtained aging 
temperature is nearly 400 ℃ because the most 
precipitation occurs in this temperature and there 
is a balance was achieved between the driving 
force and diffusion rate needed for phase 
transformation. It is found that to obtain a full 
martensite phase in the lower temperature, the 
alloy should have a high austenite finish 
temperature. However, for the temperature 
˂500℃, a higher diffusion rate happens and 
consequently the time needed for transformation 
to be ended diminished [8]. 

Sari et al. [58] studied the effect of aging on a Cu-
Al-Ni-Mn SMA in three different temperatures 
(300, 400 and 500 ℃). They realized that some 
precipitation, including bainite, α, and γ2 phases, 
were obtained. The phase transformation 
temperatures were decreased with increasing time 
and temperature of aging, while the hardness 
values were increased. On the other hand, the time 
of aging can impact on a SMAs characteristic. 
Shamimi et al. [59] reported that increasing the 
time of aging in different temperatures increased 
the forward and reverse phase transformation 
temperatures.  

3.1.2. Quenching 

One of the aforementioned phase diagrams is the 
TTT diagram (temperature-time-transformation) 
which showed how the time of cooling can affect 
the obtained phase in the lower temperature. 
Generally, the time of cooling is taken in a 
fraction of second, in order to achieve a 
martensitic microstructure in SMAs. Moreover, 
the phase transformation from austenite to the 
martensite phase is a diffusionless phase 
transformation process, thus the time of cooling 
should be as short as possible. Fast cooling, or 
quenching, depends on the medium where a high-
temperature SMA in the austenite phase 
immediately loses a huge amount of heat energy. 
Two of the important parameters, which should be 
kept in mind, are the temperature difference and 
heat capacity of the medium. In this process, the 
temperature of cooling-medium is supposed to be 

constant, therefore its amount should be 
comparably more than the SMA.  

Dagdelen et al. [60] studied some physical 
properties of Cu–13Al–4.5Ni–1.5Ti (wt. %) 
SMA, where subjected to heat treatment at 930 ℃ 
for 30 min. They used liquid nitrogen, alcohol, 
and iced-brine mediums that had –196, 0, and 6 
℃, respectively. They reported that alcohol and 
iced brine increased phase transformation 
temperatures about 100 K. Also, grain boundaries 
were more identifiable for the alloy in which 
quenched into the alcohol and iced brine. 
Likewise, Saud et al. [61]found that the quenched 
Cu-Al-Ni-Fe SMA into the oil had the best grain 
refinement because it has a higher cooling rate 
compared to ice-brined water.   

3.2. Changing Compositions 

Materials with pure elements have particular 
properties, which may not be used for all 
applications, thus alloying with different amounts 
of other elements can give novel features to the 
materials. SMAs are also can obtain new 
characteristics by alloying with different elements 
[62, 22]. Khalil-Allaf et al. [63] studied the 
different composition of NiTi alloy. They found 
that the enthalpy and entropy changes of 
martensitic transformation, elastic energy, and 
chemical forces were diminished with increasing 
Ni content in the SMA. On the other hand, Buytoz 
et al. [21] reported that enthalpy and entropy 
changes of NiTi-Hf alloy decreased with 
increasing Hf content, while PTTs the alloy 
increased. Also, they found that the alloy with 
different composition showed different oxidation 
behavior. Mehrabi et al. [64] added tungsten (W) 
into nitinol (Ni-Ti) SMA to investigate some 
physical behavior, such as hardness, through 
changing the composition. They reported that the 
hardness of the alloy significantly increased by 
increasing tungsten content. Zheng et al. [65] 
alloyed NiTi with Ag for medical investigation. 
They found that the strength and bacteria 
adhesion was improved by adding Ag into the 
NiTi SMA, whereas, the corrosion resistance and 
cyto-biocompatibility had not been significantly 
affected. 
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3.3. Mechanical treatments 

The mechanical treatment does not affect the 
microstructural types in a SMA, but it can grain 
refinement and, thus, these treatments can 
influence the SMA characteristics. There are two 
popular methods of rolling, cold and hot rolling. 
Sometimes, the rolling process makes some 
micro-cracks which is one of the disadvantages of 
the method. It may be followed by annealing at a 
particular higher temperature. Sharifi et al. [66] 
studied the effect of cold rolling on an 
equiatomic-NiTi SMA. Some samples with 
different thicknesses were produced at room 
temperature, where the stiffness was increased by 
reducing the thickness. They realized that the 
dislocation of the alloys was increased by 
applying a rolling process. The obtained 
amorphous alloys were completely crystallized by 
annealing at 400℃ for 1h. The plateau region in 
the stress-strain test was obtained only for those 
alloys that annealed after cold rolling. 

3.4. Coating 

The coating is one of the attractive processes to 
improve some properties of a SMA, e.g. corrosion 
resistance and biocompatibility. Hu and 
colleagues [67] produced an ultrafine grain layer 
on NiTi SMA consisting of nanocrystallites. They 
improved the hardness and wear resistance of the 
alloy by grain refinement of the surface. 
Furthermore, the coated alloy had lower friction 
coefficients compared with uncoated coarse grain 
NiTi alloy. Cheng et al. [68] coated NiTi with 
biocompatible-Ti. The corrosion resistance 
obtained by the electrochemical method showed 
that the alloy achieved an excellent corrosion 
resistance property due to obtaining a thin oxide 
film on the NiTi alloy, which is a passivated 
material. Maleki-Ghaleh et al. [69] 
electrophoretically deposited hydroxyapatite on a 
NiTi SMA with various electrical potential 
differences. The in-vitro study results showed that 
the samples coated at 60 V had comparably better 
protection against Ni (toxic element) release into 
simulated body fluid (SBF). 

4. CHARACTERIZATIONS   

All aforementioned effective parameters are 
characterized through some advance types of 
equipment. The common and important devices 
includes Differential scanning calorimetry (DSC), 
thermogravimetry / differential thermal analysis 
(TG/DTA), x-ray diffraction (XRD), scanning 
electron microscope (SEM)- energy dispersive x-
ray spectroscopy (EDS), metallurgical 
microscope or optical microscope (OM), Vickers 
microhardness, and the stress-strain 
measurements; also, there are different in vitro (or 
in vivo) studies to investigate the biocompatibility 
of materials.  

 
 

Figure 15 Sketch of a Differential Scanning 
Calorimetry (DSC) connected with a data analyzer 

 
4.1. Thermal Characteristics 

4.1.1. DSC 

Differential scanning calorimetry (DSC) is one of 
the fundamental tests for measuring phase 
transformation and obtaining some 
thermodynamics properties of a SMA. Figure 15 
shows a sketch of a DSC measuring system with 
a DSC, inter gas, and a data analyzer (computer). 
The inert gas flowed into the DSC chamber to 
minimize the oxidation. There are two unique 
crucibles put on the sensitive thermocouple. The 
reference pan is left empty and the specimen is 
taken inside the Sample pan. The heat flow 
recorded as a function of temperature, thus and 
change in heat flow gives information about a 
physical (or chemical) reaction, which the phase 
transformation between austenite and martensite 
is what a researcher is looking for in a SMA. The 
computer utilizes a special software program to 
analyze the DSC measurement data. The phase 
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transformation temperatures and enthalpy 
changes of the transformation are the main DSC 
results of a SMA. 

4.1.1. TG/DTA 

Thermogravimetric/differential thermal analysis 
(TG/DTA) is another tool that can be used for 
obtaining some physical properties, such as phase 
transformation of heating, oxidation, obtaining an 
oxide layer in an isothermal process. Similar to 
DSC, TG/DTA device includes two unique 
crucibles, one for the sample and the other is the 
reference. Mass gain/loss as a function of 
temperature and temperature change as a function 
of time are two important results that can be 
achieved with this device. The atmosphere can be 
controlled by injecting inert gas or maybe left 
naturally. Normally, TG/DTA is used for phase 
transformation in high temperatures [70].  

 
Figure 16 A sketch of a DTA 

4.2. Crystal and Microstructural Analysis 
 

4.2.1. XRD 
X-ray diffraction is one of the effective 
techniques that is used by many material 
Scientifics. Basically, an x-ray source is needed 
which is generally obtained from the first electron 
transition of the Cu element, known as kα (with a 
wavelength of 1.5406 Å [21]). The incident x-ray 
reflects from different atoms. The atoms work as 
a plan, where the interplanar distance can be 
found in the XRD result (Figure 17). The 
wavelength of reflecting x-ray is not changed and 
the collision between x-ray and atoms is an elastic 
collision. The diffracted x-rays detected by a 
special detector and finally, the pattern is 
analyzed by some calculations so by using some 
database the obtained peaks can be indexed. Since 
metals have a crystalline structure, so the pattern 
consists of peaks, where the angle of detection, 
wideness, and intensity of the peaks give valuable 
information about the crystal structure of the 
material. The XRD is not for a single atom crystal 
structure, but it can be used for complicated 
molecules and to find different compounds [71]. 
Some phases after phase transformation will not 
completely transformed, such as austenite ↔ 
martensite phase, and the DSC results cannot give 
any information about the residual phases and 
other precipitations that can influence the 
physical properties of a SMA.  

 

 

 
 

Figure 17 A schematic representation of an XRD device and an output x-ray pattern 
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Figure 18 (a) Schematic representation of an optical microscope, (b) a particular CuAlNi-based SMA [72] 
 

4.2.2. Optical Microscope  

 
An optical microscope (OM) is one of the pre-
examining microstructures of SMAs. An OM 
consist of a source of visible light that illuminated 
on the specimen’s surface. The scattered light is 
collected with objective lenses and partially 
transmitted through plain glass reflector. A clear 
image can be achieved with magnification about 
1000x.  

Figure 18 represents a schematic diagram of an 
OM and a specific image obtained for a CuAlNi-
based SMA. The microstructure can be 
investigated for the selective range of 
magnification. However, most professional 
researchers used to use a scanning electron 
microscope, which can give more crystal images, 
moreover using the EDS facility the 
compositional rate also can be obtained. 

4.2.3. SEM-EDS 

A scanning electron microscope (SEM) is a type 
of electron microscope that frequently is used by 
many researchers. Its magnification is thousands 
as more as an optical microscope. Electrons are 
produced by a tungsten filament (electron gun), 
then the electrons are arranged and accelerated 
with an anode (has a positive charge). The 
electrons passing through a magnetic lens and 
then using a scanning coil the concentrated-high 
speed-electrons are directed to the different 

position of the specimen’s surface. A part of 
electrons are scattered from the surface, which is 
known as a backscatter electron, and they detected 
by a detector to obtain an image (SEM image). 
Another part of the incident electrons can 
penetrate into the specimens and since they have 
high energy, so they can kick and eject a core 
electron. The electrons in the upper energy levels 
transmitted into the lower energy level that 
produce an electromagnetic wave (EM).  Then the 
EM is analyzed to obtain the type of elements in 
the specimens. The concentration of most metallic 
elements can be determined by energy dispersive 
x-ray spectroscopy (EDX or EDS) [73-75]. 
 

 
 
 

Figure 19 Schematic diagram of a scanning electron 
microscope 
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Figure 20 Schematic diagrams of different types of microhardness testing instruments, (a) Vickers microhardness 
(four-sided pyramid tip), (b) Brinell microhardness (spherical tip) and (c) Nanoindentation (Berkovich tip) [82] 

 

 
 

Figure 21 Schematic set-up of tensile testing [83] 

4.1. Mechanical testing 

4.1.1. Microhardness 

There are various types of measurements for 
testing hardness of a sample, including Vickers 
hardness (HV), Brinell hardness (HB), Knoop 

hardness (HK), Janka hardness, Meyer hardness, 
Rockwell hardness (HR), Shore durometer 
hardness, Nanoindentation, and Barcol hardness 
testing. Figure 20 represents Vickers 
microhardness, Brinell hardness, and 
Nanoindentation indentation testing. The 
aforementioned techniques depend on different 
indentation and different calculations. There are 
defined standards for each technique [76-78]. 

ickers microhardness is one of popular testing 
because its calculation does not depend on the size 
of the indenter. The units of Vickers 
microhardness are Vickers Pyramid Number 
(HV) or Diamond Pyramid Hardness (DPH), and 
sometimes it can be converted to SI unit (Pascal) 
[79-81].  

4.1.2. Tensile test 

In this mechanical test, the samples should be 
prepared in a standard form (Figure 21). When the 
sample is pulled from its ends it will firstly be 
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elongated elastically, then it reached yield point. 
By. On the other hand, the compression test is 
another popular test for ceramic materials, such as 
concretes.  

Figure 22a and Figure 22b shows the schematic 
diagram of a stress-strain test for an ordinary 
metallic material and for a SMA that showed 
pseudoelasticity. The real experimental data for 
aluminum and steel (ordinary material) and an 
approximately equiatomic NiTi SMA is given in 
Figure 4.8c and Figure 4.8d, respectively. The 
tensile test gives information about many 
mechanical properties of materials, such as 
modulus of elasticity, ductility, stiffness, 
superelasticity behavior (in SMAs). 

4.1. Biocompatible tests 
 
There are several applications of SMAs that need 
to be biocompatible, thus the SMAs should be 
checked out some tests, including carcinogenic, 

genotoxic, mutagenic, cytotoxic, allergic, and 
corrosion behavior [84]. For example, corrosion 
tests can give information about the reactivity of 
a SMA with different environmental conditions.  

The specimens, in the implanted SMAs, should be 
put inside a simulated body fluid (in-vitro study) 
or, their behavior can be investigated inside a real 
medium (in-vivo study). Figure 23 shows a 
schematic comparison between the in-vitro and 
in-vivo studies. Since the in-vitro study is easier 
to control parameters, so it is used more 
frequently in this research area. Although there 
are many passive elements that have high 
biocompatibility, some functional materials are 
beyond this scope. Therefore material scientists 
should treat them through some techniques, e.g. 
coating is one of a practical method to reduce the 
toxic release into the alive tissues [87-90]. 
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Figure 22 Stress-train test for (a) an ordinary metallic material and (b) for a SMA. (c) Experimental result for a 
particular aluminum and steel [85], and hysteretic behavior of Ni51Ti49 (at.%) SMA obtained at 303K [86] 

QADER et al.

The Effect of Different Parameters on Shape Memory Alloys

Sakarya University Journal of Science 24(5), 892-913, 2020 906



 
 

Figure 23 A comparison between in-vitro and in vivo study 

 
5. CONCLUSION   

In this review, different shape memory alloys’ 
characteristics were explained. Also, the most 
extended effective parameters on shape memory 
alloy were reviewed. In addition, the techniques 
used for the characterization of SMAs were 
defined with some related devices. The basics of 
the device operation were explained through 
some sketches. This review can open a gate for 
new researchers, who have not enough 
information in this field.   
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Sustainable Maintenance Strategy for Wood Windows Defects 

 

Özlem EREN*1, Emine Merve OKUMUŞ2 

 

Abstract 

Regular maintenance and repair of window systems in the existing building stock provide 
both resource and energy savings. While planning the maintenance strategy of window 
systems that offer benefit in terms of two different aspects, first of all, the possible damage 
types should be known. Then, what is the damage to the scope of this study? The question 
was investigated, and the causes and types of defects in the wooden windows were listed. The 
proposed maintenance planning method is based on 5 tools. The tools that can be used for 
maintenance planning are listed in the literature. First, the defect levels of the wood windows 
were specified and then the AHP method was used to select among the alternative 
maintenance according to the severity of the defect. The study was planned according to the 6 
Sigma tool. Firstly, the causes of the defects were investigated and then these defects were 
evaluated by assigning numbers to each defect by experts. Finally, the AHP method was used 
to select the right alternative among proposed maintenance alternatives according to the level 
of defects. By using this simple method while choosing the window maintenance strategy 
according to the demands, wrong decision-making will be prevented.  

Keywords: maintenance, wood window, defect 
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1. INTRODUCTION 

Defects in window systems can be diagnosed not 
only by complex tools, tests, etc. but also by 
observation-based inspections with simple-to-use 
hand tools. The accuracy of this method can be 
proved by different research tools. According to 
the results, the defects can be rehabilitated with 
maintenance actions that will increase the 
comfort of the user and meet the expectations, 
and the possible damages can be prevented or 
postponed. The questions asked in this study 
were as follows: Are the defects in the 
components of the window systems related to 
each other? What are the most common defects 
in wooden window systems? At what stages 
were they occur?  

Windows are exposed to deterioration from the 
date they are built. However, the sustainability of 
building conditions is the main purpose of 
providing services to the users [1, 2]. Windows 
are openings on the building facade that have to 
meet multiple performance requirements. The 
window provides natural light and ventilation 
while protecting the inside from outside 
conditions. The window system is constantly 
exposed to both climatic influences and daily use 
that accelerates deterioration, leading to 
premature damage that affects the window's 
durability, appearance, and value. Therefore, it is 
necessary to classify damages to diagnose 
anomalies correctly and find the appropriate 
solution [3]. Appropriate maintenance should be 
performed to control irreversible defects in 
window systems and to extend the physical life 
of the building [2]. 

The method was applied to the historical 
education building. Defects have been detected 
in the windows of the building by observation-
based and non-destructive inspection methods, 
and the detected damages have been matched 
with the maintenance recommendations 
corresponding to the defects in the previously 
created database. 

2. DEFECTS AND MAINTENANCE 
METHODS IN WOOD WINDOW SYSTEMS 

In the building sector, there are words with 
different meanings that are thought to have the 
same meaning concerning building defects. It is 
necessary to know the equivalents of these words 
in defining the problem well. The words which 
are thought to have the same meaning in the 
literature but they are different as follows: 

 “Error” wrong human action - wrong 
choice or decision, 

 “Fault”, an element fails to perform the 
intended action, 

 “Defect”, in which one or more elements 
are not performing”, 

 “Snag ”, obstacle, 
 “Anomaly”, Probable defect that is 

anomaly-directly visible or measurable, 
 “Degradation”, something is destroyed 
 “Damage”-It is defined by the words 

deterioration expressed in terms of cost. 

Atkinson (1987) has made a very clear definition 
of differentiating defects from failure. Failure 
means formations that may or may not be 
corrected before the building is delivered, on the 
other hand, the defect is the decrease in 
performance after the building is started to be 
used [27,4]. While error and failure terms are 
very close to each other due to their meaning, the 
error is usually related to human movements 
while defect occurs in elements [4]. According to 
Flores and Brito (2010), maintenance 
rehabilitations are actions taken during operation 
of a building to secure minimum performance 
levels without any deterioration of the elements 
of the building and to maintain the commercial 
value of the building and ensure sustainability [5, 
6, 9]. 
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2.1. Defects in Wooden Systems 

Degradation of wood materials occurs in the 
form of mold, blight, cavity formation, breakage, 
cracking and so on since microorganisms and 
pests live within these materials. Components 
made with wooden material that is susceptible to 
such degradation due to the damp internal 
structure may deteriorate very quickly and 
become irreparable if necessary, precautions are 
not taken according to the places where they are 
used. It is possible to extend the service life by 
regular maintenance of the window systems 
made of wood materials that are directly exposed 
to external climatic conditions. 

Defects occur in windows due to the following 
reasons [11], 

 Incorrect design 
 Incorrect construction 
 Improper maintenance 
 Faulty material 
 Improper use 
 Lack of information 
 Poor communication 

The reasons for the transition of windows from 
performing to the non-performing condition 
must be identified. Degradation may not be 
attributed to only one reason. Natural 
degradation begins with the aging of materials 
and components/elements. On the other hand, 
failures depend on design or construction. The 
degradation process takes time to evolve, and the 
performance of the components does not 
immediately pass from to another. This is crucial 
for the planning of preventive maintenance 
strategies. Degradations often occur before the 
final damage/defect occurs [28]. The type or 
severity of the defect affects the performance of 
the construction components. Most condition 
assessment methods classify the defect type of 
different building components as unimportant, 
important and critical. Critical defects 
significantly affect the function of the structural 
component. Serious defects show symptoms by 
causing deterioration in performance. The 
intensity of defects has a strong impact on the 
condition of the building components. Straub 

(2014), ’prepared a table that lists the defects 
threaten the function in the windows by referring 
to Damen et al. [12], [10]. (Table 1-2) 

Table 1. Classification of defects in windows 
(Developed from [10])  
Critical defects Serious defects Minor defects 
Distortion and 
leakage, 
Frame breakage 
and cracking, 
Mushroom 
formation 
Cracking  
Insect Attack 
Track loss 
Strain 
Rupture 

Aging of sealing 
materials 
Wear of gaskets 
Loss of protective 
layer 
Having mist on 
double glazing units 
Moisture retention 
of window frames 
Partial spaces 
Water leakage 
Corrosion on 
fasteners 
Degradation in 
fasteners 

Deterioration of 
surface finishes 
Discoloration-
fading 
Color change on 
glass surface 
Pollution 

 

2.2. Methods Used in Diagnosis of Defects  

Please be sure to check your document for 
spelling and grammar before submitting it 
electronically. Observation-based, simple 
instruments and more complex instruments are 
used to diagnose degradation in window 
systems. According to Masters (1985), what 
should be known in the estimation of service life 
are as follows [13, 14]. 

 A systematic approach to treating/solving 
the problem, 

 In-service performance of the material, 
 Knowledge about environmental factors 

causing degradation, 
 Knowledge of mathematical models that 

define material behaviors with specific 
applications and environment, 

 Number of factors causing degradation, 
 Geographical location and the importance 

of factors changing with the available 
material, 

Knowledge of the range of factors needed for the 
development of test methods to estimate the 
service life. 
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Table 2. Classification of defects in wooden frames 
(Developed from [3]) 
DEFECTS 
GROUP 

DEFECTS NAME 

  
 
 
 
 
 
 
 
 
A-DEFECTS IN 
DESIGN  

A1-Wrong window type selection 
A2-Failure to place the casing in the 
right place (inside, center, outside) 
A3-Unprotected window (eaves etc.) 
A4-Faulty design of sills 
A5-Lack of water drainage system / 
failure 
A6-Overlap number is not selected 
correctly 
A7-Incorrect section selection 
A8-Missing connection due to through-
opening 
A9-Inadequate selection of fittings 
A10-Not selecting the appropriate glass 
type / thickness 
A11-Designing / detailing the wrong 
water discharge system  
A12-Designing / detailing the wrong 
window sill 
A13-Insufficient number of fasteners 
during design 
A14-No incorrect design / ventilation 
elements 
A15-Failure support design 
A16- Incorrect selection of frame 
section and sash 
A17- Incorrect selection of  frame 
profiles 
A18-Excessive frame angle (deflection 
problem) 
A19-Failure sealing material selection 
……………………….. 

 
 
 
 
B-DEFECTS IN 
CONSTRUCTION 

B1.Faulty fixing of the case to the wall 
B2-Improper insulation of the casing 
and wall 
B3-Incorrect detection of the sash to the 
frame 
B4-Incorrect detection of sealing 
elements 
B5-Incorrect fixation of glass strip 
B6-Incorrect application of water 
drainage system 
B7-Poor workmanship 
B8-Use of inexperienced or 
inadequately qualified workforce 
B9-Use of inadequate, poor quality and 
/ or non-approved materials 
B10-Fixation with missing fasteners 
…………………… 

 
 
C-DEFECTS IN 
USE   

C1-Number of users 
C2-Poor maintenance 
C3-Incorrect using of mobile parts 
C4-Improper use of the closing 
mechanism 
C5-Lack of maintenance 
………………….. 

2.3. Methods Used in Diagnosis of Defects  

Please be sure to check your document for 
spelling and grammar before submitting it 
electronically. Observation-based, simple 
instruments and more complex instruments are 
used to diagnose degradation in window 
systems. According to Masters (1985), what 
should be known in the estimation of service life 
are as follows [13, 14]. 

 A systematic approach to treating/solving 
the problem, 

 In-service performance of the material, 
 Knowledge about environmental factors 

causing degradation, 
 Knowledge of mathematical models that 

define material behaviors with specific 
applications and environment, 

 Number of factors causing degradation, 
 Geographical location and the importance 

of factors changing with the available 
material, 

 Knowledge of the range of factors needed 
for the development of test methods to 
estimate the service life. 

Visual inspection of degradation of the windows 
(Table 3) can be carried out with simple on-site 
measurements (thermographic instruments). The 
complex process of deterioration in windows 
occurs due to several factors. Understanding the 
pathological methods and knowing these factors 
are important for controlling the appropriate 
maintenance method [15]. In this study, defects 
in wood window systems were determined based 
on observation. 

Table 3. Diagnostic Method 
Table 3. Diagnostic Method 
 
Based on Observation 

Crack and gap sizes  
Angle measurement 
Alignment 

2.4. Maintenance Methods 

When the necessary precautions are taken 
against the defects that occurred or may occur in 
the window systems, the expected performance 
level of the window can be kept at the desired 
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level. To achieve this, it is necessary to plan the 
process well and to plan maintenance with a 
systematic approach. The consequences of an 
inefficient maintenance policy go far beyond the 
cost of maintenance [5, 8]. In the literature, 
maintenance methods are widely examined in 
three stages. 

1. Predictive maintenance; this type of 
maintenance is suitable for elements whose 
performance and condition can be observable. 
Inspections are planned and the maintenance 
actions are performed according to the inspection 
results under the degradation conditions of the 
element. Predictive strategies are based on a 
large number of technical and statistical 
knowledge of the building element’s behavior 
[7]. 

2. Preventive maintenance; is performed at 
predetermined intervals to prevent defects. 
Preventive maintenance planning requires 
extensive knowledge of service time, service 
performance, deterioration models, effective 
maintenance operations and costs for each staff 
member [15].  

3. Corrective maintenance; In cases where the 
effect of the fault is very small, corrective 
maintenance is applied. According to corrective 
maintenance, inconvenience caused by 
unplanned errors can be solved with very small 
costs [15].  

4. Time-based maintenance: after the 2000s, 
there has been a transition to state-based 
maintenance [7]. 

3. METHODOLOGY OF THE STUDY 

The research aims to determine the causes of 
defects in the wooden window systems of the 
existing structures and to select the most 
appropriate maintenance alternative for these 
defects according to the demands of the user. For 
this purpose, extensive literature review and 
standards and regulations were examined. The 
possible defect types and diagnostic methods that 
can be encountered by these investigations have 
been determined, and then maintenance 
alternatives have been listed. In the methodology 

of the study, the problem will be solved by using 
4 steps with 5 tools (Table 4,5; Figure 1). In this 
study, to have multiple criteria affecting the 
deterioration of the window system, Multi-
Criteria Decision-Making Methods (MCDMM) 
were investigated. The study was structured 
based on the 4 Stages of the 6 Sigma (Table 4) 
research method. The method consists of 
identification, measurement, analysis, 
improvement, and control. The control phase 
could not be performed in the study. Because the 
proposed maintenance and repair proposal has 
not been implemented but remained as a 
proposal. 

Data is collected and recorded in the control list 
based on the observation of the expert 
diagnosing the defects in the windows. 

The expert must have all the necessary 
information, such as the location of the building, 
the year of construction, the functional 
characteristics, the previous maintenance of the 
window. All this information should be stored in 
a standard database [15]. The following steps 
were followed according to 6 Sigma Research 
Method. 

3.1. Description 

In this stage defects in window systems are 
explained. Root causes of defects are tried to be 
determined by using cause-effect analysis in 
determining the defects in the windows. The path 
to be followed is determined by the workflow 
chart (Figure 1). 

3.2. Measurement 

The expert records the current status of the 
structure and the window as well as the historical 
information in the template specified in Table 6. 
The status of the window is determined by this 
table which we will call as a checklist. The 
aesthetic and physical damage levels of the 
window systems divided into 5 sections in the 
checklists are graded between 1-5. In this way, 
the damage that can be corrected, monitored 
and/or done can be determined. The process 
continues by following the workflow chart. In 
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the second stage, the damage is scored for 
prioritization. In the third stage, the procedure is 
completed by selecting the appropriate 
maintenance from the archive of the previously 
created maintenance proposals by the AHP 
method. 

3.3. Analysis Stage 

The reason for the same defect types in the 
window systems is investigated. The matrix in 
Tables 7 and 8 and the checklist in Table 6 will 
be filled according to where the aesthetic and 
physical defects occur, the reasons for their 
occurrence and the stages. Knowing the causes 
of damages is important in terms of protecting 
the window, not making the same failure again 
and making maintenance planning by taking 
these reasons into consideration. 

3.4. Improvement Stage 

The maintenance plan is applied according to the 
score obtained for the selected window. After 
inspection, the criteria for maintenance 
prioritization are analyzed, and the most 

appropriate criteria are identified based on the 
relative weight. Depending on the type of 
physical performance or construction solution, it 
is possible to determine an index that reflects the 
priority of intervention, urgent actions (up to six 
months), short-term (up to two years) and 
medium-term actions by combining certain 
factors related to risk (critical type of the 
affected area and maintenance cost). Heat, sound 
and water problems occur due to the defects in 
window systems. In order to eliminate these 
problems, alternative maintenance plans are 
developed according to the data obtained from 
the window types which are examined, and the 
most suitable one is selected and applied (Table 
9). 

3.5. Control Stage 

At this stage, the recommended maintenance 
planning for window systems could not be 
carried out. Therefore, this stage is not 
applicable within the scope of our research (we 
could not have a sponsor for this purpose). 
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Table 4. Sigma Improvement Tools- Management and Quality Tools 
Table 4: Sigma Improvement Tools- Management and Quality Tools 

Method Purpose of Usage Benefits Source 

 
Customer's Requests 

The objectives of the project are 
set out and the customer's 

wishes are fully understood so 
that the problems that arise after 

are eliminated. 

The contract with employees for the 
realization of the objectives of the 
project reduces the likelihood of 

problems because the obligations are 
determined. 

 

 
Brainstorming 

 
Idea development 

It is a process in which different 
ideas are freely expressed by 

everyone. Ideas are ranked from 1 to 
5 according to their 

Munro, 2007 [16] 

Gantt chart Making the job program 
Completing the project steps in the 
desired time and order to prevent 

possible disruptions 

Pande et. al, 2001 
[17] 

Work Flow Charts 
and Process Mapping 

Observing, identifying and 
improving problems are 
important in deciding the 

processes 

Observing, identifying and 
improving problems are important in 

deciding the processes 
 

Prioritization Matrix Choosing between options Choosing between options Munro, 2007 [16] 
Hypothesis Testing 

and ANOVA 
Propose to special situations 

Used to propose solutions to special 
situations with statistical data 

 

Regression Analysis 
Used to explain how the 

dependent variable is changed 
by the argument 

  

Benchmarking 
It is used to apply a system 
process to another system. 

Organizations benefit from each 
other's positive aspects 

 

Control Chart 
Used to distinguish process 

variations 
Used to control the process.  

Sönmez, 2013 [19] 

Process adequacy 
index 

Process adequacy is the ability 
of the process to meet the 
expected specifications. 
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FMEA 
It is used to track all failures in 

the process step by step. 

The frequency of failures is listed 
according to their causes and 

severity. 

Pahl et.al, 1996 [23]; 
Tooley and Knovel, 

2010 [24] 
 

Root cause 
analysis 

It is a step-by-step method used 
to analyze problems based on 

root causes. 

It is a step-by-step method used to 
analyze problems based on root 

causes. 

Ben-Daya et. Al, 
2009 [18] 

Pareto 
Diyagram 

Used to see the frequency of 
failure types. 

  

Cause and 
Effect 

Diagram 
Fishbone 
Method 

This tool helps to identify the 
underlying causes of the 
problem in Six Sigma. 

It is easy to use and generally gives 
remarkable results. 

Munro, 2007 [16] 

Fault Tree 
Analysis 

Top-down sequence of possible 
failure events after a significant 

failure. 
 

Pahl et.al, 1996 [23]; 
Tomiyama et al,2009 

[25] Shetty, 2016 
[26] 

Fuzzy Logic 
and Fuzzy 
Clustering 
Method - 

FDM 

The fuzzy set can be defined 
mathematically as assigning a 

value to any entity in the 
discourse universe to the degree 
of membership within the fuzzy 

set. 

Fuzzy logic is an appropriate 
methodology to investigate many 

problems characterized by 
unreliable data, incomplete 

measurements, and ambiguous 
definitions. 

Zadeh, 1975 [20] 
 

Control Sheets Data collecting 
Provides more organized data 

collection process. 
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Table 5. Methodology of the study; tools and steps that used in this study 
Tools Steps Method 
Cause and Effect Analysis 
Brainstorming 
Checklist (Figure 1) 
Workflow chart 

Identification of defects - 
 
Identifying defects in components 

Based on observation 
method 

Scoring Scoring of defects - 
AHP Selecting appropriate maintenance 

Response severity / urgency level 
- 

  

Figure 1 Workflow Chart for Window Maintenance Planning 

 
Define all components 

of the window 

New window 

Existing window 
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Table 6. Checklist 
Table 6: Checklist 

Code: Name of the Building:   
 
 
 
 
 
 
 
 
 
 
 
 

Photos of window 
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Function of Structure: 
Function of Space: 
Supporting System of the Building: 
Floor location: 
Distance to Sea: 
Distance to Road: 
Direction: 
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Wall Type: 
Position of the window on the wall: 
Protective element on the wall: (wiping, eaves, etc.) 
Lintel: 
Sills: 
Window Size: 
Material of the window: 
Glass Type: 

 
D

E
F

E
C

T
S

  I
N

 W
IN

D
O

W
 S

Y
S

T
E

M
 C

O
M

P
O

N
E

N
T

S 
  

DEFECTS TYPE Score DEFECTS TYPE Score 

S
A

SH
 -

G
L

A
S

S 

A
es

th
et

ic
 

D
ef

ec
ts

 

E1. Rupture  

P
hy

si
ca

l 
D

am
ag

es
 

F1. Distortion-Breaking of Fasteners  
E2. Smooth Pollution  F2. Corrosion in Fasteners  
E3. Color Change  F3. Water Leakage  
E4. Mold fungus  F4. Partial Blanks  
E5. Cracking  F5. Sealing Deterioration  
E6. Swelling  F6. Shattered Glass  
……..   F7. Heat problem  

Failures in Design  Installation 
Failure 

 Failures in Use  
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F1. Distortion-Breaking of Fasteners  
E2. Smooth Pollution  F2. Corrosion in Fasteners  
E3. Color Change  F3. Water Leakage  
E4. Mold fungus  F4. Partial Blanks  
E5. Cracking  F5. Sealing Deterioration  
E6. Swelling  F6. Shattered Glass  
……….  F7. Heat problem 

Failures in Design  Installation Fail.  Failures in Use  
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F1. Distortion-Breaking of Fasteners  
E2. Smooth Pollution  F2. Corrosion in Fasteners  
E3. Color Change  F3. Water Leakage  
E4. Mold fungus  F4. Partial Blanks  
E5. Cracking  F5. Sealing Deterioration  
E6. Swelling  F6. Shattered Glass  

F7. Heat problem 
Failures in Design  Installation Fail.  Failures in Use  
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E3. Color Change  F3. Water Leakage  
E4. Mold fungus  F4. Partial Blanks  
E5. Cracking  F5. Sealing Deterioration  
E6. Swelling  F6. Shattered Glass  
……..   F7. Heat problem 

Failures in Design  Installation Fail.  Failures in Use  

L
IN

T
E

L
-F

R
A

M
E

 

A
es

th
et

ic
 

D
ef

ec
ts

 

E1. Rupture  

P
hy

si
ca

l 
D

am
ag

es
 

F1. Distortion-Breaking of Fasteners  
E2. Smooth Pollution  F2. Corrosion in Fasteners  
E3. Color Change  F3. Water Leakage  
E4. Mold fungus  F4. Partial Blanks  
E5. Cracking  F5. Sealing Deterioration  
E6. Swelling  F6. Shattered Glass  
……  F7. Heat problem 

Failures in Design  Installation Fail.  Failures in Use  
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F1. Distortion-Breaking of Fasteners  
E2. Smooth Pollution  F2. Corrosion in Fasteners  
E3. Color Change  F3. Water Leakage  
E4. Mold fungus  F4. Partial Blanks  
E5. Cracking  F5. Sealing Deterioration  
E6. Swelling  F6. Shattered Glass  
……  F7. Heat problem 

Failures in Design  Installation Failure  Failures in Use  

Scoring System: 1: Excellent (no damage) 2: Good (damage that can be easily corrected) 3: Moderate (usable - maintenance 
required) 4: Bad (parts replacement required) 5: Very bad (parts cannot be replaced, cannot be used See Table: List of design, 
construction, usage failure 
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Table 7. Matrix related to defects and possible causes 
of windows 

 
Defects 
Code 

Region of 
Origin 

Possible Reasons Stages 

Y1 Y2 Y3 N1 N2 N3 N4 N5 N6 T Y K Ç 

A
es

th
et

ic
 D

ef
ec

ts
 E1              

E2              
E3              
E4              
E5              
E6              
E7              

Total              

P
h

ys
ic

al
 D

ef
ec

ts
 F1              

F2              
F3              
F4              
F5              
F6              

Total              
Total              

Table 8. Matrix of possible causes of defects in 
windows 

 
Defects 
Code 

Region of 
Origin 

Possible Reasons Stages 

Y1 Y2 Y3 N1 N2 N3 N4 N5 N6 T Y K Ç 

A
es

th
et

ic
 D

ef
ec

ts
 E1              

E2              
E3              
E4              
E5              
E6              
E7              

Total              

P
h

ys
ic

al
 D

ef
ec

ts
 F1              

F2              
F3              
F4              
F5              
F6              

Total              
Total              

* Y1: Sash-frame, Y2: Sash-sash, Y3: Sash-glass, Y4: Between wall-
frame, Y5: Between Lintel-frame, Y6: Between sill-frame;        
* Phases: T (design; Y (construction); K / B (use / maintenance); O 
(environment) 
* Causes; N1- Small sash-frame section, N2-Incorrect installation, N3-

Invalid use, N4-Incorrect maintenance-repair, N5-Incorrect positioning, 
N6-Incorrect selection                                                                                        
* Defects; The E and F codes are the codes of the detects given in the 
checklist in Table 11. 

 

 
 
Table 10. Recommended maintenance for scoring from Table 9 
 1 Point 2 Point 3 Point 4 Point 5 Point 

Recommended 
maintenance 

HY2-B1. HY2-B1, HY1, 
HY2, HY4, HY5  

HY2-B1, HY1, 
HY2, HY4, HY5 

HY2-B1, HY1, 
HY2, HY3,HY4, 
HY5 
 
 

HY2-B6 

Defect Locations  Maintenance Recommendations 
 
HY1.Frame 
Components 
Maintenance  

A1- Repair or replacement of EPDM, silicone, strip, etc. sealing materials 
A2- Repair / replacement of fasteners such as nail screws 
A3- Replacing the glazing bead 
A4- Repair / replacement of hinges, opening / closing mechanisms 
………… 

 
HY2. Frame 
Maintenance 

B1- General cleaning of the frame 
B2- Repairing damaged areas according to the material of the frame 
B3- Repair of drains and drainage 
B4- Removal of damaged parts of glass  
…………….. 

 
HY3.Glass 
Maintenance 

C1-Glass replacement 
C2-Glass repair 
C3-Installation of ventilation system 
….. 

 
HY4. Frame-Lintel 
Maintenance 

L1- Silicone squeezing between frame-lintel 
L2- Insulation if thinner than lintel wall 
L3- Strengthening frame fixings 
L4- Placing raincoats / profiles to remove rainwater etc. 
………. 

HY5.Frame-Sills 
Maintenance 

D1-Silicone squeezing between case-windowsill 
D2- Installation of profile / raincoat to reduce water leakage between frame (case) and 
windowsill 
………. 

Table 9. Maintenance (Developed from [3]) 
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According to the score obtained as a result of the 
visual evaluations, the selection is made by 
applying the AHP method while planning 
maintenance for the relevant window. The AHP 
method is used in the selection of maintenance 
alternatives. The AHP method is one of the most 
widely used multi-criteria decision-making 
methods where the decision (selection and 
prioritization of alternatives) is based on a 
variety of tangible and intangible criteria (sub-
criteria). The complex problem-solving process 
is divided into a hierarchical structure consisting 
of the purpose of the problem, criteria, sub-
criteria, and alternatives. When designing the 
AHP hierarchical tree, the objective is to develop 
a general framework that meets the needs of 
analysts to solve the problem of selecting the 
best maintenance policy. AHP begins by 
dividing the complex multi-criteria problem into 
a hierarchy where each level contains several 
manageable elements that can be divided into 
another group of elements [22]. The AHP 
hierarchy developed in this study is based on the 
selection of the performance characteristics in 
the window system and the appropriate 
maintenance alternatives. Tables 9, 10 and 11 are 
used for selection of the best alternative. 

4. APPLICATION of METHODOLOGY 

4.1. Description Phase 

The model is applied to a historical educational 
building which is near the sea. The examined 
defects are classified under the title of aesthetic 
and physical defects. The reasons for the defects 
were small frame-sash section, incorrect 
installation, incorrect use, incorrect maintenance, 
incorrect positioning, and incorrect selection, 
and it was decided to investigate whether all 
these faults occurred during the design, 
application or usage stages or environmental 
condition. At this stage, a workflow chart 

(Figure 1) was made to decide which stages to 
follow. 

Table 11. Criteria to be used in the evaluation 
Evaluation Criteria-Main Criteria and Sub-
Criteria 
Structural 
performance 

Structural stability 

Durability Security 
Physical 
performance 
Ecological 
performance 

Health 
Air impermeability 
Water impermeability 
Heat performance 
Sound impermeability 
Noise control 

 
Cost 

Natural ventilation 
Solar Control 
Use of recyclable materials 

Structural 
performance 

 

Durability Selection of materials and 
details suitable to the 
historical building 
Material in suitable color-
texture 

 

4.2. Measurement Phase 

62 wooden window systems of the building were 
examined according to the checklist in Table 11. 
One of the long façades of the building is close 
to the sea and the other façade is parallel to the 
main street. The defects in the windows were 
investigated by observation, the data obtained 
from the investigation were recorded in the 
checklist and the defects were documented and 
archived with photographs (Tables 12- 13). 

After completing the checklists, the data was 
converted to numerical values using Tables 14 
and 15. It was found that 100% of the aesthetic 
damages occurred in the frame and sash and 15% 
in the glass. 
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Table 12. Defects in the windows  
Defects in Window Defects in Glass Bead Defects in Sash Defects in Frame 
P2 Code 

window  
Defect type: Glass 
contamination 

P56 Code window 

 
Defect type: Deformation 
of lath 

P3 Code window 

 
Defect type: Spill in paints 

P7 Code window 

 
Defect type: Clogging of 
water discharge pipes 

 
P61 Code window 

 
Defect type: Glass misting 

 
P60 Code window 

 
Defect type: Decay, crack 
formation, spill 

 
P53 Code window 

 
Defect type: Breaking, 
cracking, surface 
contamination  

 
P5 Code window 

 
Defect type: Decay, spill, 
spill between sill-frame 

 

4.3. Analysis Phase 

The wooden windows investigated in this stage 
were separated as wall-frame, window 
components, glass component, and places where 
defects occurred were examined in terms of 
aesthetic and physical defects. The reasons for 
the defects were evaluated under the headings of 
the small case-sash section, incorrect installation, 
incorrect usage, incorrect maintenance, incorrect 
positioning, and incorrect selection. Finally, it 
was investigated whether the defects occurred 
due to design, construction, usage and/or 
environmental conditions. The data are recorded 
in Table 14-15. According to Table 14, most of 
the defects are seen in the frame. It is determined 
that the cause of these defects is due to improper 
maintenance. 
 

According to the data in Tables 14 and 15, 
defects in the window system investigated were 
assigned as follows. Aesthetic damages were 
seen in the frame and sash as smooth 
contamination, color change, mold fungus 
formation, cracking and blistering. On the other 
hand, only fouling was detected on the glass. It 
has been determined that these defects occurred 
due to incorrect maintenance and incorrect 
positioning. Decisions given according to the 
design and environmental factors were found to 
be important in the formation of these defects. It 
was further detected that partial cavities in the 
sash and the frame, decay, mold, and fungus 
were available, and the strip in the sash was 
completely removed, wherein heat problems 
occurred.
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Table 13. Photographs for information on the status of windows according to defects 

Th
er

e 
is

 n
o 

1st
 d

eg
re

e 
da

m
ag

ed
 w

in
do

w
 

2nd Degree Damaged Windows 
(P37 Code Window) 

3rd Degree Damaged 
Windows 
(P5 Code Window) 

4th Degree Damaged 
Windows 
(Window P13 Code) 

5th Degree Damaged 
Windows 
(Window P26 Code) 

    

    

    
 
There was also heat loss on the glass surface. It 
was also found that there was a gap, mold, and 
wear of the silicones between the frame-wall, the 
frame-lintel, and the frame-windowsill. 90% of 
these damages occurred due to design and 
environmental conditions. In the design, placing 
the window frames on the outer surface of the 
wall caused them to remain unprotected and 
hence, be exposed to severe environmental 
conditions directly. 
 
4.4. Improvement Stage 
All components are subject to loss of 
performance due to aging, handling and external 
reasons. Hermans 1995 [13] showed that the 
relationship between deterioration and 

performance loss could develop in three different 
ways (Figure 1). 

1. While performance loss decreases 
continuously, distortion increases 
continuously. 

2. No deterioration occurs when the 
performance is constantly at the same 
level, the performance suddenly 
disappears/diminishes. 

3. Performance loss and defects are 
independent. 

Tables 14 and 15 indicate scores assigned to the 
levels of defect, which were identified as an 
outcome of on-site observations. Table 14 shows 
in which stage or stages including design, 
application, construction and usage phases the 
deterioration of window components (frame, 
sash, glass, and their junction points) occurs by 
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summing up the scores. Table 15 shows the 
deterioration score between the wall and the 
windowsill and whether it occurs due to the 

design, construction and usage stages. The 
information obtained here is used in the selection 
of the maintenance method.

 
Table 14. Matrix of possible causes of defects in the 
window system 

 
Table 15. Matrix of possible causes of defects between 
wall and window 

 
Defects 
Code 

Region of 
Origin 

Possible Reasons Stages 

Y1 Y2 Y3 N1 N2 N3 N4 N5 N6 T Y K Ç 

A
es

th
et

ic
 D

ef
ec

ts
 E1       X X  X   X 

E2 X X X    X   X   X 
E3 X X X    X   X   X 
E4 X X X    X X  X   X 
E5 X X X    X X  X   X 
E6 X X X     X     X 

Total 5 5 5    5 4  5   6 

P
h

ys
ic

al
 D

ef
ec

ts
 F1            X  

F2        X     X 
F3        X  X    
F4   X     X  X    
F5          X    
F6   X   X  X  X   X 
F7 X X X     X X X   X 

 Total 1 1 3   1  5 1 5  1 3 
Total 6 6 8   1 5 9 1 10  1 9 

* Y1: in the casing-frame, Y2: in the sash, Y3: in the glass; Y4: 
Between wall-frame, Y5: Between Lintel-frame, Y6: Between 
sill-frame; 
* Phases: T (design; Y (construction); K / B (use / maintenance); 
O (environment) 
* Causes; N1- Small frame-sash section, N2-Incorrect 
installation, N3. Failure use, N4-Incorrect maintenance-repair, 
N5-Incorrect positioning, N6-Incorrect selection 
* Defects; The E and F codes are the codes of the defects given 
in the checklist in Table 11. 
 
 
With the previous scoring system, maintenance 
alternatives were selected for the windows 

having scores of 2.3 and 4. A selection is to be 
made among the options to upgrade the score of 
window systems from 2 to 1 point or to protect 
their current status and to improve the condition 
of window systems scored 3 and 4.  Maintenance 
plans are created and selected for each grade. 
In the study, the most appropriate maintenance 
and repair planning were made for the window 
system with the damage degree code of P13 
among the 62 window systems examined. The 
most important damage detected in this window 
system is the presence of decay in the casing and 
cracks in the sash. The criteria were determined 
according to the rate of deterioration of the 
window. Maintenance planning has been 
subjected to general preliminary assessment in 
terms of heat impermeability, water 
impermeability, durability aesthetics, and cost 
criteria. In terms of heat impermeability, it was 
observed that there were leaks from these points 
where the strip on the edges of the window sash 
were worn. Heat transitions have been detected 
on the areas where the frame and sash connect, 
which caused swelling of the plaster and paint 
between the wall and the frame. When the water 
impermeability was examined, it was observed 
that the gutters made to prevent the ingress of 
water into the frame were blocked, and the frame 
was found to be rotting from the cracks caused 
by both water and sun rays. In terms of 
aesthetics, there is intense visual deterioration 
especially on the exterior surface with the rotting 
of the frame and sash. Decay was seen as critical 
damage in the examined window systems, and it 
was found that the sub-head of the sash was 
broken, and the sash could not perform its 
function. The second critical defect that occurred 
due to decay was spillage and cracking of the 
wooden frame, sash and glass laths. The 
common defect observed in almost all windows 
was the application of very thick paint on the 
surface, and swelling, as well as spilling of this 
thick paint layer depending on the environmental 
conditions, which means that the wood remained 
unprotected.  
 

Defects 
Code 

Region of 
Origin 

Possible Reasons Stages 

Y1 Y2 Y3 N1 N2 N3 N4 N5 N6 T Y K Ç 

A
es

th
et

ic
 D

ef
ec

ts
 E1 X X     X  X   X X 

E2 X X X       X  X X 
E3 X X        X  X X 
E4 X X           X 
E5 X X           X 
E6 X X           X 

Total 6 6 1    1  1 2  3 6 

P
h

ys
ic

al
 D

ef
ec

ts
 F1              

F2     X  X      X 
F3 X X        X   X 
F4 X X     X      X 
F5  X     X       
F6 X X     X      X 
F7 X X X    X   X X  X 

 Total 4 5 1  1  5   2 1  5 
Total 10 11 2  1  6  1 4 1 3 11 
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Table 16. Control List 
Kod: 
P13 

Name of Building: Historical Education Building 

 

G
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er
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In

fo
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at
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n 
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ou
t 

B
ui

ld
in

g 

Function: Education 
Function of room: Office 
Supporting System: Concrete+Masonary 
Floor Level First floor 
Distance to Sea: 4m 
Distance to Road: - 
Direction: North-east 

G
en

er
al

 I
n

fo
rm

at
io

n 
ab

ou
t 

th
e 

W
in

do
w

 

Wall Type: Stone 
Position of the window on the wall: Outside 
Protective element on the wall: (wiping, eaves, etc.) 
Wiping, eaves 
Lintel: Arch 
Sills: no exist 
Window Size: 
Material of the window: Wood 
Glass Type: Two layered glass 

 
D

E
F

E
C

T
S

  I
N

 W
IN

D
O

W
 S

Y
ST

E
M

 C
O

M
P

O
N

E
N

T
S 

 
 

Defect Location and Type  Yes-no Defect Location and Type Yes/No 

SA
SH

-G
L

A
SS

 

A
es

th
et

ic
 D

ef
ec

ts
 E1. Rupture - 

P
hy

si
ca

l D
ef

ec
ts

 
 

F1. Distortion-Breaking of Fasteners - 
E2. Smooth Pollution X F2. Corrosion in Fasteners X 
E3. Color Change X F3. Water Leakage - 
E4. Mold fungus X F4. Partial Blanks X 
E5. Cracking X F5. Sealing Deterioration X 
E6. Swelling X F6. Shattered Glass - 
……..   F7. Heat problem X 

Failures in Design X Installatıon Failure  Using Failure X 

F
R

A
M

E
-S

A
S

H
 

A
es

th
et

ic
 D

ef
ec

ts
 E1. Rupture X 

P
hy

si
ca

l D
ef

ec
ts

 
 

F1. Distortion-Breaking of Fasteners - 
E2. Smooth Pollution X F2. Corrosion in Fasteners - 
E3. Color Change X F3. Water Leakage - 
E4. Mold fungus X F4. Partial Blanks - 
E5. Cracking X F5. Sealing Deterioration X 
E6. Swelling X F6. Shattered Glass X 
……….  F7. Heat problem X 

Failures in Design X Installatıon Failure  Using Failure X 

 S
A

SH
-S

A
SH

 

A
es

th
et

ic
 D

ef
ec

ts
 E1. Rupture - 

P
hy

si
ca

l D
ef

ec
ts

 
 

F1. Distortion-Breaking of Fasteners - 
E2. Smooth Pollution X F2. Corrosion in Fasteners - 
E3. Color Change X F3. Water Leakage - 
E4. Mold fungus X F4. Partial Blanks - 
E5. Cracking X F5. Sealing Deterioration X 
E6. Swelling X F6. Shattered Glass X 

F7. Heat problem X 
Failures in Design X Installatıon Failure  Using Failure X 

W
A

L
L

-F
R

A
M

E
 

A
es
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 D
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ts
 E1. Rupture - 

P
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F1. Distortion-Breaking of Fasteners - 
E2. Smooth Pollution X F2. Corrosion in Fasteners X 
E3. Color Change X F3. Water Leakage - 
E4. Mold fungus X F4. Partial Blanks X 
E5. Cracking X F5. Sealing Deterioration X 
E6. Swelling X F6. Shattered Glass X 
……..   F7. Heat problem X 

Failures in Design X Installatıon Failure  Using Failure X 

L
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L
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ts
 E1. Rupture - 

P
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F1. Distortion-Breaking of Fasteners - 
E2. Smooth Pollution X F2. Corrosion in Fasteners - 
E3. Color Change X F3. Water Leakage - 
E4. Mold fungus X F4. Partial Blanks - 
E5. Cracking X F5. Sealing Deterioration X 
E6. Swelling X F6. Shattered Glass - 
……  F7. Heat problem X 

Failures in Design X Installatıon Failure  Using Failure X 

SI
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 E1. Rupture X 

P
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F1. Distortion-Breaking of Fasteners - 
E2. Smooth Pollution X F2. Corrosion in Fasteners - 
E3. Color Change X F3. Water Leakage - 
E4. Mold fungus X F4. Partial Blanks X 
E5. Cracking X F5. Sealing Deterioration X 
E6. Swelling X F6. Shattered Glass X 
……  F7. Heat problem X 

Failures in Design X Installatıon Failure  Using Failure X 
Scoring System: 1: Excellent (no damage) 2: Good (damage that can be easily corrected) 3: Moderate (usable - maintenance required) 4: Bad (parts 
replacement required) 5: Very bad (parts cannot be replaced, cannot be used See Table: List of design, construction, usage failure 
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 Consequently, partial gaps and loss of aesthetic 

value have been experienced. It has been found 
that most of the strip between the casing and the 
sash have been removed or never used, due to 
the demand of the user and construction failure. 
Therefore, heat losses occur. Corrosion was 
detected by invisible fasteners. In particular, 
protrusion of glass nails over the fixing lath 
presents both fixing problem and aesthetically 
unfavorable situation. Due to improper 
maintenance and environmental conditions, the 
level of contamination on the frame and sash was 
determined as 90%. Condensation has been 
detected on the glass of a window. 
 
All of the aforementioned aesthetic damages 
were observed on the frame and sash. Smooth 
and intense contamination was observed on glass 
surfaces where there was no continuous cleaning 
(P2). Only one window glass showed 
condensation (P61). As a result of the 
inspections, the main reason for the damage is 
the lack of continuous maintenance depending 
on the environmental conditions or the defective/ 
inadequate maintenance. 

Table 18. Criteria for evaluation 

It was found that the deteriorations on the façade 
of the building facing the sea were more severe 
and the deteriorations were observed on the 
lower frame and planted drip. As for the level of 
deterioration where decay was observed, the 
lower part of the sash fell and the window 

Window 
Code 

Direction Defect Degree Total 
1 2 3 4 5  

P1 

So
ut

he
as

t 

   X   
P2    X   
P3   X    
P4   X    
P5    X   
P6    X   
P7   X    
P8   X    
P9   X    
P10   X    
P11   X    
P15    X   
P16    X   
P17   X    
P18   X    
P19   X    
P20    X   
P21   X    
P22   X    
P23   X    
P24   X    
P25   X    
Total 0 0 15 7 0 22 
P32 

N
or

th
w

es
t 

  X    
P33   X    
P34   X    
P36   X    
P37   X    
P38   X    
P39   X    
P40   X    
P41  X     
P42  X     
P43  X     
P44  X     
P45  X     
P46  X     
P47   X    
P48   X    
P49   X    
P50  X     
P51  X     
P52   X    
P53     X  
P54   X    
P55   X    
P56   X    
P57    X   
P58   X    
P59   X    
P61  X     
P62    X   
Total 0 7 18 2 1 28 
P28 

So
ut

h 
w

es
t 

   X   
P29    X   
P30   X    
P12   X    
P14   X    
Total 0 0 3 2 0 5 
P13 

N
or

th
ea

st
 

    X  
P31   X    
P26     X  
P27    X   
P35     X  
P60    X   

Evaluation Criteria- 
Main Criteria and Sub- Criteria 

Structural Performance Structural stability 
Durability Security 
 
 
Physical performance 

Health 
Air impermeability 
Water impermeability 
Heat performance 
Sound impermeability 
Noise control 

 
Ecological performance  
 

Natural ventilation 
Solar Control 
Use of recyclable materials 

Cost   
 
Aesthetic 

Appropriate materials and 
details for the historical 
building 
Suitable color and textured 
material 

Table 17. Scoring examined windows 
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became unusable (Table 12-13). The sash must 
be replaced. Again, 95% of the windows in this 
direction showed intense blistering on the outer 
surfaces. For this reason, the amount of 
deterioration was high. Intense cracking and 
crevices were found on the exterior. Breaks and 
disintegration were also observed in glass laths. 
Depending on the cross-section, the heat 
permeability level was quite high. The glass 
cannot be changed as the cross section cannot be 
increased. 
 
Basic and sub-criteria have been determined to 
be used within the scope of the evaluation by 
using Table 18. The maintenance plan was 
chosen to evaluate the criteria of heat 
impermeability, cost, aesthetics, and durability, 
as it did not impair the originality of the 
historical building. Since the building is a 
historical building, each maintenance process 
should be effective in the preservation of the 
original value of the building. Particular 
attention has been paid to the fact that 
maintenance of each component of the window 
system, which is part of this, should be taken 
into account. It is thought that the energy 
consumption of the building would be reduced 
by preventing heat escape within the windows, 
which affects the energy performance of the 
building to a great extent, especially during the 
winter months and hence, causes intensive use of 
heating systems. The cost criterion is important 
for the selection of the most effective and 
necessary solution in the long term with the most 
appropriate budget. 
 
With the completion of information collection 
and determination of evaluation criteria steps, 
the maintenance phase for the window being 
studied and the selection of the alternative can be 
started. 
 
Maintenance alternatives based on selected 
criteria are as follows: 

1. Cleaning, sanding, puttying and painting 
the frame, 

2. Placing insulation strips on the edges of 
the frame to increase the heat 
impermeability; replacement of fixing 
elements such as nails; replacement of 

the necessary glass laths; sanding, pasting 
and painting the whole window; repairing 
the drainages, 

3. General cleaning of the frame; removing 
the damaged parts and replacing them; 
removing all window slats; closing the 
connection points between the frame and 
the rough structure with silicon; installing 
the planted drip on the frame for removal 
of the water from the frame; renewing the 
opening and closing mechanism, and 
applying weather-strip to ensure 
impermeability. 

4. General cleaning of the frame, removing 
damaged parts and replacing them, 
removing all window laths, closing the 
connection points between the casing and 
the rough structure with silicon, installing 
the planted drip on the casing to remove 
water from the casing, renewing the 
opening and closing mechanism, and 
increasing the thickness of the glass by 
replacing the available one with the 
thicker glass to increase heat insulation, 
and replacing the lath due to the increase 
in glass thickness. As the area where the 
lath will be fixed will be narrower, the 
lath detail will be changed and a different 
lath section will be required by turning 
over the sash. 

5. Completely changing the window for 
heat, sound, water, durability, aesthetic 
criteria to make the most ideal window 
system. 
 

Table 19 shows the comparison of 5 
maintenance options recommended for the 
window system analyzed. These 5 alternatives 
were examined according to the criteria, and the 
A1, A2, A3 alternatives were evaluated. Option 
A4 proposing replacement of the glass was 
eliminated during the preliminary evaluation 
stage due to the fact that this option increases 
cost, and the thickness of the cross-section of the 
sash cannot support the load of this glass, which 
creates security problem, The option A5 was also 
eliminated due to the cost increase (Table 19). 
As a result of the elimination, alternatives A1, 
A2, A3 satisfying most of the criteria were 
chosen for evaluation purposes. 
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Figure 2. A hierarchical tree selection 
maintenance program for wood window 

After creating the hierarchy table in Figure 2, 
alternatives were questioned according to the 
criteria with the help of Super Decisions 
program. Cross-queries generated by the 
program was answered by relevant experts. 

 

  
Saaty (2006) scored the criteria as follows. 
Support was obtained from experts in 
weighting the criteria [21]. Points to be given 
to the criteria are as specified below: 
1 point=equally important 
3 points = moderately significant 
5 points = strongly important 
7 points = very important 
9 points - absolutely significant 
2,4,6 points = intermediate values (used 
when there are small values between two 
elements) 
 
According to hierarchy in Figure 2, each 
criterion for Aim was compared in pairs. At 
the end of the comparison, a paired 
comparison matrix was formed on the basis 
of the scores obtained from the expert views. 
 
 
 
 

 
 
 

Table 20. Binary comparison matrix of criteria for 
selected window 
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1 5 3 5 

Cost 1/5 1 2 3 
Aesthetic 1/3 1/2 1 3 
Durability/ 
Security 

1/5 1/3 1/3 1 

 
Table 20 shows the criteria to be identified by 
the expert and their pairwise comparison. Table 
21 shows the result of Super Decision program. 
All values were evaluated with the answers 
given to cross-questions comparing the two 
criteria of the Super Decision program. Then the 
alternatives were evaluated with cross-questions 
considering the aforementioned criteria, and the 
final result was reached. Since heat 
impermeability is a very important factor in 
terms of criteria, it is concluded that the 3rd 
alternative should be selected as a maintenance 
and repair method.  

 
Table 21. Comparison of alternatives for 
selected window in Super Decision program 
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A1    X X 
A2 X X X X X 
A3 X X X X X 
A4 X X X X  
A5 X X X   

Table 19. Evaluation of alternatives in terms 
of selected criteria 

Maintenance of wooden 
windows 

Thermal Impermeability 

Cost 

Aesthetic 

Durability 

Alternative-1 

Alternative-2 

Alternative-3 
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5. RESULT 

70% of the energy losses in buildings occur due 
to the faulty design of the facade or performance 
losses over time. Window systems covering the 
gaps on the facade are the areas where these 
losses are most intense. Determination of design, 
construction, usage and time-related failure in 
existing wooden window systems and preparing 
a maintenance plan for this will reduce energy 
consumption and provide resource efficiency 
instead of demolishing and destroy. 

In this study, the possible defects on the wooden 
window systems were listed with a wide 
literature review and the data obtained from the 
observations made by the expert for the detection 
of these defects were recorded in the control 
lists. In the study, a method was developed based 
on the maintenance alternatives listed before and 
according to the degree of defects. This method 
has been applied to the window systems of a 
building with historical value and used for 
educational purposes. According to the data 
obtained from 62 wooden window systems 
examined, it was concluded that defects occurred 
due to environmental conditions, improper use 
and maintenance.  

In these window systems, which have been used 
for more than 20 years, there is a big difference 
between the deterioration rates between the 
façade facing the sea and the façade facing the 
road. It was observed that the decay, swelling 
and rupture rates were higher on the sea-facing 
façade and that the lower part of the sash of the 
window P26 was broken and became unusable 
due to decay. In other windows, the application 
of a thick paint layer and swelling of the thick 
paint layer on surfaces exposed to strong wind 
caused damage on the unprotected surfaces. Due 
to the lack of regular maintenance, this damage 
has increased the effect level and has reached a 
level requiring serious interventions. The 
proposed maintenance was evaluated according 
to the criteria of heat incompatibility, cost, 
aesthetics, and durability. The arrangement of 
the windows differs according to the usage of the 
examined places as offices and classrooms. 
While the lower and upper sashes of the 
classrooms are arranged as fixed and openable 

respectively, windows of the office spaces are 
designed as an openable sash on the top section 
and fixed window at the upper part. 

Due to the extreme height, cleaning problems are 
experienced in both cases. There is no 
windowsill in the original windows and inside 
there is a marble window board. The original 
window frame-sash sections of the building are 
thin so the space between the double glazing 
cannot provide sufficient thermal insulation. The 
heat impermeability criterion has been 
prioritized within the scope of alternative 
selection criteria. The cost has been considered 
as the second most important issue wherein it is 
aimed to satisfy all desired conditions 
economically. The aesthetic criterion is 
considered as 3rd most significant issue where 
the objective is to apply the maintenance process 
without disturbing the originality of the historical 
structure. The durability criterion means 
ensuring safety in a building with a high number 
of students. All of these criteria were determined 
by comparing them with each other via the 
computer-based Super Decision program of 
AHP, after which the significance of the 
obtained criteria was compared with alternatives 
to choose the most suitable option. 

The method is simple and practical. With this 
method, the best option can be chosen among the 
maintenance alternatives developed by taking the 
requests of the users and operators into 
consideration. Storing the data in the checklist 
will also be a guide for future maintenance and 
repair work.  

6. CONCLUSION  

Making proper maintenance and repair plans for 
the window systems of existing buildings 
reduces energy consumption and ensures 
resource protection. The largest energy 
consumption in existing building occurs in the 
building façade, windows and doors. In this 
respect, window systems are evaluated from very 
different aspects such as energy consumption, 
resource, aesthetic value etc. 

Maintenance and repair decisions must be related 
by providing information about energy losses, 
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safety, aesthetics, etc., especially by minimizing 
the energy consumption, by providing 
information to the user with the guide created by 
the local authorities, in certain periods. This 
method when used by local authority have many 
advantages such as reducing energy 
consumption, and do not change character of the 
building (by choosing different colors, choosing 
different size windows, etc.). 

The study starts with recording the current state 
of the building via preliminary examination. 
Several information about windows are written 
on prepared tables such as material, dimensions, 
on which floor and in which direction they are 
placed, etc. This preliminary information is 
important in finding the rate of impact on the 
severity of the defects. All of them will affect the 
selection among the maintenance alternatives to 
be determined later. For this reason, preliminary 
assessment should be made accurately and 
completely. Then the preliminary information 
phase of the database is completed with visuals 
showing the deterioration status of the current 
window. According to the information obtained, 
the defects are scored, and after the analysis is 
made in accordance with the determined criteria, 
a selection is made among the maintenance 
alternatives according to the total score. 

In the study, the defects in 60 wooden windows 
of a historical educational building were 
investigated. As a result of the negotiations with 
the directors of the building, the main reason of 
the defects in the windows is identified as the 
size of the building and the high floor heights 
and environmental conditions of the building 
located at the seaside. A method has been 
proposed for the selection of the appropriate 
alternative depending on the degree of 
deterioration among the maintenance alternatives 
for the windows by prioritizing with all these 
criteria, and this proposed method has been 
applied on a selected window system. It was 
seen that the obtained result coincides exactly 
with the desired one. This proved the correctness 
of the proposed method. 

As a result of the study, it was seen that wrong 
maintenance applications increased the 
deterioration rates in the examined window 

systems. Accurate determination of the 
maintenance planning periods according to the 
environmental impacts may extend the service 
times of the existing windows. Prioritizing the 
criteria needed to be satisfied by the windows in 
the existing building stock and the maintenance 
methods to be selected can both increase the 
comfort conditions, extend the service time and 
provide energy and resource efficiency. 
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CSK based on Priority Call Algorithm for Detection and Securing Platoon 
from Inside Attacks 

 

Mohammed AL-SHEIKHLY*1, Sefer KURNAZ2, 

 

Abstract 

The platooning is an emerging concept in VANETS that involves a group of vehicles behaving 
as a single unit via the coordination of movement. The emergence of autonomous vehicles has 
bolstered the evolution of platooning as a trend in mobility and transportation. The autonomous 
vehicles and the elimination of individual and manual capabilities introduces new risks. The 
safety of the cargos, passenger and the advanced technology had increased the complication of 
the security concerns in platooning as it may attract malicious actors. In improving the security 
of the platoon, the threat and their potential impacts on the vehicular systems should be 
identified to ensure the development of security features that will secure against the identified 
risks. In this paper, two critical types of security breaches were identified those are Sybil attack 
and Delay attacks. Those security attacks can be somewhat disruptive and dangerous to the 
regular operation of the platoon leading to severe injuries, increased fuel consumption and delay 
the performance of the network. The research in this paper focuses on design, detection and the 
mitigation of attacks in a vehicle platoon. priority call algorithm in combination with color-shift 
keying modulation is used to protect the platoon alleviating the undesirable impacts such as 
collisions, oscillations and disintegration in the platoon caused by the attacks. 

Keywords: VAENT, Priority call, Color-shift keying, Inside and Outside Attacks. 

 

 

1. INTRODUCTION 

With the increasing of traffic accident caused by 
human error that take millions of lives, recent 
studies showed that 60% of these accidents could 
be avoided if the driver had been warned half a 
second before the accident occur, for that it 
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become essential to implement intelligent 
transportation system to reduce not only the 
accident that caused by human error but also to 
reduce pollution and traffic congestion for more 
safety and road efficiency [1]. Autonomous 
vehicles consider the future of the transportation 
system, where vehicles will be able to take 
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decision and communicate with each other to 
share sensitive information such as accident 
warning, intersection warning and blind spot 
warning etc, even in bad weather without human 
intervention. Autonomous vehicles depend on the 
real time exchange of sensory data for decision 
making, for that communication system is a major 
part to achieve autonomous vehicles (self-driving 
vehicles). vehicular ad-hoc network (VANET) 
which is a network design to meet the requirement 
of autonomous vehicles by allowing vehicles 
approximately 300 meters from each other to 
communicate and share different kind of 
information for instance when accident is 
detected, vehicle will send this information to 
other vehicles in the same roads to avoid it [2]. In 
VANET there are sub network called platoon that 
consist of platoon leader any many other 
followers for more reliability and road safety in 
which all the vehicles in the platoon will have 
same speed, acceleration, inter vehicles distance 
and same destination, etc. In the same platoon 
vehicles will share its own information with other 
members but the platoon leader only has the 
ability to take decisions in the platoon. In each 
platoon there are two communication (internal 
and external), in which internal communication 
called vehicle to vehicle communication (V2V) 
where vehicles communicate with each other in 
the road and external communication with road 
side unit known as vehicle to infrastructure 
communication (V2I), in which the infrastructure 
will provide the vehicles with road condition and 
weather condition, etc [2]. The most important 
issue that facing such a network is its security, 
where it’s essential that this network safe from 
different types of attacks, whether these attacks 
where passive or active attacks [4]. Currently, 
technologies such as IEEE 802.11p suffer from 
many weaknesses for its latency and wide 
coverage area that make it vulnerable to attacks 
[5]. to overcome this problem visible light 
communication (VLC) consider proper solution 
due to the directionality of the communication 
that this technology provides which make it 
difficult to interrupt by an outsider malicious 
actor and for much higher data rate that required 
by vehicular system [6]. In vehicular system there 
are two types of attacks inside attacks and outside 
attacks. In term of inside attacks which count the 

most significant and critical attacks for such a 
network since one of the platoon members is the 
malicious actor meaning that this attacker able to 
send fake message from a trust member. In term 
of outside attacks, the attacker is an outsider 
meaning that the malicious actor is a vehicle near 
the platoon but not part of the platoon.  

VANETs purpose of improving the protection of 
the highways, stopping collisions, supporting the 
passengers and help vehicles to interact with other 
vehicles [7]. VLC is a new technology that can 
overcome these attacks. problem of collaborative 
driving for vehicles platoon in the existence of 
message falsification vulnerability and 
communication weakness on wireless vehicular 
networks is investigated [8]. To secure the 
communication between vehicles new technology 
called VLC was proposed, to carry the digital 
information in wireless manner it will use modify 
light radiation in the visible light spectrum. VLC 
transceiver use LED to send the information and 
CMOS or diode image for the receiver. Improving 
safety performance and its long service, LED 
become common in automotive lighting. 
Similarly, many vehicles use CMOS for tracking 
purposes and parking assist. Previous studies have 
focused on VLC vehicle connections on 
derivation of channel characteristics [9], 
requirements [10][11], advanced modification 
schemes [6][12]. Few studies focus only on VLC 
security, but for non-vehicle scenarios [13].  

Other studies focus on making independent 
vehicles more reliable and support decision-
making by referring to the confidence system 
while integrating the maneuver scenario into the 
platoon. Vehicles that want to join the platoon and 
the relationship between platoon members have 
been described in the case of priority and speed 
adjustment but not in the security situation [14].  

In [15] proposed a scheme not for eliminate the 
sybil attack but only to suppress the attack based 
on signal strength distribution. This study shows 
that verification error rate significantly reduced. 
In [16] proposed detection scenario for sybil 
attack based only on road side unit. This study 
shows that this method enormously decreases the 
effect of Sybil attacks. This study did not take in 
consideration the inside attack where the 
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malicious actor is not an outsider vehicle but as a 
vehicle part of the platoon. 

Delay attack is one of the most serious attack that 
reduce the stability of the platoon due to the 
necessity of real time exchange of sensory data by 
adding extra time slot to the message. In [17] 
proposed delay attack detection based on 
intrusion detection system (IDS), in which 
sensors will observe the network by illegal 
listening to the transmission of its neighbors. But 
this detection system designed for a specific 
topology and their appropriate reconfiguration for 
various purposes or topologies is not discussed. In 
[18] a misdirection attack and topologies analysis 
were investigated where the attacker (malicious 
actor) will misdirect the packet to another vehicle 
to affect the stability and reduce efficiency due to 
the high delay caused by this attack. The study 
shows that wireless sensor network (WSN) 
performance in tree topology better than mesh 
topology. 

This paper aim to detect and secure the platoon 
from inside attacks in particular (sybil and delay) 
attacks. To design secure platoon, we introduced 
the possible instances of attacks which can be 
implemented by malicious actors to exploit the 
weaknesses in the visible light communication 
algorithm used in the platoon. In securing the 
platoon, we explored the ability of the attacker to 
disrupt the traditional performance of the platoon 
via the control of the vehicles and modification of 
the control law. Further, a detection algorithm is 
proposed to isolate the attacker in the platoon as 
the first step towards mitigation of the control 
law. Ultimately, a priority call algorithm in 
combination with color-shift keying modulation 
is used to protect the platoon alleviating the 
undesirable impacts such as collisions, 
oscillations and disintegration in the platoon 
caused by the attacks. 

The rest of this paper is organized as follows. 
Section II describes the system model in term of 
the platoon and attacker formation. Section III 
presents our result in term of detecting and 
securing the platoon from those attacks. Finally, 
concluding remarks given in Section IV. 

 

2. SYSTEM MODEL 

This section will evaluate the two internal 
integrity attacks i.e. Sybil and delay attack. The 
two attacks have been evaluated in the previous 
section and they tend to affect the vehicular ad 
hoc networks (VANET) especially in the 
platooning of vehicles. The design will provide 
the structure and communication of the platoon 
and the simulation design of the attacks and the 
solution.  

2.1. Platoon Model  

The structure of the platoon will be based on the 
following spatial position and functionalities 
where the vehicles can be classified into the 
following important roles as illustrated in the 
“Fig. 1”. The behavior of vehicles in the Platoon 
in this model will not only rely on their driver’s 
objectives but also consider the management and 
constraint from the Platoon control center i.e., the 
leader vehicle [19]. Remember vehicles will 
transmit request messages in case the driver wants 
to alter the driving behavior to match up with its 
own need such as arrest or destination. This 
characteristic will be vital in case of attacks 
especially internal breaches [20]. Upon reception 
of the request the leader will make judgement 
based on the condition of the traffic at the time of 
request. In case the leader vehicle responds to the 
request then all the vehicles in the Platoon will 
have to adjust their behavior to align with the new 
instructions to maintain stability in the platoon. 
Thus, considering the dynamics of the vehicle in 
the platoon then the control law may be used to 
describe the relationship in the platoon using the 
following equations; 

𝑥̇ଵ =   𝑣ଵ 

Then the vehicle dynamics for the first vehicle can 
be expressed as; 

𝑣̇ଵ =  − 𝑘௣
ଵ𝑥ଵ +  𝑘௣

ଵ𝑥ଶ  +  𝑘௣
ଵ𝑑 +  𝑘௣

ଵ𝑣ଵ +

    𝑘௣
ଵ𝑣ଶ   

For the second vehicle  

𝑥̇ଶ =   𝑣ଶ 

(1) 

(2) 

(3) 
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Vehicle dynamics for the second vehicle can be 
expressed as  

𝑣̇ଶ =  𝑘௣
ଶ𝑥ଵ +  𝑘௣

ଶ𝑥ଶ  +  𝑘௣
ଶ𝑑 + 𝑘௣

ଶ𝑥ଷ +

    𝑘௣
ଶ𝑥ଷ −  𝑘௣

ଶ𝑑 + 𝑘ௗ
ଶ𝑣ଵ +  2𝑘ௗ

ଶ𝑣ଶ + 𝑘ௗ
ଶ𝑣ଷ  

For the n-1th vehicle  

𝑥̇௡ିଵ =   𝑣௡ିଵ 

Vehicle dynamics for the n-1 vehicle can be 
expressed as  

𝑣̇௡ିଵ =  𝑘௣
௡ିଵ𝑥௡ିଶ +  𝑘௣

௡ିଵ𝑥௡ିଵ  +  𝑘௣
௡ିଵ𝑑 +

 𝑘௣
௡ିଵ𝑥ଷ + 𝑘௣

ଶ𝑥௡ − 𝑘௣
௡ିଵ𝑥௡ିଵ + 𝑘௣

௡ିଵ𝑑 +

𝑘ௗ
௡ିଵ𝑣௡ିଶ −  2𝑘ௗ

௡ିଵ𝑣௡ିଵ +  𝑘ௗ
௡ିଵ𝑣௡  

For the nth vehicle  

𝑥̇௡ =   𝑣௡ 

Vehicle dynamics for the n-1 vehicle can be 
expressed as  

𝑣̇௡ିଵ =  𝑘௣
௡𝑥௡ିଵ +  𝑘௣

௡𝑥௡  + 𝑘௣
௡𝑑 +

         𝑘ௗ
௡𝑣௡ିଵ −  𝑘ௗ

௡𝑣௡ + 𝑢  

Where  

𝑣௜ is the velocity of the ith vehicle  

𝑥௜ is the position of the ith vehicle  

𝑘௣
௜  is the proportional gain  

𝑘ௗ
௜  is the derivate gain  

𝑢 is the control unit i.e., the leader. 

From the above model equation the value for 𝑘௣ 
is constant whereas the value for the 𝑘ௗ is a 
variable based on the size of the       platoon.  

1) Leader vehicle: This is conventionally the first 
vehicle in the platoon. The vehicle is tasked with 
the roles of establishing and furnishing the 
platoon with coordinates using the advanced 
traffic management system [21]. The advanced 
traffic management system utilized by the platoon 
leader is vital for the controlling of driving 
behavior of the other platoon vehicles, the 

collection of data from the other vehicle and the 
roadside units, broadcasting of information to the 
platoon [19]. The movement of the platoon leader 
forms the reference for all the other platoon 
vehicles. 

2) Member vehicle: These are the vehicles within 
the platoon that follow the platoon leader and are 
located neither at the front door at the back [22]. 
These vehicles receive specified control messages 
from the leader and the preceding member 
vehicles. 

3) Relay vehicle: This can be any member of the 
platoon charged with assisting the leader vehicle 
in conveyance of messages to all the other 
respective member vehicles. 

4) Free vehicle: These are the vehicles that do not 
belong to any platoon [20]. In the event that they 
want to join a platoon they will send a request to 
the leader who will grant permission and that it 
can perform the join operation. 

5) Tail vehicle: This the vehicle located at the tail 
end of the platoon. it is essential for the inter-
platoon communication [19]. The vehicle is vital 
and responsible for establishment of connection 
with the next platoon. 

Figure 1 The Model of the platoon 

 

2.2. Communication Model 

The intra-vehicle communication is vital in 
achieving the platoon stability. The stability is 
maintained by constant and reliable exchange of 
information between the vehicles in the platoon as 
illustrated in “Fig. 2”. The call mechanism of 
platoon communication is the V2V scheme. The 
visible light communication (VLC) system will 

(4) 

(5) 

(7) 

(6) 
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be used for the vehicle to vehicle communication 
in the platoon [23]. The transmission will be such 
that the flow of the information will be from the 
leader to the second vehicle to the succeeding 
vehicle in a consecutive manner. Additionally, 
there will be no broadcasting the VLC system so 
that malicious actors can be detected easily. The 
broadcast mode in this model will be different 
from the traditional schemes as not all the vehicles 
in the platoon will be required to transmit an 
acknowledgement (ACK) to prevent the 
occurrence of an acknowledgements storm. In 
case that the transmission fails in broadcast mode, 
the source vehicle will not retransmit the lost 
packets. The Request To Send / Clear To Send 
(RTS/CTS) access mode will not be applied as it 
will lower performance in the broadcast mode due 
to the mobility in the platoon and the increased 
overhead [23]. The longitudinal movement of the 
vehicles in a Platoon will be affected by the leader 
therefore the communication framework should 
ensure that the leader receives information from 
each vehicle in the platform. Thus, it is assumed 
that the length of the platform will not exceed the 
communication range R of the leaders hence 
restricting the communication range [19]. The 
vehicle in the platoon will be fixed with a 
transceiver for communication. In this model, the 
leader can send information to any member of the 
platoon while all the other vehicles can only send 
information to the following member vehicle. The 
leader will transmit the control information which 
dictate the behavior of the vehicles such as 
accident warning, driving behavior and traffic 
conditions [24]. The non-control information will 
entail application data such as media, office 
services and entertainment. The movement of the 
control information affect the stability and safety 
of the platoon therefore in this research we will 
consider the flow of control data.  

 
Figure 2 The visible light communication framework 

for the platoon 

2.3. VEHICLE CONTROL MODEL 

The dynamics of the platoon vehicle is non-linear 
but they can be linearized when certain 
assumptions and feedbacks are applied. 
Therefore, a simple model is applied for the 
dynamic model for the longitudinal motion in the 
platoon. The communication will be based on the 
leader-predecessor scheme as demonstrated in 
“Fig. 3”. The spacing error can be defined using 
the following system equations.  

𝜖௜  =  𝑝௜ିଵ −  𝑝௜  −  𝑙௜ିଵ − ℊ௜ିௗ௘௦  

Where  

𝑝௜ is the position of the ith vehicle  

𝑝௜ିଵ is the position of the preceding vehicle 

𝑙௜ିଵ is the length of the preceding vehicle  

ℊ௜ିௗ  is the desired gap between the two 

At t = 0 at initial condition 𝜖௜(0) is the geared 
towards the        objective of attaining convergence 
at  

𝜖௜(𝑡)  → 0, where 𝑡 →  ∞ 

Taking the initial condition of 𝜖௜ = 0 the desired 
position of the ith vehicle can be calculated as  

𝑝௜ିௗ௘௦  =   𝑝௜ିଵ −  𝑙௜ିଵ −  ℊ௜ିௗ௘௦ 

The desired acceleration can be computed by 
considering the feedback messages such as the 
speed, acceleration and the position of the 
preceding vehicle and the position desired by the 
leader vehicle thus the acceleration will be 
expressed as;  

𝑢௜ିௗ௘௦ = (1 − 𝑞ଵ)𝑎௜ିଵ +  𝑞ଵ𝑎௟ −   𝑞ଶ(𝑣௜ −
     𝑣௜ିଵ) −  𝑞ଷ(𝑣௜ − 𝑣௟) −  𝑞ସ ∈௜  

Where  

𝑞ଵ, 𝑞ଶ, 𝑞ଷ 𝑎𝑛𝑑 𝑞ସ are the design parameters 

𝑙 denotes the leader 

Further, in this model a first-order filter will be 
utilized to model the signal processing delay and 
actuator lag in the platoon as demonstrated below.  

𝑢௜ିௗ௘௦ = (1 +  𝜇𝑠)𝑢௜ 

Where  𝜇 is the collective delay such as actuator 
delay (which is a constant), sensor detection, 
processing delays and control delay. 

(6) 

(7) 

(8) 

(9) 

Mohammed AL SHEIKHLY, Sefer KURNAZ

CSK based on Priority Call Algorithm for Detection and Securing Platoon from Inside Attacks

Sakarya University Journal of Science 24(5), 936-947, 2020 940



 
Figure 3 The leader-predecessor flow of information 

2.4. Threat Model 

In this research we will consider a case of a single 
actor in control of a vehicle that is in an already 
established platoon. The vehicle will be travelling 
at a constant speed as the rest of the members of 
the platoon and will attempt to destabilize or take 
control of the platoon [21]. The attacker in this 
may attain its objective by causing the vehicle 
under control to subvert or ignore the control 
information does leading to follower separation. 
The vehicle under the controller will not obey any 
laws regarding modification or change in 
direction of the movement [24]. The attacker’s 
vehicle possesses the same ability as all the 
vehicles in the platoon. To illustrate that the 
attacker is capable of destabilizing the platoon 
operations without possessing nominal control 
then it will be assumed that the vehicle under 
control is not the leader of the platoon. The state-
pace representation of the linear time-invariant 
(LTI) system when a vehicle is under the control 
of an attacker will be represented as  

𝑥̇  = 𝐴𝑥 + 𝐵𝑢 

𝑦 = 𝐶𝑥 

Where 𝑥 is the state of all the vehicles in the 
platoon and can be expressed as;  

𝑥 = [𝑥ଵ, 𝑣ଵ, 𝑥ଶ, 𝑣ଶ … , 𝑥௡, 𝑣௡ ]் ∈ ℝଶ௡ 

𝐴 ∈  ℝଶ௡௫ଶ௡  

𝐵 ∈  ℝଶ௡௫ଶ, has non-zero entries for both the 
leader and the attacker 

𝐶 is the identity matrix 

𝑢 = [𝑢௟𝑢௔]்  

𝑢௟ is the state of the leader  

𝑢௔ = 𝑎 sin 𝜔𝑡 is the state of the attacker where 𝑎 
is the amplitude of attacker’s input and 𝜔 is the 
frequency. 

The primary goal of the attacker will be to cause 
instability in the network through the 
modifications of the entries of 𝐴. The attacker will 
attain the 𝑎 sin 𝜔𝑡 point so as to convey messages 
and cause instability.  

2.5. Priority Scheduling for Attack Detection 

This is a non-preemptive algorithm that is 
commonly used in batch systems. This algorithm 
will be modified to conform to the commands 
send by the leader. The control commands from 
the leader have more precedence that all other 
commands. All the member vehicles in the 
platoons will scan for control commands before 
acting to any other form of instruction. Therefore, 
during an attack especially Sybil attack the 
member vehicles will scan for control instructions 
from the leader. In case of conflicting commands, 
the vehicle will act on the information with the 
highest level of precedence. The priority call 
algorithm will be implemented as demonstrated in 
“Fig. 4”; 

 
Figure 4  priority call algorithm 

(12) 

(10) 

(14) 
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3. RESULT 

This section talks about the effects, detection and 
the mitigation of sybil and delay attacks by using 
priority call algorithm in combination with color-
shift keying modulation to protect the platoon 
alleviating the undesirable impacts such as 
collisions, oscillations and disintegration in the 
platoon caused by the attacks. 

3.1. Visible Light Communication 

The leader is fixed with VLC sensors which uses 
light to send control communication to the 
succeeding vehicles in the platoon. The 
communication from the leader to the second 
vehicle is dependent on the luminous intensity of 
the light in the VLC as illustrated in “Fig. 5”. 

Figure 5  The visible light communication scheme 
between the platoon vehicles [25] 

Thus, using the VLC scheme the normal 
distribution can be completed as illustrated below 
for the communication from one vehicle to the 
next in the platoon.  

 

Figure 6  The normal distribution leader and the 
vehicles in the platoon [25] 

 

Further, the leader uses the flow of 
communication in the VLC scheme to detect any 
break in communication caused by a malicious 
actor. The malicious actor in the platoon will be 
detected as a break in the light communication 
between the leader and the rest of the platoon 
vehicle.  The simulation for this proposed 
framework commenced with the creation of the 
ideal scenario where the communication of the 
platoon vehicles via VLC will be greatly impaired 
by the malicious actor. in “Fig. 6” above illustrate 
that the connectivity of the vehicles for VLC will 
increase exponentially with increase in the 
luminous intensity of the light. The changes in the 
traffic will not significantly affect VLC 
communication, therefore, for ideal case we 
expect the communication between the member 
vehicles and the leader vehicle to behavior in a 
similar manner unlike IEEE 802.11p as shown in 
“Fig. 7”, where duration time increase with the 
increasing of traffic density. 
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Figure 7  The duration of V2V communication for the 
normal communication of platoon vehicles. The graph 
illustrates the time taken for communication between 

the vehicles in the platoon as the vehicle increases 
[25] 

 

The average duration describes the delay in the 
system. The delay behaves in a similar fashion as 
the VLC communication as rate of 
communication determine the waiting time for 
acknowledgement in the system. The average 
waiting time increases in the system with the 
increase in the number of vehicles in the traffic as 
well as the platoon. 

3.2 Sybil Attack  

The simulation was based on a real scenario 
where the vehicles in the platoon are expected to 
negotiate an intersection and take the forward 
route. In the model the leader will communicate 
the dynamics of the road to detect the behavior of 
the vehicles as they negotiate the intersection. The 
rate of communication of the control information 
will be based on the VLC communication where 
the malicious actor will hinder information 
moving to the vehicle.  

 
Figure 8  The normal flow of information in the 

platoon [25] 

 

In the normal scenario the vehicles will 
communicate the control information between 
each other through VLC. Alternatively, the 
attacker will be an impediment to the traditional 
communication between the vehicles in the 
platoon. Considering the attacker is located within 
the platoon vehicles then the VLC scheme 
integrity will decay rapidly until it become non-
existent in cases of longer distances from the 
leader.  

 
Figure  9 The change in the VLC communication 

received during the attack in the platoon [25] 
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The VLC will enable the conveyance of the 
control information from the leader to the tail 
vehicle. The proportion of VLC communication 
should increase to a certain point of integrity 
where it cannot be affected by the number of 
vehicles in the platoon provided they are within 
the range of each platoon member. In the event of 
an attack the proportion of VLC communication 
will be compromised thus decrease rapidly 
hindering the transmission of the control 
information from the leader to the tail vehicle as 
illustrated in “Fig. 9”. The attack will diminish the 
efficiency of the diffused VLC hence it will 
appear nonexistent compared to the LOS.  

3.3 Delay Attack 

The delay attack will occur in a similar fashion as 
the Sybil attack in which the attacker will try to 
take control of the vehicle as well as the follower. 
“Fig. 10” illustrate the delay leading to the loss of 
communication in the platoon. The attacker will 
lead to reduced flow of information via VLC 
scheme.  

 
Figure 10 The delay in the communication in the 

system [25] 

 

3.4 Detection and Mitigation 

The second simulation was to detect the attacker 
where the parameter for the gains and the 
estimated alterations are identified. The system 
incorporated a detection and mitigation 
mechanism. The method was applied to the data 

used in the attack simulation. “Fig. 11” illustrate 
that the information flow will build exponentially 
in the VLC communication as each vehicle 
waiting for its turn to transmit.  Whereas “Fig. 12” 
illustrate the time taken to detect the attacks with 
the increase in the traffic density in the platoon. 

 
Figure 11 The detection of the attackers and 

subsequent mitigation. The graph illustrates the 
communication between the members of the vehicles 

after mitigation of the attack [25] 
 

 
Figure  12 The time taken for the detection of the 

attacks [25] 
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To address the attacks, the vehicles should always 
fetch the control information before acting to 
other commands. The priority of the control 
information will prevent splitting at the 
intersection. For instance, when a vehicle receives 
a split or turn command which will affect its 
dynamics such as position and velocity will have 
to search and check for commands from the leader 
before acting on the information. 
 

3.5 Color Shift Keying 

After detection platoon security will be 
implemented using the color-shift keying (CSK). 
CSK is a VLC modulation scheme used to 
transmit information by altering the light 
intensity. In this research we recommend a light-
to-frequency (LTF) converter. In this system the 
receiver will decode the symbols with regards to 
the frequency of transmission. Once there is a 
drop in the intensity of the light transmitted in the 
platoon the CSK will be implemented to alter the 
intensity of the RGB coupling with radio 
frequency to ensure security of the 
communication. The CSK will use coded symbols 
to transmit the control information from the 
leader. 

 
Figure 13 The initial VLC communication after attack 

[25] 

 
Figure 14 VLC communication coded using CSK [25] 

 

4. CONCLUSION 

This research has shown that the vehicular 
networks have the potential of becoming a vital 
application of the Ad hoc networks. Platooning is 
a special application of these networks being 
applied in autonomous vehicles presenting 
several security challenges in communication. 
The security challenges in VANETs and vehicle 
platoon need to be addressed using new 
communication perspectives. In vehicle platoon, 
security consideration is considered as paramount 
over all other networking elements. The 
application of a robust security system will ensure 
the resilience of the vehicle platoon in the 
presence of interference and other communication 
problems that can induce an error in VANETs. 
This research has shown that security for vehicle 
platoon can be achieved through the application 
of two techniques to detect and mitigate 
interruption in the visible light communication 
algorithm used in the network. The network and 
the attack scenarios were simulated in MATLAB 
[25] to create a simplified detection and mitigation 
system to counter the effects of the breaches and 
guarantee security thereafter. The results of the 
research illustrated that a vehicle in the platoon 
that is under a modified control system and being 
operated by a malicious actor would interrupt and 
destabilize the normal operation of the platoon. 
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The communication of the vehicles in the platoon 
will provide the first incites on the attacks in the 
system. 

Using MATLAB [25], a model was created to 
simulate the multiple scenarios of attack. The 
model created several aspects of the vehicle 
platoon; the physical operation of the platoon, the 
communication in the Ad hoc network via visible 
light communication (VLC), possible security 
breaches and the effect of attacks on the platoon 
and the Ad hoc network. The scenarios were 
created based on the underlying knowledge 
collected during the literature review. The 
information gathered led to the decision to 
incorporate the physical and the network aspect of 
the vehicle platoon in the simulations. The 
network design was independent of the vehicles; 
thus, different communication protocols can be 
implemented. The defenses were tested using 
attack scenarios. The behavior of the network was 
used to identify the different types of attacks. The 
attacks were mitigated using a variant of the 
priority call algorithm and the system secured 
using the color-shift keying algorithm. 
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The Potential of the Karaman Wastewater Treatment Plant to Generate 
Electricity with MHP and Reduction of Electricity Bill Amounts by Adjusting 

Working Hours of the Facility 

 

Ufuk SÜĞÜRTİN*1, Türker Fedai ÇAVUŞ2 

 

Abstract 

In this study, in order to reduce the electricity consumption / cost of the Karaman Wastewater 
Treatment plant, which has the highest flow and electricity consumption in Sakarya, the 
arrangements that can be made during the working hours of the treatment plant and the 
generation of electricity by the MHP that can be installed between the outlet of the facility and 
the discharge point of the wastewater are examined. A change of 17% in the electricity bill costs 
and up to 50% in the flow rates were observed. Wastewater treatment plant projects keep their 
capacities high, considering the needs of the next 20-30 years. Based on these results, it is 
determined that if the electricity consumption amounts in the peak time interval where the unit 
price of electricity is high is shifted to day and night time zones, the electricity costs of the 
facilities will decrease. In addition, it has been shown that a part of its own electricity 
consumption will be met by the micro hydro power plant to be installed between the outlet of 
the facility and the discharge point. 

   

Keywords: Micro hydro power plant, electricity, wastewater treatment plant,  

 

 

1. INTRODUCTION 
 
According to the water pollution control 
regulation, wastewater is defined as contaminated 
or partially or completely altered waters as a result 

                                                 
*Coresponding Author: ufuk.sugurtin@gmail.com 
1Sakarya University, Electrical Electronics Engineering Department,Turkey. 
 ORCID: https://orcid.org/0000-0002-0889-5684 
2Sakarya University, Electrical Electronics Engineering Department,Turkey. E-Mail: tfcavus@sakarya.edu.tr   
ORCID: https://orcid.org/0000-0003-1399-8044 
 

of domestic, industrial, agricultural and other uses 
[1]. The wastewater infrastructure facility is 
defined as the systems and facilities in which 
wastewater is treated and the final disposal of 
treated wastewater is achieved through the entire 
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sewage system that collects domestic and 
industrial wastewater. Turkey is an energy 
dependent country. In 2018, electricity 
consumption in Turkey was 304.2 TWh and 
electricity generation was 304.8 TWh. Electricity 
consumption is estimated to reach 375.8 TWh in 
2023. The installed capacity of Turkey was 90.72 
GW as of September 2019 [2].  
As of September 2019, according to the sources 
where energy is produced, the installed power 
distribution in Turkey; 28.6% natural gas, 31.4% 
hydraulic energy, 8.1% wind, 6.2% solar, 22.4% 
coal, 1.6% geothermal and 1.7% is in the form of 
other sources. Turkey's electricity generation 
according to sources in 2018 are given in Table 1. 
 
Table 1 
Electricity Generation of Turkey In 2018 [2] 

Electricity Generation of  Turkey In 2018 
Coal % 37.3 
Natural Gas % 29.8 
Hydraulic Energy % 19.8 
Wind % 6.6 
Sun % 2.6 
Geothermal energy % 2.5 
Other Source % 1.4 

 
In Turkey, there are 597 hydroelectric plants and 
their total installed power capacity is 26.7 GW 
[3]. Aimed at reducing greenhouse gas emissions, 
the Kyoto Protocol was signed in Turkey. [4].  
 
In 2017, 86.3% of total CO2 emissions are caused 
by energy. 34.6% of this constitutes electricity 
and heat generation. [5]. A large part of the carbon 
dioxide emission that causes greenhouse effect 
results from the use of fossil fuels in energy 
generation and consumption [6]. Therefore, 
increasing electricity production from renewable 
power is important. Turkey is a country rich in 
water resources, but this potential of Turkey 
cannot be utilized sufficiently.  
 
In this article, a study was made to draw attention 
to the operation of wastewater treatment plants in 
an optimized way to reduce the electricity costs, 
in the Karaman wastewater treatment plant in 
Sakarya, and the earnings were calculated. 
Secondly, it is predicted that part of the electricity 
consumption of the facility will be met by the 
micro hydroelectric power plant to be installed 
between the outlet of the Karaman Wastewater 

Treatment plant and the discharge point. There are 
two peak flows in one day. The first happens in 
the morning, when daily life begins, and the 
second happens in the evening. Minimum 
consumption during the day generally occurs 
around 4.00 AM [7].  
 

2. WASTEWATER AND TREATMENT 
PLANTS  

 
These are the facilities that ensure the treatment 
of wastewater coming through the sewage system 
that collects domestic and / or industrial 
wastewater, by subjecting them to processes that 
will not harm the environment and the receiving 
environment. Apart from rainwater, we can 
examine the wastewater in three groups as 
domestic, industrial wastewater and leachate [8]. 
While industrial water consumption is 5 billion 
m3, it is predicted that it will be 22 billion m3 in 
2023 [9].  Wastewater treatment plants consume 
large amounts of electricity due to the devices / 
engines used in their processes during cleaning 
these contaminated waters. Considering of 
Turkey dependence on imported energy, it is very 
important to take measures to reduce the 
electricity consumption and costs of wastewater 
treatment plants. There are almost 250000 water 
service facilities in the world. Nearly 90% of 
these facilities are from municipalities.8% of 
these facilities are almost privately operated. 
 
Municipalities discharged 4.8 billion m3 of 
wastewater according to the results of the waste 
water statistics survey announced by TÜİK in 
2018 and organized for municipalities. The 
average daily amount of wastewater per person 
discharged by municipalities by sewerage 
network was calculated as 188 liters [10]. 
 
2.1. Wastewater Treatment Electricity 
Consumption 
 
Electricity consumption of wastewater 
purification facility varies depending on the 
methods selected for wastewater quantity, 
concentration, treatment processes, topography of 
the facility area, energy efficiency of the 
equipment used in treatment and the level of 
automation at the facility. In a study conducted in 

Ufuk SÜGÜRTİN, Türker Fedai ÇAVUŞ

The Potential of the Karaman Wastewater Treatment Plant to Generate Electricity with MHP and Reductio...

Sakarya University Journal of Science 24(5), 948-955, 2020 949



Norway, 0.8 kWh of energy was consumed to 
treat 1 cubic meter of wastewater, which is twice 
the energy required to provide the same amount 
of drinking water [11]. 
 
2 to 3 % of the electricity generated in the world 
is used in the production, distribution and 
treatment of water [12].An average of 0.4 kWh 
electricity is consumed for 1 m3 of wastewater 
treatment in Germany, and it is stated to be 0.29 
kWh in China, 0.20 kWh / m3 in the USA and 0.26 
kWh / m3 in Japan [13].The amount of electricity 
consumed for purifying wastewater in Turkey 
ranges from 0.08 to 0.5 kWh/m3. In Karaman 
Wastewater Treatment Plant, this value is 0.3 
kWh/m3.  
 
2.2. Karaman Wastewater Treatment Plant   

Domestic wastewater from Adapazarı, Erenler, 
Serdivan, Arifiye, Sapanca districts is treated at 
the Karaman Wastewater Treatment Plant. Stage 
1; It has the capacity to serve an equivalent 
population of 750000 people until 2015. 2nd 
stage; It will be able to serve a population of 
1625767 people by 2035. 

2.3. Karaman Wastewater Treatment Plant 
Electricity Consumption Times and 
Investigation of Paid Prices  
 
When the electricity bills of the facility are 
examined, 12 month electricity consumption 
average of Karaman wastewater treatment plant 
for the last 4 years (2015-2016-2017-2018) is 
shown in figure 1. 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Karaman WWTP Electricity Consumption 

 

 
 
 
 
 
 
 
 
 
 
 
Figure 2 Karaman WWTP Electricity Consumption 

Distribution  According to Daily Tariff 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Karaman WWTP  Electricity Consumption 

Prices 
 
Karaman WWTP electricity consumption 
distribution (kWh)  according to daily tariff is 
shown in Figure 2. Karaman WWTP Electricity 
Consumption distribution (TL)  according to daily 
tariff is shown in Figure 3. 
 
While the distribution of the electricity 
consumption amounts of the Karaman Waste 
Water Treatment Plant during the day according 
to time periods is shown in figure 2, the figure 3 
shows the prices paid according to these 
consumption amounts (the most expensive time 
period (17.00-22.00)) 
 
Unit prices of electricity approximately are 0.39 
TL  for the daytime,0.63 TL for the peaktime, 
0.19 TL for the nighttime in 2018 
 
2.4. Evaluation of Wastewater Treatment 
Plant Electricity Consumption Data 
 
When the electricity consumption of the Karaman 
Wastewater Treatment Plant is analyzed, up to 17 
% change in electricity consumption (between the 
highest electricity consumption and the lowest 
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consumption on a monthly basis) was observed. 
The flow rate of the facility also varies up to a 
maximum of 50%. These kinds of investments are 
planned for 20-30 years, considering the 
wastewater formations in the coming years [14]. 
  
Based on these findings and information, we can 
assume that the wastewater treatment plant does 
not operate at the same capacity throughout the 
year. 
 
It is considered that the amount to be paid for the 
electricity consumption of the facilities will 
decrease if the amount of work in the peak time 
interval where the cost of electricity consumption 
of the Wastewater Treatment Plants is shifted 
before (day) or after (night) in line with the 
facility facilities. Current electricity consumption 
and improved values of the facility are given in 
table 2.   
 
Table 2 
Karaman WWTP current and improved consumption 
amounts 

 Current Improved 
Daytime % 46 %47 
Peak %21 %19 
Night %33 %34 

 
2.5. Calculation 
 
The current electricity consumption costs of the 
Karaman wastewater treatment plant and the 
improved electricity consumption cost are shown  
in figure 4.      
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 Karaman WWTP Current and Improved 
Electricity Consumption Costs 

 
 

3. MICRO HDYROLECTRIC POWER 
PLANTS 

 
Studies are carried out to produce electrical 
energy from large water resources in Turkey. It is 
important to do the same studies in the evaluation 
of small water resources. 
 
With the regulation that came into force on 
12/05/2019, an incentive was provided for micro 
energy production. Real or legal persons engaged 
in production activities in production facilities 
based on renewable energy sources with a 
maximum installed capacity of 1 MW are exempt 
from the obligation to obtain licenses and set up 
companies [15]. 
 
The study on micro-hydro power plants used for 
the recovery of energy in water pipelines by 
Williams are some of the earliest research records 
in this area [16]. Valves are used to control the 
downward flow pressure in water mains lines. The 
plants that generate electricity at the micro level 
will be integrated into the water network lines, 
while reducing the downward pressure made by 
the valves and generating electricity[17].  
 
The service offered to consumers by water service 
providers will be offered at lower costs as energy 
costs are reduced. 
 
There are similar facilities in Germany [18] and 
Scotland [16] that provide energy recovery. A 
micro hydro power plant was established in 1947 
to gain energy from the flow between an upper 
storage reservoir and the treatment plant located 
at its lower level in Ireland. 
 
In the study on the Applicability of Micro Scale 
Hydroelectric Power Plants for Energy Recovery 
in Wastewater Treatment Plants in Harran 
University in 2018, theoretically calculated the 
amount of electrical energy that can be produced 
through the wastewater flow [19]. 
 
In the UK, a micro hydro power plant was 
installed, which works with an archimedes screw 
system to generate energy from the outlet of a 
wastewater treatment plant.  
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The facility has two turbines with a total power of 
180 kW. The facility provides € 160000 savings 
in annual electricity costs [20]. 
 
In Turkey, projects for the construction of micro 
hydro power plant accounts are being carried out 
and implemented in order to evaluate the water 
potential of wastewater treatment plants.  
 
An example of this type of micro hydro power 
plant is installed at the outlet of the central waste 
water treatment plant of Gaziantep Water and 
Sewerage Works, and 1 million 500 thousand 
kilowatts / hour of energy can be generated 
annually [21].  
 
Another similar study will be able to generate 
8000000 kilowatts / hour of electricity per year, 
established in the wastewater plant of the Ankara 
Metropolitan Municipality Aski General 
Directorate [22]. 
 
3.1. Investigation of Energy Production with 
Micro Hydro Power Plant from Karaman 
Wastewater Treatment Plant 
 
The most important parameters for the recovery 
of energy from the water infrastructure are the 
flow of water and the height at which water 
falls[23].Special conditions such as the pH value 
of water, high pressure pipe networks may affect 
the turbines that can be used in some plants, 
affecting energy recovery [24]. 
 
The potential to generate energy with micro hydro 
power plant from Karaman Wastewater 
Treatment Plant was examined.  
 
3.1.1. Flow Detection 
 
The data of the flow rate of Karaman Wastewater 
Treatment Plant were learned by means of the 
devices measuring 24/7 in the facility (Table 3). 
 
Table 3 
Karaman WWTP Flow Quantities 

Karaman WWTP Flow Rates (m3/day) 
Max 93720 
Average 82353 
Min 52560 

 

3.1.2. Detection of Level Difference  
 
The height difference between the exit point and 
the discharge point of the Karaman Wastewater 
Treatment Plant was determined through the 
wastewater treatment project and has a drop of 
2.86 meters.  
 
3.1.3. Turbine Selection 
 
Turbines are produced according to the specific 
flow values of each facility. If the flow values 
change, the energy produced will also affect the 
turbine efficiency, which will cause changes. 
PATs (Pumb as Turbine) have been assumed to 
be the most suitable turbines to be used for energy 
recovery from water pipelines in various studies 
[25].  
 
For example; for PAT, which is designed 
according to certain values, a 50% increase or 
decrease in water flow will result in a 30% to 80% 
reduction in energy conversion efficiency.  
 
It has been determined that the most suitable 
turbine will be the archimedes auger turbine 
according to the height and flow rates, the various 
turbine types according to the flow and the 
pressure according to the working areas(Figure 5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 Turbine selection according to flow rate and 

pressure [26] 
 
3.1.4. Installation Costs 
 
Micro hydro power plant investment cost ranges 
from $ 1300-8000 / kW (€ 1000-6200 / kW).The 
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operating cost varies between approximately        
1-4% of the investment value [26]. Investment 
cost per kW of micro hydro power plants varies 
between € 3000 and 6000 [27].  
 
In the market research conducted for the Karaman 
wastewater treatment plant, the investment cost 
was determined as 300000 TL. 
  
3.1.5. Operating Costs 
 
The maintenance / operation costs of the 
archimedes augers to be installed are very low. 
The operating cost varies between approximately 
1-4% of the investment value [26]. 3000 TL is 
assumed annually. 
 

4. RESULTS 
 
If the wastewater treatment plant's flow rate is 1 
m3 / sec, gravity acceleration is 9.81, efficiency is 
70%, and the dream is 2.86, the installed power is 
calculated as 20 kW 
 
Q=flow (m3/sec) 
P=Power (Watt) 
p= density of water (kg/m3) 
g=gravity acceleration (9,81 m/sec2) 
H=current water height (m) 
Ɛ= productivity 
P=Q.p.g.H.Ɛ 
P=1*1000*9, 81*2,86*0,7=20 kW 
 
The wastewater treatment plant operates 365 days 
a year, with minimum flow rate of 0.6, m3/sec, 
maximum flow of 1.08 m3/sec, and average flow 
rate of 0.95 m3/sec.  
 
The amount of electricity produced with flow 
rates will vary proportionally. There are 8760 
hours in a year.It is assumed to be 7700 hours 
considering the flow rates as the working period 
of the facility.  
 
Annual electricity amount to be produced is 
calculated as 154.000 kWh / year. Operating 
Income = 7700 * 20 * 0.59 = 90.860 TL / Year (It 
is assumed that the unit price of electricity is 0.59 
TL).   

From the interoperability calculation methods, the 
repayment period of the facility was analyzed 
according to the management's economical 
feasibility and it was calculated that the 
investment cost was equal to net income after 3 
years and 11 months (Figure 6). 
 
With this study, in the wastewater treatment 
plants with suitable facility capacity ,it has been 
observed that the amount to be paid for electricity 
consumption will decrease when necessary 
arrangements are made for shifting some of the 
electricity consumption corresponding to the 
evening hours (17.00-22.00) to day and night time 
zones.    

 

 

 

 

 

 

 

Figure 6 Profit Transition Graph According to 
Repayment Period Method 

 
It was concluded that the potential water energy 
of the Karaman wastewater treatment plant, 
which has a flow rate and appropriate 
consideration, is converted into electrical energy 
and some of the electricity consumption amounts 
of the facilities will be met and this project to be 
invested is economically feasible.    
 
Moreover, if wastewater treatment plants comply 
with the requirements of the legislation in Turkey, 
since up to 50 % of the electricity costs of 
wastewater treatment facilities are covered by the 
government [28].  
 
Therefore, it is economically feasible to 
implement micro hydro power plant investments 
immediately for institutions that receive 
incentives from the state for electricity costs. 
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The Replacement of Seashells with Calcite in White Ceramic Glaze Preparation 

 

Levent KOROGLU1, Ceren PEKŞEN*2 

 

Abstract 

In this study, the effect of seashell utilization as a replacement for calcite on the surface features 
and optical properties of white ceramic glazes was investigated. As received seashells collected 
from Black Sea beaches of Samsun, Turkey and purified seashells at 700°C for 1 h were used 
as calcite replacement by 15 wt.%. Seashell powders were incorporated to white glaze 
compositions which are applied on the surface of different fired clay bodies such as red clay, 
chamotte, white and porcelain by dipping technique. Next, the glazed green bodies were 
sintered at 1100ºC for 8 h. Following to TG-DTA, heating microscope, XRD and optical 
analysis, the obtained results exhibited that as received seashell powder (SP-1) was composed 
of calcite (CaCO3), whereas purified seashell powder (SP-2) comprised aragonite (CaCO3) and 
calcium oxide (CaO). The iron (hematite) content in red clay and the impurities in seashells 
composition caused specks and crawlings on the surface of glazed red clay bodies and of some 
glazes containing seashell, respectively. In generally, the higher CaO content in SP-2 enhanced 
gloss (60°) values, and whiteness values of most glazed surfaces were closed to each other. The 
color of chamotte bodies increased redness-greenness values. The variations in optical 
parameters were mainly associated with the difference in body compositions. SP-1 contained 
glaze, applied on porcelain body, was selected as optimal because that had 33 gloss value, high 
whiteness (87) and no surface defect. Therefore, the utilization of as received seashells by 15 
wt.% as calcite replacement allows eco-friendly and cost-effective production of white ceramic 
glazes without any additional heat treatment. 

Keywords: White Ceramic Glazes, Seashells, Calcite, Optical Properties, Clay Products 
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1. INTRODUCTION 

Glazes are stable glassy coatings applied to on 
ceramic surfaces in order to supply a protective 
layer to the ceramic body. Also, glazing provides 
the product with a range of technical properties 
such as waterproof, cleanability, chemically and 
mechanically resistance and aesthetic features 
like gloss, color and texture. These features 
generally vary depending on the chemical 
composition and firing parameters. The ceramic 
glazes can be classified according to production 
process, application area, composition and the 
optical properties of the finished surface. Optical 
properties (e.g., brightness, color and texture) of 
the product are the important criteria for the 
classification of finished surfaces [1,2]. 
 
Glazes consist of several oxides. Silicon dioxide 
is the glass former of a glaze composition, while 
alkaline and alkaline earth oxides act as fluxers, 
opacifiers or dyes. CaO is an inexpensive raw 
material, widely used in glaze compositions, that 
reduces the viscosity of glaze. Also, CaO provides 
hardness and durability to glazes [2-4]. In glaze 
compositions, CaO is obtained from calcium 
carbonate which has two polymorphs: calcite and 
aragonite. Although the crystal structures of 
calcite and aragonite are different from each 
other, both the strength and the density of 
aragonite is higher than calcite [5]. 
 
Seashells are natural materials that consist of 
calcium carbonate compressed between 
biopolymers. Calcium carbonate provides 
strength, hardness and toughness to the shell 
structures [6,7]. They are used as raw materials in 
ceramic glaze compositions due to the calcium 
carbonate content. Seashells collected from the 
beaches are composed of calcite phase.  
 
The aim of the study was to investigate the surface 
features and optical properties of white ceramic 
glazes prepared with as received seashells and 
purified seashells as a replacement for calcite by 
15 wt.%. The seashells were collected from Black 
Sea beaches of Samsun, Turkey. Next, the 
collected seashells were heat‐treated at 700°C for 
1 h to remove organics in their composition. 
Seashell powders were incorporated to white 

glaze composition, and the prepared glaze 
compositions were applied on the surface of 
different fired clay bodies. Gloss values and 
coloring parameters of finished products were 
determined. 
 

2. EXPERIMENTAL PROCEDURE 
 
2.1. Body Preparation 
 
For the preparation of fired bodies (25x25 mm), 
slurries were hand-pressed, dried and heat-treated 
at 800ºC for 7 h under atmospheric conditions. 
Four different plastic slurry were used which 
contain red mud, chamotte mud, white mud and 
porcelain mud. 
 
2.2. Preparation of Seashell Powders 
 
The collected seashells from Black Sea beaches 
of Samsun, Turkey were firstly washed. 
Secondly, a part of as received seashell powders 
were subjected to heat-treatment at 700°C for 1 h 
in an electrically-heated furnace to remove 
organics in the composition. While the collected 
and washed (as received) seashell powders were 
called as SP-1, the heat treated (purified) seashell 
powders were called as SP-2. Finally, both SP-1 
and SP-2 were crushed and ball-milled for 90 s. 
Differential Thermal Analysis (DTA) and 
Thermogravimetry (TG) of SP-1 and SP-2 were 
carried out using Simultaneous Thermal Analyzer 
(STA, 409 PC/PG, Netzsch) between 25ºC-
1200ºC. The critical temperatures of compacted 
SP-1 and SP-2 (2x2x3 mm) were determined 
using a heating microscope (Misura, TA 
Instruments) between 400ºC-1550ºC. The thermal 
analysis were conducted under oxygen 
atmosphere. 
 
2.3. Preparation of Glazes 
 
In order to obtain glazes, SP-1 and SP-2 were 
incorporated to glaze composition. Seashell 
powders were used as calcium carbonate source. 
The recipes of glazes are given in Table 1. After 
ball-milling of glaze compositions for 30 min in 
alumina media, they were applied on the surface 
of different fired bodies such as red clay body 
(B1), chamotte body (B2), white body (B3) and 
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porcelain body (B4) by dipping technique [10]. 
After glaze application, the sintering of glazed 
bodies was performed at 1100ºC for 8 h under 
atmospheric conditions. 

 Table 1 
 Recipes of the glazes (wt.%) 

Raw material / 
glaze code 

G1 G2 G3 

K-Feldspar  37 37 37 
Calcite 15 - - 
Kaolin  8 8 8 
Flint 37 37 37 
Bentonite 3 3 3 
SP-1 - 15 - 
SP-2 - - 15 

 
The qualitative phase analysis of non-glazed 
bodies was carried out using X-Ray 
Diffractometer (XRD, Miniflex 600, Rigaku). 
The optical parameters of the glazed bodies were 
determined using a chromometer (CM-2300d, 
Konica Minolta) between wavelength range of 
360 nm - 740 nm. During the study, “G” referred 
to glazing code and “B” referred to fired body 
code. 
 

3. RESULTS AND DISCUSSION 
 
3.1. Characterization of Seashell Powders 
 
Chemical composition and the qualitative phase 
analysis results of SP-1 and SP-2 were reported in 
prior study [8]. In still, the chemical composition 
(wt.%) of SP-1 and SP-2 are given again in Table 
2. Both SP-1 and SP-2 were comprised mainly 
CaO and some trace elements. While SP-1 
comprised only calcite (CaCO3; ICDD 05-0586), 
SP-2 included aragonite (CaCO3; ICDD 41-1475) 
and calcium oxide (CaO; ICDD 28-0775) 
crystalline phases. The polymorphic transition of 
calcite into aragonite occurred during purification 
(at 700C for 1 h) [9]. The presence of CaO as a 
minor phase caused by the partial decomposition 
of calcium carbonate during the purification 
(organic removal) of SP-2 [10]. For this reason, 
loss on ignition (L.O.I) value below 1000°C of 
SP-2 was found 2 % less.  
 
 
 
 

Table 2 
Chemical composition (wt.%) of  
SP-1 and SP-2 

Comp. SP-1 SP-2 
CaO 54.32 56.22 
Na2O 0.59 0.32 
SiO2 0.23 0.17 
Fe2O3 0.03 0.05 
SO3 0.06 0.05 
P2O5 0.01 0.01 
Al2O3 0.23 - 
BaO - 0.30 
SrO - 0.19 
L.O.I. 44.52 42.69 

 
TG-DTA curves of SP-1 are given in Figure 1. 
According to DTA and TG/DTG curves of SP-1, 
endothermic peak at 854.0ºC were related with 
thermal decomposition of calcite [10]. A high 
mass loss (44.2 wt. %) occurred between room 
temperature and 900ºC was related with the 
removal of moisture and CO2 gas. TG-DTA 
curves of SP-2 are given in Figure 2. The 
endothermic peak at 842.5ºC were related with 
the decomposition of aragonite. A high mass loss 
(43.5 wt. %) occurred again until the finishing of 
decomposition (900ºC). The endothermic peak 
and total mass loss of SP-2 (842.5ºC, 43.5 wt. %) 
was found lower than these of SP-1 (854.0ºC, 44.2 
wt. %) because of the reduced content of calcium 
carbonate during purification and the absence of 
the organics. Heating microscope curve of SP-1 is 
given in Figure 3. The sintering, softening and 
melting points were determined as 1052ºC, 
1394ºC and 1440ºC, respectively. Heating 
microscope curve of SP-2 is given in Figure 4. 
The sintering, softening and melting points were 
specified as 1358ºC, 1414ºC and 1440ºC, 
respectively. The higher sintering temperature of 
SP-2 could be related with the presence of CaO 
which has significantly higher melting point 
(2572ºC) than calcium carbonates (calcite:1339ºC 
and aragonite:825ºC) [11,12]. 
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Figure 1 TG-DTA curves of SP-1 

 

 
Figure 2 TG-DTA curves of SP-2 
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Figure 3 Heating microscope curve of SP-1 

 

 
Figure 4 Heating microscope curve of SP-2 

 
3.2. Characterization of Sintered Bodies 
 
XRD patterns of sintered bodies are given in 
Figure 5. The phase analysis of bulk samples 
caused a shift in the patterns. Red clay body (B1) 
included quartz (SiO2), hematite (Fe2O3) and 
albite (NaCa(Si,Al)4O8) crystalline phases. 

Chamotte body (B2) contained of quartz and 
mullite (Al6Si2O13). Both white body (B3) and 
porcelain body (B4) comprised quartz, albite and 
mullite. In contrast to other sintered bodies, red 
clay body contained Fe2O3 as a minor phase 
besides the quartz and albite.  
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According to XRD patterns, all sintered bodies 
mainly contained quartz whereas aluminum 
silicate phases such as mullite and albite were 

presented as minor crystalline phases. It caused by 
the higher peak intensity of quartz due to its 
higher structural factor [13]. 

 

 
Figure 5 XRD patterns of sintered bodies 

3.3. Characterization of Glazes 
 
Digital images of sintered bodies are given in 
Figure 6. All glazes applied on B1 and B2 bodies 
provided non-homogenous opacity whereas, the 
dispersal of the glaze on B3 and B4 bodies were 
homogenous. The white color of these bodies 
could have inevitably affected the appearance. 
Some specks were observed on the surface of all 
B1 bodies. It was associated with the presence of 
iron (hematite) in B1 composition because it can 
pass into the glaze and cause a surface defect like 
that [3]. Also, the surface of G2-B2, G2-B3, G3-
B3 and G3-B4 included crawling which is 

unglazed or partially glazed area with irregularly 
shape, and breaks the uniformity of the fired 
glaze. The main factors causing crawling are 
glaze surface tension, the bond strength between 
the green glaze and the substrate, the shrinkage of 
the green glaze during drying, the lack of wetting 
of the body by the glaze and the presence of 
soluble salts which can lift the glaze away from 
the body in single-fire operations [3]. The 
crawling is seen only on seashell added glazes 
(G2 and G3). Even though the composition of all 
glazes was same (they contain same amount of 
calcium carbonate), the impurities were existed in 
G2 and G3 compositions (Table 2). Hence, the 
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reason of crawling could be the presence of 
impurities in seashells which alter surface tension 
and the bond strength between the glaze and body. 
Nevertheless, the surface of G2-B4 has not any 
defects.  
 

 
Figure 6 Digital images of sintered bodies 

 
The color and gloss values of sintered bodies are 
given in Table 3, where L* indicates whiteness,  
a* redness-greenness and b* yellowness-
blueness. In generally, G3 glazed bodies had the 
highest gloss (60°) values. The maximum gloss 
value (45) was found for G3 glazed B2 body. It is 
known that a high gloss value is obtained from a 
smooth surface where the high percentage of the 
light is reflected off the surface at the same angle 
to the surface as the incident beam (specular 
reflection). On the contrary, some of the light is 
reflected at angles other than the incident angle 
(diffuse reflection) on a matte (opaque) surface. 
Hence, lower gloss values are obtained due to 
higher refractive index of the glaze resulting of 
surface roughness, crystals or phase separation 
[14]. Also, CaCO3 and CaO have white and 
grayish white color, diminish viscosity and retard 
crystallization during sintering [3,15,16]. 
Considering that, the higher gloss values of G3 
glazed bodies were associated with the relatively 
higher CaO content in G3 composition. CaO as a 
fluxing agent could decrease the crystallinity 
degree of glaze and consequently, the diffuse 

reflection was reduced. Moreover, the existence 
of Na2O in G2 and G3 compositions as a fluxing 
agent could contributed to the increasing of glassy 
phase content in the glaze. L* values of all glazed 
surfaces except G1-B1 were found closed to each 
other because G1 and G2 compositions included 
same calcite content even though G3 composition 
had 2 % higher CaO content compared to G1 and 
G2, where the even small content of CaO has a 
dominant effect on the viscosity compared to 
whiting. a* values of glazed B2 bodies were 
found remarkably higher. It showed the effect of 
red color of these bodies on coloring parameters. 
In this case, the thickness of the glazes could be 
lower due to the porous microstructure of 
chamotte bodies (B2) at sintering temperature 
(1100ºC) [17] which have different composition 
(absence of albite phase) compare to other bodies.  
In addition, some variations in gloss, L*, a* and 
b* values were observed. It was though that the 
reactions between the phases of green glazes and 
different bodies took place inevitably during 
sintering (at 1100ºC for 8 h), and the composition, 
crystallinity degree and distribution of formed 
phases affected all optical parameters. 
 
Table 3 
Color and gloss values of sintered bodies 
 

Sample 
Code 

Gloss 
(60) 

L* a* b* 

G1-B1 35.8 86.68 1.50 8.13 
G1-B2 30.9 73.82 7.25 11.44 
G1-B3 24.1 86.84 1.46 8.25 
G1-B4 18.4 88.45 0.65 6.92 
G2-B1 21.5 64.11 1.02 0.36 
G2-B2 23.9 78.53 4.88 7.65 
G2-B3 27.2 83.84 1.55 8.57 
G2-B4 33.5 87.02 0.77 7.21 
G3-B1 29.0 68.45 0.66 0.47 
G3-B2 45.2 75.12 5.49 6.88 
G3-B3 30.6 85.9 1.65 8.87 
G3-B4 29.9 88.48 0.85 6.53 

 
4. CONCLUSSION 

 
In the present study, the effect of seashell 
utilization as a replacement for calcite on the 
surface features and optical properties of white 
ceramic glazes was investigated. As received 
seashells collected from Black Sea beaches of 
Samsun, Turkey and purified seashells at 700°C 
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for 1 h was used as calcite replacement in powder 
form by 15 wt. % during white glaze preparation. 
Seashell powders were incorporated to white 
glaze compositions which are applied on the 
surface of different fired bodies such as red clay, 
chamotte, white and porcelain by dipping 
technique. Then, the glazed green bodies were 
sintered at 1100ºC for 8 h under atmospheric 
conditions. The obtained results showed that as 
received seashell powder (SP-1) comprised 
calcite (CaCO3), whereas purified seashell 
powder (SP-2) included aragonite (CaCO3) and 
calcium oxide (CaO). The specks were observed 
on the surface of glazed red clay bodies, and the 
crawlings were detected on the surface of some 
glazes containing seashell. These were associated 
with the presence of iron (hematite) in red clay 
composition and the existence of impurities in 
seashell’s composition. In generally, the gloss 
(60°) values were higher for SP-2 incorporated 
glazes, and whiteness (L*) values of most glazed 
surfaces were closed to each other. The main 
reason for gloss enhancement was higher CaO 
content as a fluxing agent. The color of chamotte 
bodies increased redness-greenness (a*) values. 
The variations in optical parameters were mainly 
associated with the difference in body 
compositions. SP-1 added glaze, applied on 
porcelain body, was selected as optimal because 
it had 33 gloss value, high whiteness (87) and no 
surface defect. The utilization of as received 
seashells by 15 wt.% as calcite replacement made 
white ceramic glaze production eco-friendly and 
cost-effective without any additional heat 
treatment.  
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Friction and Wear Properties of Glass Fiber Reinforced Polyphenylene Sulfide 
Composites 

 

Mehmet İskender ÖZSOY*1, Levent ESATOĞLU2 

 

Abstract 

The aim of this study is the experimental investigate of wear and friction properties of 
polyphenylene sulfide polymer (PPS) and 20%, 30% and 40% by weight glass fiber reinforced 
polyphenylene sulfide composites. Tribological tests were done by pin-on-disc test 
configuration. The disc material is AISI 1040 steel.  50, 100, 200 N normal loads and 1, 2, 3 
m/s speeds were applied to the test specimens. Adding fiber decreased the friction values and 
specific wear rates. Furthermore, increasing load decreased the friction coefficient but increased 
the specific wear rate, although increasing sliding speed increased both friction and specific 
wear rate.  

Keywords: Friction, wear, polyphenylene sulfide, glass fiber 

 

 

1. INTRODUCTION 

Polymer materials have been used widely in 
engineering applications. In use generally, 
polymers have been reinforced with various 
fibers. Fibers improved the tribological 
performance of the materials and gained the high 
wear resistance [1-9]. Mens et al. [1], investigated 
the tribological properties of different polymer 
materials and concluded that the increasing load 
increased the wear amount but decreased the 
friction coefficient. Yilmaz et al. [2], studied the 
pomza powder/carbon fiber hybrid composites 
and stated that the reinforcement and fillers 
enhanced the wear properties of PPS. Sumer et al. 
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[3], studied the 30 wt% glass fiber (GF) 
reinforced PEEK composite and concluded that 
the increasing load increased the friction 
coefficient and wear. Friedrich et al. [4], studied 
PTFE with glass fiber composites. They found 
that adding glass fiber enhanced the wear 
properties of PTFE polymer. Tewari et al. [5], 
studied the polyetherimidin with glass fiber 
composites. They stated that increasing wt % 
glass fiber ratios decreased the friction 
coefficient. They also showed that increasing load 
decreased the friction coefficient. Yousif et al. [6], 
studied the polyester composites with glass fiber 
mat. They investigated the wear surfaces and 
observed the cracks in the matrix, breakage in 
glass fibers at the major load. Reinicke et al. [7], 
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studied different fiber reinforced thermoplastic 
materials. They used the glass fiber as a 
reinforcement material in the PA46, PP, PPS and 
PEI polymers. Cai et al. [8], tested the PEI 
composites reinforcing with glass and carbon 
fiber. They stated that both increasing fiber ratios 
and increasing load decreased the friction 
coefficient. Voss et al. [9], studied the glass and 
carbon fiber-PEEK composites. They showed that 
adding fiber into the matrix enhanced the wear 
resistance of polymer.  

Polyphenlyne Sulfide (PPS) polymer has a 
widespread usage area such as automotive, 
electrical and electronical. It has high heat, 
chemical resistance and high mechanical 
properties. Its melting point is 285 0C. These 
properties make the PPS an alternative of 
thermosets and metals [10].  Researchers have 
been using different reinforcements in the PPS 
polymer to gain the wear resistance [11-15]. Guo 
et al. [11], studied the molybdenum concentrate 
and PTFE filled PPS composites. They stated that 
thickening of transfer film layer on the disc 
decreased the friction. Uniform location of 
transfer film layer and less detachment of 
materials from the surface, ensured the increasing 
of wear resistance. Jiang et al. [12], studied the 
carbon fiber reinforced sub micro TiO2 filled PPS 
composites. For this composite increasing sliding 
speed increased the friction coefficient, but 
increasing carbon fiber ratios improved the 
tribological behaviour. Lhymn et al. [13], studied 
the fiber reinforced PPS composites. They stated 
that increasing of glass and carbon fiber ratios, 
decreased the wear amount. Unal et al. [14], 
studied the glass fiber reinforced PPS composites. 
They found that increasing speed worsen the 
tribological behavior, while increasing load 
increased the wear and decreased the friction. 
Besnea et al. [15], tested the 40 wt % glass fiber 
+ PPS and 10 wt % PTFE+ 20 wt % carbon fiber 
reinforced PPS composites.  

In the light of these literatures it is seen that the 
studies for PPS polymer composites have been 
being rarely and more detailed studies are needed 
such as different fiber ratios, influence of load and 
speed parameters. The aim of this study is to 
experimental investigate of friction and wear 

behavior of chopped glass fiber reinforced 
polyphenylene sulfide composites with glass fiber 
reinforcements in 20%, 30% and 40% weight 
ratios. Tests were carried 50, 100, 200 N normal 
loads and 1, 2, 3 m/s sliding speed values at room 
temperatures. In these tests, the counterface disc 
material is AISI 1040 steel used.  

 

2. MATERIALS AND EXPERIMENTAL 
WORK 

In this study, the materials used were PPS 
polymer and chopped glass fiber reinforcements. 
Mechanical and physical properties of PPS and 
chopped glass fiber were given in Table 1. 
Specimens were prepared using an extruder. 
Firstly, the composite materials were produced in 
granular form in an extruder which temperature 
ranges from 210 0C to 240 0C. Then the test 
specimens were obtained as cylindrical forms 
with a 5 mm diameter and 40 mm length by an 
injection mold. The molding temperature varied 
from 200 0C to 240 0C.  Tests were done with pin-
on-disc test configuration. ASTM G99 test 
standard was used in wear tests. Experimental and 
schematic images of the wear test rigs were given 
in Figure 1a and 1b respectively.  

 

Figure 1a Experimental image of the wear test rig 
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Figure 1b Schematic representation of the wear test 
rig [16] 

Table 1 
Mechanical and physical properties of PPS [17] and 
chopped glass fiber [18] 

 

Before and after each test, pin specimens and 
AISI 4140 counterface steel disc with surface 
roughness (Ra) is 0.29 μm were cleaned with 
alcohol. Friction force was calculated with a load 
cell sensor and datas were transferred to the 
computer. A software calculated the friction 
forces according to equation (1). 

𝜇 = 𝐹ி 𝐹ே⁄                    (1)
       

where FF is the frictional force and FN is the 
normal load. Wear amount was obtained by 
weight differences which obtained before and 
after the tests. Applied loads were 50,100, 200 N 
and sliding speeds were 1, 2, 3 m/s. Tests were 
repeated three times at room temperature 
conditions. At the end of the tests, the specific 
wear rates were calculated, compared and 
evaluated. Eq. (2) gives the specific wear rate. 

𝑊𝑒𝑎𝑟 𝑟𝑎𝑡𝑒 =
ௐ௘௔௥ ௟௢௦௦

஽௘௡௦௜௧௬.௅௢௔ௗ.ௌ௟௜ௗ௜௡௚ ௗ௜௦௧௔௡௖௘
    [𝑚𝑚ଷ/𝑁𝑚]  (2) 

3. RESULTS AND DISCUSSIONS                 

Figure 2 shows the friction coefficient and sliding 
distance relationship of PPS polymer and glass 
fiber reinforced PPS composites at 2m/s sliding 

speed and 50N applied load conditions. It is clear 
from this figure that PPS polymer showed a small 
increasing trend up to 1200 m travelling distance 
and then showed a sharp decreasing behavior and 
then it continued a steady state behavior. There 
are some weavings on the PPS line. It is thought 
that polymer pin could be melt during the rubbing 
process and detachment particles could make a 
roughness effect. 20 wt% glass fiber reinforced 
PPS composites have more waving behavior than 
the other reinforced composites. Increasing fiber 
ratio showed more steady state trend and adding 
of glass fiber decreased the friction coefficient.  
PPS polymer showed the maximum friction value 
and 40 wt% glass fiber PPS composite showed the 
minimum friction with very little weaving trend.  

 

Figure 2 Friction coefficient and sliding distance 
relationship of pure PPS and PPS composites (speed 

2 m/s, load:50N) 

Figures 3 and 4 show the friction coefficients of 
PPS polymer and glass fiber reinforced PPS 
composites with load and speed, respectively. In 
the Figure 3 that, adding fiber decreased the 
friction coefficient and increasing load decreased 
the friction. Similar situation is seen in the 
literature [5, 8, 12, and 14]. It is thought that 
increasing load could shear the surface asperities 
between pin and disc and it made the pin surface 
smooth. Therefore, the friction coefficients were 
decreased. Sarkar et al. [19], explained that as a 
result of increasing load, it could be a transfer film 
because of heat generation of rubbing process, 
thus the friction coefficient decreases because of 
the increasing load. In the Figure 4, increasing 
sliding speed caused an increase of friction 
coefficient. Similar behavior was observed in the 

Properties PPS Chopped GF 

Tensile strength (MPa) 80 520 

Elongation at break (%) 10 4.8 

Elasticity modulus  (GPa) 2.9 75 

Thermal conductivity (W/m.K) 0.2 1.35 
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literature [13, 14]. It is thought that increasing 
speed could increase the surface temperature and 
it could melt and deform the pin surfaces. This 
could cause the roughness of pin surfaces. And 
increasing roughness could increase the friction 
coefficient. It is seen that in the figures 3 and 4, 
increasing fiber ratio decreased the friction 
coefficients of PPS polymer. It is thought that 
adding fiber could decrease the adhesion forces 
between pin and disc. Also, fibers could decrease 
the shear forces and thus it could ensure the 
decreasing of friction forces. Thus, the movement 
of rotating disc against the pin could be easily. It 
is seen that in the figures, 40 wt% glass fiber PPS 
composites have the lowest friction coefficient all 
the load and velocity conditions. 

During the rubbing process, adhesive bonds 
occurred at the polymer metal contact surfaces 
and adhesion transfer of polymer material to 
counterface occurred by molecular and 
electrostatics forces [20]. Contact region is 
subjected to shear forces during the rubbing and 
the forces which effect the contact asperities 
defined by  𝐹் = 𝜏௦. 𝐴௥  equation. Ar is the contact 
area, τs is the shear stress and FT is the shear force 
which cuts the adhesive joints at the interface [21, 
22]. Polymer – metal adhesion is greater than 
composite materials. So the FT tangential forces 
which necessary to shear the junction points are 
higher and friction forces are higher than 
reinforced materials. Adding fiber decreased the 
adhesion bonds between the contact surfaces and 
ensured the composites slide easily on the disc so 
the tangential friction forces decreased as it is 
seen in the Figures 2-4. 

 
Figure 3 Friction coefficients of materials with load 

at 1 m/s sliding speed 

 

Figure 4 Friction coefficients of materials with speed 
at 100N load 

Figures 5 and 6 show the specific wear rates of 
PPS polymer and glass fiber reinforced PPS 
composites with load and speed, respectively. In 
the Figure 5, it is shown that increasing load 
increased the wear rates of PPS and glass fiber 
PPS composites. These results are agreement with 
the literature [1,3,14]. Increasing fiber ratios 
strengthened and made the polymer surface 
harder and so fibers decreased the deformations 
on the polymer surface and amount of detachment 
particles decreased. Thus the wear rates of 
composites decreased. It is seen in Figure 5 that 
specific wear rate of 40 wt% PPS composite is 
higher than that of 30 wt% PPS composite at 
200N load condition. It is stated in the literature, 
glass fibers were broken at the high loads [6, 23].  
It is thought that it could be a fiber breakage in the 
PPS polymer at high fiber ratios and higher load. 
It is seen in the Figure 5 that increasing normal 
load caused an increase of wear amount and 
increase of specific wear rate, according to the 
formula given by equation (2).  

Figure 6 shows increasing speed increased the 
wear rate. This is in a good agreement with the 
literature [14,19,24,25]. PPS polymer showed the 
highest wear rate, while 40 wt% reinforced PPS 
composite showed the minimum specific wear 
rate. In the literature, increasing speed increased 
the contact surface heat [19]. It is thought that 
increasing speed could cause the increasing of 
surface temperature of pin specimens due to the 
frictional heating and it could be result of melting 
the pin contact surfaces and it could increase the 
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wear amount. Furthermore, the work which 
performed by friction force is given by equation 
(3) at below,  

𝑄(௧) =  𝜇(𝑡). 𝑊. 𝑣                                       (3) 

where the 𝑄(௧) is the work which generated by 
friction force by over time, μ is the friction 
coefficient, W is the load and v is the speed [26]. 
It is clear in this formula, load and speed are 
effective on the friction force. Increasing sliding 
speed increased surface temperature and it caused 
a high adhesion between the contact surfaces 
[14,19,24]. High adhesion caused an increase of 
friction force, thus, increasing friction forces 
increased the wear rates as it is seen in Figures 4 
and 5. 

 

Figure 5 Specific wear rates of materials with load at 
1 m/s speed 

 

Figure 6 Specific wear rates of materials with speed 
at 100N load 

Figure 7 shows the scanning electron microscopy 
(SEM) images of disc and pin worn surfaces at 
1m/s speed and 100 N applied load value. In 
Figure 7a, PPS polymer caused the transfer film 
on the disc surface and is not regular on the disc 
surface. It caused the waving in friction 
coefficient values as it is seen in the Figure 1 
(friction coefficient vs. sliding distance diagram). 
In Figure 7b (PPS polymer), micro ploughing 
lines are more than composite materials. Applied 
load and sliding speed were caused the softening 
of PPS contact surface. Besides the shear forces 
which applied by the disc caused the detachment 
of particles. In Figures 7c-d-e, it is seen that fibers 
were broken towards the sliding direction by 
protecting matrix to the shearing failure. Existing 
of overlapping layers because of fiber breakage 
on the material surfaces show the plastic 
deformation and material losses. Also, 40 wt% 
ratio of fiber content caused the increase in wear 
rate at the higher load. It is thought that polymer 
matrix does not sufficient to bond the fibers at the 
higher fiber ratios. Some researchers concluded 
that higher load caused the breakage of the fibers 
[23, 27]. Wear debris adhered to disc and it makes 
an abrasive effect on the pin contact surface. 
Hence, PPS polymer and glass fiber reinforced 
PPS composites were subjected to adhesive and 
abrasive wear mechanisms and deformations 
were seen on the pin surfaces. 
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Figure 7 Scanning electron microscopy images of 
disc and pin worn surfaces at 1m/s sliding speed and 

100 N applied load. a) Disc surface, b) PPS, 
c)PPS+20%GF, d)PPS+30%GF, e)PPS +40%GF 

 

4. CONCLUSIONS 

In this study, the following conclusions are 
reached:  

Increasing load from 50N to 200N, decreased the 
friction values of PPS and glass fiber reinforced 
PPS composites. 

Increasing speed increased the friction value of 
PPS and glass fiber-PPS composites. 

Friction coefficients of glass fiber-PPS 
composites decreased with increasing fiber ratio. 

Increasing sliding speed and load increased the 
wear rate. Adding glass fiber ratio decreased the 
wear rates of PPS composites. PPS polymer 
showed the maximum increment of wear rate with 
increment of speed and load. 
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Determination of Coverage Oscillation for Inclined Communication Satellite 

 

İbrahim ÖZ*1, Ümit Cezmi YILMAZ2 

 

Abstract 

The communication engineers need to evaluate footprint movement to deploy a ground station. 
Geostationary communication satellite’s inclination angle causes the movement of a satellite 
footprint. The calculation of the inclination angle requires complex astronomical knowledge 
and mathematical calculations. On the other hand, a satellite communication engineer does not 
need a very accurate inclination angle value to design a ground station for required service 
availability. We propose a practical method called trigonometric curve fitting for the inclination 
to solve the problem. The past and the future value of inclination can be evaluated by using the 
curve-fitting method. It is a simplified practical method and does not need advanced orbital 
dynamics knowledge. The orbit geometry and evaluated inclination angle are used for 
estimation of a coverage area movement. A satellite communication engineer can evaluate 
coverage area oscillation quickly and design a better link for an inclined orbit satellite by using 
the proposed method. We have evaluated the inclination angle of the communication satellite 
Sat-1 with the proposed method. Sat-1 spot beam movements and wide beam coverage area 
movements are estimated to obtain EIRP and G/T fluctuation for link budget purposes. The 
proposed method provides the results that are consistent with the results of measurements and 
the results of satellite operators’ professional tools. 

Keywords: coverage oscillation, geo satellite, communication, inclination, curve fitting  

 

1. INTRODUCTION 

Geostationary (GEO) satellites are placed into the 
orbit with 35786 km altitude above the equator. 
This orbit is called Clarke belt, and the satellites 
on this orbit have the same revolution period with 
the earth rotation. GEO satellites seem to be fixed 
from the earth [1]. The users can have full time 
transmit/receive ability with a satellite by using 
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simple non-tracking, fixed antenna. GEO 
satellites called communication satellites' primary 
services are television broadcasting, internet, 
telephone, and military applications. GEO 
communication satellites, although they are 
named as "geostationary," they are not entirely 
stable in space. The perturbing forces that cause 
the satellite orbit motion to deviate from an ideal 
theoretical orbital motion. The sun and the moon 
gravitational forces, non-uniform mass 
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distribution of earth, solar pressure, and 
electromagnetic are primary perturbing forces act 
on a GEO satellite [2-5]. GEO satellites have two 
types of movements under the external forces. 
The first is north-south (N/S) oscillation and the 
second is to drift east or west (E/W) direction to 
the closest stable longitude. 

Maneuver compensates perturbing forces acted 
on a satellite. North-south station keeping 
(NSSK) and east-west station-keeping (EWSK) 
maneuvers are performed periodically to keep a 
communication satellite within a defined control 
window. NSSK maneuver controls the inclination 
angle and consumes much more propellant than 
EWSK maneuvers. It is about 20-24 times more 
propellant consumption than EWSK maneuvers 
[6-8]. EWSK maneuver controls longitudinal drift 
and eccentricity. 

GEO satellite lifetime is calculated by taking 
available fuel disregarding equipment and 
subsystems' lifetime. Aging GEO satellite 
lifetime can be extended by performing only the 
EWSK maneuver to use the remaining limited 
amount of fuel more efficiently. The satellite 
operators decide to stop the NSSK maneuvers to 
extend the lifetime of a communication satellite 
for several years. In this case, satellites become 
operated in an inclined orbit. A geosynchronous 
orbit with a non-zero inclination is defined as 
inclined geosynchronous orbit (IGSO). Fixed 
ground stations cannot track IGSO satellites all 
day. Ground stations that have tracking system 
can track the IGSO satellites all day [9,10]. The 
operators offer special services via IGSO 
satellites. The IGSO satellites provide services to 
stations that have tracking capability. Customers 
or users access special services such as short time 
satellite newsgathering, point-to-point data 
transmission.  

The IGSO satellite’s inclination increases 
gradually by time but communication payload 
continues to operate, with some loss of 
performance at some parts of the coverage beams. 
Another issue satellite no longer always point 
accurately because of inclination at the boresight 
on the ground all of the time. IGSO satellite 
coverage beams movement follow the satellite 
inclination angle. This movement is basically in 

the north-south direction and sinusoidal. It is 
period is equal to the satellite period which is 24 
hours. Oscillating coverage beams cause signal 
degradation even service interruption at certain 
time interval and some parts of coverages [1,8-
10].  

The footprint or coverage area of 
a communications satellite is the ground area that 
a satellite transmits and or receives signals within 
that area. Each satellite transponders or group of 
transponders offers different footprint maps to 
provide services to the desired customer area. 
Wide coverage area is ideal for transmitting 
signals over a vast geographical area while spot 
beam provides high power signals over small size 
area.  

The product of transmit antenna gain and the 
maximum RF power per transponder defines the 
most important technical parameters of a 
communication satellite, effective isotropic 
radiated power (EIRP). The relative gain to noise 
temperature ratio (G/T) defines the receive 
performance of a communication satellite. These 
two main parameters contour values inside 
coverage map identify signal levels and provide 
information about requirements of ground 
system. Unfortunately, coverage contour follows 
satellite movement, and EIRP and G/T values are 
subject to change at earth fixed ground station 
point. 

This paper aims to determine a coverage beam 
movement of IGSO satellite to support satellite 
communication engineers about EIRP and G/T 
margins. EIRP and G/T level vary due to 
inclination. The variation must be considered to 
have a successful transmission of signals. Satellite 
communication engineers can design better 
satellite links by having signal fluctuation levels 
and related link budget margins. On the other 
hand, the calculation of the Keplerian parameters, 
including the inclination angle, requires complex 
astronomical knowledge and mathematical 
calculations. The development of a new method 
simplifies the estimation of the inclination. A new 
method proposed to evaluate the inclination angle 
and related coverages oscillation to achieve the 
goal. The trigonometric curve fitting method 
(CFM) applied to the inclination data, and we 
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obtain the inclination as a function of time. The 
method simplifies the calculation for the 
prediction of the inclination angle and related 
coverage movement.  

ITU-R requirement is to operate a communication 
satellite within a ±0.1o control window in N/S and 
E/W direction. This ±0.1o control window allows 
the operator about 11 km daily oscillation on 
satellite beams. That is why, for the proposed 
method presented in this work, 11 km has been 
chosen as success criteria.  

2. INCLINATION ANGLE and COVERAGE 
OSCILLATION RELATION 

The inclination angle is one of the six Keplerian 
orbital parameters, which defines the angle 
between the equatorial plane and satellite orbital 
plane. Figure 1 below shows an illustrative image 
of earth equatorial plane and satellite orbital plane 
with inclination. Satellite inclination causes to 
move satellite in N/S direction. The period of that 
sinusoidal oscillation is the same as the satellite 
revolution period 24 hours (1436,7 minutes). We 
assume a satellite at zero latitude at time T0, and 
then it reaches maximum inclination value at 
T0+6h and T0+18h. A satellite crosses the earth 
equator twice a day. Satellite completes its’ 12 
hours’ revolution over the northern hemisphere 
and another 12 hours over the southern 
hemisphere due to the inclination angle [8,11-13]. 
Figure 3 shows satellite inclination angle 
instantaneous values for 1o, 3o, and 5o inclination 
over one revolution period. IGSO satellite ground 
track is the path followed by the sub-satellite 
points.  

The altitude and the latitude of a satellites 
influence the ground track figure8-shape. IGSO 
satellite ground track shape is like figure-8 shape. 
The typical figure-8 shape of the GEO circular 
orbit (zero eccentricity) is shown in Figure 2 
Increased eccentricity distorts the figure-8 shape. 
The view of figure-8 shape depends on earth 
station latitude. If figure-8 shape midpoint is on 
the higher or lower altitude instead of being on the 
equator then, the view of figure-8 shape is 
distorted. The slender and very long or 

asymmetric figure-8 shape can be observed at 
higher latitudes.   

 

Figure 1 GEO inclination angle (the angle between 
the earth equator plane and satellite orbit plane) 

The sub-satellite point over the earth follows the 
deviation in the longitude and latitude values of a 
communication satellite. The coverage pattern 
moves with the satellite inclination in both N/S 
and E/W direction, as shown in Figure 2. Satellite 
and coverages draw a figure-8 shape over a day, 
as shown in Figure 4. The width of the figure-8 
shape depends upon E/W oscillation, while the 
height of the figure-8 shape depends upon N/S 
oscillation. The sub-satellite points of an IGSO 
satellite N/S oscillation exactly follow the 
inclination angle. Sub-satellite points E/W 
oscillation due to inclination is negligibly small 
for the eccentricity close to zero [4,14]. That’s 
why in this study, E/W oscillation is not 
considered. 

 

Figure 2 Satellite pointing in inclined orbit 
configuration, sub-satellite points over the earth, and 

daily figure-8 shape due to inclination 

İbrahim ÖZ, Ümit Cezmi YILMAZ

Determination of Coverage Oscillation for Inclined Communication Satellite

Sakarya University Journal of Science 24(5), 973-983, 2020 975



 

Figure 3 Satellite GEO satellite variation of 
inclination angle for 1o, 3o and 5o over one revolution 

period (one sidereal day) 

 

Figure 4. Diurnal movement of an inclined orbit 
satellite figure-8 shape over one sidereal day (ground 

track of IGSO), not to scale 

Satellites ground stations have many types 
according to ITU-R regulations. Satellite ground 
stations may have satellite tracking capability or 
may have fixed antenna dishes according to the 
regulations. Fixed ground stations (antenna has no 
satellite tracking capability) have antenna 
mechanical misalignment due to inclination. 
Those misalignments are out of our study. So we 
neglect the signal change due to antenna 
misalignment. We assume the ground station’s 
antenna has satellite tracking capability, and the 
antenna can track the satellite correctly. In this 
case, the only movement of the coverages is 
considered due to the inclination and neglecting 
other effects. The movements cause a signal 
change in both uplink and downlink for the 
ground station. Now, we can consider only uplink 
and downlink signals fluctuation due to the 
inclination angle. This oscillation affects satellite 
EIRP and G/T performance. The effect can be 
assessed as a loss in satellite performances at the 

Centre of Coverage (CoC) and the Edge of 
Coverage (EoC) as shown in the following 
(Equation 1) to (Equation 4): 

ΔGc = EIRPinitial- EIRPfinal (1) 

ΔGE =  EIRPinitial- EIRPfinal (2) 

ΔGc = G/Tinitial- G/Tfinal (3) 

ΔGE =G/Tinitial- G/Tfinal (4) 
where; 
ΔGc : Gain Loss at the center of coverage (CoC) 
due to a coverage movement 
ΔGE : Gain Loss at the edge of coverage ( EoC) 
due to a coverage movement 

Satellite coverage areas follow the sub-satellite 
point’s sinusoidal movement. The fluctuation in 
EIRP and G/T effect ground station sizing and 
availability of transmission. The primary ground 
station sizing contains antenna diameter and high 
power amplifier size. A communication engineer 
must consider other ground station devices such 
as up or down converters, low noise amplifiers, 
waveguides, couplers, attenuators, and their 
losses to perform accurate and optimized link 
budget. 

3. TRIGONOMETRIC CURVE FITTING 
METHOD (CFM) AND INCLINATION 

The GEO satellites are under the perturbing forces 
such as the sun and the moon gravitational forces, 
non-uniform mass distribution of the earth, solar 
pressure, electromagnetic forces, planets, and 
other stars gravitational forces, etc. The sun and 
the moon and earth gravitational forces have large 
magnitude and primary contributors to the 
satellite orbit perturbations. The remaining 
perturbing forces have small effects. When all 
contributors are taken into account the calculation 
of the inclination angle becomes very complex. 
There are many approaches to evaluate the 
inclination angle accurately [1]. However, if the 
inclination angle is not used for satellite control 
purposes such as maneuver planning, conjunction 
analysis, etc., the evaluation may be simplified 
and customized for new purposes.  
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The inclination angle of a GEO satellite depends 
on time. It’s main characteristics are; it has annual 
increment between 0.75o and 0.950 depending on 
the year, it has a magnitude up to 15 degrees 
[1,9,14] depending on the high area to mass ratio, 
and it has 18.6 years period because of the moon 
and the sun orbits and their gravity forces [9]. 

The periodic motions that have sinusoidal 
characteristics have been used for most of the 
approximations in astronomy and orbital motions. 
The trigonometric curve fitting method (CFM) 
expresses the periodic oscillation phenomena and 
movements effectively. The trigonometric curve 
fitting is a new method to evaluate the inclination 
angle. The CFM is the process of constructing a 
curve or mathematical function that has the best 
fit to a data set. In numerical trigonometric curve 
fitting technique, the sum of sines models fits 
periodic functions and given by, 

𝑓 = ෍ 𝑎௝sin (𝑏௝𝑥 + 𝑐௝

௡

௝ୀଵ

) (5) 

In this study, we applied the CFM to inclination 
angle data sets, and we determine the inclination 
angle behavior of communication satellites. We 
obtained data sets from actual measurements of 
the inclination angle of the satellite and 
theoretical propagated results of the tool. These 
propagated values are taken from the focusgeo 
program, which is the software provided by GMV 
and commonly being used among the satellite 
operators, including TURKSAT. This 
professional tool determines the orbit of the 
satellite by using a series of numeric integrations 
and plans the control maneuvers and their firing 
durations as well as directions. The measured and 
propagated data sets have been processed, and the 
inclination equation and its correlation coefficient 
were obtained. Among different curves, the 
following (Equation 6) has been obtained; 

𝑖௔௡௡௨௔௟ = 0.097𝑠𝑖𝑛 (0.3378𝑡 + 2.538)  
+ 0.856 

(6) 

where i: inclination angle in degree/year,   
t : the yearly inclination angle variation to be 
calculated (like 2020, 2021 etc).  
 

The (Equation 6) correlation coefficient is 0.9963 
compared to the theoretical inclination results. Figure 
5 shows the behavior of the inclination for each year 
from 1970 to 2040 and the relationship between 
theoretical values and the curve fitting results.  

 
Figure 5  Comparison of proposed calculation and 

theoretical inclination 

The formula is given in (Equation 7) starts with 
January 1st of each year. Accumulated inclination 
angle can be calculated by integrating the 
(Equation 6) and, as shown in (Equation 7);  

∆𝑖 =
𝜕𝑖

𝜕𝑌
න 𝑖௔௡௡௨௔௟𝑑𝑡

்ଵ

்଴

+ 𝑖௜௡௜௧௜௔௟ (7) 

where:  T0 and T1 are the dates in decimal (for example 
30 June 2020 =2020.5).  
T0: the date of the final inclination control maneuver, 
T1: the day of inclination angle calculated,  
iinitial: the initial inclination at T0. 
 
(Equation 8) can be derived from the geometry, which 
takes into account the radius of the earth, Re, as 6378.1 
km to calculate the final oscillation of the spot beam 
in N/S direction.  

𝑛𝑠௢௦௖ = 𝑖𝑅௘

𝜋

180
 (8) 

where:  nsosc  beam movement of a satellite in km. 
 
The inclination not only causes oscillations in N/S 
direction, but it also causes footprint movement in 
E/W direction due to conservation of the angular 
momentum as per Kepler’s Second Low and due to the 
Earth obsoleteness. Considering the earth radius seen 
from GEO orbit is 8.6708 degrees (which is about 
0.151 rad) and by using the polar radius of the earth 
(Rp), which is about 6356.8 km. Similarly, from the 
geometry, the oscillation at E/W longitude sinusoidal 
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half width oscillation due to inclination and for zero 
eccentricity can be calculated, as shown in (Equation 
9). 

𝑒𝑤௢௦௖ = (𝑎𝑡𝑎𝑛(
1

2
ඥsec(𝑖)

− ඥcos(𝑖) )𝑅௣

𝜋

180
 

(9) 

 
E/W oscillation due to 1o , 3o and  5o inclinations are 
0.004o, 0,039o, 0.109o respectively. Circular orbit 
(eccentricity very close to zero) IGSO satellites E/W 
oscillation due to inclination is negligibly small and 
has minor effect on EIRP and G/T. That is why in this 
study, E/W oscillation effects on signals level are not 
considered. The N/S oscillation caused by the 
inclination moves the coverages from its zero 
inclination position. Figure 6 shows the boresight 
movement in terms of km for 3o inclination. Its 
maximum displacement is around 334 km when the 
satellite is at the north and the south peak latitude. 
Larger inclination causes more displacement and more 
magnitude of oscillation. 

 
Figure 6 GEO satellite at 3-degree inclination, 
coverage movement in km for 24 hours’ period 

 
3.1. Sat-1 Communication Satellite at IGSO  
 

We have selected Sat-1 communication satellite 
as an illustrative example. Sat-1 wide area 
coverage and spot beam are examined to verify 
signal fluctuation. A satellite spot beam and wide 
beam have different oscillations in terms of signal 
fluctuation level. Similarly, coverages at the 
equator and coverages at the higher altitude have 
different behavior in terms of E/W oscillation. 
However, the oscillation in the E/W direction was 
not considered because of explained reasons. We 
selected two ground stations as a reference. The 

first CoC site is in the middle of the spot beam at 
32.00o E longitude and 40.00o N latitude while the 
second reference is EoC site, and it is at 32.00o E 
longitude and 35.00o N latitude. Figure 7  below 
shows the spot beam examples on Sat-1 satellite 
at 42.00o East longitude and in 0o, 1o, 5o, -3o, -1o, 
and -5o inclinations. The “+” sign shows the 
antenna boresight, and the contours show the 
center of coverage, mid of coverage, and the edge 
of coverage from inner contour to outer contour, 
respectively. The boresight has peak EIRP and 
G/T values while the outer contour has 20 dB gain 
loss compared to the peak value. Outside of the 
outer contour is assumed to be out of service area. 
The movement due to inclination is shown in 
Figure 7 for the Turkey spot beam of Sat-1. Figure 
7 shows inclination maximum and minimum 
values i.e Sat-1 at T0+6 and T0+18 hour. The 
coverages are in between those two places and 
draw the sinusoidal figure, as shown in Figure 2. 

 

Figure 7 Sat-1 spot beam movement for 0o ,1o, 5o, -3o, 
-1o and -5o inclination, from satellite @42o East 

Figure 8 below shows the wide beam examples on a 
Sat-1 satellite at 42.00o East longitude and in 0o, 1o, 5o, 
-3o, -1o, and -5o inclination. We selected two ground 
sites as a reference to calculate signal level fluctuation. 
The CoC site is in the middle of the wide beam at 
32.00o E longitude and 40.00o N latitude while the 
second reference is EoC site, and it is at 38.00o E 
longitude and 24.00o N latitude. Similarly, “+” shows 
boresight of the satellite antenna, and the contours 
show the center of the coverage, mid of the coverage, 
and the edge of the coverage from closed inner to outer 
line, respectively. The boresight has peak EIRP and 
G/T values. The outer contour has 20 dB gain loss. We 
assume inside of the outer contour is the service area 
of the Sat-1. The inclinations 1o and 5o show Sat-1 at 
time T0+6 hour while the inclination -1o, -3o, and -5o 
show Sat-1 at time T0+18 hour. 
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Figure 8 Sat-1 wide beam movement for 00 ,1o, 5o, -
1o, -3o and -5o inclination, from satellite @42o East 

The Figure 7 and Figure 8 coverage contours are 
taken from actual Sat-1 antenna pattern data. The 
measured and propagated inclination angle effects 
on the Sat-1 spot beam (small size coverage) and 
wide beam (large size coverage) show coverages 
movement at north peak and south peak 
inclination compared to reference zero 
inclination. Those figures show 1 cycle 
oscillation. The beam’s complete cycle oscillation 
is fully interpreted by combining Figure 3 with 
Figure 7 and Figure 8. 

 

4. RESULTS AND DISCUSSION 

We have obtained the inclination values with the 
CFM for future and past. Those results first 
compared with the measured data of in orbit 
satellite. The actual measured data has been taken 
from the TURKSAT Sat-1 satellite. This satellite 
last N/S maneuver was performed on July 18th, 
2008, and then the satellite was left in inclined 
orbit operation.  The second column of Table 1, 
shows the measured inclination angle of Sat-1 at 
different times. The measured inclination angle of 
the satellite data was acquired from the Sat-1 orbit 
measurement’s value from the satellite control 
center. The CFM column shows the results 
evaluated with the proposed method. The 
comparison of measured and CFM results are 
very close to each other. As can be seen in the last 
column, the differences are always less than 9 km. 
The measured data of the inclination and the 
evaluated data of the inclination mean difference 
is 0.038o, which is about 4.23 km. So the results 

obtained from the CFM are in very good 
agreement with the results of measurements. 

Table 1 
Comparison with Sat-1 measured and proposed CFM 
inclination values, To: 19.05.2008, initial inclination 
0.153o  

T 
Inclination Δi nsosc (in km) Δnsosc 

M. CF  M. CF km 

25.09.2008 0.49 0.48 0.018 55.3 53.3 1.98 
18.12.2008 0.72 0.69 0.026 79.7 76.8 2.91 
26.02.2009 0.91 0.87 0.044 100.9 95.9 4.92 
24.09.2009 1.40 1.38 0.024 156.2 153.5 2.71 
03.12.2009 1.58 1.55 0.034 176.2 172.5 3.82 
11.03.2010 1.83 1.79 0.049 204.1 198.7 5.49 
29.07.2010 2.19 2.12 0.074 244.0 235.8 8.25 

 
Table 2 shows the theoretical propagated 
inclination angle of Sat-1 for the past. The past 
years propagated inclination data are obtained 
from the tool by running the software backward 
in time. The CFM column shows the results 
evaluated with the proposed method in a 
backward direction in time. The comparison of 
theoretical propagated and CFM results are very 
close to each other. As the results can be seen in 
the last column, the differences are always less 
than 9 km. The propagated data of the inclination 
and the evaluated data of the inclination average 
difference is 0.038o that is about 4.23 km. 

Table 2 
Comparisons with propagated (p) and curve fitting 
(CF) method in backward direction, T0=01.01.2000 
and initial inclination 0.001o 

T 
Inclination Δi nsosc  Δnsosc 

P. CF  P. CFM (km) 
19.07.2000 0.46 0.45 0.0063 51.3 50.61 0.70 
04.02.2001 0.92 0.92 0.0036 102.3 101.89 0.40 
23.08.2001 1.38 1.39 0.0066 153.8 154.51 0.73 
11.03.2002 1.85 1.87 0.0174 206.3 208.23 1.94 
27.09.2002 2.31 2.36 0.0503 257.4 262.99 5.59 
15.04.2003 2.80 2.86 0.0665 311.3 318.72 7.40 
01.11.2003 3.29 3.37 0.0807 366.3 375.30 8.98 

 

Table 3 shows the future theoretical propagated 
inclination angle of Sat-1. Those data are obtained 
from the focusgeo tool by running the software 
forward in time, and we get the next year's 
estimated inclination angle values. The CFM 
column shows the results evaluated with the 
proposed method in the forward direction in time. 
The comparison of the theoretical propagated and 
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CFM results are very close to each other. As the 
results can be seen in the last column, the 
differences are always less than 9 km. The 
propagated data of the inclination and the 
evaluated data of the inclination average 
difference is 0.0320 that is about 3.56 km.The 
differences between the results of CFM and other 
methods are all less than 0.1o and less than 11 km, 
which is the success criteria. 

Table 3 
Comparisons with propagated and proposed method 
in forward direction, T0=01.01.2020 and initial 
inclination 0.001o 

T 
Inclination  Δi nsosc (in km) Δnsosc 

P. CF  P. CF (km) 

19.07.2020 0.48 0.48 0.001 53.2 53.3 0.09 

04.02.2021 0.97 0.97 0.001 107.5 107.3 0.14 

23.08.2021 1.46 1.46 0.004 162.2 162.6 0.47 

11.03.2022 1.94 1.97 0.025 216.1 218.8 2.74 

27.09.2022 2.43 2.48 0.052 270.1 275.9 5.73 

15.04.2023 2.93 2.99 0.063 326.5 333.5 6.97 

01.11.2023 3.43 3.52 0.085 382.2 391.6 9.41 

We can study the inclination angle effects on 
satellite communication performance. To analyze 
the effects, we have a communication satellite 
illustrative examples that are for inclination 1o, 3o, 
and 5o cases.  

 The IGSO satellites are generally multi-beam 
satellites. When a satellite moves due to 
inclination, all coverages move together with 
satellite. Coverage movement due to N/S 
oscillations influences satellite communication 
performances. We assume the sub-satellite point 
is on the equator at T0 in this case satellite 
operates like in geostationary operation. 
However, at the T0 +6 h satellite reaches 
maximum inclination value on the northern 
hemisphere, the coverages move the north, and 
maximum displacement occurs with respect to 
zero inclination nominal operation status. 
Satellite continues its movement and T0+18 hour; 
it reaches maximum inclination value in the 
southern hemisphere, again the maximum 
coverages displacement occurs with respect to 
zero inclination but in the opposite direction in 
this case. Satellite coverages movement follows 

the sinusoidal movement, as shown in Figure 2. 
Consequently, the satellite’s EIRP and G/T 
fluctuate due to the inclination. These oscillations 
influence satellite transmit EIRP and satellites 
receive G/T.  

We assume the edge of coverage ground station is 
at the southern part of the contour. In this case, 
EIRP and G/T values first increase and then 
decrease for negative inclination values. Table 4 
shows spot beam EIRP and G/T fluctuation for 
Sat-1 IGSO satellite. Center of the coverages 
EIRP and G/T changes due to 30 inclination is 
about 1.5 dB. Edge of coverages EIRP and G/T 
fluctuation due for 3o inclination is about 4.5 dB. 

Table 4 
Sat-1 Spot beam EIRP G/T variation due to the given 
inclination angles 

i  
EIRP 
CoC 
 

EIRP 
EoC 
 

G/T 
CoC  

G/T 
EoC 

∆ EIRP 
CoC 

∆ EIRP 
EoC 

∆ G/T 
CoC 

∆ G/T 
EoC 

0o 53.53 43.03 11.28 -7.77 0.00 0.00 0.00 0.00 

1o 52.99 40.98 11.28 -8.77 -0.54 -2.05 0.00 -1.00 

3o 51.41 36.31 9.73 -12.77 -1.58 -4.67 -1.55 -4.00 

5o 49.66 30.66 9.23 -18.82 -1.75 -5.65 -0.50 -6.05 

-1o 52.67 36.67 11.01 -6.71 3.01 6.01 1.78 12.11 

-3o 51.31 41.82 9.79 -8.59 -1.36 5.15 -1.22 -1.88 

-5o 49.44 29.35 9.41 -12.91 -1.87 -12.47 -0.38 -4.32 

 

Similarly, Table 5 shows wide beam EIRP and 
G/T fluctuation for Sat-1 IGSO satellite. CoC 
EIRP and G/T changes due to 30 inclination is 
about 1.5 dB. This value is very good. Edge of 
coverages EIRP and G/T fluctuation due to 3o 
inclination is about 3 dB. 

Table 5 
Sat-1 Wide beam EIRP G/T variation due to the 
given inclination angles 

i  
EIRP 
CoC  

EIRP 
EoC  

G/T 
CoC  

G/T 
EoC  

∆EIRP 
CoC  

∆EIRP 
Eo)  

∆ G/T 
CoC  

∆ G/T 
EoC 

0o 51.14 37.59 4.84 -9.54 0.00 0.00 0.00 0.00 
1o 50.60 35.62 4.56 -11.51 -0.54 -1.97 -0.28 -1.97 

3o 49.01 32.01 3.35 -15.12 -1.59 -3.61 -1.21 -3.61 

5o 47.27 28.61 2.83 -18.52 -1.74 -3.40 -0.52 -3.40 

-1o 50.28 36.51 4.59 -10.62 3.01 7.90 1.76 7.90 

-3o 48.92 41.61 4.51 -13.52 -1.36 5.10 -0.08 -2.90 

-5o 47.05 37.57 3.12 -17.56 -1.87 -4.04 -1.39 -4.04 
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The daily coverages oscillation of an IGSO 
satellite can be determined practically to 
understand the EIRP and G/T fluctuation at the 
earth station at CoC and EoC. The earth stations 
at EoC, are more affected than the stations at the 
CoC.  Additional power requirement of 3 dB due 
to coverage movement implies to have double 
HPA size or implies to have larger size antenna. 
The users may not request 24 hours uninterrupted 
transmission; in this case, the communication 
engineers may prepare a part-time transmission 
plan by using daily EIRP and G/T fluctuation.  

EIRP and G/T values evaluated with the CFM and 
other method are shown in Table 6. Referring 
EIRP and G/T change to compare the methods, it 
is about 10-4 or 10-3 dB. These values have no 
practical meaning in terms of antenna diameter 
and HPA size. 

Table 6 
The difference of inclination angle average and 
standard deviation values for the CFM vs 
Measurements and the CFM vs Forward propagation 

 
∆i CFM-

Measurement 
∆i CFM-

Propagated 
∆EIRP 

dB 
∆G/T 
dB/K 

Avg 0.0386o 0.0328o ~10-4 ~10-4 

Stdev 0.0192o 0.0337o ~10-3 ~10-3 
 

These small differences in the inclination angle of 
the CFM and the other methods have no effect on 
parameters of the link budgets. Therefore, the 
related earth station sizing is the same for all 
methods. 

The communication engineers check link margins 
before the start of services. Satellite EIRP, G/T 
fluctuation due to inclination depends on 
coverage size and shape. Spot beams i.e., small 
size coverages, have more degradation in signal 
level and quality. The wide beams have less 
fluctuation and hence more degradation in signal 
level and quality. The edge of coverages has 
considerable fluctuation. Signals may not be 
received at the edge of the coverages in some 
period of day, even if ground stations entirely 
operated. 

5. CONCLUSION 

A practical simplified method was developed to 
estimate the coverage movements of an IGSO 
communication satellites. The inclination angle of 
a communication satellite depends many 
astronomical factors such as, the sun and the 
moon gravitational forces and the earth 
obsoleteness.  The satellite communication 
engineers evaluate the coverage oscillations 
quickly by using the CFM. Comparisons of the 
CFM with real data and propagated data show that 
the footprint variation can be predicted better than 
10 km accuracy, and this value is below the 
nominal daily oscillation of any GEO satellite 
which is controlled in ±0.1o. However, the CFM 
is not suitable for satellite control purposes, such 
as maneuver planning or conjunction analysis. 
The method is valid to use for a maximum 
duration of 27 consequential years, which means 
up to 15o inclination. 
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Experimental Investigation on Effect to the Specific Strength of FDM Fabrication 
Parameters Using Taguchi Method 

 

Sedat İRİÇ*1 

 

Abstract 

The Fused Deposition Modeling (FDM) fabrication is commonly used printing technique, the 
reasons behind this are low consumable cost, simplicity of workflow and more reliable. The 
quality of the printed parts depends on various process variables such as part orientation, layer 
thickness, hotend and bed temperature, fabricating speed, infill pattern and infill density, 
number of top-bottom solid layers, number of shells etc. Literature suggests that infill density, 
number of shells and number of top-bottom solid layers are variables that changing the tensile 
strength under tension of 3D fabricated parts and also have effect on weight of the parts. This 
study focuses on effect of infill density (ID), number of shells (NS) and top-bottom solid layers 
(TBSL) on specific strength (strength/weight ratio). Taguchi L18 Orthogonal Array (OA) 
design is used to perform the experiments. 18 runs with 3 repeated specimens were printed 
according to the ASTM D638 Type I standard using different printing variables. According to 
the results, parameters increase of ID, NS and TBSL were seen to effect significant 
improvement in the specific strength increase. However, between 40-60% ID has negative 
effect to specific strength while NS and TBSL increase. 

Keywords: Fused Deposition Modelling, Specific Strength, 3D printing, Taguchi Method 

 

1. INTRODUCTION 

3D printing technology is used by defence and 
aviation, medical, automotive, logistics, food and 
other related industry due to its physical size, easy 
definition of workflow and cost effective 
fabrication of conceptual design, prototypes and 
functional components [1]. The usage of 3d 
printed components are increased day by day 
because of lower assembly and material expense 
of 3d printers. 3d printers using different 
production technologies and materials are 
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commercially available such as Stereolithography 
(SLA), Fused Deposition Modeling (FDM), 
Binder Jetting (BJ), Digital Light Processing 
(DLP). Working conditions, mechanical 
properties of parts, number of products and 
product quality etc. are played an important role 
in the selection of 3d printer. FDM type 3d 
printers are the most used printer type after resin 
based printers (SLA) due to their ease of 
production, low operating cost and different 
material usage options [2]. In this type of printers, 
the continuous filament fed from the reel is 

Sakarya University Journal of Science 24(5), 984-990, 2020



extruded from the heated nozzle and laid 
according to the layer prepared in the slicing 
program and this process continues layer by layer 
until the part is produced. Schematic model of 
FDM process is shown in Figure 1 [3]. The part 
fabricated with FDM has 85% of the strength of 
the part that conventional manufacturing 
techniques used [4]. However, many variables 
such as layer height, printing speed, hot end and 
bed temperature, infill pattern, ID, NS and TBSL 
etc. should be optimized to produce part that has 
good mechanical properties. [5].  

 

Figure 1 Schematic model of FDM printing            
(1-nozzle, 2-building material, 3-print bed) [3] 

Nowadays, experimental research on FDM 
technology is still a novel technology and many 
researchers is investigated the influence of 
process variables on tensile properties of 
fabricated parts, for example, Tontowi et al. 
examined the effects of nozzle temperature, layer 
thickness and raster angles on tensile properties of 
build parts using Taguchi method [6]. Alafaghani 
et al. worked on the effect of some fabrication 
variables on tensile and geometric properties [7]. 
Monterol et al. studied the process parameters of 
FDM, using the design of experiment (DOE) 
approach [8]. Cristian et al. worked on influence 
of different infill rates, infill patterns and printing 
direction on mechanical properties of printed 
specimens [9]. Gebisa et al. investigated on the 
flexural strength of FDM fabricated samples that 
have different process parameters. [10]. Wang et 
al. studied the influence of various printing 
variables, including layer thickness, printing 
temperature and speed on the tensile properties 
[11]. Alafaghani et al. examined the selected four 
fabricating variables using Taguchi [12]. 
Christian et al. inspected the effect of printing 

parameters on the tensile and flexural strength of 
ABS composite parts [13]. Mostafa et al. worked 
on to find out the maximization model for the 
strength to cost ratio using Taguchi prediction 
model [14]. The motivation of this work is to 
examine influence of ID, NS, TBSL on the 
specific strength (strength/weight ratio) of 
fabricated specimens using PLA (Polylactic acid) 
according to the ASTM 638 Type I standard. 

2. METHODOLOGY 

2.1. Taguchi Method 

Taguchi technique is the most commonly used 
method to make design optimization efficiently. 
This method uses orthogonal array to reduce the 
number of test to a reasonable one, in terms of 
cost and time. [15]. Taguchi L18 OA was used to 
investigate the effect of the ID, NS and TBSL. An 
OA means the design is well balanced so that 
factor levels are weighted equally. Therefore, 
each factor can be analyzed independently of all 
the other factors, so the effect of one factor does 
not effect the estimation of other factor [16]. The 
ID has 6 levels, and the NS and TBSL have 3 
levels as shown in Table 1. 

Table 1 
Level values for each variable 

Variable Level Values 
ID (Infill density) % 0 20 40 60 80 100 
NS (No. of shells) 1 2 3  
TBSL (Top-bottom 
solid layer) 

2 3 4 

Table 2 show that the value of printing variables 
with different levels used to fabricate tensile 
samples for each run. Each run was printed 3 
times to control for repeatability of the obtained 
results and 54 specimens were fabricated for this 
study. During the fabrication some printing 
specification were remained constant like  layer 
thickness at 0.2mm, the printing speed at 45.0 
mm/s, the infill pattern at rectilinear, the nozzle 
and bed temperature at 195°C and 60°C, 
respectively. 
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Table 2 
 L-18 Orthogonal array  

Run ID NS TBSL No. of  
Specimen (%) 

1 0 1 2 3 
2 0 2 3 3 
3 0 3 4 3 
4 20 1 2 3 
5 20 2 3 3 
6 20 3 4 3 
7 40 1 3 3 
8 40 2 4 3 
9 40 3 2 3 
10 60 1 4 3 
11 60 2 2 3 
12 60 3 3 3 
13 80 1 3 3 
14 80 2 4 3 
15 80 3 2 3 
16 100 1 4 3 
17 100 2 2 3 
18 100 3 3 3 

2.2. Specimens Preparation 

ASTM D638 Type I specimen was chosen due to 
fabrication time and repeatability. The 
specimen’s shape and dimensions are shown in 
Figure 2. Solid model of specimen was designed 
in PTC Creo and converted to STL format with 
the same software and then the STL file were 
converted to G-code files with PrusaSlicer 
software and made ready for fabrication.  

 

 

Figure 2 Dimensions of the ASTM D638 Type I 
tensile specimen, dimensions in mm 

All samples were printed using the same spool 
and fabricated by a custom design Cartesian type 
FDM printer (Figure 3a) with 0.4 mm nozzle.  

 

Figure 3 (a) Custom designed printer and (b) 
fabricated specimens 

The filament used in the study has a diameter of 
1.75 mm produced by UZARAS under the trade 
name PLA+. A total of 54 samples were produced 
and labeled for tensile tests, 3 samples were 
produced for each run (Figure 3b). 

2.3. Weight Measurement and Tensile Testing  

Before to examine the tensile properties of the 
printed specimens, the mass of the samples were 
measured using precision scales (resolution: 
0.001 g) (Figure 4). 

 

Figure 4 Desis NHB+ used in weighing of the 
specimens 

All the samples were tested according to ASTM 
D638 standards on Zwick testing machine with a 
capacity of 50 kN (Figure 5). Tensile tests were 
conducted with a speed of 5 mm/min, following 
the standard and the test was stopped once the 
sample broken. 
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Figure 5 Zwick/Roell Z050 testing machine 

Three test specimens were measured and tested 
for each run (Figure 6) and the evaluations were 
made by taking the arithmetic average of the 
weight values, peak load and specific strength 
values obtained in Table 3. 

 

 

Figure 6 Tested tensile specimens 

 

Table 3 
 L-18 Orthogonal array  

Run ID NS TBSL Mean  
Weight 

Mean  
Peak 
Load 

Mean  
Specific 
Strength 

(N) (N) (N/N) 
1 0 1 2 48,667 318 6,5 
2 0 2 3 60,175 640 10,6 
3 0 3 4 69,494 901 13,0 
4 20 1 2 62,084 443 7,1 
5 20 2 3 69,125 719 10,4 
6 20 3 4 77,486 967 12,5 
7 40 1 3 77,149 709 9,2 
8 40 2 4 82,881 946 11,4 
9 40 3 2 78,205 856 10,9 
10 60 1 4 87,924 956 10,9 
11 60 2 2 84,513 855 10,1 
12 60 3 3 89,480 1086 12,1 
13 80 1 3 96,288 1105 11,5 
14 80 2 4 98,826 1264 12,8 
15 80 3 2 97,269 1245 12,8 
16 100 1 4 105,386 1562 14,8 
17 100 2 2 105,255 1592 15,1 
18 100 3 3 104,650 1609 15,4 

 

3. RESULT AND DISCUSSIONS 

The force vs elongation curves of 54 specimen 
were plotted and shown in Figure 7. The results of 
tensile test clearly demonstrated that noticeable 
difference has been found in all the values of test 
such as max. force and elongation. 

 

Figure 7 The results of tensile test (load-
displacement) for all condition 

The maximum peak load (1609 N) has been 
observed in case of run 18, which was printed at 
100% ID, 3 NS and 3 TBSL. This indicates that 
the highest ID, NS and TBSL reinforce the inner 
form of specimen which under tensile loading. 
Using Taguchi design L18 OA analysis, the main 
effects plots graph Figure 8 were created. The test 
results were analyzed using the Minitab 19 
software. 

 

Figure 8 Main effects plot for Specific strength 

From the Figure 8 between ID and mean specific 
strength, it is observed that the sample with 100% 
ID has the highest specific strength value of 15.4 
N/N. Similarly, the specimen with 3 NS and 3 
TBSL have the highest specific strength value of 
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12.78 N/N and 12.55 N/N respectively. However, 
the specimens with 0-20% ID have approximately 
the lowest specific strength value of 10 N/N. The 
lowest values of the NS and TBSL have the 
lowest specific strength as well (10 N/N and 10.4 
N/N respectively). The specific strength increases 
linearly with increasing NS and TBSL. However, 
between 0-20% change of the ID does not cause a 
certain specific strength change. The reason for 
this is that as the ID increases, the peak load and 
the weight of the part also increase at a similar 
rate. Between 20-60% changes of the ID causes to 
increase specific strength. Furthermore, between 
60-100% changes of the ID shows the most 
significant effect in the specific strength increase. 
Specific strength changes of test specimen 
fabricated using different ID, NS and TBSL are 
given as interaction graphs in Figures 9. 

 

Figure 9 Specific strength changes according to 
fabrication parameters 

When considering the Figure 9, it is seen that ID, 
NS and TBSL have a positive effect at most 
scenarios on the specific strength. However, NS 
and TBSL has no a noticeable effect of specific 
strength on specimen fabricated with 100% ID. 
Because of the specific strength was increased 
due to the high load-carrying capacity per unit 
area depending on the higher infill density. In 
addition, while one parameter has the lowest 
value, increasing the other parameters has a 
positive effect on specific strength. 

4. CONCLUSIONS 

In this study, both the effect of parameter levels 
and their interactions with each other were 

investigated using Taguchi method. Taguchi L18 
Orthogonal Array was used to examine the 
influence of ID, NS and TBSL on the specific 
strength (Peak load/weight) of FDM specimens. 
54 samples were tested, because of each of the 18 
runs had 3 repeated samples. The results 
presented that the ID has the most remarkable 
influence on the specific strength of the FDM 
specimen as expected. However, between 40-60% 
ID have negative effect to specific strength while 
NS and TBSL increase. Considering estimated 
printing time and the optimal level of fabrication 
parameters are achieved 40% ID, 2 NS and 3 
TBSL, resulting in specific strength of 10.5 N/N, 
which means 60% of the best result. Overall, it is 
clear that the set process parameters will have 
noticeable effect to the tensile properties of 3D 
fabricated parts. In the future work, the 
interactions of the specific strength with the 
fabrication time, part orientation and the other 
parameters can be investigated. 
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The Geophytes of Sakarya City 

 

Mehmet SAĞIROĞLU*1 

 

Abstract 

Sakarya city is within the Europe-Siberia phytogeographic region in Turkey. The effect of the 
Black Sea climate is usually seen in the study area. Black sea climate is effective in the 
northern part, while the Mediterranean climate is generally dominat in the South. In the area 
under the influence of the Mediterranean climate, there is a vegetation where the maquis-
pseudomaquis communities are seen. The main research area of this study is chosen to be the 
geophyte plants collected in the city of Sakarya, Turkey.  1051 plant specimens were 
collected during field studies between 2009-2020. From the plant collection, 220 taxa and 80 
genus belonging to 29 families have been identified. 18 of these taxa, are endemic. Of the 
total taxa in the area are 40 elements Euro-Sibirian, 41 widespread, 79 Mediterrenian, 7 
Iranian-Turan, 16 Euxine, 34 phytogeographically unknown, 1 Hyrcano, 1 Hyrcano-Euxine, 1 
North Americana elements.  

Keywords:Geophyte, Endemic, Sakarya, Turkey 
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1. INTRODUCTION 

The term of Geophyte means ground 
plants. They are commonly known as 
onion, tuber, rhizome, corm plants. Turkey 
stays in mild climate zone in the World. 
From the plant variety point of view, it 
appears in the first rank. In Turkey there 
are exists about 12 000 plant taxa.  

Geophyte plants are of importance within 
this wealth flora. About 2500 geophyte 
plants grow in Turkey [1]. These plants are 
attractive for their alluring flowers. 
Geophytes are accepted to be the herald of 
the spring and the source of inspiration of 
arts and love. With this biodiversity in 
Turkey, the flora becomes previliged and 
the works carried upon these flora may 
thus have the potential to obtain different 
results. The goephyte species are the main 
part in the flora of Sakarya. In this study it 
is aimed to determine the geophyte taxa 
growing the city of Sakarya. 

Sakarya city stays within the Europe-
Siberia phytogeographic region (Figure 1). 
The effect of the Black Sea climate is 
mostly seen in the study area. While the 
black sea climate has a prominent effect in 
the northern part of the province, the 
Mediterranean climate is seen in the south. 
In the area under the influence of the 
Mediterranean climate, there is a 
vegetation where the maquis-
pseudomaquis communities are seen.  

 

Figure 1 Study are map 

There are various habitats in Sakarya 
provinve such as mauntainous areas, hills, 
valleys, wide sands, lakes, rivers, 
floodplain ranging from to 0 to 1600 m. 

There are many and different species in 
these particular habitat types. In this study 
geophyte species in Sakarya are given. 

2. MATERIALS AND METHODS 

The main materials for that study were 
geophyte plants spread in the city of 
Sakarya. The plants were collected 
between the years 2009 and 2020.  

For the identification process of the taxa 
we used the books titled “Flora of Turkey 
and the East Aegean Islands [2-4]. The 
names of the detected species were 
organized according to the book “Türkiye 
Bitkileri Listesi (Damarlı Bitkiler)” [5]. 
The threat categories of these endemic and 
rare taxa were determined using the criteria 
described in the boks “Türkiye Bitkileri 
Kırmızı Kitabı [6]” and IUCN [7]. Plants 
were made Herbarium materials and 
conserved at the herbarium of Biology 
Department, Sakarya University. 

Some geofit taxa given in Geyve flora 
could not be found in the specified 
localities [8]. It has been observed that 
most of these localities have turned into 
agricultural lands or settlements. Taxa that 
we believe can be in the area but cannot be 
found by us are given with their records in 
this list. 

Taxons collected in this study are given 
together with their localities, 
phytogeographic elements and endemism 
states. 

2.1 Abbreviations 

Sakarya University: SAU, Iranian Turanian 
Element: Ir.-Tur. Widespread: Widesp., -
Siberian Element: Euro-Sib., Element: 
Mediterranean; Medit., Euxine Element: 
Eux., Hyrcano Element: Hyrc., Hyrcano-
Euxine Element: Hyrc.-Eux., North 
America Element: N.Ame., Unknown: 
Unk., Critically endangered: CR, 
Endangered: EN, Vulnerable: VU, Near 
Threatened: NT, Least concern: LC. 
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3.RESULTS 

Geophyte Flora of Research Area 

ALISMATACEAE 

Alisma plantago-aquaticaL. 

Sapanca lake, 10.06.2012, M.Sağıroğlu 
3421. Euro.-Sib. 

Alisma lanceolatum With. 

Acarlar longozu, 15.06.2020, M.Sağıroğlu 
6766. Widesp. 

Alisma gramineum Lej. 

Acarlar longozu, 15.06.2020, M.Sağıroğlu 
6767. Unk. 

AMARYLLIDACEAE 

Allium rubellumM. Bieb 

SAU- Aşağıdereköy way 100 m, 
20.06.2012, M. Sağıroğlu 3544. Ir.-Tur.  

Allium paniculatum L.subsp. 
paniculatum 

 SAU, surroundings of Engineering 
Faculty 180 m, 14.06.2012 M. Sağıroğlu 
3541. Medit.  

Allium paniculatum L.subsp. fuscum 
(Waldst. & Kit)  Soó  

Pamukova Hayrettin village, 400 m, 
15.07.2013, M.Sağıroğlu 3948. Medit.  

Allium pallens L. subsp. pallens 

Karasu-Akkum village, 40 m, 15.06.2012, 
M.Sağıroğlu 3848. Medit.  

Allium rupestreSteven 

Geyve, Kışlaçay-Doğançay, 2nd Km, 100 
m, 14.11.2016, M. Sağıroğlu 5485. Eux.  

Allium hirtovaginatum Kunth                                         

Pamukova-Kırca upland, 850 m, 
05.06.2013, M.Sağıroğlu 3940. Medit. 

Allium sativum L. 

Pamukova-Hüseyinli village way, 3rd km, 
200 m, 17.06.2012, M. Sağıroğlu 3524. 
Widesp. 

Allium atroviolaceum Boiss. 

Kaynarca-Oflak Mountain, Around 
Taşoluk village, 170 m, M.Sağıroğlu 
3954.Widesp. 

Allium scorodoprasum L.subsp.  
rotundum(L.) Stearn 

Geyve, Doğancıl village, 1340 m, 
18.05.2017, M. Sağıroğlu 6065. Widesp. 

Allium ampeloprasum L.  

Kaynarca-Karasu way, 3rd km, 60 m,  
15.06.2012, M.Sağıroğlu 3993. Widesp. 

Allium sphaerocephalon L. subsp. 
sphaerocephalon 

Hendek-Çamlıca village, 700 m, 
M.Sağıroğlu 5032. Euro.-Sib. 

Allium amethystinumTausch 

Geyve, Doğancıl village, 1350 m, 
18.05.2017, M. Sağıroğlu 6065. Medit.  

Allium guttatum Steven subsp. sardoum 
(Moris) Stearn 

Pamukova-Hüseyinli village way, 450 m, 
17.06.2012, M. Sağıroğlu 3521. Medit. 

Allium guttatum Steven subsp. guttatum  

Akyazı-Şerefiye village, 750 m, 
15.08.2009, M.Sağıroğlu 2781.Euro.-Sib. 

Allium lycaonicum Siehe ex Hayek 

Geyve, kulfalar-kamışlı road, 647 m, 
20.04.2008, OUFE 15878 [8] Unk. 
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Leucojum aestivum Lsubsp. aestivum 

Karasu, around Karapınar village, 11 m, 
05.04.2017, M. Sağıroğlu 5738. Euro.Sib.  

Sternbergia lutea(L.)Ker Gawl. ex Spreng. 

Serdivan-Kazımpaşa way, 2nd km, 
09.10.2016, , M. Sağıroğlu 5341. Widesp. 

Pancratium maritimumL. 

Karasu, Denizköy coast, 5 m, 18.09.2016,  
M. Sağıroğlu 5095. Medit. 

Narcissus poeticusl. subsp. poeticus  

Arifiye-Akçay stream, roadside, 50 m, 
01.06.2011, M.Sağıroğlu 3096. Medit. 

Narcissus jonquilla L. 

Kaynarca-Kefken way, 2nd km, 120 m, 
15.06.2012, M.Sağıroğlu 3489. Medit. 

Narcissus pseudonarcissus L. 

Karasu-Denizköy, roadside, 16.03.2020, 
M. Sağıroğlu 6628.Unk. 

ARACEAE 

Arum italicum Mill 

Sapanca, İkramiye valley, 170 m, 
01.06.2011, M. Sağıroğlu 3051. Unk. 

Arum byzantinum Blume 

Kaynarca, Uğurlu vilage, clearings forest, 
170 m, 27.04.2017, M. Sağıroğlu 5893. 
Eux. 

Arum maculatum L. 

Geyve, Epçeler village, 250 m, 13.06.2017, 
M. Sağıroğlu 5771. Unk. 

Arum orientale M.Bieb. 

Pamukova, Şahmelek village, 350 m, 
02.04.2017,M. Sağıroğlu 5701. Eux.  

Arum higrophilumBoiss.subsp. euxinum 
(R.R.Mill.) Alpınar. Endemic 

Akyazı, Keremali mountain, 980 m, 
09.03.2017, M. Sağıroğlu 5587. Eux.  

Arum elongatumSteven 

Sapanca, İkramiye valley, 250 m, 
01.06.2011, M. Sağıroğlu 3091. Unk. 

Dracunculus vulgaris Schott 

Geyve, Hacılar village, 300 m, 25.05.2017, 
M. Sağıroğlu 6228. Medit.  

ARISTOLOCHIACEAE 

Asarum europaeum L. 

Hendek-Kocaali road, Kırazlı village, 350 
m, 25.04.2017, M. Sağıroğlu 5864. Euro.-
Sib. 

Aristolochia clematitis L. 

Kaynarca-Oflak mountain, 150 m, 
24.07.2013,  M.Sağıroğlu 3955. Euro.-Sib.  

Aristolochia pallida Willd. 

Pamukova, Kazımiye, Kırca upland, 1000 
m, 01.05.2017, M. Sağıroğlu 5931. Euro.-
Sib.  

Aristolochia bodamae Dingler 

Akyazı, Sultanpınar upland, 1230 m, 
08.06.201, M. Sağıroğlu 6247. Unk. 

Aristolochia ponticaLam. 

Geyve, Akıncı village, 570 m, 04.05.2016, 
M. Sağıroğlu 5000. Eux.  

ASPARAGACEAE 

Agave americana L.subsp. americana 

Serdivan mountain, roadside, 210 
m,02.07.2011, M. Sağıroğlu 3148. 
Widesp. 
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Asparagus acutifolius L. 

Geyve, between Kışlaçay-Doğançay, 150 
m, 14.11.2016, M. Sağıroğlu 5487. Medit. 

Asparagus aphyllus L.subsp. orientalis 
(Baker) P.H. Davis  

Kaynarca, between Şeyhtımarı-Yenice, 
180 m, 16.10.2016, M. Sağıroğlu 5344. 
Medit. 

Asparagus tenuifoliusLam. 

Pamukova, West of Kemaliye village, 732 
m, 28.09.2016, M. Sağıroğlu 5266. Euro.-
Sib. 

Asparagus officinalis L. subsp. officinalis 

Kaynarca, around Karaboğaz village, 120 
m, 09.05.2017, M. Sağıroğlu 5964. 
Widesp. 

Prospero autumnale ( L. ) Speta 

Karasu, Denizköy coast, 5 m, 18.09.2016, 
M. Sağıroğlu 5101. Medit. 

Bellevalia clusiana Griseb. Endemic 

Sakarya, around Poyrazlar Lake, 30 m, 
02.05.2017, M. Sağıroğlu 5954. Ir.-Tur.  

Hyacinthella lineata(Steud. ex Schult. 
&Schult.f.) Chouard Endemic. 

Geyve-Akıncı village, Beşiktaş stream, 
525 m, 13.04.2013, M. Sağıroğlu 3815. 
Medit. 

Hyacinthella micrantha (Boiss.) Chouard. 
Endemic  

Taraklı-Karagöl upland, 1122 m, 
26.03.2017, M.Sağıroğlu 5659.Medit.  

Galanthus plicatus M.Bieb.subsp. 
byzantinus (Baker) D.A. Webb  

Taraklı, east of Karagöl, 1153 m, 
26.03.2017, M. Sağıroğlu 5668. Eux. 

Galanthus elwesiiHokk.f. subsp. elwesii 

Akyazı, Keremali mountain, 550 m, 
09.03.2017, M. Sağıroğlu 5585. Medit. 

Galanthus gracilis Čelak. 

Geyve, Kışlaçay village, 133 m, 
13.11.2016, M. Sağıroğlu 5476. Medit. 

Galanthus nivalisL.subsp. nivalis 

Kaynarca- Acarlar longozu, 20, m, 
14.03.2020, M. Sağıroğlu 6635, Euro.-Sib. 

Scilla bithynica Boiss. 

Sakarya, Sinanoğlu village, open Quercus, 
60 m, 28.02.2017, M. Sağıroğlu 5557. 
Eux.  

Scilla bifolia L. 

Akyazı. Dokurcun, Davlumbaz upland, 
1000 m, M. Sağıroğlu 06.04.2017. Medit. 

Muscari comosum (L.) Mill. 

Pamukova, Şahmelek village, 300 m, 
01.05.2017, M. Sağıroğlu 5905. Widesp. 

Muscari armeniacum Leichtlin ex Baker 

Kaynarca, around Karaboğaz village, 
110m, 09.05.2017, M. Sağıroğlu 5963. 
Widesp 

Muscari tenuiflorumTausch. 

Geyve, around Akıncı village, 140 m, 
24.05.2017, M. Sağıroğlu 6186. Widesp. 

Muscari bourgaei Baker 

Akyazı, Dokurcun-Davlumbaz upland, 
1450 m, 06.04.2017, M. Sağıroğlu 5749. 
Medit. Endemic 

Muscari neglectumGuss. ex Ten.   

Karasu, Sakarya riverside, 15, m, 
09.05.2017, M. Sağıroğlu 5987. Medit. 
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Muscari aucheri (Boiss.) Baker Endemic. 

Pamukova-Kazımiye-Kırca upland, 1020 
m, 01.05.2017, M. Sağıroğlu 5932. Ir.-
Tur. 

Ornithogalum pyrenaicum L. 

Pamulova, Hüseyinli way, 3rd km, 
11.05.2019, M. Sağıroğlu 6520. Euro.-Sib. 

Ornithogalum sphaerocarpumKerner      

SAU campus, 170 m, 18.05.2010, 
M.Sağıroğlu 2897. Widesp. 

Ornithogalum narbonense L. 

Akyazı-Mudurnu, Taşkesti-Bakdemirler, 
550 m, 08.05.2014, M.Sağıroğlu 4975. 
Widesp. 

Ornithogalum oligophyllumE.D.Clarke 

Pamukova, Kırca upland, 950 m, 02.04 
2017, M. Sağıroğlu 5688. Eux. 

Ornithogalum montanum Cirillo. 

Karasu-Karapınar village, 40 m, 
05.04.2017, M. Sağıroğlu 5740. Medit. 

Ornithogalum fimbriatumWilld. 

Pamukova, Çilekli village, 700 m, 
23.06.2019, M. Sağıroğlu 6487. Medit. 

Ornithogalum wiedemannii Boiss. var. 
wiedemannii 

Karasu, Camitepe village, 20 m, 
06.03.2017,M.Sağıroğlu 5578. Widesp. 

Ornithogalum sigmoideum Freyn & Sint. 

Taraklı-Şehren way, 300 m, 13.06.2017, 
M. Sağıroğlu 5783. Euro.-Sib.  

Ornithogalum comosum L. 

Taraklı-Şehren way, 410 m, 13.04.2017, 
M. Sağıroğlu 5788. Medit. 

Ornithogalum umbellatumL. 

Hendek-karadere way 8. Km, 640 m, 
20.03.2017, M. Sağıroğlu 5652. Medit.  

Ornithogalum orthophyllumTen. 

Hendek-Düzce border, left hand, 300 m, 
20.03.2017, M. Sağıroğlu 5657. Widesp. 

Ornithogalum nutans L.  

Geyve-Akıncı village, 536 m, 15.04.2013, 
M.Sağıroğlu 3818. Medit.  

Polygonatum orientale Desf. 

Geyve-Akıncı village, Beşiktaş stream, 
370 m, 07.05.2013, M.Sağıroğlu 3887. 
Eux.  

Polygonatum multiflorum (L.) All. 

Geyve, Doğancıl, 1352 m, 18.05.2017, M. 
Sağıroğlu 6078. Widesp. 

Ruscus aculeatusL. 

Geyve-Akıncı vilage, Beşiktaş stream, 105 
m, 19.11.2016, M. Sağıroğlu 5503. Medit.  

Ruscus hypoglossumL. 

Geyve-Akıncı village, Beşiktaş stream,105 
m, 19.11.2016, M. Sağıroğlu 5502, Euro.-
Sib.  

ASTERACEAE 

Helianthus tuberosus L. 

Kaynarca-Şeyhtımarı village, 180 m, 
16.10.2016, M. Sağıroğlu 5353. N. Ame.  

Leontodon tuberosus L. 

Hendek-Kocaali, 17th km, 800 m, 
25.04.2017, M. Sağıroğlu 5873. Medit.  

Lactuca tuberosa Jacq. 

Geyve-Setçe, 340 m, 10.05.2017, M. 
Sağıroğlu 6016. Widesp. 
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BRASSICACEAE 

Cardamine bulbifera (L.) Crantz 

Sapanca-İstanbulderesi, 300 m, 
15.06.2011, M.Sağıroğlu 3119. Euro.-Sib.  

Cardamine quinquefolia  (M.Bieb.) 
Schmalh. 

Karasu, Sinanoğlu köyü, under forest, 60 
m, 14.03.2020, M. Sağıroğlu 6616. Euro.-
Sib. 

BORAGINACEAE 

Symphytum bulbosumK.F.Schimp.   

Karasu-Başoğlu- 15 m, 07.04.2013, D. 
Karaduman 1748,[9] Medit.  

Symphytum tuberosum L.subsp. 
nodosum(Schur) Soó 

Karasu-Manavpınar village, 20 m, 
06.04.2017, M.Sağıroğlu 5706. Euro.-Sib. 

BUTOMACEAE 

Butomus umbellatus L. 

Sapanca Lake, 30 m, 14.06.2012, M. 
Sağıroğlu 3515. Euro.-Sib.  

COLCHICACEAE 

Colchicum umbrosumSteven 

Akyazı, Açelya upland, 1218 m, 
08.08.2018,  M. Sağıroğlu 6437. Medit.  

Colchicum turcicum Janka 

Pamukova, Çilekli village, 700 m, 
16.10.2018,  M. Sağıroğlu 6452. Medit.  

Colchicum speciosum Steven 

Geyve, Şehren-Gündüzler villages, 3rd km, 
09.10.2016,  M. Sağıroğlu 5332. Eux.  

Colchicum atticum Spruner ex Tommas  

Pamukova-Mekece village, 600 m, 
25.10.2017, M.Sağıroğlu 6417. Medit.  

CYPERACEAE 

Carex flacca Schreb. subsp. 
erythrostachys (Hoppe) Holub 

Sapanca Lake, 30 m, 18.05.2010, 
M.Sağıroğlu 2900. Medit.  

DIOSCOREACEAE 

Dioscorea communis (L.) Caddick & 
Wilkin  

Geyve, Akıncı village, Beşiktaş stream, 
170 m, 07.05.2013, M.Sağıroğlu 3891. 
Unk. 

GERANIACEAE 

Geranium tuberosumL.  

Arifiye,  E5 Motorway, 70 m, 21.04.2010, 
M.Sağıroğlu 2830. Ir.-Tur. 

Geranium sylvaticum L.  

West of Sapanca Lake, 23.05.2011, 
M.Sağıroğlu 3038. Euro.-Sib. 

Geranium asphodeloides Burm.subsp. 
asphodeloides 

Serdivan mountain, 315 m, 28.04.2012,  
M.Sağıroğlu 3227. Euro.-Sib. 

Geranium sanguineumL. 

Pamukova, Kazımiye-Kırca upland way, 
560 m, 01.05.2017, M. Sağıroğlu 5929. 
Euro.-Sib. 

Geranium pyrenaicumBurm.f. 

SAU, around guesthouse, 90 m, 
24.05.2009, M.Sağıroğlu 2686. Unk. 

Erodium acaule (L.) Becherer & Thell. 

SAU campus, 110 m, 08.05.2011, 
M.Sağıroğlu 3029. Medit.  
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IRIDACEAE 

Crocus abantensis T. Baytop & B. 
Mathew Endemic 

Sakarya-Akyazı, Sülüklü Lake, 1450 m, 
26.03.2017,  M. Sağıroğlu 5671. Euro.-
Sib. 

Crocus chrysanthus(Herb.) Herb. 

Pamukova-Kırca upland, 992 m, 
02.04.2016, M. Sağıroğlu 5686. Unk. 

Crocus danfordiae Maw subsp. 
danfordiaeEndemic 

Pamukova, Çilekli village, 750 m, 
12.02.2019, M. Sağıroğlu 6465. Unk. 

Crocus pestalozzae Boiss. Endemic 

Pamukova, Şahmelek-Kırca upland, 992 
m, 02.04.2017, M. Sağıroğlu 5687. Medit. 

Crocus flavus Westonsubsp. flavus 

Sakarya Taşkısığı Lake, clearings forest, 
100 m, 27.02.2017, M. Sağıroğlu 5523. 
Euro.-Sib. 

Crocus flavusWeston subsp. dissectus T. 
Baytop & B. Mathew Endemic 

Akyazı-Dokurcun, Davlumbaz upland, 
1450 m, 06.04.2017,  M. Sağıroğlu 5748. 
Unk. 

Crocus antalyensisB. Mathew subsp. 
antalyensis Endemic 

Pamukova, Mesruriye way, 740 m, 
22.02.2019, M. Sağıroğlu 6467. Medit.  

Crocus olivieriJ.Gay subsp. istanbulensis 
B. Mathew Endemic 

Pamukova, Çilekli village, 755 m, 
19.03.2017,  M. Sağıroğlu 6544, Euro.-
Sib. 

Crocus olivieriJ. Gay subsp. olivieri 

Pamukova-Kadıköy, Pamukova, 2nd km, 
653 m, 02.03.2017, M.Sağıroğlu 5566. 
Euro.-Sib. 

Crocus pallasii Goldb. subsp. pallasii 

Doğançay-karaçam road, 90 m, 10.04. 
2007, OUFE 15888 [8]. Unk. 

Crocus speciosusM.Biebsubsp. speciosus 

Akyazı, Açelya upland, 1157 m, 
23.10.2016, M. Sağıroğlu 5425. Euro.-Sib. 

Crocus speciosusM.Bieb subsp. 
sakariensis Rukšāns Endemic 

Akyazı, Keremali mountain, 1300 m, 
06.11.2016, M. Sağıroğlu 5454. Euro.-Sib.  

Crocus pulchellus Herb.  

Pamukova- Hüseyinli upland, 1140 
m,16.9.2018, M.Sağıroğlu 6454. Medit.  

Romulea columnae Sebast. & Mauri 
subsp. columnae 

Sakarya, Aşağıdere -Eşme way, 1st km, 40 
m, 18.03.2012, M. Sağıroğlu 3212. Medit.  

Romulea linaresii Parl.subsp. graeca Bég. 

Geyve-Akıncı village, Beşiktaş stream, 
540 m, 13.02.2013, M. Sağıroğlu 3812. 
Medit.  

Gladiolus italicus Mill. 

Geyve, Akıncı village, Hacılar station, 570 
m, 04.05.2016, M. Sağıroğlu 4998. Medit. 

Gladiolus atroviolaceus Boiss. 

Geyve, Akıncı village, 400 m, roadside, 
05.07.2016,  M. Sağıroğlu 5012. Ir.-Tur.  

JUNCACEAE 

Juncus acutus L. subsp. acutus 

Kaynarca, Ortaköy, 30 m, 06.05.2012, D. 
Karaduman 1232 [9]. Widespr. 
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Juncus heldreichianus Marssonsubsp. 
heldreichanus 

Geyve-Pamukova yolu, 50 m, 10.05.2017, 
M.Sağıroğlu 6010. Medit.  

Juncus compressus Jacq. 

Sapanca lake, 30 m, 01.06.2012, M. 
Sağıroğlu 3374.Unk. 

Juncus articulatusL.subsp. articularis 

Geyve-Sakarya Nehri kenarı, 40 m, 
10.05.2017, M. Sağıroğlu 6013. Widespr. 

LILIACEAE 

Lilium martagon L. 

Hendek-Kocaali way, 22 km, 680 m, 
14.06.2012, M. Sağıroğlu 3490. Euro.-Sib.  

Fritillaria pontica Wahlenb. 

Geyve, between Doğançay-Boğazköy, 560 
m, 20.04.2017, , M. Sağıroğlu 5794. 
Euro.-Sib. 

Fritillaria bithynica Baker 

Pamukova, Kazımiye, Kırca upland, 1000 
m, 01.05.2017, , M. Sağıroğlu 5930. 
Medit.  

Gagea bithynica Pasch. Endemic. 

Sakarya, west of Taşkısığı lake, 220 m, 
27.02.2017,  M. Sağıroğlu 5531. Medit.  

Gagea bohemica (Zauschn.) Schult. 
&Schult.f. 

Pamukova, Şahmelek village, 690 m, 
02.03.2017, M. Sağıroğlu 5562. Medit.  

Gagea granatelli (Parl.) Parl. 

Akyazı-Dokurcun davlumbaz upland, 1400 
m, 06.04.2017, M. Sağıroğlu 5751. Medit.  

Gagea villosa (M.Bieb.) Sweet var. villosa 

Geyve-Akıncı village, 520 m, 07.05.2013, 
M. Sağıroğlu 3902. Widespr. 

NYMPHAEACEAE 

Nuphar lutea (L.) Sm. 

Sapanca lake,  30 m, 14.04.2009, 
M.Sağıroğlu 2733. Unk. 

Nymphaea alba L.  

Sapanca lake, 30 m,24.05.2007, 
M.Sağıroğlu 2677. Unk. 

ORCHIDACEAE 

Cephalanthera rubra (L.) Rich. 

Geyve, Akıncı village, 450 m, 05.06.2016, 
M. Sağıroğlu 5011. Widespr. 

Cephalanthera longifolia (L.) Fritsch 

Geyve, Akıncı village, Beşiktaş stream, 
340 m, 07.05.2013, M. Sağıroğlu 3883. 
Medit.  

Cephalanthera damosonium (Mill.) Druce 

Geyve, Akıncı village, 500 m, 10.05.2017, 
M. Sağıroğlu 6008. Widesp. 

Cephalanthera epipactoides Fisch. & 
C.A.Mey 

Geyve, Akıncı village, Beşiktaş stream, 
290 m, M. Sağıroğlu 5002-B, Unk. 

Dactylorhiza romana(Seb.) Soó subsp. 
romana 

Geyve-Akıncı village, 350 m, 09.04.2016, 
M. Sağıroğlu 4989. Medit. 

Dactylorhiza saccifera(Brongn.) 
Soósubsp. saccifera 

SAU campus, near 190 m, 21.04.2010, M. 
Sağıroğlu 2862-A. Medit.  

Mehmet SAĞIROGLU

The Geophytes of Sakarya City

Sakarya University Journal of Science 24(5), 991-1007, 2020 999



Dactylorhiza saccifera (Brongn.) 
Soósubsp. bithynica(H.Baumann) Kreutz 
Endemic. 

Geyve-Burhaniye village, 380 
m,10.05.2017,  M. Sağıroğlu 6002.  Medit.  

Dactylorhiza nieschalkiorum H.Baumann 
& Künkele Endemic. 

Pamukova-Kırca upland, 1000 m, 
05.06.2013, M. Sağıroğlu 3942. Unk. 

Dactylorhiza incarnata (L.) Soó subsp. 
incarnata 

SAU campus, near cafetaria, 190 m, 
21.04.2010, M. Sağıroğlu 2862-B. Medit.  

Epipactis helleborine(L.) Crantz subsp. 
helleborine 

Geyve-Akıncı village, 800 m, 25.07.2013, 
M. Sağıroğlu 3959. Widespr. 

Epipactis pontica Taubenheim 

Geyve-Akıncı village, 450 m, 15.07.2013, 
M. Sağıroğlu 3946. Eux.  

Limodorum abortivum (L.) Schwartz 
subsp. abortivum 

Geyve, Akıncı village, Beşiktaş stream, 
250 m, 07.05.2013, M. Sağıroğlu 3884. 
Widespr. 

Spiranthes spiralis (L.) Chevall.  

Geyve, Akıncı village, Beşiktaş stream, 
290 m, 07.05.2013, M. Sağıroğlu 3890. 
Medit.  

Platanthera bifolia (L.) Rich.  

Sapanca-İstanbul stream, 370 m, 
10.06.2011, M. Sağıroğlu 3395. Euro.-Sib.  

Platanthera chlorantha (Cruster) Rchb.  

Pamukova-Kırca upland,  990 m, 
05.06.2013, M. Sağıroğlu 3944. Widesp. 

Coeloglossum viride (L.) Hartman 

Pamukova-upland of Hüseyinli village, 
800 m, 17.06.2012, M. Sağıroğlu 3522. 
Widespr. 

Himantoglossum caprinum (M.Bieb.) 
Spreng.  

Kaynarca-Oflak mountain, 200 m, 
24.07.2013, M. Sağıroğlu3952. Eux.  

Himantoglossum comperianum (Steven) 
P.Delforge 

Geyve-Doğançay village, 560 m, 
01.06.2013, M. Sağıroğlu 3938. Ir.-Tur.  

Anacamptis pyramidalis(L.) Rich. 

SAU campus, near cafetaria, 180 m, 
14.05.2010, M. Sağıroğlu 2880. Widespr. 

Listera ovata (L.)R.Br. 

Serdivan mountain, 140 m, 02.07.2011. M. 
Sağıroğlu 3150. Euro.-Sib.  

Neottia nidus-avis (L.) Rich. 

Serdivan-Meşelik village, Fagus forest, 
191 m, 02.07.2011, M. Sağıroğlu 3137. 
Medit.  

Neotinea maculata( Desf.) Stearn 

SAU campus, 140 m, 05.05.2019,  M. 
Sağıroğlu 6497. Medit.  

Steveniella satyroides (Spreng.) Schlrt. 

Hendek, Kocaeli-Kirazlı 1st km, 285 m, 
15.06.2012, M. Sağıroğlu 3492. Hyrc. 

Ophrys speculumLink subsp. speculum 

SAU campus, 164 m, 06.04.2019, M. 
Sağıroğlu 6608. Medit.  

Ophrys speculumLinksubsp. regis-
ferdinandii(Acht. & Kellerer ex Renz)Soó 
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Taraklı-Şehren junction, 2nd km, 410 m, 
13.04.2017, M. Sağıroğlu 5787. Medit.  

Ophrys mammosaDesf.subsp. mammosa 

SAU campus, 150 m, 06.04.2019, M. 
Sağıroğlu 6482. Medit. 

Ophrys oestriferaM. Bieb subsp. 
oestrifera 

SAU campus, Engineering M7, 90 m, 
31.05.2012, M.Sağıroğlu 3319. Medit.  

Ophyrs apiferaHuds.  

Around SAU campus cafeteria, 100 m, 
14.05.2010, M.Sağıroğlu 2874. Medit.  

Orchis tridentataScop. 

SAU-Dereköy vay, 90 m, 08.05.2011, M. 
Sağıroğlu 3005. Medit.  

Orchis lactea Poir. 

Sakarya-Aşağıdereköy-Eşme way, 1.5 km, 
55 m, 18.03.2012, M. Sağıroğlu 3213. 
Medit.  

Orchis purpurea Huds.subsp. purpurea 

SAU campus, cafeteria, 18.05.2010, 
M.Sağıroğlu 2896. Euro.-Sib.  

Orchis simia Lam. 

Pamukova, Şahmelek village, 650 m, 
01.05.2017, M. Sağıroğlu 5901. Medit.  

Orchis italica Poir.  

Geyve-Kulfalar village, 700 m, 
28.02.2017, M. Sağıroğlu 5548. Medit.  

Orchis moriosubsp. morioL. 

SAU campus, Engineering Faculty, 90 m, 
21.04.2010, M. Sağıroğlu 2828. Unk. 

Orchis morioL.subsp. picta (Loisel.) 
K.Richt. 

Pamukova-Kazımiye, Kırca upland, 950 m, 
01.05.2017, M. Sağıroğlu 5918. Widesp. 

Orchis anatolica Boiss.  

Geyve, Kulfalar – Kamışlı way, 
12.03.2003, OUFE 12821 [8], Medit.  

Orchis mascula(L.) L.subsp. pinetorum 
(Boiss.& Kotschy) G. Camus 

Geyve, Doğancıl village, 1300m, 
18.05.2017, M. Sağıroğlu 6082-A. 
Widespr. 

Orchis pallens L. 

Geyve, Doğançıl village, 1400 m, 
18.05.2017, M. Sağıroğlu 6081. Euro.-Sib.  

Orchis palustrisJacq.subsp. palustris 

Geyve, north of Doğançıl village,  1400m, 
18.05.2017,  M. Sağıroğlu 6082-B. 
Widesp. 

Orchis laxiflora Lam. subsp. laxiflora 

Around İkramiye village, clearings forest, 
400 m, 13.05.2012, M. Sağıroğlu 3272, 
Medit.  

Orchis coriophora L.subsp. coriophora 

SAÜ-Dereköy way, clearings forest, 50 m, 
08.05.2011, M. Sağıroğlu 3004. Medit.  

Serapias cordigera L.subsp. cordigera 

Karasu-Acarlar longozu, 27.05.2012, D. 
Karaduman 1371 [9]. Medit.  

Serapias vomeracea (Burm.f.) Briq. subsp. 
laxiflora (Soó) Gölz & H. R. Reinhard  

Geyve, karaçam-İlimbey way, 12.03.2003,  
OUFE 12809 [8]. Medit.  

Serapias bergonii E.G.Camus 

SAU campus, around cafeteria, 202 m, 
31.05.2012, M. Sağıroğlu 3320. Medit.  
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OXALIDACEAE 

Oxalis acetosellaL. 

Geyve, beetween Doğançay-Maksudiye, 
200 m, 20.04.2017, M. Sağıroğlu 5805. 
Unk. 

Oxalis articulata Savigny 

Serdivan-Meşeli village, 110 m, 
02.07.2011, M. Sağıroğlu 3144. Unk. 

Oxalis corniculata L. 

Sapanca-İkramiye valley, 70 m, 
01.06.2011, M. Sağıroğlu 3066. Unk. 

PAEONIACEAE 

Paeonia peregrinaMill. 

Geyve, Doğancıl village, 650 m, 
18.05.2017, M. Sağıroğlu 6052. Unk 

Paeonia arietina G. Anderson 

Geyve-Tuzla, plateau path,1450 m, 
10.06.2020, M. Sağıroğlu 6697. Ir.-Tur. 

PAPAVERACEAE 

Corydalis caucasicaDC.subsp. 
abantensisLidén.Endemic 

Geyve, Kamışlı village, 1510 m, 
30.03.2017, M. Sağıroğlu 5683. Eux.  

Corydalis cava (L.) Schweigg. & 
Körtesubsp. marschalliana (Willd.) Hayek 

Taraklı, Karagöl upland, 1100 m, 
26.03.2017, M. Sağıroğlu 5663. Euro.-Sib.  

Corydalis solida(L.) Clairv subsp. solida. 

Pamukova, Kazımiye, Kırca upland, 950 
m, 02.04.2017, M. Sağıroğlu 5690, Euro.-
Sib.  

POLYGONACEAE 

Rumex tuberosus L. subsp. creticus  
(Boiss.)Rech.f. 

Kaynarca-Oflak mountain, 150 m, 
25.07.2013, M.Sağıroğlu 3956. Medit.  

Rumex tuberosus L. subsp. tuberosus 

SAU, Engineering M7, 180 m, 20.06.2012, 
M. Sağıroğlu 3543. Medit.  

POACEAE 

Hordeum bulbosumL.  

Serdivan mountain, 220 m, 02.07.2011, 
M.Sağıroğlu 3431. Widesp. 

Poa bulbosaL.  

West of SAU campus, 110 m, 06.05.2011. 
M. Sağıroğlu 3256. Widesp. 

Dactylis glomerataL.subsp. glomerata 

SAU, Engineering M7, 80 m, 27.05.2012, 
M.Sağıroğlu 3306. Euro.-Sib. 

PRIMULACEAE              

Primula acaulis(L.) L.subsp. acaulis 

Geyve, between Boğazköy-Koru, 600 m, 
16.03.2017, M. Sağıroğlu 5637-A, Euro.-
Sib. 

Primula acaulis(L.) L subsp. rubra (Sm.) 
Greuter & Burdet 

Geyve, between Boğazköy-Koru villages, 
600 m, 16.03.2017,M.Sağıroğlu 5637-B. 
Eux.  

Cyclamen hederifolium Aiton 

Geyve, Akıncı village, rocky fields, 210 m, 
13.02.2013, M. Sağıroğlu 3810. Medit.  

Cyclamen coumMill.subsp. coum  

Geyve, between Doğançay-Kışlaçay, 100 
m, 14.11.2016, M. Sağıroğlu 5483. Unk. 
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Cyclamen coum Mill.subsp. caucasicum 
(K. Koch) O. Schwarz 

Karasu, Sinanoğlu village, 35 m, clearings 
forest, 11.12.2016, M. Sağıroğlu 5510. 
Unk. 

Lysimachia vulgaris L. 

Arifye- Kalaycı, 90 m, 25.05.2013, M. 
Sağıroğlu 3931. Widesp. 

Lysimachia punctata L. 

Pamukova, Hüseyinli İnönü upland, 950 
m, 26.07.2019, M. Sağıroğlu 6607. Euro.-
Sib. 

Lysimachia verticillaris Spreng. 

Hendek-Çamlıca village, 900 m, 
04.08.2016, M. Sağıroğlu 5056. Hyrc.-
Eux.  

RANUNCULACEAE 

Helleborus orientalisLam. 

SAU campus, Teras houses, 200 m, 
14.04.2009, M. Sağıroğlu 2737. Eux.  

Anemone coronaria L. 

Pamukova-Şahmelek village way, 190 m, 
28.02.2017, M.Sağıroğlu 5559. Medit. 

Anemone hortensisL. 

Pamukova, Mekece-Kemaliye road, 200 m, 
22.03.2020, M. Sağıroğlu 6662. Unk. 

Adonis aestivalisL. subsp. aestivalis 

SAU campus, west entrance, 90 m, 
08.05.2011,  M. Sağıroğlu 3001. Widesp. 

Adonis flammeaJacq. 

Geyve, Akıncı village, 400 m, 04.05.2016,  
M. Sağıroğlu 5001. Widesp. 

Ranunculus brutiusTen.    

Saparnca, around İkramiye village, 200 m, 
30.09.2011, M. Sağıroğlu 3190. Euro.-Sib. 

Ranunculus neapolitanus Ten. 

SAU campus, Hillside, 90 m, 20.06.2012, 
M. Sağıroğlu 3542. Medit.  

Ranunculus velutinus Ten. 

Geyve-Akıncı village, around church, 450 
m, 25.04.2013, M. Sağıroğlu 3840. Medit.  

Ranunculus repensL.  

Sapanca Lake roadside, 30 m, 08.05.2011, 
M. Sağıroğlu 3017. Widesp. 

Ranunculus costantinopolitanus(DC.) 
d’Urv. 

Pamukova, Kırca upland, 950 m, 
02.04.2017, M. Sağıroğlu 5690-A. 
Widespr. 

Ranunculus paludosus Poir. 

Pamukova-Ahiler village, 250 m, 
09.05.2014, M. Sağıroğlu 4979. Unk. 

Ranunculus illyricusL. subsp.illyricus 

Serdivan mountain, roadside, 150 m, 
02.07.2011, M. Sağıroğlu 3153. Widesp. 

Ranunculus gracilis E.D.Clarke. 

Akyazı, between Şerefiye-Reşadiye, 1,5 
km, 276 m, 08.05.2014,  M. Sağıroğlu 
4971. Unk. 

Ranunculus ficariaL. subsp. ficariformis 
Rouy & Foucaud 

SAU campus-Eşme way, 240 m, 
08.05.2011, M. Sağıroğlu 3003. Unk. 

Ranunculus peltatus Schrank subsp. 
fucoides (Freyn) Muñoz Garm.  

Arifye-İkramiye village way, moist places, 
150 m, 01.06.2011, M. Sağıroğlu 3053. 
Unk. 
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ROSACEAE 

Geum coccineum Sibth.& Sm. 

Pamukova, İnönü upland way, 1000 m, 
10.06.2019, M. Sağıroğlu 6533. Euro.-Sib.  

Geum urbanum L. 

Sapanca Lake, around Dereköy, 
13.06.2012, M. Sağıroğlu 3473. Widesp. 

SMILACACEAE 

Smilax asperaL. 

Sakarya, Serdivan mountain, 350 m, 
31.05.2012, M. Sağıroğlu 3338. Unk. 

Smilax excelsaL.  

SAU campus,  140 m, 31.05.2012, M. 
Sağıroğlu 3332. Eux.  

TYPHACEAE 

Sparganium erectum L. subsp. neglectum 
( Beeby) K.Richt. 

West of Sapanca Lake, 25 m, 10.06.2010, 
M. Sağıroğlu 2956. Euro.-Sib. 

XANTHORRHOEACEAE  

Iris orientalis Mill.  

Pamukova-Hayrettin village, 600 m, 
05.06.2013, M. Sağıroğlu 3949. Medit.  

Iris kernerianaAsch. & Sint. Ex Baker 

Geyve, Taşoluk village, 2nd km, 600 m, 
25.05.2017, M. Sağıroğlu 6236. Euro.-Sib.  

Iris sintenisii Jankasubsp. sintenisii 

Geyve, Akıncı village, 450 m, 26.05.2017, 
M. Sağıroğlu 6200. Euro.-Sib.  

Iris germanica L. 

Akyazı-Sultanpınar upland, 3rd km,450 m, 
08.06.2017, M. Sağıroğlu 6241. Widesp. 

Iris purpureabractea B. Mathew & T. 
Baytop Endemic 

Geyve-Doğançıl village, 1340 m, 
18.05.2017, M. Sağıroğlu 6063. Medit.  

Iris suaveolens Boiss. & Reut. 

SAU campus, Hillside, 80 m, 27.05.2012, 
M. Sağıroğlu 3305. Medit.  

Iris pseudacorus L.  

Acarlar Longoz, 6 m, 16.05.2010, M. 
Sağıroğlu 2886. Unk. 

Asphodeline lutea (L.) Rchb. 

Geyve, Doğançıl village, 1350 m, 
18.05.2017, M. Sağıroğlu 6064. Medit.  

Asphodeline damascena(Boiss.) Baker 
subsp. damascena 

Geyve, Doğançay village, 100 m, 
23.05.2017, M. Sağıroğlu 6172. Medit.  

Aloe vera (L.) Burm.f. 

SAU campus, Hillside, 40 m, 08.05.2011, 
M. Sağıroğlu 3021. Unk. 

Yucca filamentosa L. 

Arifiye, Sapanca way, 40 m, 15.07.2010, 
M. Sağıroğlu 2995. Unk. 

CAPRIFOLIACEAE 

Valeriana dioscoridis Sm. 

Pamukova, Şahmelek köyü, 700 m, 02.04. 
2017, M. Sağıroğlu 5698. Medit.  

4. DISCUSSION and CONCLUSIONS 

As a result of the diagnosis; taxa identified 
80 genus, 220 in 29 families in research 
area. Of these, 29 were identified as 
endemic and rare species, 13.1% 
respectively. 29 taxa are endemic and non-
endemic taxa (Table 1), risk categories of 
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CR, 2 EN, 15 VU, 2 NT and 8 LC. 5 
families were the largest in terms of 
number of taxa included in the numerical 
distribution are as fallows; Orchidaceae 
(43), Asparagaceae (37), Amaryllidaceae 
(21), Iridaceae (17), Ranunculaceae (15). 

According to the taxa phytogeographic 
region distributions are as follows; 79 taxa 
Mediterraenean character, 40 Euro-

Siberian character, 41 multi 
phytogeographical region character, 34 
unknown region character, 16 Euxine 
character, 7 Irano-Turanian character, 1 
Hyrcano chracter, 1 Hyrcano-euxine 
chracter and North Americana character. 

 

 

 

Table 1 
Endemic /rare taxon and their danger category for the current study 

Familya  Taxon Endemic / 
rare 

Danger 
category 

Asparagaceae Bellevalia clusiana Endemic LC 
Asparagaceae Hyacinthella lineata  Endemic LC 
Asparagaceae Hyacinthella micrantha Endemic VU 
Asparagaceae Galanthus nivalissubsp. nivalis Rare VU 
Asparagaceae Muscari aucheri Endemic LC 
Asparagaceae Muscari bourgaei Endemic LC 
Iridaceae Crocus abantensis Endemic EN 
Iridaceae Crocus antalyensissubsp. antalyensis  Endemic NT 
Iridaceae Crocus danfordiae subsp. danfodiae Endemic LC 
Iridaceae Crocus olivierisubsp. istanbulensis Endemic CR 
Iridaceae Crocus flavussubsp. dissectus Endemic VU 
Iridaceae Crocus pestalozzaesubsp. pestalozzae Endemic VU 
Iridaceae Crocus speciosussubsp. sakariensis Endemic CR 
Iridaceae Iris purpureabractea Endemic NT 
Iridaceae Iris germanica Rare VU 
Iridaceae Iris suaveolens Rare VU 
Iridaceae Iris pseudacorus Rare VU 
Liliaceae Gagea bithynica Endemic LC 
Orchidaceae Dactylorhiza sacciferasubsp. bithynica Endemic VU 
Orchidaceae Dactylorhiza nieschalkiorum Endemic VU 
Orchidaceae Orchis lactea Rare VU 
Orchidaceae Orchis anatolica Rare VU 
Orchidaceae Orchis coriophorasubsp. coriophora Rare VU 
Paeoniaceae Paeonia peregrina Rare VU 
Papaveraceae Corydalis caucasicasubsp. abantensis Endemic EN 
Araceae Arum higrophyllumsubsp.euxinum Endemic LC 
Araceae Dracunculus vulgaris Rare LC 
Amaryllidaceae Leucojum aestivum Rare VU 
Amaryllidaceae Pancratium maritimum Rare VU 

 

Five genus were the largest in terms of number 
of taxa included in the numerical distribution are 
as follows; Allium (15), Crocus (13), Orchis 
(12), Ranunculus (10), Iris (7). 

 

220 plant taxa belonging to 29 families have 
been collected from the working area. Amongst 
them 18 are endemic. If we look at the 
geographical regions it seems that the endemic 
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taxa are focused on the south region of the city 
Sakarya. The towns Pamukova and Geyve 
display Mediterrenian like climate conditions. 
Therefore, the great amount of endemic taxa 
have been found in those regions.  

studies on the geophyte plants are very limited in 
Turkey. In that current work we have 
investigated only the geophyte plants in the 
region of research area. In the works by Değerli 
(2018) and Öz (2019) the goephytes of the 
Muğla city have been investigated (Table 2). In 
these works Değerli (2018) has found 77 
geophyte taxa, whereas Öz (2019) has observed 
84 of them [10,11]. From that point of view this 
work is a comprehensive study carried out on a 
specific region.  

Table 2 
Comparison with other studies 

Area worked Taxa 

Sakarya city 220 geophytes 

Muğla, [11] 77 geophytes 

Muğla (Dalaman) [12] 84 geophytes 

People of Sakarya use plants intensively for 
ethnobotanical purposes [12,13, 14]. Some plants 
are used extensively by the public in the study 
area. The most important of these is the 
Leucojum aestivum (Göl Soğanı) plant [15].  As 
a result of scientific studies, this plant; The 
emergence of its usability in the treatment of 
Alzheimer's disease has further increased the 
public's demand for this plant. In addition to the 
use of the people, the plant is completely 
dismantled and sold. Unfortunately, this is not in 
a plan. Wherever the people find the plant, it 
disassembles and sells it. Similar or close 
conditions are valid for species belonging to 
Asparagus, Aristolochia,Crocus, Orchis, Ophrys, 
Arum, Dracunculus genus. This situation causes 
the natural populations of plants to decrease 
rapidly.  

Our natural onions are at risk due to unconscious 
picking, grazing pressure, unconscious export, 
tourism activities and many other reasons. Our 
people should be properly trained in the use of 
these plants, both in terms of conservation of our 
biodiversity and our country's economy. 
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Abstract 

 
This study aim to detect the groundwater pollution connected to multiple effect such as the 
interaction of mineral/ore-water, mining destruction and agricultural activities in Kaman 
(Kırçehir). The study area has recently abondoned iron, antimony, gold and floride mine areas 
and so, there are a lot of mine piles. Mine waste is a rich source of hazardous trace elements 
to the environment. In many areas expecially abandoned sulphidic mine wastes may cause to 
produce acid mine drainage. Although no acid mine drainage is observed in the study area, 
the region needs to be reworked for this purpose in the following years. The electrical 
conductivity, pH and Eh values of the waters range between 126-1994 μS/cm; 7.28-8.58; 222-
649 mV respectively. In the rainy season, the pH values of the waters decreased due to the 
effect of slight acidic precipitation and in parallel with this decrease, EC, TDS, Ca, Na, SO4, 
HCO3, As, Sb, U concentrations of some waters increase due to the increase of solubility of 
elements. As, Sb, F, U, NO3, NH4 concentrations some of water exceed the maximum limit 
values given in the Turkish and World Health Organization Standards. Especially As 
contamination is a big problem for the region, because of tens of times exceed drinking water 
regulations.  
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1. INTRODUCTION 

The diminished water resources due to the 
overuse, the contamination of surface and 
groundwater, and decline of the rainfall etc. is 
very big problem for the many region of the 
World. Especially in recent years, the water and 
soil are exposed the contamination due to the 
agricultural, mining and industrial activities and 
their wastes, geothermal water wastes, and rapid 
population growth. Therefore, many researchers 
focused on water and soil pollution studies to 
protect the environment. There are numerous 
groundwater pollution problems in Turkey 
associated with geogenic and/or anthropogenic 
pollution sources [1-5]. Geogenic factors occur 
as important as anthropogenic pollution sources 
affecting the quality of groundwater. 
Anthropogenic pollution sources such as mining 
and agricultural activities increases the negative 
effects of lithology on groundwater quality [1, 3, 
6]. Turkey hosts numerous active and abandoned 
mine areas that are characterized by metal–rich 
water [2, 4]. Figure 1 show the study region that 
is located north of Kırsehir (Central Anatolia 
Region of Turkey). This study purposes at 
elucidating the groundwater pollution resulting 
from water–rock interaction, mining and 
agricultural activities and mine tailings at the 
study area and especially, it is aimed to assign 
the origin of trace element impurities in water. 
For this aim, insitu physical measurements were 
made, and for chemical and isotopical analysis 
groundwater samples were taken, and As, Sb, F, 
U, NO3, NH4 element pollution was observed in 
groundwater. Pollutant levels were especially 
higher in groundwaters from discharging 
Kızılırmak and Meşeköy formations consisting 
of clastic rocks and magmatic rocks consisting of 
Fe, Sb, Au and F ores. 
 
Many toxic contaminants and heavy metals can 
originate from many natural and anthropogenic 
pollutant sources. While agricultural, mining and 
indusrtial activities are anthropogenic, rock 
weathering and thermal environment compose 
natural or geological sources [8]. Many of trace 
elements such as As, Sb, Pb etc. are one of the 
most serious nature contaminants due to high 
toxicity [7]. Arsenic cause discomfort of many 

organ systems. Furthermore, it is determined 
that, chronic arsenic exposure is related to 
bladder, kidney, skin, and liver cancers. Also it is 
know that inorganic arsenic is more harmfull 
than organic arsenic [9-11].  

2. MATERIAL AND METHODS 

The study was performed between June 2016 
and May 2017. The EC (Electrical conductivity), 
TDS (Total Dissolved Solids), T (Temperature), 
pH, ORP, and Q (Discharge) were measured on 
site with multiparameter (YSI-256 Instrument) 
of the 42 water samples (28 springs, 13 wells and 
1 surfacewater) in the study region. Polyethylene 
bottles were prefered for the chemical and 
isotopic analysis of water. The pH meter was 
calibrated against to pH 4, 7, and 10 buffer 
solutions. The Oxidation Reduction Potential 
(ORP) measurements were conducted using a 
platinum electrode calibrated with a zobell 
reference. The ORP values were converted to the 
Eh by adding aproximately 200 mV as specified 
by the YSI-256 instrument catalog. Acidification 
to pH < 2.0 for trace element analysis was made 
using pure nitric acid. The high–performance ion 
chromatography system (HPIC) and inductively 
coupled plasma–mass spectroscopy (ICP–MS) at 
Hacettepe University were used for major ion 
and trace element analyses, respectively. Tritium 
and oxygen-18-deuterium isotopes analyses were 
carried out at the Environmental Tritium 
Laboratory and International Karst Water 
Resources Application and Research Center of 
the Geological Engineering Department 
Hacettepe University, respectively. 

3. GEOLOGICAL BACKGROUND and 
HYDROGEOLOGY 

The base rocks of the study area are Paleozic 
aged Kırşehir massive (Kalkanlıdağ, 
Kervansaraydağ, Bozcaldağ and Hacıselimli 
Formation) consisting of massive, gnays, green 
schist, marble, amfibolite and metagabbro with 
magmatic origin. Massif in metamorphic rocks 
tectonically covered by the Çiçekdağ Formation 
which consists of volcanic rocks intercalated 
Cenomanian-Santonian aged pelagic sediments. 
These units are overlain by Campanian-
Maestrichian aged intrusions named Baranadağ 
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Granitoid and Buzlukdağ Siyenitoid which show 
large expansions in the region. Another unit 
occupying a large area in the study area is 
defined as Kızılırmak Formation, which contains 
layerless, blocky, conglomerate, sandstone, 
limestone, tuff, gypsum and mudstones and 
defined as Meşeköy Formations, which contains 
conglomerate, sandstone, mudstone with 
limestone [12-14] (Figure 2). The floride 
mineralization in the Bayındır region has 
developed as vein type ores and is located within 
the fractures/cracks of Buzlukdağ Siyenitoide 
[15]. The reason for magnetite mineralization in 
Durmuşlu and Büğüz regions are the rise during 
orogenic activity of Paleozoic aged marbles and 
the mix of this marble when after a long period 
of wear with basic magma blocks in the Upper 
Cretaceous. Briefly, ores have generally 
developed due to orogenic activity and 
subsequent acid intrusions [16]. 
 
The main aquifers in the study area are 
conglomeratic and sandy levels of Kızılırmak 
Formation and Meşeköy Formations; the 
Baranadağ Granitoyid consisting of granites and 
the Buzlukdağ Siyenitoyid consisting of syenites. 
While the conglomerate and sandstone show 
grained aquifer properties, granites and syenites 
show fractured-cracked aquifer properties. 
Kervansaraydağ Formation with quartzite, schist, 
marble strips and Bozçaldağ Formation 
consisting of marble show aquiferous features in 
fracture-cracked levels in some places. All of 
these springs and wells measured in the study 
region are used as drinking, domestic and/or 
irrigation aims. The geological-hydrogeological 
map which included water sampling points are 
given in the Figure 2.  
 
Table 1 show physicial and chemical properties 
of waters. 10 springs discharges from the 
Kızılırmak Formation with flow rates between 
0.15 and 3.32 L/s. There are also 6 wells drilled 
in the formation. There are 3 springs and 6 wells 
discharging from the Meşeköy Formation. 4 
springs discharges from Baranadağ Granitoyid 
with flow rates between 0.23 and 2.97 L/s. There 
are 4 springs with flow rates between 0.035 and 
0.4 L/s discharging from the Buzlukdağ 
Siyenitoyid. 1 spring was observed in the 

Kervansaraydağ Formation and there are 5 
springs discharging from the contact of 
Baranadağ Granitoyid and Kervansaraydağ 
Formations.  

4. WATER CHEMISTRY AND 
POLLUTION 

There are different geological units, generellay 
abandoned iron, gold, antimony and floride mine 
area and mining and agricultural activity in the 
study region. Therefore groundwater show large 
differences due to physical and chemical 
properties and the groundwaters are 
contaminated with depending As, Sb, F, U, NO3 
and NH4. 
 
Electrical conductivity (EC) and pH values of 
waters (KM-K1, KM-K3, KM-K4, KM-K5, 
KM-K6, KM-K7, KM-K8, KM-K9, KM-K10, 
KM-K13, KM-G9, KM-G10, KM-G12, KM-
G13, KM-G14, KM-G16, KM-G18) discharging 
from Kızılırmak Formation consisting of clastic 
levels with block are between 352 and 963 
µS/cm; and 7.28 and 8.15, respectively. EC and 
pH values of waters (KM-G1, KM-G2, KM-G3, 
KM-G4, KM-G5, KM-G6, KM-G7, KM-G8, 
KM-G19) discharging from Meşeköy Formation 
formed of clastics are between 430 and 781 
µS/cm; and 7.29 and 8.70, respectively. It is 
thought that the variation in EC values of spring 
discharging from these formation is due to 
different groundwater residence times. 
Furthermore, the various rock types, such as 
conglomerate, sandstone, mudstone have 
different dissolution and permeability value. EC 
and pH values of waters (KM-K12, KM-K18, 
KM-G15) discharging from Baranadağ 
Granitoide are between 126 and 314 µS/cm; and 
7.92 and 8.53, respectively. EC and pH values of 
waters (KM-K14, KM-K15, KM-K17) 
discharging from Buzlukdağ Syenitoide are 
between 268 and 516 µS/cm; and 7.36 and 8.05, 
respectively. It is thought that the EC values of 
waters discharging from magmatic rocks such as 
granite and syenite, especially around ore 
deposits, may have been affected by the 
mineralizations found in these rocks and the 
destruction during the mining activities.  
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Figure 1 Location of the study area and its vicinity 
 

 

Figure 2 Geological-hydrogeology map of the study area and its vicinity (The geological maps are 
taken from Kara and Dönmez (1990) [10] with revision) 
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Table 1 
Field measurement datas and chemical analysis results (meq/l) of the groundwaters in the study area and Turkish Standards for Water Intended for Human 
Consumption (EC (µS/cm), TDS (mg/L), Eh (mV), Temperature (oC)) 

No Date EC  TDS  pH Eh  Temp. Na+ K+ Mg++ Ca++ CO3
-- HCO3

- CI- SO4
-- NH4

+ NO2
- NO3

- F- As Sb U 

KM-K1 28.06.2016 499 325 8.15 275 18.58 0.94 0.05 1.75 3.14 0.00 4.71 0.25 0.46 0.11 0.00 0.38 0.05 5.5 0.33 9.6 

KM-K2 28.06.2016 461 299 8.11 283 19.71 0.72 0.02 1.87 3.08 0.00 4.41 0.18 0.41 0.05 0.00 0.24 0.08 2.4 0.08 17.5 
“ 03.05.2017 494 321 7.64 326 12.65 0.39 0.01 0.86 3.17 0.00 4.37 0.07 0.23 0.00 0.00 0.15 0.03 1.90 0.07 16.48 

KM-K3 28.06.2016 731 475 8.04 292 20.78 3.30 0.03 2.12 3.36 0.59 5.10 0.98 0.27 0.04 0.00 1.17 0.06 11.7 0.04 8.0 
“ 03.05.2017 786 511 7.28 354 13.65 1.80 0.01 1.00 3.56 0.00 5.73 0.46 0.15 0.00 0.00 0.57 0.02 10.36 0.08 7.32 

KM-K4 28.06.2016 481 313 8.15 302 19.98 0.52 0.01 1.84 3.35 0.00 4.12 0.12 0.23 0.02 0.00 0.91 0.03 0.4 0.03 2.4 
“ 03.05.2017 515 335 7.62 347 13.52 0.46 0.01 1.24 3.91 0.00 3.88 0.09 0.27 0.00 0.00 0.88 0.03 0.33 0.02 2.30 

KM-K5 28.06.2016 613 399 8.02 649 17.55 1.24 0.02 2.75 3.51 0.00 5.88 0.30 0.40 0.04 0.00 0.48 0.03 24.6 0.17 5.4 
“ 03.05.2017 637 414 7.75 344 12.20 1.30 0.00 1.78 4.32 0.00 5.73 0.28 0.49 0.00 0.00 0.40 0.02 21.53 0.15 4.78 

KM-K6 28.06.2016 488 317 8.14 367 17.34 0.63 0.02 1.86 3.42 0.00 4.71 0.12 0.28 0.04 0.00 0.46 0.02 23.4 0.34 2.9 
“ 03.05.2017 512 333 7.62 347 11.58 0.57 0.01 1.07 4.11 0.00 4.37 0.13 0.31 0.00 0.00 0.42 0.03 20.32 0.31 2.67 

KM-K7 28.06.2016 469 305 8.04 352 14.14 0.82 0.02 2.09 3.05 0.59 4.12 0.13 0.21 0.03 0.00 0.43 0.02 19.4 0.20 2.5 
“ 03.05.2017 503 327 7.56 356 11.65 0.86 0.00 1.46 3.74 0.00 4.76 0.09 0.23 0.00 0.00 0.43 0.04 18.13 0.28 2.47 

KM-K8 28.06.2016 529 344 7.94 334 14.13 0.87 0.04 2.43 3.35 0.00 5.20 0.27 0.30 0.07 0.00 0.37 0.04 12.7 0.17 4.7 
“ 03.05.2017 568 369 7.53 361 12.91 0.91 0.03 1.50 4.04 0.00 4.95 0.21 0.35 0.00 0.00 0.40 0.02 16.22 0.17 4.99 

KM-K10 29.06.2016 624 406 7.65 313 16.01 0.66 0.07 1.34 5.52 0.00 4.90 0.69 0.86 0.07 0.00 0.63 0.00 7.9 0.25 0.7 
“ 04.05.2017 711 462 7.30 348 16.19 0.63 0.09 1.06 6.28 0.00 5.24 0.76 1.05 0.00 0.00 0.68 0.00 9.03 0.24 1.50 

KM-K11 29.06.2016 390 253 8.07 295 14.39 0.14 0.01 0.44 3.32 0.00 3.31 0.08 0.20 0.01 0.00 0.11 0.00 1.1 0.18 2.6 

KM-K12 29.06.2016 314 204 7.92 301 13.85 0.42 0.02 1.08 2.42 0.00 2.94 0.07 0.29 0.01 0.00 0.43 0.02 1.3 0.04 3.3 

KM-K13 29.06.2016 352 229 7.91 300 22.03 0.10 0.01 1.02 3.08 0.00 3.82 0.05 0.07 0.01 0.00 0.25 0.00 0.7 0.03 0.6 
KM-K14 29.06.2016 457 297 8.05 257 14.15 0.93 0.02 1.59 3.36 0.00 5.10 0.11 0.31 0.01 0.00 0.01 0.07 6.8 0.20 14.9 

KM-K15 30.06.2016 268 174 7.87 282 16.23 0.81 0.02 0.69 2.03 0.00 2.94 0.07 0.18 0.01 0.00 0.01 0.10 2.3 0.14 13.1 
“ 03.05.2017 289 185 7.53 339 11.55 0.83 0.02 0.50 2.02 0.00 2.72 0.08 0.23 0.00 0.00 0.01 0.10 2.03 0.10 9.56 

KM-K16 30.06.2016 459 298 7.8 279 16.51 0.83 0.02 2.03 3.03 0.00 4.80 0.10 0.47 0.03 0.00 0.19 0.05 2.0 0.18 20.7 
“ 03.05.2017 500 325 7.65 317 12.91 0.86 0.02 1.27 3.82 0.00 4.66 0.08 0.62 0.00 0.00 0.21 0.05 1.77 0.06 19.95 

KM-K17 30.06.2016 491 319 7.86 272 14.76 0.82 0.02 1.88 3.49 0.00 4.61 0.28 0.52 0.02 0.00 0.17 0.18 10.5 0.28 36.9 
“ 03.05.2017 516 335 7.36 354 13.75 0.85 0.01 1.35 4.13 0.00 4.76 0.25 0.58 0.00 0.00 0.17 0.17 9.39 0.26 33.69 

KM-K18 30.06.2016 199 131 8.03 275 15.42 0.37 0.01 0.59 1.74 0.00 2.16 0.06 0.29 0.01 0.00 0.01 0.01 27.4 0.06 2.3 
“ 03.05.2017 229 149 7.92 333 11.19 0.40 0.01 0.46 2.04 0.00 2.04 0.08 0.56 0.00 0.00 0.01 0.01 23.94 0.06 1.44 

KM-K19 30.06.2016 299 135 7.87 277 15.95 0.27 0.03 0.77 2.90 0.00 3.33 0.06 0.18 0.01 0.00 0.07 0.01 23.9 0.06 1.2 
“ 03.05.2017 233 151 7.61 350 11.97 0.37 0.02 0.44 2.03 0.00 2.14 0.05 0.36 0.00 0.00 0.04 0.02 2.85 0.03 0.90 

Sağ. Bak. 
(2013) 

              0.03  0.81 0.08 10 5  
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Table 1 Continue 

No Date EC TDS  PH Eh  Temp. Na+ K+ Mg++ Ca++ CO3
-- HCO3

- CI- SO4
-- NH4

+ NO2
- NO3

- F- As Sb U 

KM-G1 27.06.2016 549 357 8.58 221.7 16.39 0.78 0.08 1.67 4.17 0.00 4.80 0.38 0.89 0.00 0.03 0.14 0.02 69.3 0.97 1.6 
“ 04.05.2017 595 386 7.29 320.6 15.35 0.45 0.04 0.78 3.85 0.00 4.85 0.18 0.51 0.00 0.00 0.06 0.03 87.36 1.07 2.71 

KM-G2 27.06.2015 439 285 8.32 238.6 19.23 0.49 0.05 1.21 3.66 0.00 4.31 0.25 0.42 0.00 0.03 0.14 0.01 398.4 0.32 3,0 
KM-G3 27.06.2016 497 323 8.23 257.5 22.35 0.74 0.04 2.00 3.07 0.00 4.02 0.34 0.87 0.00 0.02 0.23 0.01 16.2 0.78 2.0 
KM-G4 27.06.2016 502 326 8.15 255.9 15.24 0.58 0.04 1.82 3.80 0.00 4.22 0.29 0.87 0.00 0.02 0.32 0.01 23.1 0.95 1.2 
KM-G5 27.06.2016 430 280 8.70 256.5 21.75 0.62 0.04 1.03 3.48 0.00 3.92 0.26 0.43 0.00 0.02 0.15 0.01 221.5 0.27 1.1 

“ 04.05.2017 506 331 7.43 283.9 16.49 0.33 0.02 0.67 3.54 0.00 4.37 0.16 0.35 0.00 0.00 0.11 0.00 256.69 0.42 2.62 
KM-G6 27.06.2016 453 316 8.14 257.5 21.43 0.87 0.05 1.70 3.12 0.00 4.12 0.42 0.38 0.00 0.02 0.46 0.03 30.7 0.75 4.6 

“ 04.05.2017 504 328 7.46 334.4 15.74 0.45 0.02 0.83 3.25 0.00 4.27 0.20 0.22 0.00 0.00 0.18 0.04 37.69 0.74 4.39 
KM-G7 27.06.2017 510 332 8.01 259.2 19.84 1.85 0.04 1.56 2.29 0.00 4.02 0.47 0.49 0.00 0.05 0.32 0.06 43.3 0.12 15.0 

“ 04.05.2017 550 358 7.35 335 13.64 1.06 0.02 0.91 2.83 0.00 4.47 0.26 0.31 0.00 0.00 0.17 0.06 38.53 0.13 14.05 
KM-G8 27.06.2017 781 512 7.92 255.7 14.38 0.74 0.04 2.19 6.39 0.00 4.61 1.71 0.68 0.00 0.03 1.76 0.01 54.2 0.16 0.9 

“ 04.05.2017 511 332 7.38 308.2 14.45 0.29 0.02 0.64 3.70 0.00 4.27 0.17 0.21 0.00 0.00 0.21 0.00 68.10 0.20 2.18 
KM-G9 28.06.2016 856 556 8.03 319.6 15.90 4.01 0.12 3.41 3.40 0.78 4.02 0.68 3.52 0.00 0.02 1.04 0.13 9.8 0.11 8.5 

“ 04.05.2017 963 626 7.76 318.5 13.45 1.86 0.07 1.81 3.40 0.00 4.56 0.40 2.27 0.00 0.00 0.49 0.05 8.48 0.13 7.98 
KM-G10 28.06.2016 801 521 8.08 494.4 24.19 4.16 0.03 2.16 3.19 0.98 4.31 1.43 1.48 0.00 0.05 0.67 0.05 0.6 0.03 5.3 
KM-G11 28.06.2016 1994 1296 8.05 372.2 16.22 6.62 0.16 4.27 8.57 0.00 2.95 7.47 7.39 0.01 0.04 0.01 0.01 11.2 0.31 2.0 
KM-G12 28.06.2016 586 381 8.11 321.4 13.88 1.08 0.02 1.89 3.31 0.00 4.92 0.20 0.37 0.00 0.02 0.29 0.03 0.8 0.06 3.7 
KM-G13 28.06.2016 516 335 8.01 322.4 14.67 0.99 0.08 1.97 3.17 0.59 4.02 0.15 0.41 0.00 0.02 0.50 0.03 14.4 0.10 4.1 

“ 04.05.2017 567 369 7.75 319.7 13.45 0.45 0.02 1.05 3.53 0.00 4.85 0.09 0.18 0.00 0.00 0.34 0.04 1.68 0.07 1.71 
KM-G14 28.06.2016 502 326 8.09 323.8 18.32 0.68 0.01 2.18 3.35 0.39 4.31 0.10 0.27 0.00 0.01 0.64 0.02 0.6 0.04 1.6 
KM-G15 29.06.2016 126 82 8.53 289.3 14.18 0.30 0.01 0.57 1.42 0.00 1.26 0.27 0.15 0.00 0.01 0.41 0.01 0.3 0.03 0.1 
KM-G16 29.06.2016 508 330 8,07 307.2 18.63 0.53 0.02 1.50 4.14 0.00 4.90 0.13 0.34 0.00 0.03 0.46 0.03 2.8 0.11 5.3 
KM-G17 29.06.2016 339 221 8.15 313.2 16.09 0.27 0.02 0.90 2.74 0.00 2.94 0.20 0.30 0.00 0.01 0.19 0.01 6.2 0.03 0.7 
KM-G18 29.06.2016 826 537 7.99 311.7 19.48 2.17 0.04 2.60 5.06 0.00 4.22 1.77 1.31 0.00 0.03 1.78 0.03 14.0 0.04 10.3 

“ 04.05.2017 875 569 7.46 329.9 15.88 1.07 0.02 1.16 4.48 0.00 4.27 0.85 0.74 0.00 0.00 0.77 0.01 15.37 0.06 11.06 
KM-G19 29.06.2016 465 302 8.17 314.4 23.56 0.36 0.02 1.48 3.84 0.00 4.31 0.17 0.38 0.00 0.01 0.47 0.01 2.5 0.09 3.1 
KM-G20 29.06.2016 335 218 8.05 308.2 15.42 0.17 0.01 1.12 3.01 0.00 3.53 0.08 0.23 0.00 0.01 0.12 0.00 2.7 0.03 0.3 
KM-G21 29.06.2016 318 207 8.17 305.7 18.57 0.09 0.01 0.36 3.53 0.00 3.53 0.06 0.16 0.00 0.01 0.06 0.00 20.5 0.04 0.5 
KM-G22 29.06.2016 361 234 7.94 309.1 13.15 0.21 0.03 0.72 3.45 0.00 3.73 0.08 0.22 0.00 0.01 0.17 0.01 119.6 11.03 1.2 

“ 04.05.2017 389 253 7.59 346.4 11.37 0.15 0.01 0.37 3.45 0.00 3.88 0.04 0.15 0.00 0.00 0.09 0.01 148.61 12.66 2.74 
KM-G23 29.06.2016 286 186 7.86 310.5 15.5 0.14 0.04 0.39 3.08 0.00 3.24 0.06 0.14 0.00 0.01 0.05 0.00 11.7 1.27 4.1 
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Electrical conductivity (EC) and pH values of 
waters (KM-G17, KM-G20, KM-G21, KM-G22, 
KM-G23) discharging from contact of 
Baranadağ Granitoyid and Kervansaraydağ 
Formations consisting of quartzite, schist, marble 
are between 286 and 389 µS/cm; and 7.59 and 
8.17, respectively. 
 
In the rainy season (April-May), the discharge of 
waters have increased slightly. In parallel with 
this situation, the pH values have fallen due to 
the effect of the slightly acidic rain water. This 
decline led to an increase in the EC, TDS, Ca, 
Na, SO4 and HCO3 values of many waters. It is 
believed that the reason for these increases is the 
increase in the solubility of ore deposits and 
associated rocks in the study area due to this 
precipitation water. 
 
During the dissolution of the altered rocks, ores 
and mine piles, some elements were free by 
hydrolysis along various flowways. Furthermore, 
it is thought that mining activities and 
abondoned mine areas accelerated dissolution. In 
addition that in most region in the world waters 
were polluted due to chemicals used in 
agricultural activities. Because the use of  
fertilizers and pesticides increase for enhance 
productivity. According to many studies, some 
major ions, nitrogen pollutants, and trace 
elements were found in fertilizers and pesticides 
[17-19, 1]. 
 
The NH4 values of waters range between 0.09 
and 1.99 mg/L, and the NH4 values of the water 
(KM-K1, KM-K2, KM-K3, KM-K5, KM-K6, 
KM-K7, KM-K8, KM-K10, KM-G1, KM-G2, 
KM-G7, KM-G8, KM-G10, KM-G11, KM-G18) 
discharging from the Kızılırmak and Meşeköy 
formations (excluding KM-G11), which consists 
of clastic units, are several times higher than the 
0.5 mg/L value given in Turkish Drinking Water 
Standards [20]. KM-G11 is a water that 
represents the dam water and is used for 
domestic purposes after passing through rough 
grate. Agricultural activities are performed in 
these regions, and the waters discharging from 
these lithologies are generally used as drinking, 
domestic and irrigation water purposes. It is 
thought that the KM-K10 well is particularly 

important, because of providing the drinking 
water of the Kaman District. Similarly, the NO3 
values of waters range between 0.68 and 109.04 
mg/L, and the NO3 values of the water (KM-K3, 
KM-K4, KM-K10, KM-G8, KM-G9, KM-G18) 
discharging from the Kızılırmak and Meşeköy 
formation are several times higher than the 50 
mg/L value given in Turkish Drinking Water 
Standards and World Health Organization 
standards [21]. Nitrate generally finds in waters 
organically and anthropogenically. The high 
nitrate concentrations in the drinking water can 
cause the ‘‘blue disease’’in babies because of 
decreases the oxygen carrying capacity of the 
blood [22]. In addition WHO (1984) [22] and 
Uslu and Türkman (1987) [23] said that, nitrate 
may readily converted to nitrite at body part 
where acidity is relatively low, and nitrite may 
have strong carcinogenic effects. 
 
The trace elements concentration in water 
samples are given in Table 1. The As, Sb, F and 
U amount of waters range between 0.3 and 398.4 
ppb (μg/L); 0.03 and 11.66 ppb (μg/L); < 0.01 
and 3.35 mg/L; 0.01 and 36.9 μg/L, respectively. 
Trace element pollutants (As, Sb, F, U) are 
observed in water (spring and well; KM-K2, 
KM-K3, KM-K5, KM-K6, KM-K7, KM-K8, 
KM-K9, KM-K10, KM-K15, KM-K16, KM-
K17, KM-K18, KM-K19, KM-G1, KM-G2, 
KM-G3, KM-G4, KM-G5, KM-G6, KM-G7, 
KM-G8, KM-G9, KM-G11, KM-G13, KM-G18, 
KM-G21, KM-G22, KM-G23) discharging from 
the Kızılırmak and Meşeköy formations 
consisting of clastics and magmatic (Baranadağ 
Granitoide and Buzlukdağ Siynenitoide) rocks, 
and contact with metamorphic of magmatic 
rocks (Kervansaraydağ/Hacıselimli formations) 
consisting of Fe, Sb, Au and F mine veins.  
 
Arsenic pollution can be seen in two forms as 
natural and anthropological. For example, high 
arsenic contents can also be seen in Pliocene 
sediments, mining sites, volcanic/magmatic 
rocks, lakes, and black shales [24-25]. 
Geological structure is very important in the 
amount of arsenic originating from natural 
sources in soils and water. The average arsenic 
value detectabled on the continental crust varies 
from 1.5 to 2 ppm [26]. Arsenic can be 
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determined in quartz, feldspar, aluminosilicates 
and iron ore minerals and the feldspar found in 
magmatic rocks probably accounts for more than 
half of total arsenic [27]. Due to this information, 
it is thought that the sources of pollution in the 
KM-K17, KM-G1, KM-G2, KM-G5, KM-G22 
waters discharging from magmatic and 
methamorphic rocks near the abandoned iron, 
anthimony, gold and floride mine and the KM-
K18 Spring discharging from Baranadağ 
Granitoide are the natural washings from the 
magmatic rocks and mineralizations. However, it 
is believed that the mining process accelerates 
the dissolution of trace elements from the rocks 
and may causes a higher amount of trace 
elements in the water.  
 
Arsenic amount are is correlated with the 
ammonium concentrations, which is formed 
decay the of organic matter. The equations given 
below proves that there may be a relationship 
between the input of As into the groundwater 
and the decay of organic product (Eq. 1, 2, 3) 
[28-30, 11]. 
 
H3AsO3 + H2O ↔ H2AsO4

− + 3H+ + 2e−  (1) 
H3AsO3 + H2O ↔ HAsO4

− + 4H+ + 2e−  (2) 
CH4 + 3H2O ↔ HCO3− + 9H+ + 8e−   (3) 
 
In addition that, it is also thought that there are 
two causes of As pollution in other waters which 
are discharging from Kızılırmak and Meşeköy 
formation consisting of clastic levels that have 
carried out agricultural activities. The source 
rocks of the clastic levels are magmatic and 
metamorphic rocks in the upper elevations. The 
first of these reasons is the water-rock 
interaction, ie naturally washing of the rocks, 
and the second one is the anthropological 
pollution due to agricultural activities. 
Pesticides, drying agents and feed additives that 
are used for agricultural productivity are amoung 
the wide use areas of arsenic [26, 27, 31]. This 
idea is reinforced by a positive association 
between concentrations of As and NH4 in the 
waters. Long-term consumption of arsenic can 
cause various discomforts in the body. Arsenic 
accumulated in skin, hair and nails causes color 
changes in the hands and feet, and can lead to a 
disease called skin cancer and black foot 

(blackfoot) in the progressive stages [32-36]. In 
addition, many studies have indicated that it can 
cause problems such as respiration, kidney, 
stomach, heart disorders, blood disorders, 
diabetes, growth problems in children and 
intelligence [37-38]. 
 
It is believed that the Sb (KM-G22), F (KM-K9, 
KM-K15, KM-K17, KM-G9), and U (KM-K2, 
KM-K9, KM-K14, KM-K16, KM-K17, KM-G7) 
pollutions observed in this waters is due to the 
water-rock interaction and mining activities. 
Antimony negatively affect the nerve, respiratory 
and digestive systems and cause collapse in the 
immune system [39-40]. Fluoride consumption 
can often cause discomfort in the teeth and 
disrupt bone structure in the skeletal system [41]. 
In addition to long term and high amount of 
uranium consumption causes kidney disorders 
and, because it is a radioactive element, it can 
carry cancer risk [42]. 
 
The Piper diagrams [43] that show major anion 
and cation percentages of the waters in the study 
region are given Figure 3. Generally, while 
groundwater have Ca-HCO3 facies, KM-K3, 
KM-K5, KM-G7, KM-G9, KM-G10, KM-G11 
discharging from Kızılırmak and Meşeköy 
formation have mix type (Na-Ca-Mg facies). In 
addition that, KM-G9 and KM-G11 has 
HCO3SO4 and SO4ClHCO3 type according to 
anion respectivelly. KM-G11 is dam water. No 
changes were made during the rainy (April-May) 
season. It is thought that the Na-Ca-Mg-HCO3 
type were mostly according to different clastic 
levels with different originally level such as 
conglomerate, sandstone, mudstone and locally 
clayey limestone, tuff, gypsum, anhydrite and 
ion exchange reactions between water and clastic 
rocks.  

5. ISOTOPE CHEMISTRY 

The 18O, 2H, and tritium (3H) isotopes were 
analysed because of determine the origins and 
underground residence time of groundwater. The 
18O, 2H, are stable isotopes; and tritium (3H) is a 
radioactive isotope. The results of waters with 
the large discharge and around the ore deposits 
according to study aim are given in Table 2. 
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Figure 3 Piper diagram of the groundwaters in the study area (dry period) 
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Table 2 
Isotope analysis results some groundwater in the study area 

No Date Tritium (TU) 
Oxygen-18 

(VSMOW %o) (±0.15) 

Deuterium 

(VSMOW %o) (± 2) 

KM-K8 28.06.2016 3.02 ± 0.28 -8.49 ± 0.20 -63.41 ± 1.49 

KM-K10 29.06.2016 3.09 ± 0.28 -10.31 ± 0.05 -71.10 ± 0.57 

KM-K13 29.06.2016 2.11 ± 0.26 -10.12 ± 0.15 -70.16 ± 1.23 

KM-K15 30.06.2016 3.92 ± 0.29 -10.74 ± 0.21 -72.92 ± 1.04 

“ 03.05.2017 3.39 ± 0.30 (-) (-) 

KM-K16 30.06.2016 4.45 ± 0.30 -9.81 ± 0.05 -69.31 ± 0.61 

KM-K17 30.06.2016 2.99 ± 0.29 -10.33 ± 0.30 -74.28 ± 1.90 

“ 03.05.2017 3.87 ± 0.32 (-) (-) 

KM-K18 30.06.2016 3.69 ± 0.30 -10.13 ± 0.04 -71.02 ± 0.55 

KM-G1 27.06.2016 3.25 ± 0.31 -9.80 ± 0.08 -70.79 ± 0.30 

KM-G4 27.06.2016 3.34 ± 0.32 -10.30 ± 0.10 -72.73 ± 0.71 

KM-G5 27.06.2016 3.14 ± 0.30 -10.09 ± 0.06 -69.69 ± 0.69 

“ 

KM-G8 

KM-G11 

KM-G13 

KM-G15 

04.05.2017 

27.06.2016 

29.06.2016 

29.06.2016 

29.06.2016 

3.04 ± 0.29 

3.20 ± 0.30 

3.68 ± 0.30 

3.71 ± 0.30 

3.34 ± 0.30 

(-) 

-9.99 ± 0.25 

-6.89 ± 0.14 

-9.47 ± 0.08 

-10.81 ± 0.27 

(-) 

-68.20 ± 1.52 

-51.65 ± 1.82 

-66.55 ± 0.76 

-68.27 ± 0.82 

KM-G20 

KM-G22 

29.06.2016 

29.06.2016 

3.92 ± 0.30 

3.33 ± 0.31 

-10.66 ± 0.03 

-10.88 ± 0.10 

-71.59 ± 0.56 

-73.00 ± 1.17 

“ 04.05.2017 3.31 ± 0.29 (-) (-) 

 
The δ 18O, δ 2H and tritium isotope values of the 
springs range between -10.88 and -8.49 ‰, -
74.28 and -63.41 ‰, 2.11 and 4.45 TU, 
respectively. 
 
Figure 4 shows the 18O-2H graph for determine 
the origin of water [44-46]. The waters are 
generally located on the Ankara Meteoric Line 
(MWL) [44], so waters are meteoric origin. 
Otherwise, KM-K8 water has remained under 
some amount of Ankara Meteoric Water Line 
due to the enrichment with δ18O and δ2H because 
of evaporation an/or feeding from lower 
elevations compared to other waters. 
 

When the tritium results of waters in the study 
area are appreciated using the assignation given 
in Table 3 [47], it can be determined that waters 
may have “mixture of half-modern and present 
recharge”. This is evidenced by the fact that the 
discharge of the waters have not increased much 
during the rainy season.  
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Figure 4 δ18O – δ2H graphs of groundwater large and/or discharging from Yemişliçay Formation in the study area 
(Ankara meteoric water line (MWL) from Sayın and Eyüpoğlu 2005 [44]; Yozgat MWL from Şimşek, 1993[45]; 

Mediterranean MWL from Payne and Dinçer 1965 [46]) 
 
 
Table 3 
Qualitative dating of groundwaters in continental regions (from Clark and Fritz 1997) [47] 

Tritium Value (TU) Dating 

<0.8 TU Submodern-recharged prior to 1952 

0.8 -~4 TU Mixture between submodern and recent recharge 

5 -15 TU Modern (<5 to10 yr) 

15 – 30 TU Some “bomb” 3H present 

>30 TU Considerable component of recharge from 1960s or 1970s  

>50 TU Dominantly the 1960s recharge 

 

6. CONCLUSION  

This study aims to determine water pollution and 
hydrogeological proporties of Kaman (Kırşehir). 
While the conglomeratic and sandy levels are the 
grained aquifer, granites and syenites are 
fractured-cracked aquifers of the study area. The 
isotope analysis showed that the waters have 
generally meteoric origin and mixture of half-
modern and present recharge.  

 
In the study area, a lot of pollutants sources 
accompany each other and threaten public 
health. Many cancer cases are reported in the 
region. As revealed by the analysis, the study 
area has dual pollution sources natural pollution 
caused by water–rock interactions, and 
anthropogenic pollution originating from 
agricultural and mining activities, and these 
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sources are effective processes resulting in water 
pollution. The concentrations of As, Sb, F, U, 
elements and NO3, NH4 ions in water samples 
exceed the Turkish and WHO drinking water 
standards. Pollutant levels of these elements were 
especially higher in groundwaters from 
discharging Kızılırmak and Meşeköy formations 
consisting of clastic rocks where were performed 
the agricultural activities. and magmatic rocks 
consisting of Fe, Sb, Au and F ores.  
 
The As, Sb, F and U amount of waters vary 
between 0.3–398.4 ppb, 0.03–11.66 ppb, < 0.01–
3.35 mg/L, 0.01–36.9 ppb, respectively. 
Especially it is thought that As contamination is 
a big problem for the region, because of tens of 
times exceed drinking water regulations. The 
sources of trace elements contamination in water 
discharging from magmatic and methamorphic 
rocks are the natural washings from ores/rocks. 
Furthermore, the mining process accelerates the 
dissolution of trace elements from the rocks. 
Also, there are two causes of As contamination 
waters which are discharging from clastic levels 
that have achieved agricultural activities. The 
first of these reasons is the water-rock 
interaction. The source rocks of the clastic levels 
are magmatic and metamorphic rocks in the 
upper elevations. The second is the 
anthropological pollution due to agricultural 
activities. The NH4 values of waters vary 
between 0.09–1.99 mg/L, and the values are 
several times higher than value given in standarts 
in water discharging from the Kızılırmak and 
Meşeköy formations. Furthermore, generally, the 
NO3 values of these are several times higher than 
the 50 mg/L value given in standards.  
 
These contaminant resulting from mining and 
agricultural activities accumulate in the soil, 
percolate to the groundwater, and may increase 
over time. Furthermore it may cause the very 
important pollutation risk in terms of water and 
soil in the future. So, it is recommended that 
long-term environmental monitoring studies 
should be conducted in the area in terms of 
especially the As, Sb, F, U, NO3 and NH4 

element/ion.  
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Synthesis and Characterization of Maleic Anhydride Modified Poly 
(Ethylene Glycol) as Polymeric Solid-Solid Phase Change Materials 

 

Tuğba GÜNGÖR ERTUĞRAL*1, Cemil ALKAN2 

  

Abstract 

In this study, a novel type of polymeric solid-solid phase change materials (SSPCMs) and 
Maleic anhydride (MA) modified poly (ethylene glycol) PEG. MAM-PEG polymers were 
synthesized from different moleculer weight PEG (Mw: 4000, 6000) .On the other hand two 
different catalyst system was used; para toluene sulfonic acid (PTSA) and 1,8-Diazabicyclo 
[5.4.0] undec-7-ene (DBU).The PEG bound to the backbone of the polymers formed crystalline 
regions responsible from latent heat storage with reversible crystalline to amorphous phase 
transition as linked unit prevented total melting of the structure. Also MAM-PEG polyester 
polymers acid and hydroxyl values were determined for number of average molecular weight 
(Mn) and calculated as 36232 and 49020. Characterization and thermal properties of SSPCMs 
were performed by using fourier transform infrared (FT-IR) spectroscopy and differential 
scanning calorimetry (DSC) techniques mainly. DSC results showed that solid-solid transitions 
36-54 °C temperature range and 163-153 Jg-1 enthalpy. As a result, MAM-PEG polymers were 
found potential for thermal energy storage (TES) applications. 
 
Key words: Thermal energy storage, maleic anhydride, PEG, PCM 

 

1. INTRODUCTION 

There are some important environmental 
problems that global warming, climate change 
and environmental pollution are emerging as a 
result of using coal, oil and natural gas, as an 
energy source of fossil fuels. Recently, the 
number of studies on cleaner and environmentally 
friendly renewable energy resources has 
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increased significantly as a solution to these 
problems.  Presence of different monomers in a 
polymer molecule can lead to production 
materials of commercial importance. One of the 
thermal energy storage methods is the latent heat 
storage method. Phase change materials (PCMs) 
are capable of storing and releasing latent heat 
energy reversibly during phase change. The latent 
heat is the amount of heat which changes the 
physical structure of the material (solid, liquid and 
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gaseous) [1], [2]. Solid-solid phase changes are 
preferred mostly small volume according to solid-
liquid PCMs. PCMs and their eutectic mixtures 
have different uses in textiles, electronics, 
biomedical and biology and so on [3],[4],[5].  

PEGs are non-toxic materials that have excellent 
thermal storage properties and they can maintain 
chemical stability during long-term use [6] and 
they have high fission energy [7] and MA is used 
in some applications such as artificial sweeteners, 
food enhancers, paper processing, water treatment 
chemicals.  

SSPCMs can store highly latent heat at the time 
of conversion from crystal phase to amorphous 
phase. SSPCMs don’t produce toxic substances, 
pollute the environment and don’t need a different 
energy source as they perform latent heat storage 
through phase transition. Therefore, it was an 
environmentally friendly application [8] and so 
on SSPCM investigations with high TES 
characteristics include several PEG-based 
polymeric SSPCMs such as polyurethane-graft-
PEG [9], cellulose diacetate-graft-PEG [10], 
polypropylene-graft-PEG [11], cellulose-graft-
PEG [12], [13], poly(vinyl alcohol)-graft-PEG 
[14] and Poly(styrene-co-maleic anhydride)-
graft-PEG [15] as SSPCMs have been prepared or 
modified by various methods [16], MAM-PEG 
was synthesized new SSPCM. MAM-PEG stores 
latent heat through the change from the crystalline 
to the amorphous phase of PEG bound. MA 
modified to PEG by ring opening reaction. MAM-
PEG polyester polymers were synthesized by 
PTSA catalyst system and DBU and latent heat 
energy storage capacities compared PEG 4000 
and PEG 6000. Fisher esterification method 
applied to synthesis. In this study, acid and 
hydroxyl values of polyester polymers were 
determined and the number of average molecular 
weight (Mn) was calculated.  The effect of 
catalysts and molecular weight change in PEG on 
latent heat storage capacity was determined using 
DSC technique. As a result MAM-PEG polymer 
can be used as energy storage material for food 
packaging industry and especially for foods that 
need to be transported or stored in heat food as 
catering and process of factory fermentation units 
or incubation rooms. 

2. MATERIAL AND METHODS 

2.1. Materials 

Maleic anhydride (MA), poly (ethylene glycol) 
PEG (Mw: 4000, 6000), p-toluenesulfonic acid 
(PTSA) and 1,8-Diazabicyclo [5.4.0] undec-7-ene 
(DBU) catalysts were purchased from Aldrich 
Company. Toluene solution, Potassium 
hydroxide (KOH), Phenolphthalein and Ethanol 
were purchased from Merck Company. All were 
used without further purifications. 

2.2. Methods 

2.2.1. Synthesis of MAM-PEG Polymers 

MAM-PEG polymers have been synthesized by 
ring opening reaction of MA to connect PEG units 
each other as shown in Figure 1. The reaction was 
established in a nitrogen atmosphere containing a 
500 ml dispenser apparatus system with reflux 
condenser and mechanical stirrer. First in reaction 
MA and PEG calculated 20:19 molar ratio and 
added at 300 ml toluene solution. Reaction system 
was catalyzed with 2–3 drops PTSA 160 °C 
temperature in 2 hours and 800 rpm. Furthermore, 
the same procedure was performed with DBU 
catalyst system at a 20:19 molar ratio.  

 

(a)

 

(b) 

Figure 1 Synthesis of MAM-PEG Polymers Using (a) 
DBU catalyst and (b) PTSA catalyst 
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2.2.2. Number Average Molecular Weight 
(Mn) of MAM-PEG polymers 

The acid and hydroxyl values were determined by 
standard methods described elsewhere and from 
these values the molecular weight of polyesters 
was estimated [17]. The acid value of the carboxyl-
terminated ester was calculated by titration of 
product with ethanolic potassium hydroxide (KOH) 
solution. As known typical method, 1.3 g of sample 
was taken in a flask and 5 ml of water and 25 ml 
ethanol were added to flask. The mixture was stirred 
for 10–15 min until dissolved all of them. 2–3 drops 
of phenolphthalein indicator were added, followed 
by titration with 0.1 N ethanolic KOH. The turning 
point was determined as a change from colorless to 
pink and acid value was estimated [18]. MAM-PEG 
4000 and MAM-PEG 6000 were number average 
molecular weight 36232 and 49020 as depicted in 
Table 1. 

The number-average molecular weight (Mn) of 
polymers was calculated the following formula 
(1)[19]. 

Mn =1 / (Acid value + Hydroxyl value) / (2 x 
56.1 x 1000)                                                   (1)  

 
 

Table1 
Mn Analysis of MAM-PEG polymers 

Compound Acid value  OH value  Mn    

MAM-PEG 4000 1.6 1.5 36232   

MAM-PEG 6000 1.2 1.1 49020   

 

2.3. Characterization  

FT-IR spectra of SSPCMs were recorded with 
FT-IR spectrophotometer (JASCO 430 model) in 
4000-400 cm-1 wavelength range and on KBr 
disks. Thermal energy storage characteristics 
were determined by using a Perkin Elmer Jade 
model DSC instrument in the range of ˗15 °C - 90 
°C and at a heating-cooling ramp of 10 °C min-1. 

3. RESULTS AND DISCUSSION 

3.1. FT-IR Spectroscopy Analysis of MAM-
PEG Polymers 

Ester and carboxylic acid groups of MAM-PEG 
4000 polymer produced tensile vibration at 1710 
cm-1 at FTIR spectra. It can be considered that 
decrease in O-H functional group with change in 
peak at approximately 3500 cm-1. MA has 
characteristic peaks of 2923 and 2850 cm-1, 1463 
cm-1, 1066 cm-1, and 722 cm-1. MAM-PEG 4000 
polymer reduces O-H tensile vibration of MA in 
range of about 2500-3000 cm-1 and decrease in 
characteristic peaks of 1066 cm-1. MA 
copolymerization FT-IR spectrums shown in 
Figure 2. 

 
Figure 2 FT-IR spectra of PEG 4000 and MAM-PEG 

4000 polymer (produced using DBU catalyst) 

3.2. Thermal Reliability of MAM-PEG 
Polymers 

When the DSC curve of MAM-PEG 4000 
polymer produced using PTSA catalyst was 
examined, melting and solidification temperature 
difference was measured as 18.6 °C and melting 
and solidification enthalpy difference as 7.6 Jg-1 
and overcooling observed at 33.4 °C (Figure 3), 
DSC curve of DBU catalyst, melting and 
solidification temperature difference was 14.8 °C 
and enthalpy difference of melting and 
solidification was 10.2 Jg-1 (Figure 4). It was close 
to the phase change temperature of PEG 4000 
with a melting point of 55.6 °C. MAM-PEG 6000 
polymer produced using PTSA as a catalyst, 
melting and solidification temperature difference 
was 13 °C and the enthalpy difference of melting 
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and solidification was 16 Jg-1 with the effect of the 
catalyst,  energy storage capacity increased and 
the melting point decreased and overcooling 
observed at 33.6 °C (Figure 5). DSC curve of 
DBU as a catalyst was examined melting and 
solidification temperature difference was 13.6 °C 
and the enthalpy difference of melting and 
solidification was 0.4 Jg-1 (Figure 6). DSC 
analysis results of SSPCMs was showed in Figure 
3, 4, 5, 6 and Table 2 respectively.  

 
Figure 3 DSC curve of MAM-PEG 4000 polymer 

produced using PTSA catalyst 

 
Figure 4 DSC curve of MAM-PEG 4000 polymer 

produced using DBU catalyst 

 
Figure 5 DSC curve of MAM-PEG 6000 polymer 

produced using PTSA as a catalyst 

 
Figure 6 DSC curve of MAM-PEG 6000 polymer 

produced using DBU as a catalyst 

Table 2 
The latent heat thermal energy storage specifications 
of pure PEGs and SSPCMs 

 Heating 
period 

Cooling period 
 

 Ts–s 

(°C) 
∆ Hs–s 
(J g−1) 

Ts–s 
(°C) 

∆ Hs–s 
(J g−1) 

 

PEG 4000 40.5 171.5 53.9 174.2 [15] 
MAM-PEG 

4000 
(DBU) 

54 153.7 39.2 143.5  

MAM-PEG 
4000 

(PTSA) 
58.7 163.7 43.6 156.1  

PEG 6000 42.3 190 59.9 196.3 [15] 
MAM-PEG 

6000 
(DBU) 

58.6 173.9 41.8 174.4 
 

MAM-PEG 
6000 

(PTSA) 
57.6 183.8 44.6 167.6 

 

Ts-s: Solid-solid heating and cooling temperature  

4. CONCLUSIONS 

MAM-PEG polymers were synthesized as 
thermally protecting food packaging materials.   
MAM-PEG polymers gained latent heat storage 
feature from the crystalline phase to semi 
crystalline phase. MAM-PEG 4000 polymer 
reduced tensile vibration at 3453 cm-1 –O-H 
absorption peaks and 2867 cm-1 for –C-H 
stretching, decreased in the characteristic peak 
1066 cm-1 of MA by modification. Ester and 
carboxylic acid group of MAM-PEG produced 
tensile vibration at 1710 cm-1. DSC curve of 
MAM-PEG 4000 polymer was examined, melting 
and solidification temperature difference was 
measured as 18 °C and melting and solidification 
enthalpy difference was measured as 8 Jg-1 
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(Figure 3), DSC curve of the MAM-PEG 4000 
polymer synthesized using DBU as a catalyst, 
melting and solidification temperature difference 
was 14.8 °C and enthalpy difference of melting 
and solidification was 10.2 Jg-1 (Figure 4) and it 
was close to the phase change temperature of PEG 
4000 with a melting point of 55.6 °C. Melting and 
solidification temperature difference 13 °C and 
enthalpy difference 16 Jg-1 with effect of catalyst 
so that energy storage capacity increased and 
melting point decreased. DSC measurements 
shows that PEG chains attached to main chain so 
copolymers have phase transition temperatures of 
40-58 °C and high latent heat storage capacity in 
the range of 153-183 Jg-1. The synthesized MAM-
PEG polymer usable TES material for food 
packaging and storage industry (ready food 
industry, fast food etc.).  
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Synthesis, Characterization and Photocatalytic Properties of Non-peripherally 3- 
(pyridin-4-yl) propane-1-oxy Groups Substituted Cu (II) Phthalocyanineand 

Water Soluble Derivative 

 

Ece Tuğba SAKA*1 

 

Abstract 

Cu (II) phthalocyanine compound and its water-soluble derivative containing 3- (pyridin-4-yl) 
propane-1-oxy groups in non-peripheral positions were synthesized for the first time and their 
structures were elucidated. The photocatalytic properties of Cu (II) phthalocyanine 
compounds, which were synthesized and characterized, were investigated on the 
photocatalytic degradation reactions of 4-nitrophenol, one of the important environmental 
pollutants. In the photocatalysis reactions that took place in the photoreactor for 2 hours 
without using any oxidant, 4-nitrophenol compound was completed with 94.4% and 98.6% 
conversion to toxic and non-harmful species. The hydroquinone compound was identified as 
the main product and the benzoquinone compound as the by-product. The conversion number 
for the non-peripheral Cu (II) phthalocyanine compound and its water-soluble derivative was 
471 and 488 and the conversion frequency was 235.5 and 244,0 respectively. Finally, 
recovery studies were carried out for water soluble Cu (II) phthalocyanine used as 
photocatalyst and the number of cycles was determined as 5. 
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1. INTRODUCTION 

Phthalocyanines, which are macrocyclic 
compounds with characteristic blue-green color, 
are being studied with increasing interest by 
scientists due to their applicability in the fields of 
catalysis, solar cells, photodynamic therapy of 
cancer, non-linear optics, gas sensor and laser 
dye [1]. However, the most important properties 
that limit the applicability of phthalocyanine 
compounds in their application areas are their 
low solubility in common organic solvents and 
in water. As a solution to this problem; by 
peripheral or axial substitution of bulky or long 
alkyl chain groups, phthalocyanines are 
dissolved in apolar solvents, while the addition 
of sulfonyl, carboxyl or quaternary amino groups 
results in water-soluble phthalocyanines [2-4]. 
Phthalocyanines with increased solubility by 
these groups find very wide application areas. In 
recent years, the use of phthalocyanine 
compounds containing different metal ions as 
photocatalysts in the disintegration of dyes, 
chlorinated phenol compounds and other 
substituted phenol compounds, which are the 
main environmental pollutants, has attracted 
considerable attention [5-8]. 

In the last decade, due to the rapidurbanization 
and industrialization in the world, high amounts 
of organic pollutants are released into nature. 
Petroleum refining, plastic and resin production, 
papermaking process, carbon liquefaction 
processes and pharmaceutical industry are also 
sources of environmental pollutants. It has been 
determined that substituted phenol compounds 
and dyes can have carcinogenic and mutagenic 
effects on human health and other aquatic 
organisms due to their high solubility, stability, 
easy assimilation in water according to the 
USEPA reports. It is therefore urgent to develop 
an environmentally friendly and effective 
method for the removal of such environmental 
pollutants in aqueous systems. In the early 
1990s, Paul Anastas, while serving at the United 
States Environmental Protection Agency 
(USEPA), introduced the term ’Green 
Chemistry’, which means the design of new 
products and processes that reduce or eliminate 
the use and production of hazardous substances 

[9]. The use of environmentally friendly solvents 
(water, supercritical carbon dioxide, ionic 
liquids, etc.), selective catalysts and renewable 
raw materials is essential under moderate 
conditions (such as low temperature, 
atmospheric pressure) to meet the principles of 
the definition of green chemistry. In recent years, 
many researchers aim to develop alternative 
environmentally friendly systems for the 
disposal of industrial wastes based on this 
definition [10-12]. 

Phthalocyanine compounds are used as 
photocatalysts in light applications due to their 
wide absorption in the near infrared region and 
substituted phenols are known to be used for the 
removal of different toxic dyes and ions [13-16]. 
Since global warming has become a serious issue 
in our lives, protecting the existing water 
resources and recycling wastewater is one of the 
most important elements. 4-Nitrophenol is a 
toxic, environmental and human health harmful, 
carcinogen, synthetic compound containing 
many nitrogen and hydroxide groups in the 
wastes in many branches of industry such as 
pharmaceuticals, petrochemicals, fungicides, 
rubber, wood protection processes, paints and 
leather industry. is a compound [17-18]. 4-
Nitrophenol compound exposure to blood cell 
damage, damage to the nervous system and 
mutagenic effects on organisms, as well as all 
human and aquatic life-threatening cancer-
causing chemicals have been proven as a result 
of studies [19-21]. Therefore, removal of 4-
nitrophenol compound and conversion to non-
toxic, biodegradable, harmless species have 
gained importance. 

In this study, the solubility in organic solvents 
with 3- (pyridin-4-yl) propane-1-oxy groups and 
conversion of these groups to quaternary 
derivatives provided solubility in water and 
alcohol. It was aimed to design an ideal 
photocatalyst using a cheap and low cost metal 
having different oxidation steps as the central 
atom in the phthalocyanine compound. The 
photocatalytic activities of the obtained non-
peripheral Cu (II) phthalocyanine and water-
soluble derivatives were investigated in the 
disintegration reaction of 4-nitrophenol which is 
an important environmental pollutant and 
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recovery studies of photocatalysts were 
performed. 

2. EXPERIMENTAL 

2.1. Materials and Equipments 

All materials and equipments are given as 
supplementary materials. 

2.2. Synthesis 

2.2.1. Synthesis of 3-(3-(pyridine-4-
yl)propoxy)phthalonitrile (3) 

Compound 3 is obtained as given in the literature 
[22]. Yield: 2.81 g (73%), m.p. : 80-82 ºC. IR 
(KBr pellet), max/cm-1: 3071, 3019 (Ar-H), 
2961, 2928, 2892(Alip. C-H), 2230 (CN), 1582, 
1498, 1475, 1416, 1392, 1344, 1295, 1268, 1243, 
1178, 1093, 1058, 1021, 992, 884, 841, 733,690. 
1H-NMR. (CDCl3), (:ppm):8.34-8.02 (m, 4H, 
Ar-H), 7.85-7.55 (m, 3H, Ar-H), 4.33 (t, 2H, 
CH2-O), 2.82 (t, 2H, CH2-Ar), 1.79 (m, 2H, CH2-
Alip.) 13C-NMR. (CDCl3), (:ppm):166.22 (ArC-
O), 149.55 (ArC-N), 148.50 (ArC-N), 147.16 
(ArC), 133.51 (ArC), 130.37 (ArC), 128.88 
(ArC), 125.39 (ArC), 122.85 (ArC), 121.90 
(ArC), 118.21 (C≡N), 116.20 (C≡N),  101.33 
(ArC), 70.30 (CH2-O), 36.26 (CH2-Ar), 34.10 
(CH2-Alip.).MALDI-TOF-MS, (m/z): 
Calculated: 263.29; Found: 263.60 [M]+.  

2.2.2. Synthesis of Cu(II) Phthalocyanine (4) 

Compound 4 is obtainedas given in the literature 
[22].Yield: 700 mg (44%).Mp >300oC.FT-IR 
νmax/cm -1 (KBr pellet):3093, 3063 (Ar-H), 2997, 
2960, 2571 (Aliph. C-H), 1559, 1466, 1448, 
1422, 1401, 1369, 1339, 1287, 1265, 1255, 1232, 
1195, 1075, 1058, 1045, 1038, 996, 955, 878, 
834, 790, 680. UV-Vis (CHCI3): max, nm (log 
): 687 (4.75), 662 (4.56), 341 (4.64), 280 (4.58). 
MALDI-TOF-MS, (m/z): Calculated: 1116.72; 
Found:1116.158[M]+. Solubility:CHCl3, CH2Cl2, 
DMF, DMSO. 

 

 

2.2.3. Synthesis of Water soluble Cu(II) 
Phthalocyanine (5) 

Compound 5 is obtained as given in the literature 
[22].Yield: 456 mg (57%) Mp >300oC.FT-IR 
νmax/cm -1 (KBr pellet): 3085, 3059 (Ar-H), 2997, 
2950, 2844 (Aliph. C-H), 1560, 1468, 1463, 
1438, 1401, 1376, 1367, 1281, 1276, 1249, 1238, 
1194, 1089, 1065, 1045, 990, 894, 780, 689. UV-
Vis (CHCI3): max, nm (log ): 684 (4.68), 621 
(4.64), 343 (4.38), 279 (4.59). MALDI-TOF-MS, 
(m/z): Calculated: 1684.47; Found:293.35[M-4I-
H]+4. Solubility: DMF, DMSO, water and 
ethanol. 

2.3. Photocatalytical Studies 

The photocatalytic activity of Cu (II) 
phthalocyanine containing non-peripheral 3- 
(pyridin-4-yl) propoxy groups and the 
quaternized water-soluble derivative of Cu (II) 
on photoxidation reactions of the 4-nitrophenol 
compound using a photoreactor during the 
catalysis processes will be examined. For the 
photoxidation study in which water is used as the 
solvent, firstly a specified amount of substrate, a 
calculated amount of catalyst and a total of 10 ml 
of solvent will be added to the Schlenk 
container. The reaction time was determined as 2 
hours. This point will be taken as the starting 
time of the reaction by taking some samples 
from the reaction medium by pipetting into the 
glass tube. When the specified reaction time is 
completed, the samples taken from the reaction 
vessel will be analyzed on a gas chromatography 
device and the time dependent change profile of 
the product will be obtained. 

3. RESULTS and DISCUSSION 

3.1. Synthesis and Characterization 

After dissolving 3-(pyridin-4-yl) propan-1-ol 1 
and 3-nitrophthalonitrile in dry DMF, anhydrous 
K2CO3 was added equal amounts in 2 hours and 
at 50°C for 72 hours in nitrogen atmosphere with 
a yield of 73% (Şekil 1).  
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Figure 1 Synthetic ways of compounds 3, 4 and 5 

In the IR spectrum of the synthesized compound 
3, the disappearance of the OH and NO2 group 
vibrations (3390, 3402 and 1538-1355 cm-1) of 
the starting compounds and instead of the 
vibrations of the C≡N group at 2230 cm-1, 
supports IR spectrum of the synthesized 
compounds. The disappearance of the peak of 
the OH group seen in the range of 4.64-2.40 ppm 
of the starting materials in the 1H-NMR 
spectrum of the compound 3 and the order of the 
peaks of the aromatic protons in the structure are 
8.34, 8.22, 8.18, 8.02, 7.85, 7.68, 7.55 ppm.It 
supports the structure of compound 3. The peaks 
of the C atoms of C≡N group at 118.21 and 
116.20 ppm in the 13C-NMR spectra of the 
compound 3 support the structure. Finally, the 
molecular ion peak at 263.60 [M]+ in the mass 
spectrum obtained for using the MALDI / TOF 
technique supports the structure of the new 
compound 3(Supplementary Files Figure 1).The 
non-peripheral copper phthalocyanine compound 
4 was prepared by cyclotetramerization of the 
dinitrile-derived compound 3. Non-peripheral 
tetra-substituted copper phthalocyanine 
compound 4 was synthesized in 40% yield by 
mixing anhydrous CuCl 2 and DBU in a dinitrile 
derivative compound n-pentanol (3) under 
nitrogen atmosphere for 24 hours at 160 oC. 
Non-peripheral tetra-substituted copper 
phthalocyanine compound In the IR spectrum of 
4, the loss of C≡N vibrations of the phthalonitrile 
compound 3 at 2230 cm-1 indicates that the non-
peripheral tetra substituted copper 

phthalocyanine compound was formed as a result 
of the cyclotetramerization reaction. The 1H-
NMR and 13C-NMR spectra of the compound 4 
cannot be obtained because the copper (II) ion 
causes a paramagnetic electron distribution [23]. 
The most important illumination technique for 
the characterization of phthalocyanine 
compounds is characterization by UV-Vis 
spectrum. The fact that the phthalocyanine 
compounds have sharp colors that vary from 
blue to green and have an 18-π electron system 
will result in a sharp Q band in the 650-700 nm 
range and a weak B band (Soret band) around 
350 nm. Observation of the Q-band of metallic 
phthalocyanine compounds in D4h symmetry as 
a sharp peak [24] results from four equivalent 
nitrogen atoms capable of bonding with the 
metal atom present in the phthalocyanine ring. In 
the UV-Vis spectrum of the non-peripheral 
copper phthalocyanine compound 4 taken in 
DMSO at a concentration of 1x10-5 M at room 
temperature, the Q band appeared as a sharp 
single band at 687 nm. In addition, low intensity 
peaks were observed at 662 nm in the low 
wavelength portion of the Q band (Figure 2). 

 

Figure 2 UV-vis spectrum of compound 4 

Interpretation of the mass spectra of 
phthalocyanine compounds is not easy due to 
their high molecular weight and low solubility. 
However, the mass spectrum of the non-
peripheral copper phthalocyanine compound 4 
was taken using the MALDI-TOF technique and 
the molecular ion peak was observed at 1116.158 
[M]+(Supplementary Files Figure 2). 

Water-soluble non-peripheral tetra-substituted 
copper phthalocyanine compound 5 was 
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obtained by dissolving compound 4 in 
chloroform and mixing with methyl iodide at 
room temperature for 1 day. There was not much 
difference between the IR spectrum of the water-
soluble non-peripheral copper phthalocyanine 
compound and the IR spectrum of the water-
insoluble non-peripheral copper phthalocyanine 
compound. A mass peak of 293.35 [M-4I-H]+4 
was observed in the mass spectrum of the 
compound 5 taken by the MALDI-TOF 
technique. In the UV-Vis spectrum of the water-
soluble non-peripheral copper phthalocyanine 
compound 5 taken in DMF at a temperature of 
1x10-5 M at room temperature, the Q band 
appeared as a sharp single band at 684 nm. In 
addition, low intensity peak was observed at 621 
nm in the low wavelength portion of the Q band 
(Figure 3). 

 

Figure 3  UV-vis spectrum of compound 5 

3.2. Photocatalytical Studies 

The photocatalytic activities of Cu(II) 
phthalocyanine 4 and its water soluble derivative 
5 were investigated on 4-nitrophenol oxidation 
by photoreactor equipped with 8 pieces 16W 
lamps at room temperature The single phase 
homogeneous solvent system was used for the 
compound 4 and the two phase heterogeneous 
solvent system was used for the compound 5 
because of its water solubility and the reaction 
time was determined as 2 hours. The contents of 
the sample samples taken from the reaction 
medium for 30 minutes were examined by gas 
chromatography and product conversions were 
determined. According to these results, 
hydroquinone was determined as the main 
product and benzoquinone as the by-product. 

When the same reactions were repeated at room 
temperature in the dark, it was determined that 
the 4-nitrophenol compound did not undergo any 
oxidation. The 4-nitrophenol photoxidation 
reaction wherein compound 4 was present as a 
photocatalyst was 94.4% after 2 hours; 4-
nitrophenol photoxidation reaction with 
compound 5 as the photocatalyst 98.6% yield 
conversion was determined after 2 hours. When 
the product transformations were examined, 
58.6% hydroquinone, 30.8% benzoquinone and 
5% undetermined product were obtained with 
compound 4. Compound 5 yielded 62.3% 
hydroquinone, 33.3% benzoquinone and 3% 
undetermined product (Table 1). 

Table 1 
Experimental results with catalysts 4 and 5 

Selectivitya: Hydroquinone selectivity 

At the end of the photoxidation studies, the 
amount of photodegradation of 4-nitrophenol 
was determined in the presence of both 
photocatalysts 4 and 5. For this, the equation 
given below is used. 

X(t) = Co- C(t)/ Co 

In the above equation, X (t) is the molar fraction 
of 4-nitrophenol, Co, initial concentration and C 
(t) is the concentration of 4-nitrophenol as a 
function of illumination time. This equation 
shows a similar profile to the photocatalytic 
degradation of other dyes [25-26]. For this 
purpose, 100 mL of a 0.025 M solution of 4-
nitrophenol and 5 mg of solid catalyst were 

Entry Conversion 

(%) 

Selectivitya TON TOF 

(h) 

4 5 4 5 4 5 4 5 

I 94.4 98.6 62.0 63.1 47 48 235 244 

II (in 
dark) 

- - - - - - - - 
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reacted in a photo-reactor under visible light for 
2 hours. During the photocatalytic reaction, all 
samples from the reaction medium were diluted 
with dichloromethane and injected into the GC 
apparatus. As a result, we observed that most of 
the 4-nitrophenol were degraded and the rate of 
degradation was fixed after 120 minutes. Data on 
photocatalytic degradation of 4-nitrophenol 
sensitized with both photocatalysts under visible 
light are presented in Figure 4. 

 

Figure 4 Effect of compound 4 and 5 on the 
degradation of 4-nitrophenol 

Recycling studies have been carried out 
considering the importance of recyclability of 
photocatalysts for the environment. For this 
application, water-soluble non-peripheral copper 
(II) phthalocyanine compound 5 was used as 
photocatalyst. 100 ml of 0.015 M 4-nitrophenol 
solution, 5 mg of compound 5 were treated with 
UV irradiation in the photoreactor for 120 
minutes. At the end of each reaction, the catalyst 
was removed by extraction with water 3 times 
and made ready for use in the new photoxidation 
reaction. It was determined that photocatalytic 
activity gradually decreased from 98.6% to 
88.3% in reuse and 68% in 5th time use. This 
reduction can be explained by the fact that the 
phthalocyanine compound also degrades during 
photoxidation and forms different species. As a 
result, compound 5 gives 68% yield conversion 
even after 5 cycles (Figure 5). 

 

Figure 5 Recycling results with compound 5 

Cobalt (II), iron (II), aluminum (III), copper (II) 
and metal-free phthalocyanines in which 
different groups have been substituted for the 
photoxidation of different pollutants have been 
studied [27-33]. Nyokong et al. Studied the 
photocatalytic activity of seven octane 
substituted thio and aryloxy palladium and 
platinum phthalocyanines in the breakdown of 4-
nitrophenol[34]. According to the kinetic studies 
of this study, two reaction pathways have been 
identified for the degradation of 4-nitrophenol 
with phthalocyanine catalyst [34]. In another 
study by T. Nyokong, quantitative yields of 
singlet oxygen and photodissection of 4-
nitrophenol in the presence of zinc 
tetrasulfiftalocyanine (ZnPcS4), zinc 
octacarboxyphthalocyanine (ZnPcS4 (COOH) 8) 
were investigated [35]. This study is important 
because it is the first study in this field to 
investigate the photoxidation of 4-nitrophenol 
using non-peripheral copper (II) phthalocyanine 
and its water-soluble derivative as photocatalyst 
without any oxygen source. The results of 
photocatalytic experiments can generate 
promising new research and micro-scale 
application. 

In the literature, although many studies on the 
catalytic activities of phthalocyanine [36-41] are 
available, only a few have examined 
photoxidation reactions using UV radiation. 
Table 2 summarizes some of these literature. 
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Table 2 
Phthalocyanines used as photocatalysts in photoxidation reactions of different organic pollutants 

ZnPca= 2-[5-(phenoxy)-izophthalic acid] 9(10), 16(17), 23(24)-
tris (tertbutyl) phthalociyaninato Zn (II) 

FePcb= four branched tetra-amine FePc- organik framework 

CoPc c = Tetranitrocobalt phthalociyanin/ ternary chalcogenit 
CoPcd=Cobaltphthalocyanine/C60 

Metal free Pcf= Metal free phthalocyanine /TiO2 

CuPcg= Copper phthalocyanine / TiO2CoPcı= 2,9,16,23-tetrakis-
(4- carboxyphenylsulphonyl) phthalociyaninato cobalt(II) / TiO2 

ZnPcı= 2,9,16,23-tetrakis-(4- carboxyphenylsulphonyl) 
phthalociyaninato Zn (II) / TiO2 

nre=turnover number: 8.4 
nrh=quantum yield: 1.9 

Catalyst Substrate Reaction 

Time 

(s) 

Reaction  

Temperature 

(oC) 

 Oxidant Conversion 

(%) 

Reference 

ZnPca 

 

Methyl orange-

Orange G 

 10 min Not reported   O2 Not 

reported 

[27] 

 

FePcb Ethyl benzene 9 

 

25 

 

 O2 >99 

 

[28] 

CoPc c Malakhite green 30 dak Not reported  - 99.2 

 

[29] 

CoPcd 

 

2-mercaptoethanol 2 25  - nre [30] 

Metal 

freePcf 

Sülfite ion 1 25  O2 70 [31] 

CuPcg 4-nitrophenol 5 27  - Not 

reported 

[32] 

CoPcı 

ZnPcı 

4-chlorophenol 3 25 

 

 O2 99.99 

97.05 

[33] 
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4. CONCLUSION 

In the study, non-peripheral copper (II) 
phthalocyanine compound 4 and its water-
soluble quaternized derivative 5 containing 3- 
(pyridin-4-yl)propane-1-oxy groups were 
synthesized for the first time and their structures 
were illuminated by spectroscopic data. 
Compounds 4 and 5 used as photocatalysts in the 
photoxidation reaction of 4-nitrophenol, an 
important environmental pollutant, yielded 
94.4% and 98.6% yield conversion, respectively. 
Hydroquinone (main product) was obtained as 
benzoquinone (by-product) in the product 
distribution. The high conversion of 4-
nitrophenol into non-toxic species by 
photoxidation makes the study important. The 
high product conversion and selectivity of the 
obtained photocatalysts in homogeneous and 
heterogeneous solvent systems make this study 
innovative in terms of shedding light on new 
studies on developing environmentally cleaner 
and more efficient systems. 
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Investigation of the Frequency and Voltage Dependent Dielectric Properties of 
Au/n-SiC Metal Semiconductor (MS) and Au/Al2O3/n-SiC Metal-Insulator-

Semiconductor (MIS) Structures 

 

Gülçin ERSÖZ DEMİR*1, İbrahim YÜCEDAĞ2 

Abstract 

In this study, we investigated the fabrication of Au/n-SiC (MS) and Au/Al2O3/n-SiC (MIS) type 
structures with atomic layer deposition (ALD) technique and their dielectric properties. The 
dielectric characteristics of structures were analyzed at frequency range of 1 kHz-500 kHz and 
by applying a (-3V)-(9V) bias voltage at 300 K. The significant dielectric parameters such as 
dielectric constant (ε') and dielectric loss (ε"), real and imaginary parts of electrical modulus 
(M' and M"), loss tangent (tan) were calculated by depending on frequency and voltage from 
capacitance-voltage (C-V) and conductance-voltage (G/-V) data. Thereby, the effect of 
frequency on MS and MIS was searched in detail. The effect of the interface states occurred in 
the low frequency region can be attributed to the variation of the characteristic behavior of these 
parameters. It is clear that the dielectric parameters highly depend on the frequency and voltage 
at depletion and accumulation regions. Moreover, the peak position of M shifts to the left side 
of the graphic due to the effect of the insulating layer. It can be deduced from the obtained 
results that the interfacial polarization is easier at low frequencies. Also the interfacial 
polarization can contribute more to the variation of the dielectric properties. 

Keywords: Au/Al2O3/n-SiC (MIS) type structures, AC electrical conductivity, Dielectric 
Properties, Impedance measurements. 

 

1. INTRODUCTION 

Metal-semiconductor (MS) structures which are 
used to determine the characteristic behavior of the 
semiconductor materials are significant 
investigation topics [1-4]. MS structures can be 
transformed into metal-insulator-semiconductor 
(MIS) structures through the insulator layer coated 
between metal and semiconductor. Interface 
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diffusion and reaction formed between the metal 
and semiconductor interface can be dramatically 
reduced because of the presence of an insulator 
layer. The structural properties of the insulator layer 
at the M/S interface, series resistance (Rs) and 
particular distribution of interface states between 
metal and semiconductor affect the electrical 
characteristics of the devices [5-7]. Degenerate 
bond structures in the semiconductor surface are 
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destroyed by the interfacial dielectric film. This 
dielectric film, which is between metal and 
semiconductor, decreases surface charge traps that 
are generally located at the Fermi level [8]. The 
alteration of barrier height by means of the presence 
of insulator layer on the M/S interface was ascribed 
to the interface dipole [9]. The performance, 
reliability and stability of the device are influenced 
predominantly because of the interfacial layer [10]. 

Among the different insulating materials, 
Aluminum oxide (Al2O3) nanomaterial has been 
regarded as one of the most promising materials due 
to its fabricate potential that has low-cost, stable and 
flexible electronic devices [11, 12]. Al2O3 has some 
interesting properties such as dielectric permeability 
(9), wide band gap (9 eV) [13], and its formation 
of uniform interface with semiconductors. These 
provide the reduction of leakage of currents in 
devices, kinetics and thermodynamic stabilities of 
the semiconductor at high-temperatures. They also 
give rise to low interface defects as well as 
amorphous materials [14]. 

Techniques such as Sputtering, Spray pyrolysis, RF 
magnetron, electron beam evaporation, atomic layer 
deposition (ALD) were used to form Al2O3 thin 
films. The ALD technique is one of the most 
preferred methods for creating an interface layer 
with a high dielectric property on the substrate, 
since it has unique deposition characteristics such as 
precise thickness control, low impurity ratio, low 
processing temperature and excellent thickness 
uniformity on substrate areas [15-18]. Al2O3 thin 
film created by using the ALD showed excellent 
electrical properties. [18] The thin layers of 
Aluminum oxide obtained by the ALD technique 
have caught attention recently because of their 
excellent potential for highly effective and 
homogeneous surface passivation of semiconductor 
substrates [19-21]. Today, these kinds of devices 
generated by means of the silicon (Si) have been 
made convenient to daily usage as a result of long 
term studies. In spite of the great progress in 
material processing technology, device 
performance is confined due to the inadequacy of 
natural features in Si. To overcome this problem, 
there has been increasing necessity for studies into 
alternative materials to silicon (Si) to use in the 
power electronics. GaN, GaAs, and SiC are 

materials that have emerged as alternatives to Si 
[22]. Among these materials, silicon carbide (SiC) 
semiconductor is mostly preferred because of its 
important properties in power electronic 
applications especially at the work with high 
voltage/temperature. Si and GaAs, based on 
appliances in power switching devices, have 8-10 
times weaker performance than SiC based devices,. 
This entails SiC to become a perfect candidate for 
these applications [23]. In general, MIS structure 
obtained from SiC is attractive due to low initial 
voltage (compared to SiC p-n diodes) and 
irreversibility. 

According to literature, Al2O3 was used as interfacial 
layer on semiconductor substrates such as p-Si [24], 
n-Si [25], InP [26], n-GaAs [27], and SiC [28-30]. In 
this study, both Au/n-SiC metal/semiconductor (MS) 
and Au/Al2O3/n-SiC metal/insulator/semiconductor 
(MIS) type structures were produced by forming 
Al2O3 on n-SiC using the atomic layer deposition 
(ALD) technique. Therefore, we aimed to 
investigate dielectric and electrical behaviors of the 
Au/Al2O3/n-SiC type structures. Thereby, basic 
parameters such as the dielectric properties, electric 
modulus and conductivity of structures with and 
without Al2O3 interfacial layer were deeply 
investigated. For both structures, the permittivity (ε' 
and ε"), loss tangent (tan), electrical modulus (M 
and M), and ac electrical conductivity (ac) 
parameters which depend on the frequency and 
voltage were researched on the frequency and 
voltage range of 1 kHz- 500 kHz and (-3V) - 
(9V), respectively, by measuring capacitance-
voltage (C-V) and conductance-voltage (G/ω-V) 
measurements at 300 K. Experimental results 
indicate that all these parameters are strong functions 
of frequency, voltage and Al2O3 interfacial layer.  

2. MATERIALS AND METHODS 

In this experimental work, n-Type, 8° off (0001) 
oriented, 4H-SiC wafers were used to produce the 
MS and the MIS type structures. Before the 
production of MS and MIS structures, wafers were 
sonicated for five minutes in acetone and five 
minutes in isopropanol and then rinsed in deionize 
(DI) water with resistivity of 18 M.cm for a 
prolonged time and wafers were dried under N2 
flow. After surface cleaning of n-4H-SiC high 

Gülçin ERSÖZ DEMİR, İbrahim YÜCEDAĞ

Investigation of the Frequency and Voltage Dependent Dielectric Properties of Au/n-SiC Metal Semicond...

Sakarya University Journal of Science 24(5), 1040-1052, 2020 1041



purity Au (99.999%) was evaporated on the whole 
back of wafer by thermal evaporation method with 
2000 Å at 1x10-6 Torr. In order to get low resistivity 
ohmic back contact, Au coated wafers were 
annealed at 500°C in the nitrogen ambient. Then, 
they were prepared with atomic layer deposition 
(ALD) system for Al2O3 coating on MS type 
structure. Under UV radiation, deposition process 
was carried out and it was heated at 370°C using 
trimethylaluminum and water. The deposited Al2O3 
thickness was 70 Å. Finally, high purity Au was 
deposited on the Al2O3 at 1x10-6 Torr in the same 
thermal evaporation system. In order to perform 
electrical measurements of these MS and MIS type 
structures, the fabricated samples were mounted on 
a copper holder with the help of silver dag. The 
electrical contacts were made to the upper 
electrodes by use of tiny silver coated wires with 
silver paste. The forward and reverse bias C-V and 
G/ω-V measurements were obtained by using an 
HP4192A LF impedance meter in the frequency 
range of 1 kHz-500 kHz. All measurements were 
realized with the help of a microcomputer through 
an IEEE-488 AC/DC converter card.  

3. RESULT AND DISCUSSION 

The forward (9V) and reverse (-3V) bias voltage C-
V measurements of Au/n-SiC (MS) and Au/ 
Al2O3/n-SiC (MIS) structures were obtained by 
using an HP4192A LF impedance meter in the 
frequency range of 1 kHz-500 kHz at 300 K. The 
obtained results were presented in Fig.1 (a) and (b), 
respectively. When the Figs. 1 (a) and (b) are 
carefully examined, it can be seen that the obtained 
C values are strongly dependent on frequency in 
depletion and accumulation regions. The C values of 
the MS and MIS structures decrease with increasing 
frequency. These behaviors were ascribed to traps in 
the interface between metal and semiconductor. 

Although the capacitance of the MS structure 
reaches a maximum value, it does not have a peak in 
depletion region. Fig. 1 (b) shows that a dielectric 
interface layer between the metal and the 
semiconductor corrects the capacitance behavior of 
the MS structure [31].  

 

 

Figure 1 Frequency dependent plot of the C-V 
characteristics of (a) Au/n-SiC and (b) Au/Al2O3/n-SiC 

structures 

As it can be seen in Fig 1 (b); inversion takes place 
in the voltage range of (-3 V) - (1 V), depletion is in 
(1 V) - (5 V), and finally accumulation region is in 
the range of (5 V) - (9 V) capacitance-voltage curves. 
These regions can be clearly seen in Fig. 1 (b). 
However, inversion and depletion regions are 
dominant in Fig. 1 (a).  Fig. 1 (b) shows that 
capacitance behavior at particularly low frequencies 
(1 kHz-10 kHz) gives a strong peak in the depletion 
region for MIS structure. This peak can be attributed 
to the interfacial distribution of metal-insulator-
semiconductor interfaces, the series resistance, and 
the density of the interface insulation layer [32]. For 
both structures, the increase in C-V values, in the 
depletion region can be attributed to the presence of 
interfacial states at low frequencies. Moreover, the 
separation of C-V curves in the accumulation region, 
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can also be attributed to the value and magnitude of 
series resistance at high frequencies [33].  

 

 

Figue 2 Frequency dependent plot of the G/-V 
characteristics of (a) Au/n-SiC and (b) Au/Al2O3/n-SiC 

structures 

Figs. 2 (a) and (b) illustrate that the variation in 
conductivity (G/-V) the forward (9 V) and the 
reverse (-3V) bias voltage for the same frequency 
ranges show similar behaviors to the C-V variations 
in Figs. 1 (a) and (b). The separation occurring in 
the C-V and G/-V characteristics, can be ascribed 
to the presence of interface state densities (Nss) and 
their different carrier lifetimes () at low 
frequencies in the depletion region. While the 
interface charges can follow the AC signal at low 
frequencies, these charges cannot follow the AC 
signal on high frequencies (the carrier life time  is 
much larger than 1/2f are reached) [11, 33].  Both 

C and G/ values decrease with increasing 
frequency, the changing C and G/ values are 
considerably higher at low frequencies than at 
higher frequencies. The inset in Fig. 2 (b) exhibits 
G/-V characteristics of Au/Al2O3/n-SiC structure 
in inversion region.  As can be seen from this inset, 
G/-V characteristics of Au/Al2O3/n-SiC structure 
in inversion region shows U-shaped behavior. This 
proves that Au/Al2O3/n-SiC structures do not have 
conductive properties at -1 V due to the fact that all 
free charges are caught in traps.  

The carrier lifetime is much larger than the inverse 
of the angular frequencies and the charges in the 
interface cannot follow the AC signal. In such 
cases, the capacitance and conductance decrease as 
the frequency increases [34]. 

The electrical performance of devices such as MS, 
and MIS depends on crucially the properties of 
dielectric parameters. Therefore, all properties 
belong to the dielectric parameters such as 
electrical modulus, real and imaginary parts of (, 
) of complex permittivity (*), and tanfor Au/n-
SiC (MS) and Au/Al2O3/n-SiC MIS structures have 
been examined with all details by using C and 
G/results in the frequency steps from 1 kHz to 
500 kHz and applying voltage sweep from forward 
(9V) to reverse (-3V) at 300 K. 

The dielectric spectroscopy method has been 
commonly used to determine the dielectric 
properties of MS and MIS structures in the literature 
[35, 36]. The * is the most basic point in this 
method and it is defined with the formula below [33, 
34]: 

ɛ = ɛᇱ − 𝑖ɛᇱᇱ     (1) 

The real part  and imaginary part  parameters 
were acquired from voltage and frequency 
dependent C and G/analyses by using the 
formulas below [36]: 

ɛᇱ =
஼

஼బ
     (2) 

ɛᇱᇱ =
ீ ⁄

஼బ
     (3) 
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In Eqs. 2 and 3, C0 (=0A/di) is the empty capacitor, 
0 is the permittivity of free-space or vacuum, di is 
the thickness of insulator layer and A is the rectifier 
contact area of device.  

 

 

Figure 3 The frequency and voltage dependent 
comparative plots of the dielectric constant () in the 
depletion region of (a) Au/n-SiC and (b) Au/Al2O3/n-

SiC structures 

Fig. 3 exhibits the ε -V and ε-logf  (inset figure) 
graphs for MS and MIS structures. According to 
inset figure of Fig. 3, ε sharply decreases between 
1 kHz and 100 kHz at low voltages, while ε  
decreases between 100 kHz and 500 kHz at high 
voltages for Au/n-SiC structures. Moreover, ε 
sharply decreases between 1 kHz and 100 kHz at all 
voltages, while its value is almost the same constant 
value from 100 kHz to 500 kHz for Au/Al2O3/n-SiC 

structures. There is an exponential decrease for both 
the Au/n-SiC and the Au/Al2O3/n-SiC structures. 
Fig. 3 also exhibits that the value of the ε is as low 
as about four times by means of the interfacial 
insulating layer at the low frequency region. The 
graph of ε-logf shows that ε  values decrease with 
increasing frequency. As can be understood from 
the inset graph of Fig. 3 (a), ε  values in MS 
structure increase with increasing voltage, while the 
ε  values in MIS decrease with increasing voltage 
in the inset graph of Fig. 3 (b). 

Comparing the Fig. 3 (a) and (b), it should also be 
noted that the MIS structure provides a dielectric 
increase due to the insulating interface. Dielectric 
interfaces are expected to increase dielectric 
constant. In the MS and MIS structures,  
commonly decreases as frequency increases. This 
decrease in  due to the increase in frequency stems 
from the factors such as the orientation of 
molecules, interface polarization and ionic 
polarization [34]. The value of the dielectric 
constant decreases as the alignment of the dipoles at 
higher frequencies is faster [37].  

Fig. 4 exhibits the ε -V and ε-logf  (inset figure) 
graphs for MS and MIS structures. According to 
inset figure of Fig. 4, ε  sharply decreases between 
1 kHz and 10 kHz at all voltages for Au/n-SiC and 
Au/Al2O3/n-SiC structures. The ε   is almost the 
same constant value from 100 kHz to 500 kHz in the 
accumulation region for Au/n-SiC and Au/Al2O3/n-
SiC structures.  There is an exponential decrease for 
both the Au/n-SiC and the Au/Al2O3/n-SiC 
structures. Just as the Fig. 3, the Fig. 4 shows that 
there is a decrease in the imaginer dielectric constant 
with frequency, while it exhibits an increase with 
voltage especially in the depletion region. The 
characteristic behavior in Fig. 4 demonstrates that 
the energy distribution of the MS and MIS 
constructions decrease as the frequency increases 
[38]. 

Fig. 4 also demonstrates that the value of the ε is 
as low as about four times by means of the 
interfacial insulating layer at the low frequency 
region. The dipoles in the insulator material can be 
polarized under an external applied bias voltage or 
an electric field that displaces the charges from their 
equilibrium position or traps at low and medium 
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frequencies. This explains the evolution of dielectric 
performance as a consequence of relaxation time 
[37, 38]. On the other hand, the change of dielectric 
loss starts in the depletion and accumulation 
regions. Namely there is no change in dielectric loss 
due to no energy loss in inversion region.   and ε  
values are compatible with the results obtained in 
similar studies in the literature [38]. 

 

 

Figure 4 The frequency and voltage dependent 
comparative plots of the dielectric loss () in the 

depletion region of (a) Au/n-SiC and (b) Au/Al2O3/n-
SiC structures 

The experimental results in this research 
demonstrate that both dipole and interface 
polarizations can easily occur at low frequencies 
and trapped charges can follow the AC signal. In 
such a case, the dielectric loss in the inversion 
region does not change even if the frequency 

increases. Therefore, the dielectric loss in the 
inversion remains almost constant. 

The tan is expressed in the formula below [36]: 

𝑡𝑎𝑛𝛿 =
ఌ
ఌ

     (4) 

Fig. 5 exhibits the tan-V and tan-logf (inset 
figure) graphs for MS and MIS structures. 
According to inset figure of Fig. 5, tanrapidly 
decreases between 1 kHz and 10 kHz at all voltages 
for Au/n-SiC and Au/Al2O3/n-SiC structures. 

 

 

Figure 5 The frequency and voltage dependent 
comparative plots of the loss tangent (tan) in the 

depletion region of (a) Au/n-SiC and (b) Au/Al2O3/n-SiC 
structures 

The tanhasalmost the same constant value from 
10 kHz to 500 kHz for Au/n-SiC and Au/Al2O3/n-
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SiC structures.  There is an exponential decrease for 
both the Au/n-SiC and the Au/Al2O3/n-SiC 
structures. The tan-V (Fig. 5) and tan-logf 
diagrams (Fig. 5 inset), which are determined based 
on both  and  values, exhibit peak behavior in 
the medium frequency domain (10 kHz-100 kHz) 
and in the depletion region for the MIS structure, 
while MS structure exhibits peak behavior in the 
high frequency domain and in the depletion region 
(between 1 V and 5V) [39]. 

While frequency increases, tan-logf (inset figure) 
values decrease. The peak position for the MS and 
MIS structures has shifted towards the middle 
frequency region due to the restructuring and 
rearrangement of the surface state. The Fig. 5 also 
shows that there is a decrease in the loss tangent 
with frequency, while it exhibits an increase with 
voltage, especially in the depletion region. This 
increase begins after 5 V for MS structure, while it 
begins after 3 V. On the other hand, it is well known 
that the interfacial properties of C and G/ are 
extremely sensitive to the properties and are the 
effect of Rs [39]. It is seen that surface state density 
and interface polarization values affect the tan-V 
and the tan-logf characteristic values when a bias 
voltage is applied to MS and MIS structure 
according to the literature [40]. This peak behavior 
in the tan-V and the tan-logf plots can only be 
attributed to the interface states. Bulk phenomenon 
in complex systems can easily be interpreted by 
means of electrical modulus formalism. The 
evaluation of the electrical modulus as a function of 
the frequency gives rise to understand the relaxation 
processes in the studied materials. The Complex 
dielectric data are converted to the M* equation 
using the following formula [41]: 

𝑀∗ =
ଵ

ఌ∗
= 𝑀 + 𝑗𝑀 =

ఌ

ఌ మାఌ మ
+

ఌ

ఌ మାఌ మ
 (5) 

Here, j is the imaginary root (-1), M' and M'' are 
respectively the real and the imaginary parts of 
complex modulus. Fig. 6 (a) and (b) indicate the M-
V graph while Fig. 6 (c) and (d) indicate M-V plots 
for MS and MIS structures. The value of M' for MS 
structure changes between 6.0 and 8.0 in inversion 
region, while it changes between 0.3 and 4.5 as 
rising from low frequency to high frequency in 
depletion and accumulation regions. The value of 

M' for MIS structure changes between 1.2 and 1.4 
in inversion region, while it changes between 0.1 
and 1.2 as rising from low frequency to high 
frequency in depletion and accumulation regions. 
When Fig. 6 (a) and (b) are examined, the rise of M 
values of MS and MIS structures with increasing 
frequency in depletion region is observed. The 
values of M  in the reverse bias exhibit independent 
behavior from frequency. So the characteristics of 
the real electrical modulus versus frequency only in 
the depletion region have been investigated. It is 
also indicated that there is an increase with the 
frequency and a decrease with the voltage in the 
internal graphics of Fig. 6 (a) and (b). The 
polarization effect may cause these characteristic 
behaviors to occur in MS and MIS. 

In addition, the electrical modulus values reach their 
maximum level at high frequencies due to the 
relaxation processes [42]. This can be explained as 
the almost zero approximation of M values at low 
frequencies. In the Fig. 6 (a) and (b), especially 
about 100 kHz for MS structure and 10 kHz for MIS 
structure, M  increases rapidly as frequency 
increases. From 100 kHz to 500 kHz for MS 
structure and from 10 kHz to 500 kHz for MIS 
structure, the conduction mechanism can be 
positively affected by the short-range mobility of 
the charge carriers in the interfaces of structures. 
This indicates that there is no restoring force under 
the influence of a constant electric field. That 
means, the charge flow may not occur. [43].The 
value of M'' for MS structure changes between 0.01 
and 0.095 in inversion region, while it changes 
between 0 and 0.035 in depletion region and 
between 0 and 0.040 accumulation regions. The 
value of M'' for MIS structure changes between 0 
and 0.035 in inversion region, while it changes 
between 0 and 0.05 in depletion region and between 
0.01 and 0.065 accumulation regions. In the Fig. 6 
(c) and (d), the M"-V plot has a peak point for both 
samples in a given voltage range. The voltage 
ranges from bottom to the peak positions of the M"-
V characteristics with increasing frequency to 
determine the distance that the load carriers are 
mobile at long distances. 
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Figure 6 (a) and (b) characteristics of the real electrical modulus for Au/n-SiC and Au/Al2O3/n-SiC structures, 
respectively. (c) and (d) characteristics of the imaginary electrical modulus for Au/n-SiC and Au/Al2O3/n-SiC 

structures, respectively 

The values in both the reverse and forward bias 
exhibit frequency dependent behavior. There is also 
a decrease with increasing frequency in the reverse 
bias region. 

However, peak distribution in the imaginary 
electrical modulus of both samples exhibit only in 
the depletion region. So the characteristics of the 
imaginary electrical modulus versus frequency only 
in the depletion region have been investigated. In 
this study the Fig. 6 (c) and (d) shows that there is a 
decrease with the frequency. Moreover, there is an 
increase with the voltage at low frequency region, 
while there is a decrease with voltage at high 
frequency region in the internal graphics.  

On the other hand, a very distinct peak is seen in the 
internal graph of Fig.6 (d) and increasing voltage 

shifts the peak position towards the high frequency 
region. This characteristic change in the imaginary 
electrical modulus of the insulator interfacial 
material can be attributed to surface polarization 
effects and the relaxation mechanism of dipoles 
formed between semiconductor and insulator [41]. 
Otherwise, the peak position of M shifts to the left 
due to the effect of the insulating layer since, the 
insulating layer reduces the contribution to the 
values of ε and ε  by regulating the interface states. 
By means of the insulation layer, the shifting 
modulus peak also contributes significantly to the 
correlation between the mobility of the moving load 
carriers [43]. M  and M  values are compatible with 
the results obtained in similar studies in the 
literature [24, 38]. 
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The frequency and voltage dependent AC electrical 
conductivity of both MS and MIS structures are 
given by the following formula [33] and the 
characteristic in the depletion region is exhibited in 
Fig. 7. 

𝜎௔௖ = 𝜔𝐶𝑡𝑎𝑛𝛿(𝑑 𝐴⁄ ) = 𝜀ᇱᇱ𝜔𝜀଴ (6) 

It is also seen in the Fig. 7 (b), ac reaches to higher 
values by means of interfacial layer. Compared the 
Fig. 7 (a) and (b), it is also clear that the MIS 
structure has higher conductivities than MS. The 
increase in AC conductivity can be ascribed to the 
characterization of the loss tangent as well as to the 
reduction of defects at interfaces with increasing 
frequency [44]. 

 

 
Figure 7 The frequency and voltage dependent 

comparative plots of the ac electrical conductivity 
(ac) in the depletion region of (a) Au/n-SiC and (b) 

Au/Al2O3/n-SiC structures 

It is obviously seen from Fig. 7 (a) and (b) that AC 
electrical conductivity has higher values in the 

depletion and accumulation regions. Then, it is 
saturated in the accumulation region (high forward 
bias) due to series resistance of samples. Moreover, 
ac increases as the frequency increases. This 
characteristic change in the ac can be ascribed to 
the increase of surface polarization effects with 
increasing frequency and the occurrence of series 
resistance in the high voltage region [45]. As a 
result, these characteristic behaviors that the 
dielectric properties were developed by means of 
the Al2O3 layer effect. 

4. CONCLUSION 

In this study, Au/n-SiC Metal-semiconductor (MS) 
and Au/Al2O3/n-SiC Metal-Insulator-
Semiconductor (MIS) structures were produced to 
investigate the electric and dielectric properties at 
room temperature. For this research, the dielectric 
characteristics of the structures were carried out by 
applying a (-3V) - (9V) bias voltage at a frequency 
range of 1 kHz-500 kHz and at room temperature. 
Al2O3 (70 Å thick) was used as a high dielectric 
interfacial insulating layer between the metal and 
the semiconductor to enhance the performance of 
the MIS structure compared with the MS structure. 
It is evident that the dielectric parameters strongly 
depend on the frequency and voltage in the 
depletion and accumulation regions mainly due to 
the interface polarization and interface traps. The 
obtained results show that each of the parameters , 
 and tan exhibits a sharp decrease with 
increasing frequency due to the applied bias voltage, 
whereas real part of electrical modulus 
characteristics increase with increasing frequency at 
high forward bias region. However, imaginary part 
of electrical modulus characteristics decreases with 
increasing frequency at low reverse bias region. The 
high frequency variation in  and   can be 
ascribed to Maxwell-Wagner and field charge 
polarization. The larger values of  may depend on 
the dielectric properties of the insulator Al2O3 and 
the trapped electron density at the interfaces 
between MS and MIS structures. The M" has a peak 
point for both structures in a given frequency range. 
The frequency ranges from the bottom to peak 
position of the M" characteristics determine the 
mobile distances of the charge carriers at long 
distances. Otherwise, the peak position of M shifts 
to the left due to the effect of the insulating layer. 
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We believe this study will clarify the characteristics 
of MIS capacitors and help in finding solutions to 
some problems in interface states due to the fact that 
minimizing the interface states between metal-
semiconductor on MIS structure with high dielectric 
material Al2O3. Hence, our method in this study will 
considerably contribute to the production of 
electronic devices with metal-insulator-
semiconductor. In addition, it is thought that such 
materials will increase the current level of MIS 
electronic devices in the future due to the minimum 
interface conditions. In conclusion, the Al2O3 
interface insulating layer leads to a significant 
improvement in capacitance and dielectric constant 
compared to SiO2 so that more charge or energy can 
be stored. 
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Phytochemical Screening of Bioactive Components of Medicinal Plant 
Ajuga chamaepitys subsp. laevigata (Banks & Sol.) P.H.Davis and Ajuga 

bombycina Boiss. by GC-MS Analysis 

 

Alevcan KAPLAN*1 

 

Abstract 

Herbal plants have been a source of food for human beings for many years; they have also 
frequently been used as an alternative to modern medicine. Because synthetic drugs have 
possible side effects and are often considerably expensive, understanding how various plants 
are used for the treatment of specific ailments has become increasingly important. Plant 
extracts contain multiple active constituents and this has led to the production of new drugs 
and chemicals derived from the various parts of plants. In Anatolian folk medicine, Ajuga L. 
(Lamiaceae) species are used by people in many villages and towns for the therapeutic value 
of their bioactive components. This study was thus designed to examine the possible bioactive 
components of Ajuga bombycina Boiss. (an endemic species) and Ajuga chamaepitys subsp. 
laevigata (Banks & Sol.) P.H.Davis. In the study the bioactive components of the GC-MS 
analysis of dried leaves and flower samples were screened using an Agilent 7890B GC- 
5977MSD model with hexane as solvent. Phytochemicals which have a wide range of 
biological applications and high therapeutic value were found in the samples. 

Keywords: Medicinal plants, bioactive components, GC-MS analysis, Ajuga L. 
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1.INTRODUCTION 

For centuries, herbal medicine has been one of 
the bases of medical treatment, and such 
traditional medicine is still widely practiced 
today. The World Health Organization (WHO) 
has estimated that up to 80 % of people 
worldwide still rely on traditional medical 
remedies such as the use of plants [1-2]. Modern 
medicine recognizes herbal medicine as a form 
of alternative medicine because its practice is not 
strictly based on evidence gathered using the 
scientific method. On the other hand, modern 
medicine does use many plant-derived 
compounds as the basis for evidence-tested 
pharmaceutical drugs. Phytotherapy works to 
apply modern standards of testing to medicines 
that are derived from natural sources. Analyzing 
the bioactive compounds in plants has led to the 
discovery of new drugs which provide effective 
protection and treatment against various diseases 
[3-4]. 

The genus Ajuga L. consists of about 90 species, 
mostly scattered across the northern temperate 
zone. The genus is also seen in South Africa and 
Australia. Members of the genus Ajuga L., which 
belongs to the family Lamiaceae, grow naturally 
or are cultivated in Europe, Asia, Africa, 
Australia and North America [6]. The Ajuga 
genus is represented in Anatolia by 23 taxa, 13 
species and 10 subspecies [7]. Most of the plants 
belonging to this genus are used as an 
anthelmintic, diuretic, anti-fungal, anti-
inflammatory and antimycobacterial agents, and, 
in traditional medicine, for fever, toothache, 
dysentery, high blood pressure and 
gastrointestinal disorders. In addition, they are 
used to prevent pest growth. Phytoecdysteroids, 
neo-clerodane-diterpenes, diterpenes, triterpenes, 
sterols, anthocyanidin-glycosides, iridoid 
glycosides, withanolides, flavonoids, 
triglycerides and essential oils have been isolated 
from one of the members of the Ajuga genus. 
The biological, pharmacological and therapeutic 
properties of these compounds include anabolic, 
analgesic, antibacterial, antiestrogenic, anti-
hypertensive, antitumor, 
antimalarial/antiplasmodial, antimycobacterial, 
antioxidant, antipyretic, larvae and insect 

antifeedant, cardiotonic, cytotoxic, 
hypoglycemic, vascular-relieving and insect 
growth effects. The Ajuga genus thus has both 
medical and economic significance. [6] 

In the present study, phytochemical analysis of 
A.bombycina and Ajuga chamaepitys. subsp. 
laevigata was carried out to identify their 
therapeutic value. Prior to this study, it was 
found that there was only a limited number 
studies of the bioactive composition of A. 
bombycina and Ajuga chamaepitys subsp. 
laevigata in the scientific literature. This 
research was thus conducted to define the 
qualitative bioactive compositions of these 
traditionally used medicinal plants, to identify 
possible drug precursors and to point the way 
towards further studies. 

2. MATERIAL AND METHOD 

2.1. Collection and Identification of Plant 
Material 

Fully matured leaves and flowers were collected 
from Konya Kent Ormanı, Konya, Turkey 
(Ajuga bombycina), and Batı Raman Campus, 
Batman, Turkey (Ajuga chamaepitys subsp. 
laevigata) (Figure 1). The botanical identity of 
the plant was confirmed by Dr. Alevcan Kaplan. 
This identification was made using Volume 7 of 
the Flora of Turkey [8]. The collected, disease-
free leaves and flowers were washed to remove 
dust and other plant materials, and were shade-
dried at room temperature. The dried leaves and 
flowers were then ground to a powder using an 
electric grinder and kept separately for future 
research in lidded containers. 
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Figure 1 General view of plants (A: Ajuga chamae-

pitys subsp. laevigata B: Ajuga bombycina) 
Photo: A. Kaplan 

 

2.2. Plant Sample Extraction for GC-MS 
Analysis 

The n-hexane extract of the plants was obtained 
using the Soxhlet extractor. 10 g of powdered 
plant samples were put into the Soxhlet extractor 
and the required amount was obtained by 
repeatedly using 100 ml of n-hexane (boiling 
point about 40 - 60 ° C) as solvent extract for 
four (4) hours. The oil was kept in a refrigerator 
without further processing until required for 
analysis. 

2.3. Gas Chromatography-Mass Spectrometry 
Analysis 

Gas chromatography-Mass spectrometry (GC-
MS) analysis of n-hexane extracts of plants were 
performed using Agilent 7890B GC- 5977MSD 
model with the column length (30 m), diameter 
(250 μm) and film thickness (0.25 μm) was used 
with Helium (99.9995 % purity) as the carrier 
gas, operating in electron impact mode at 70 eV. 
and the GS-MS condition during the research is 

following conditions. Injector temperature was 
250 oC, ion-source temperature 200 °C split flow 
was 2.4 ml / min. The oven temperature was 
programmed 120 oC (5 oC / min, 7 min), 150 oC 
(5 oC / min, 7 min), 200 oC (5 oC / min, 7 min), 
220 oC (5 oC / min, 7 min), 240 oC (5 oC / min, 7 
min), 250 oC (5 oC / min, 7 min). Split flow was 
2.4 ml / min and an injection volume of 1 µl was 
employed (split ratio of 2:1). The hexane extract 
of plants were injected with syringe manually for 
total bioactive components of leaf and flower 
samples. Total GC running time is 68 min. 

2.4. Identification of Compounds 

Interpretation of bioactive components on mass 
spectrum of GC-MS was carried out using 
spectrometric electronic libraries (W9N11.L, 
MPW2011.L and RTLPEST3.L). The mass 
spectrum of the unknown component was 
compared to the spectrum of the known 
components stored in these libraries. The name, 
the nature of the compound, molecular weight, 
molecular formula and structure of the 
components of the test materials have been 
confirmed. 

3. RESULTS AND DISCUSSIONS 

Medicinal plants a revaluable sources of 
treatments for the prevention of diseases and 
protection of human health [9]. Turkey has a 
long tradition and knowledge of folkloric 
medicine and an abundance of flora, and thus 
provides a rich source of research on this topic. 
Most Turkish people living in the countryside 
have traditionally used plants for therapeutic 
purposes, generally using herbs both for nutrition 
and as forms of medicine. In recent years, this 
traditional use of plants to combat disease in 
Turkey has attracted the attention of a number of 
researchers [10]. To study this usage, plant 
metabolites are extracted using various methods, 
including maceration, boiling, Soxhlet 
extraction, microwave-assisted extraction, 
supercritical fluid extraction and the ultrasound 
assisted extraction method [11]. As the Soxhlet 
extraction technique is theeasiest method, one 
that uses simple and inexpensive equipment and 

A 

B 
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that requires little effort, it is still routinely used 
in laboratories today [12]. The efficiency of 
extraction depends on various factors, such as 
the nature of the phytochemical components, the 
extraction method, the particle size, extraction 
time, temperature, pH, solute/solvent ratio, and 
solvent polarity [13]. Proper use of the solvent 
system is essential in order to achieve higher 
extract yields, polyphenols and bioactive 
compounds [14]. Hexane is used because it is a 
solvent that can be easily removed without 
leaving any residue, has a low moisture 
absorption and a relatively low boiling point 
(nonpolar solvent; dipole moment <0.1), and can 
easily penetrate into particles without toxicity in 
both liquid and vapor [15] .In this context, the 
bioactive composition and the main ingredients 
present in the Ajuga chamaepitys subsp. 
laevigata and Ajuga bombycina are shown in 
Tables 1 and 2, and chromatograms are 
presented in Figures 2 and 3, respectively. 

The leaf and flower sample of Ajuga 
chamaepitys subsp. laevigata was air-dried and 
powdered and subjected to qualitative 
phytochemical analysis with hexane. 
Approximately seven bioactive compounds were 
identified from the sample (leaves and flowers 
together). The retention time of the bioactive 
compounds of sample varied from 11.650 to 
65.225, and the area percentage varied from 1.26 
to 47.57. A list of the bioactive components of 
the sample is given in the Table 1, with the name 
of the compound, molecular formula, molecular 
weight, retention time, peak area percentage, and 
the nature of the compound. The chromatogram 
information for the sample is given in Figure 2. 
It was found that main constituents of sample 
were 2-ethyl-1,3-hexanediol (6.27 %), 
neophytadiene (4.02  %), tricosane (1.26 %), 
pentacosane (1.86 %), heptacosane (47.57 %), 
eicosane (1.50 %), celidoniol (35.46  %). The 
compound 2-ethyl-1,3-hexanediol is known for 
its antiparasitic qualities andis used in 
ectoparasiticides, incl. scabicides, insecticides 
and repellents [16-17]. Neophytadiene has been 
reported to have antimicrobial, antioxidant, 
antiviral, antifungal activities, to be effective 
against lung cancer cells and to have good 
analgesic, antipyretic and anti-inflammatory 

effects [18-23]. Tricosane is known for to be 
effective against the foraging behavior of 
Trichogrammatids, cruciferous host plants and 
host larval bodies of Plutella xylostella and for 
behavioural manipulation of Cotesia plutellae 
[24-25-26]. Pentacosane is a volatile pheromone 
and induces avoidance responses in aphid 
parasitoids with varying host ranges [27-28]. 
Heptacosane has antioxidant, antibacterial, 
antimalarial, antitumor and 
antidermatophyticeffects [29-30-31]. Eicosane is 
known for its antioxidant and antitumor activity 
[32]. Celidoniol is antibacterial and anti-
inflammatory, and is involved in chemical 
communication especially in the Anopheles 
stephensi mosquito and is a pheromone of 
Orgyia leucostigma [33-34-35-36]. Based on 
GC-MS studies, most of the chemical 
components appear to be biologically active 
compounds and have been found to have 
pharmacological activities that have therapeutic 
effects. The presence of different bioactive 
compounds justifies the use of the leaf for 
various ailments by traditional practitioners. In 
particular, the high percentage of celidoniol and 
heptacosane, which are major components with 
very different biological activities, is 
advantageous in using the plant. In addition, the 
results of the GC-MS profile can be used as a 
pharmacognostical tool for plant identification. 
[37 ] isolated a new clerodane diterpene and 
some other compounds from the Ajuga 
chamaepitys subsp. laevigata plant. Among the 
compounds they isolated were ajugalaevigatic 
acid, a diterpene, (13S) -15-hydroxylabd-8 (17) -
en-19-oic acid, a steroidal glucoside, 3-O-β -D-
glucopyranosyl-stigmasta-5,25- diene, and 
triterpenes, α- and β -amyrin and ursolic acid. 
They performed a structural elucidation of the 
compounds by NMR and MS spectroscopic 
analysis. [38] detected 19 bioactive components 
in leaf extracts and 13 in flower extracts of 
Tagetes erecta L. This is similar to present study, 
in which celidoniol was found to be among the 
dominant components. In addition, [39] 
determined the bioactive components of Barleria 
courtallica in which heptacosane was among the 
dominant compounds in their studies. This result 
is similar to that of the present study. Most of 
these phytocomponents were also identified from 
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various plant extracts by [40] from Hugonia 
mystax L.; [41] from Lawsonia inermis Linn.; 

[42] from Aplotaxis auriculata. 

 

Table 1 
GC-MS analysis of bioactive components  in hexane extract of Ajuga chamaepitys subsp. laevigata 

No Name of the compound Molecular 
formula 

Molecular 
weight 

RT Peak 
area(%) 

Nature of the 
compound 

Chemical structure 

1 2-Ethyl-1,3hexanediol C8H18O2 146.23 g mol-1 11.650 6.27 Aliphatic alcohol 

 
2 Neophytadiene C20H38 278.5 g mol-1 27.534 4.02 Aliphatic acyclic 

compound 

 
3 Tricosane  C23H48 324.6 g mol-1 42.273 1.26 N-Alkane 

 
4 Pentacosane  C25H52 352.7 g mol-1 50.157 1.86 N-Alkane 

 
5 Heptacosane  C27H56 380.7 g mol-1 57.083 47.57 N-Alkane 

 
6 Eicosane  C20H42 282.5 g mol-1 61.190 1.50 N-Alkane 

 
7 Celidoniol C29H60O 424.8 g mol-1 65.225 35.46 N-Alkane 

 

 

 
Figure 2 Chromatogram of  Ajuga chamaepitys subsp. laevigata 

 

The leaf and flower sample of Ajuga bombycina 
was also air-dried and powdered and subjected to 
qualitative phytochemical analysis with hexane. 
Approximately five bioactive compounds were 
identified from the sample (leaves and flowers 
together) extracts. The retention time of the 

bioactive compounds of sample varied from 
11.621 to 65.225 and the area percentage varied 
from 2.46 to 44.52. A list of bioactive 
components from the sample is given in the 
Table 2 with the name of the compound, 
molecular formula, molecular weight, retention 
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time, peak area percentage, and the nature of the 
compound. The chromatogram information for 
the sample is given in Figure 3. It was found that 
main constituents of the sample were 2-ethyl-
1,3hexanediol (2.46 %), trans-caryophyllene 
(5.80 %), docosane (45.34 %), eicosane (1.45 
%), celidoniol (44.52 %). From these bioactive 
ingredients, docosane is report to aid in host egg 
parasitization, and can be used as a biocontrol 
agent and for antimicrobial, antioxidant and 
functional food nutraceutical applications [43-
44-45]. Trans-caryophyllene is known for its 
anti-inflammatory, analgesic, antipyretic, and 
platelet-inhibitory activities. It acts by blocking 
the synthesis of prostaglandins by inhibiting 
cyclooxygenase, which converts arachidonic 
acid to cyclic endoperoxides, the precursors of 
prostaglandins [46-47-48]. In particular, the high 
percentage of celidoniol and docosane, which are 
major components with very different biological 
activities, is advantageous in using the plant in 
the same way. [49] screened water-distilled 
essential oil from Ajuga bombycina analyzed by 
GC-MS. GC-MS analysis of extract of Ajuga 
bombycina aerial parts revealed the presence of 
various chemical component and the prevailing 

components in water extract were β-pinene (28.2 
%), α-pinene (18.5 %), germacrene D (8.5 %), 
and β-phellandrene + limonene (6.9 %).  [50] 
screened the bioactive components of 
Plectranthus amboinicus leaves using GC-MS.  
GC-MS analysis of extract of Plectranthus 
amboinicus leaves found that they also contained 
celidoniol (nonacosane) as the dominant 
component. While [41] and [51] found that the 
plant extracts used in their studies contain less 
docosane (0.17 % and 0.29 %, respectively), a 
high amount of docosane was obtained in the 
present study (45.34 %). This suggests that using 
the plant in areas where the docosane molecule is 
frequently used will be advantageous. Similarly, 
a GC-MS analysis of the bioactive components 
of Evolvulus alsinoides (L.) was performed by 
[52]. They identified 16 bioactive compounds 
from whole plant ethanolic extracts and reported 
that the bioactive compounds contained in 
Evolvulus alsinoides had a wide range of 
benefits. The study thus supported their 
traditional use for various disorders. 
 

 

 

Table 2 
  GC-MS analysis of bioactive components in hexane extract of Ajuga bombycina 

No Name of the 
compound 

Molecular 
formula 

Molecular 
weight 

RT Peak 
area 
(%) 

Nature of the 
compound 

Chemical structure 

1 2-Ethyl-
1,3hexanediol 

C8H18O2 146.23 g mol-1 11.621 2.46 Aliphatic alcohol 

 
2 trans-Caryophyllene C15H24 204.35g mol-1 11.936 5.80 Aliphatic 

heteropolycyclic 
compound  

3 Docosane C22H46 310.6 g mol-1 57.083 45.34 N-Alkane 

 
4 Eicosane  C20H42 282.5 g mol-1 61.190 1.56 N-Alkane 

 
5 Celidoniol C29H60O 424.8 g mol-1 65.225 44.52 N-Alkane 
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Figure 3 Chromatogram of Ajuga bombycina 

This study subjected the hexane extracts of 
Ajuga bombycina and Ajuga chamaepitys subsp. 
laevigata to GC-MS analysis and various major 
phytocompounds were identified. Both species 
contain significant amounts of compounds with 
biologically significant activity. The physical 
and chemical properties of vegetable oils largely 
depend on the percentages and types of fatty 
acids they contain, and the fatty acid 
composition of plants is not constant. The 
synthesis and content of fatty acids can vary 
depending on genetic, ecological, morphological, 
physiological and cultural practices, as well as 
on other factors [53]. The presence of various 
bioactive chemical compounds supports the use 
of this plant by traditional medicine practitioners 
for various ailments [9]. Studies have been 
carried out in this field for a considerable period 
of timeand this research continues today [54-61]. 
The present study investigated the potential for 
using specific plants rich in bioactive chemical 
components for their therapeutic effects. 

4. CONCLUSION 

This current investigation of Ajuga bombycina 
and Ajuga chamaepitys subsp. laevigata samples 
(leaf and flower) revealed that they contain a 
wide range of bioactive phytochemicals with 
high therapeutic values. In particular, celidoniol, 
heptacosane and docosane molecules were found 
in large amounts, showing that these plants are a 

candidate drug plant that can be used for 
antibacterial, anti-inflammatory, antitumor, 
pheromone, antimalarial, antioxidant, 
antidermatophytic purposes and as nutraceutical 
and functional food nutraceutical ingredients. On 
the other hand, the remaining phytochemicals 
can be used for their antiparasitic and platelet-
inhibitory activities, as insecticides, and are 
analgesics and antipyretics etc. More research on 
these phytochemicals will lead to lower-cost 
drug interventions with fewer side effects. At the 
same time, it will be necessary to further purify 
and analyze these major chemical components 
that play biologically active roles and to 
investigate them in greater details. Further 
research will also be necessary in order to 
develop these plants for use in treating specific 
illnesses. 

Acknowledgements 

The author thanks David Duffy for linguistically 
reviewing the paper. 

Funding 

The author received no financial support for the 
research, authorship, and/or publication of this 
paper. 

 

Alevcan KAPLAN

Phytochemical Screening of Bioactive Components of Medicinal Plant Ajuga chamaepitys subsp. laevigata...

Sakarya University Journal of Science 24(5), 1053-1064, 2020 1059



The Declaration of Conflict of Interest/ 
Common Interest 

No conflict of interest or common interest has 
been declared by the author. 

The Declaration of Ethics Committee Approval  

The author declares that this document does not 
require an ethics committee approval or any 
special permission. 

The Declaration of Research and Publicatıon 
Ethics  

The author of the paper declares that she 
complies with the scientific, ethical and 
quotation rules of SAUJS in all processes of the 
article and that she does not make any 
falsification on the data collected. In addition, 
she declares that Sakarya University Journal of 
Science and its editorial board have no 
responsibility for any ethical violations that may 
be encountered, and that this study has not been 
evaluated in any academic publication 
environment other than Sakarya University 
Journal of Science. 

REFERENCES 

[1] L. Tripathi and JN. Tripathi, “Role of 
Biotechnology in Medicinal Plants”, 
Tropical Journal of Pharmaceutical 
Research, vol. 2, no. 2, pp.243-253, 2003. 

[2] SO. Odesanmi,  RA. Lawal, SA. 
Ojokuku,  “Effects of ethanolic extract of 
Tetrapleura tetraptera on Liver Function 
Profile and Histopathology in Male 
Dutch White Rabbits”, International 
Journal of Tropical Medicine, vol. 4, no. 
4, pp.136-139, 2009. 

[3] K. Sheeja, C.  Karthar,  “Activation of 
cytotoxic Tlymphocyte responses and 
attenuation of tumor growth in vitro by 
Andrographis paniculata extract and 
andrographolide”, Immunopharmacology 

and Immunotoxicology, vol. 29, pp.81-
93, 2007. 

[4] PK. Mukherjee, V. Kumar, PJ. Houjhtor, 
“Serenity of Indian medicinal Plants for 
acetyl cholinesterase inhibitory activity”, 
Phytotherapy Research, vol.21 no. 12, pp. 
1142-5, 2007. 

[5] YB. Köse, S. Alan, MB. Mutlu, T. Güner, 
Batı Anadolu Bölgesinde Yayılış 
Gösteren Ajuga L. Cinsine Ait 
Taksonların Taksonomik ve Ekolojik 
Özellikleri”, Bilimsel Araştırma Projesi, 
Anadolu Üniversitesi, Eskişehir, 2011. 

[6] ZH. Israili, B. Lyoussi, 
“Ethnopharmacology of the Plants of 
Genus Ajuga”, Pakistan Journal of 
Pharmaceutical Sciences, vol.22, no.4, 
pp. 425-462, 2009. 

[7] A. Güner, S. Aslan, T. Ekim, M. Vural, 
M. Babaç, “Türkiye Bitkileri Listesi 
Damarlı Bitkiler”, Nezahat Gökyiğit 
Botanik Bahçesi ve Flora Araştırmaları 
Derneği Yayını, İstanbul, 2012. 

[8] PH. Davis, “Flora of Turkey and the East 
Aegean Islands, Edinburgh”, Edinburgh 
University Press, vol.7, pp. 42- 52, 1982. 

[9] S. Padmavathy, DN. Nair, and T. Shanthi, 
“GC-MS Analyses of Bioactive 
Components in Gaultheria fragratissima 
Wall, Asian Journal of Pharmaceutical 
and Clinical Research, vol. 7, no. 1, pp. 
83-85, 2014. 

[10] M. Nadiroğlu, L. Behçet, and Çakılcıoğlu 
U, “An ethnobotanical survey of 
medicinal plants in Karlıova (Bingöl-
Turkey)”, Indian Journal of Traditional 
Knowledge, vol.18, no. 1, pp. 76-87, 
2019. 

[11] NN. Azwanida, “A review on the 
extraction methods use in medicinal 
plants, principle, strength and limitation”, 
Medicinal & Aromatic Plants, vol. 4, 
no.3, pp. 196, 2015. 

[12] SE. Büyüktuncel, “Gelişmiş Ekstraksiyon 
Teknikleri I”, Hacettepe Üniversitesi 

Alevcan KAPLAN

Phytochemical Screening of Bioactive Components of Medicinal Plant Ajuga chamaepitys subsp. laevigata...

Sakarya University Journal of Science 24(5), 1053-1064, 2020 1060



Eczacılık Fakültesi Dergisi, vol. 32, no. 
2, pp. 209-242, 2012. 

[13] QD. Do, AE. Angkawijaya, PL. Tran-
Nguyen, LH. Huynh, FE. Soetaredjo, S. 
Ismadji, YH. Ju, “Effect of extraction 
solvent on total phenol content, total 
flavonoid content, and antioxidant 
activity of Limnophila aromatic”, Journal 
of Food and Drug Analysis, vol. 22, no. 
3, pp. 296-302, 2014. 

[14] SB. Iloki-Assanga, LM. Lewis-Lujan, 
CL. Lara-Espinoza, AA. Gil-Salido, D. 
Fernandez-Angulo, JL. Rubio-Pino, DD. 
Haines, “Solvent effects on 
phytochemical constituent profiles and 
antioxidant activities, using four different 
extraction formulations for analysis of 
Bucida buceras L. and Phoradendron 
californicum”, Complementary and 
Alternative Medicine BMC Research 
Notes, vol. 8, no. 1, pp. 396, 2015. 

[15] O. Sevindik, S. Selli, “Üzüm çekirdek 
yağı eldesinde kullanılan ekstraksiyon 
yöntemleri”, Gıda, vol. 42, no. 1, pp. 95-
103, 2017. 

[16] J. Drapeau, M. Verdier, D. Touraud, U. 
Kröckel, M. Geier, A. Rose, W. Kunz, 
“Effective insect repellent formulation in 
both surfactantless and classical 
microemulsions with a long-lasting 
protection for human beings”, Chemistry 
& Biodiversity, vol. 6, no.6, pp. 934-47, 
2009. 

[17] P. Fowler, K. Smith, J. Young, L. Jeffrey, 
D. Kirkland, S. Pfuhler, P. Carmichael, 
“Reduction of misleading ("false") 
positive results in mammalian cell 
genotoxicity assays. I. Choice of cell 
type”, Mutation Research, vol. 742, no. 
1-2, pp.11-25, 2012. 

[18] R. Jeyadevi, T. Sivasudha, A. Ilavarasi, 
and N. Thajuddin, “Chemical 
Constituents and Antimicrobial Activity 
of Indian Green Leafy Vegetable 
Cardiospermum halicacabum”, Indian 
Journal of Microbiology, vol. 53, pp. 
208-213, 2012. 

[19] S. Santoyo, L. Jaime, M. Plaza, M. 
Herrero, I. Rodriguez-Meizoso, E. 
Ibañez, and G. Reglero, “Antiviral 
compounds obtained from microalgae 
commonly used as carotenoid sources”, 
Journal of Applied Phycology, vol. 24, 
pp. 731-741, 2012. 

[20] A. Maxia, D. Falconieri, A. Piras, S. 
Porcedda, B. Marongiu, M. Assunta Frau, 
MJ. Gonçalves, C. Cabral, C. Cavaleiro 
and L. Salgueiro, “ Chemical 
Composition and Antifungal Activity of 
Essential Oils and Supercritical CO2 
Extracts of  Apium nodiflorum (L.) Lag.”, 
Mycopathologia, vol. 174, no. 1, pp. 61-
67, 2012. 

[21] RB. Venkata, LA. Samuel, M. Pardha 
Saradhi, B. Narashimha Rao, A. Naga 
Vamsi Krishna, M. Sudhakar, TM.  
Radha Krishnan, “Antibacterial, 
antioxidant activity and GC- MS analysis 
of  Eupatorium odoratum”, Asian Journal 
of Pharmaceutical and Clinical Research, 
vol. 5, no.2, pp. 104-105, 2012. 

[22] JSM. Richardson, G. Sethi, G. Serm Lee, 
and SN. Abdul Malek, “Chalepin: 
isolated from Ruta angustifolia L. Pers 
induces mitochondrial mediated 
apoptosis in lung carcinoma cells”, BMC 
Complementary and Alternative 
Medicine, vol. 16, pp. 389, 2016. 

[23] N. Balpınar and G. Okmen,  “Biological 
Activities and Chemical Composition of 
Senecio vernalis Growing in the Lakes 
Region of Turkey”, International Journal 
of Environmental Science and 
Technology, vol. 16, pp. 5205-5212, 
2018. 

[24] T. Seenivasagan, AV. Paul, “Gas-
chromatography and electroantennogram 
analysis of saturated hydrocarbons of 
cruciferous host plants and host larval 
body extracts of Plutella xylostella for 
behavioural manipulation of Cotesia 
plutellae”, Indian Journal of 
Experimental Biology, vol. 49, no. 5, pp. 
375-86. 2011. 

Alevcan KAPLAN

Phytochemical Screening of Bioactive Components of Medicinal Plant Ajuga chamaepitys subsp. laevigata...

Sakarya University Journal of Science 24(5), 1053-1064, 2020 1061



[25] S. Mathur, A. Zayeem, S. Kanameni, M. 
Tibrewal, N. Wadhwa, P. Arora,  and  A.  
Kumar, “Effect of Various Concentration 
of Octacosane, Pentacosane and 
Tricosane on Foraging Behavior of 
Trichogrammatids”, International Journal 
of Scientific and Research Publications, 
vol. 2, Issue 6, 2012. 

[26] N. Samadi, A. Manayi, M. Vazirian, M. 
Samadi, Z. Zeinalzadeh, Z. Saghari, N. 
Abadian, VO. Mozaffarian, M. Khanavi, 
“Chemical composition and antimicrobial 
activity of the essential oil of Anthemis 
altissima L. var. altissima”, Natural 
Product Research, vol. 26, no. 20, 
pp.1931-4, 2012. 

[27] Y. Nakashima, MA. Birkett, BJ. Pye, and 
W. Powell, “Chemically Mediated 
Intraguild Predator Avoidance by Aphid 
Parasitoids: Interspecific Variability in 
Sensitivity to Semiochemical Trails of 
Ladybird Predators”, Journal of Chemical 
Ecology, vol. 32, pp. 1989-1998, 2006. 

[28] X. Sun, X. Zhang, G. Wu, X. Li, F. Liu, 
Z.  Xin, and J. Zhang, “n-Pentacosane 
Acts as both Contact and Volatile 
Pheromone in the tea Weevil, 
Myllocerinus aurolineatus”, Journal of 
Chemical Ecology, vol. 43, pp. 557- 562, 
2017. 

[29] JR. Kuiate, JM. Bessière, PH. Zollo, SP. 
Kuate, “Chemical composition and 
antidermatophytic properties of volatile 
fractions of hexanic extract from leaves 
of Cupressus lusitanica Mill. from 
Cameroon”, Journal of 
Ethnopharmacology, vol. 16, no.103(2), 
pp. 160-5, 2006. 

[30] S. Kumar, R. Malhotra, D. Kumar, 
“Euphorbia hirta: Its chemistry, 
traditional and medicinal uses, and 
pharmacological activities”, 
Pharmacognosy Reviews, vol. 4, no. 7, 
pp.58-61, 2010a. 

[31] MB. Jemia, C. Formisano, S. Bancheva, 
M. Bruno, F. Senatore, “Chemical 
composition of the essential oils of 
Centaurea formanekii and C. orphanidea 

ssp. thessala, growing wild in Greece”, 
Natural product communications, vol. 7, 
no.8, pp. 1083-6, 2012. 

[32] R. Sivasubramanian and P. Brindha, “In-
vitro cytotoxic, antioxidant and GC-MS 
studies on Centratherum punctatum 
cass.”,  International Journal of 
Pharmaceutical Sciences, vol. 5, no. 3, 
pp. 364-367, 2013. 

[33] GG. Grant, D. Frech, L.  MacDonald, 
KN. Slessor, and King GGS. “Copulation 
releaser pheromone in body scales of 
female whitemarked tussock moth, 
Orgyia leucostigma (Lepidoptera: 
Lymantriidae): identification and 
behavioral role”, Journal of Chemical 
Ecology, vol. 13, pp. 345-356, 1987. 

[34] B. Brei, JD. Edman, B. Gerade, and JM. 
Clark, “Relative Abundance of Two 
Cuticular Hydrocarbons Indicates 
Whether a Mosquito Is Old Enough to 
Transmit Malaria Parasites”, Journal of 
Medicinal Entomology, vol. 41, no. 4, pp. 
807-809, 2004. 

[35] MB. Zakariaa, Z. Vijayasekarana Ilhama, 
and NA. Muhamad, “Anti-Inflammatory 
Activity of Calophyllum inophyllum 
Fruits Extracts”, Procedia Chemistry, vol. 
13, pp. 218-22, 2014. 

[36] YB. Köse, G. Iscan, and B. Demirci,  
“Antimicrobial Activity of the Essential 
Oils Obtained from Flowering Aerial 
Parts of Centaurea lycopifolia Boiss. et 
Kotschy and Centaurea cheirolopha 
(Fenzl) Wagenitz from Turkey”, Journal 
of Essent Oil Bear Plants, vol. 19, no. 3, 
pp. 762-768, 2016. 

[37] G. Topçu, G. Kökdil, Z. Türkmen, W. 
Voelter, E. Adou, and G. David, “A new 
Clerrodane Diterpene and Other 
Constituents from Ajuga chamaepitys 
ssp. laevigata”, Zeitschrift für 
Naturforschung B, vol.59, pp.1, 2014. 

[38] R. Devika and Justin K, “Screening and 
Evaluation of  Bioactive Components of 
Tagetes erecta L. By GC-MS Analysis”, 
Asian Journal of Pharmaceutical and 

Alevcan KAPLAN

Phytochemical Screening of Bioactive Components of Medicinal Plant Ajuga chamaepitys subsp. laevigata...

Sakarya University Journal of Science 24(5), 1053-1064, 2020 1062



Clinical Research, vol. 7, no.2, pp. 58-60, 
2014. 

[39] A. Ponmathi Sujatha, R. Michael 
Evanjaline, S. Muthukumarasamy, V. 
Mohan,  “Determination of Bioactive 
Components of Barleria Courtallica 
Nees (Acanthaceae) By Gas 
Chromatography-Mass Spectrometry 
Analysis”, Asian Journal of 
Pharmaceutical and Clinical Research, 
vol. 10, no. 6, pp. 273-283, 2017. 

[40] G. Rajeswari, M. Murugan, VR. Mohan, 
“ GC-MS analysis of bioactive 
components of Hugonia mystax L. 
(Linaceae)”, Research Journal of 
Pharmaceutical, Biological and Chemical 
Sciences, vol. 3, no. 4, pp. 301-308, 
2012. 

[41] SN. Chandra Dev, De and D. Kantishree, 
MW. Khan, “GC-MS Analysis of  
Phytochemicals of Methanolic Extract of  
Leaves of  Lawsonia inermis Linn.”, 
Indian Journal of Medical and 
Pharmaceutical  Sciences, vol. 3, no. 6, 
pp. 77-82, 2016. 

[42] C. Arunmathi and T. Malarvili, “Analysis 
of bioactive compounds in methanol 
extract of Aplotaxis auriculata rhizome 
using GC-MS”,  Journal of 
Pharmacognosy and Phytochemistry, 
vol.6, no. 3, pp. 243-247, 2017. 

[43] AVN. Paul, S. Singh, and AK. Singh, 
“Kairomonal effect of some saturated 
hydrocarbons on the egg parasitoids, 
Trichogramma brasiliensis (Ashmead) 
and Trichogramma exiguum 
(Hymenoptera: Trichogrammatidae)”, 
Journal of Applied Entomology,  vol.126, 
pp. 409-416, 2002. 

[44] NM. Gumgumjee and SA. Hajar, 
“Antibacterial activities and GC-MS 
analysis of phytocomponents of Ehretia 
abyssinica R.Br. ex fresen”, International 
Journal of Applied Biology 
Pharmaceutical Technology, vol. 6, no.2, 
pp. 236-241, 2015. 

[45] D. Saïdana, MA. Mahjoub, O. 
Boussaada, J. Chriaa, I. Chéraif, Daami 
M, Z. Mighri, AN. Helal, “Chemical 
composition and antimicrobial activity of 
volatile compounds of Tamarix boveana 
(Tamaricaceae)”, Microbiological 
Research, vol. 163, no. 4, pp. 445-55, 
2008. 

[46] B. Bakır, A. Him, H. Özbek, E. Düz, M. 
Tütüncü, “Investigation of the Anti-
inflammatory and Analgesic Activities of 
β-caryophyllene”, International Journal 
of Essential Oil Therapeutics, vol. 2, pp. 
41-44, 2008. 

[47] JP. Pinho, AS.  Silva, BG. Pinheiro, I. 
Sombra, C. Bayma Jde, S. Lahlou, PJ. 
Sousa, PJ. Magalhães, “Antinociceptive 
and antispasmodic effects of the essential 
oil of Ocimum micranthum: potential 
anti-inflammatory properties”, Planta 
Medica, vol. 78, no. 7, pp.681-5, 2012. 

[48] Anonymous.[internet]. Availablefrom 
https://pubchem.ncbi.nlm.nih.gov/compo
und/trans-Caryophyllene, [cited 2020 
April 09], 2020. 

[49] KHC. Baser, M. Kürkcüoğlu, and FZ. 
Erdemgil, “The Essential Oil of Ajuga 
bombycina from Turkey”, Chemistry of  
Natural Compounds, vol.37, pp. 3, 2001. 

[50] MK. Swamy, G. Arumugam, R. Kaur, A. 
Ghasemzadeh, MM. Yusoff, and UR. 
Sinniah,”GC-MS. Based Metabolite 
Profiling, Antioxidant and Antimicrobial 
Properties of Different Solvent Extracts 
of Malaysian Plectranthus amboinicus 
Leaves”, Evidence-Based 
Complementary and Alternative 
Medicine,  
2017.https://doi.org/10.1155/2017/15176
83.  

[51] A. Yaşar, O. Üçüncü, C.  Güleç, H. 
İnceer, S. Ayaz, and N. Yaylı, “GC-MS 
Analysis of Chloroform Extracts in 
Flowers, Stems, and Roots of 
Tripleurospermum callosum”, 
Pharmaceutical Biology, vol. 43, no. 2, 
pp. 108-112, 2005. 

Alevcan KAPLAN

Phytochemical Screening of Bioactive Components of Medicinal Plant Ajuga chamaepitys subsp. laevigata...

Sakarya University Journal of Science 24(5), 1053-1064, 2020 1063



[52] D. Gomathi, M. Kalaiselvi, G. 
Ravikumar, K. Devaki, C. Uma, “GC-MS 
analysis of bioactive compounds from the 
whole plant ethanolic extract of 
Evolvulus alsinoides (L.) L.”, Journal of  
Food Science and Technology, vol. 52, 
no. 2, pp.1212- 1217, 2015. 

[53] Ö. Kılıç, “Marrubium parviflorum subsp. 
parviflorum Bitkisinin Yağ Asidi ve 
Uçucu Yağ Kompozisyonu”, Mus 
Alparslan University Journal of Science, 
vol. 6, no. 1, pp. 487-491, 2018. 

[54] P. Kumar, PS. Kumaravel, and C. Lilitha,  
“Screening of Antioxidant, Total 
Phenolic and GC-MS study of Vitex 
negundo”, Africa Journal of 
Biochemistry and Research, vol. 4, no.7, 
pp.191-195, 2010b. 

[55] P. Kalaisezhiyen, V. Sasikumar, “GC-MS 
evaluation of Chemical constituents from 
methanolic leaf extract of Kedrostis 
foetidissima (Jacq.) Cogn.”, Asian 
Journal of Pharmaceutical and Clinical 
Research, vol. 5, no. 4, pp. 77-81, 2012. 

[56] M. Sermakkani and V. Thangapandian, 
“GC-MS analysis of Cassia italica leaf 
methanol extract”, Asian Journal of 
Pharmaceutical Clinic Research, vol. 5, 
no. 2, pp. 90-94, 2012. 

[57] MI. Bello, SB. Ishidi, and IY. Sudi, 
“Phytochemical Screening and 
Antimicrobial Activity of Ethanolic and 
Aqueous Stembark Extracts of Boswellia 
dalzielli (Hutch)”,  Asian Journal of 
Biochemical and Pharmaceutical, vol. 1, 
no. 3, pp. 194- 198, 2013. 

[58] K.Shibula, S. Velavan, “Determination of 
Phytocomponents in Methanolic Extract 
of Annona muricata Leaf Using GC-MS 
Technique”,  International Journal of 
Pharmacognosy and Phytochemical 
Research, vol. 7, no.6, pp. 1251-1255, 
2015. 

[59] P. Powar and D. Gaikwad,  “GC-MS 
Analysis of Bioactive Compounds of 
Aegiceras corniculatum Bark.”, Indian 

Journal of Plant Sciences, vol. 5, no. 3, 
pp. 13-17, 2016. 

[60] A. Omoregbeee, M. Idu, “GC-MS 
analysis of ethanolic extract of Boswellia 
dalzieliihutch (Burseraceae) root from 
Nigeria”, Chemistry Research Journal, 
vol. 2, no. 2, pp. 33-38. 2017. 

[61] P. Yamuna, P.Abirami, P. Vijayashalini, 
and M. Sharmila, “GC-MS analysis of 
bioactive compounds in the entire plant 
parts of ethanolic extract of Gomphrena 
decumbens Jacq.”, Journal of Medicinal 
Plants Studies, vol. 5, no.3, pp. 31-37, 
2017. 

Alevcan KAPLAN

Phytochemical Screening of Bioactive Components of Medicinal Plant Ajuga chamaepitys subsp. laevigata...

Sakarya University Journal of Science 24(5), 1053-1064, 2020 1064



Sakarya University Journal of Science
ISSN 1301-4048 | e-ISSN 2147-835X | Period Bimonthly | Founded: 1997 | Publisher Sakarya University |

http://www.saujs.sakarya.edu.tr/en/

Title: Neuro Sliding Mode Control for Exoskeletons with 7 DoF

Authors: Haci Mehmet GUZEY
Recieved: 2020-03-29 18:33:24

Accepted: 2020-08-09 11:33:09

Article Type: Research Article
Volume: 24
Issue: 5
Month: October
Year: 2020
Pages: 1065-1073

How to cite
Haci Mehmet GUZEY; (2020), Neuro Sliding Mode Control for Exoskeletons with 7
DoF. Sakarya University Journal of Science, 24(5), 1065-1073, DOI:
https://doi.org/10.16984/saufenbilder.710959
Access link
http://www.saujs.sakarya.edu.tr/en/pub/issue/56422/710959

New submission to SAUJS
http://dergipark.org.tr/en/journal/1115/submission/step/manuscript/new



 

Neuro Sliding Mode Control for Exoskeletons with 7 DoF 

Haci Mehmet GUZEY*1 

Abstract.  

In this work, a novel neuro-sliding mode controller (NSMC) is developed for a 7 degree of 
freedom (DoF) upper limb exoskeleton. Even though the regular sliding mode controller (SMC) 
is very sufficient tool when the unknown dynamics of the system is time invariant, variation in 
the unknown dynamics cannot be handled by regular SMC. Therefore, two-layer neural network 
(NN) is used to approximate the exoskeleton dynamics in the structure of the SMC. Stability of 
the NSMC is developed by using Lyapunov stability criteria. To validate our theoretical claims 
and to compare NSMC with regular SMC, simulation results are provided at the end of the 
paper. In the simulation section, advantage of the NSMC over regular SMC is presented in the 
presence of time-varying unknown exoskeleton dynamics.  

Keywords: Exoskeleton, sliding mode control, neural networks.  

1. INTRODUCTION 

Stroke or cerebrovascular accidents are one of the 
main chronical diseases that seriously affect 
patient’s daily live [1]. Stroke cases are expected 
to increase rapidly in the future in the world. One 
of the biggest reasons for this can be given as the 
aging of the population. In this process, motor 
function or upper limb injuries are expected to 
continue increasingly. Current researches show 
that therapeutic treatments consisting of intensive 
repeated movements of the defective limbs are 
some of known adequate approaches to partially 
rehabilitate the motor ability [2]. Nonetheless, 
therapeutic treatments are labor-intensive and 
expensive, posing a potentially undesirable 
difficulty to patient’s families’ and national 
healthcare services while consuming a lot of time 
and energy. Therefore, it is obvious that there is a 

                                                           
* Corresponding Author: mehmet.guzey@erzurum.edu.tr 
1 Erzurum Technical University, ORCID: https://orcid.org/0000-0002-2215-9536 

significant demand for rehabilitation tools, such 
as exoskeletons, can be used to enhance the motor 
ability of upper/lower limbs and streamline the 
rehabilitation process [7]. 

In [3], the proposed control method comprises 
three major layers: an operating impedance 
control that estimates the users’ arm’s motion 
aims and guarantees an spontaneous response of 
the dress to the wearers’ motions; a mid-level 
controller that compensates the transmission 
backlash and calculates desired position of the 
actuator from the reference arm motion ; a 
nonlinear low-level controller which drives the 
actuators by compensating the nonlinear 
dynamics to produce the desired assistive torques 
at the joints. 

In [4], human-machine interaction is dealt. 
Intentional reaching direction (IRD) is estimated. 
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Motion intentions of the wearers’ upper limb is 
estimated by designing a human-robot interface 
which contains force-sensing resistors in real 
time.    

The exoskeletons developed in [3], [4] controls 
only arm, excludes the hand and fingers. 
However, in [5], authors focused on the design 
and control of (CAREX-7),  a 7-degreeof-
freedom cable-driven arm exoskeleton used for 
active motion (inclusive of Rotation and 
translation) assistance or training of the whole-
arm, including hand and fingers. 

In all aforementioned works [3]-[5], nonlinear 
system Dynamics are assumed to be known. 
However, the dynamics model of the 
exoskeletons may not be accurate and changes for 
each patient. Therefore, uncertain exoskeleton 
dynamics should be approximated through neural 
network algorithms. Recently, an adaptive control 
algorithm was developed for the upper-limb 
exoskeleton in [6] by using NN. 

In the meanwhile, one of nonlinear control 
schemes which does not require system’s 
dynamic model is the SMC scheme. SMC can be 
considered as a simple and capable controller 
since it has been utilized in variety of motion 
control operations. One of the power of SMC is 
that closed loop stability of the controlled system 
is guaranteed through Lyapunov’s stability 
theorem for either non model based or model 
based designs [6]-[12]. The performance of non-
model based SMC lean on the properly selection 
of nonlinear gains, that is time consuming. 
Nonlinear gains have to handle the entire 
exoskeleton dynamics that is usually uncertain 
and time-varying/ patient-varying. To deal with 
the uncertainty problem, neural network is used 
[11]-[13], and fuzzy logic based controller is 
utilized in the structure of the SMC [14]. 

In this work, a two-layer neural network control 
is utilized to estimate the exoskeleton dynamics in 
the structure of the SMC. Combination of the 
SMC and NN forms the NSMC structure. 
Stability of the NSMC is developed by using 
Lyapunov stability theorem.  

 

 
Figure 1 Myomo mPower100 

    Next, the dynamics of the exoskeleton shown 
in Figure 1 and saturated controller scheme is 
provided.  
 

2. EXOSKELETON DYNAMICS AND 
SATURATED CONTROLLER DESIGN 

The general exoskeleton dynamics with saturated 
control is considered similar as [6] 

       , disM q q C q q q G q S f                    (1) 

with nq  being the joint variables vector,  S   

is the function of saturation on control torque   . 

 , n nC q q   ,   n nM q   and   nG q   are the 

dynamics functions of ,q q . The matrix  ,C q q  

which is defined as    2 ,M q C q q   is skew-

symmetric. n
disf   represents the time varying 

disturbance, and there exists a nonnegative 

constant *
Mf  such that *

dis Mf f  . 

According to (1), define the state variables as 

1 2,x q x q    , then the exoskeleton Dynamics can 

be re-written as 

1 2x x                                                        (2) 

        1

2 1 2 2 1,disx M q S f C x x x G x          (3) 

Define the error signals as  
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1 1

2 2 1

dz x x

z x 
 

 
                                                                 (4) 

with dx  is the reference angles of each joints of 

exoskeleton, 1  is the virtual controller being 

1 1 1dx K z    , 1 1 0TK K   . In order to cancel the 

saturation nonlinearity effect, the auxilary design 
system is provided similar to [6] as 

 
2

2

0.5
,

0,

T Tz
K

  
    

 
 

    
      




   (5) 

where;   , 0, 0TS K K            is a small 

positive real number, and n   is the state of the 

auxiliary design system. Later, the controller 
signal is provided in [6] as 

 
     

1 2 2

1 2 1 1 1 1,

disz K z f

C x x G x M x

 

 

    

   
                               (6) 

with 2 2 0TK K   . 

Realize that the control torque in (6) requires all 
the exoskeleton dynamics, accurately. In this 
work, NSMC in the presence of unknown 
exoskeleton dynamics is investigated.   

Assumption 1: In this work, the saturation 
function  S   is assumed to be zero and the 

control torque in the dynamics (1) is denoted as   

3. NEURO SLIDING MODE 
CONTROLLER DESIGN 

In this part, the NSMC of an exoskeleton (1) with 
7 DoF is proposed. The main contribution of this 
paper is taking second order SMC structure and 
upgrade it by using two-layer NN to approximate 
uncertain exoskeleton dynamics and develop a 
robust controller against time-varying uncertain 
exoskeleton dynamics.  

 

Figure 2 Exoskeleton controller scheme [15] 

First, define the sliding surface as 

1 1 2 1s k z k z                                                               (7) 

where 1 20, 0k k  are positive design parameters.  

 Define the Lyapunov function based on the 
sliding surface (7) as 

1

2
TL s s .                                                                  (8) 

Take derivative of (8) and get 

 
    

1 1 2 1

1 2 2 2

T

T

T
d d

L s s

s k z k z

s k x x k x x



 

   


 

  
 

 

 
 

 

1 2

1 1 2 2

2 1

,

d

disT

d

k x x

f C x x x
s M q

k G x

x



 
 

    
         

    





.    (9) 

Define the control torque in (9) as 

      
 

1 2 2 1

2 1 2

,1 dis

d d s

M q f C x x x G x

k x k x x k s


  
 
      

     (10) 

with 0sk  is a design parameter, then (9) becomes  

 2

sL k s  .                                                           (11) 

From (11), it can be concluded that the system 
exoskeleton (1) tracks its desired trajectory, dx

asymptotically.  

However, when the dynamics equation used in 
controller (11) has uncertainties, the controller 
(10) is not feasible. To compensate the uncertain 
dynamics, SMC is provided in the literature by 
using sign function as 

    1 2
2

1
sgnd d sx k x x k s

k
      .                (12) 

Realize that the controller in (12) does not require 
system dynamics and stability of the SMC (12) is 
proven in the literature [7],[10]. However, the 
chattering effect of the SMC and more 
importantly, time varying nature of the uncertain 
dynamics motivated the scientists to develop NN 
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based adaptive SMC.  In order to develop the 
NSMC, combine the dynamics equations and 
define 

    1 2 2 1,unc disf f C x x x G x   .                    (13) 

The uncertain nonlinear dynamics (13) are given 
as  

 ( ) T T
uncf z H z                                         (14)                                 

where 2 h  is the ideal NN weights with h  is 
the number of  hidden layer neurons,  TH z is 

the basis function with T h nH  is the mapping 
from the inputs to the  hidden-layer neurons , n  is 
the number of NN inputs,   is the NN 
reconstruction error that is bounded and satisfying 

M  , with a positive constant M , z is the NN 

inputs to estimate the exoskeleton dynamics. The 
unknown NN weights are estimated as ̂  and 
estimated  uncertain dynamics can be given by 

 ˆ ˆ( ) T
uncf z z .                                                (15) 

Now, the NN weight estimation errors are 
described as ˆ    and the estimation error 

dynamics are reached as ˆ   . The control 
torque, using (15), is obtained as  

  1 2
2

1 ˆ
unc d d sf x k x x k s

k
        .                (16) 

Assumption 2. The ideal NN weights are 
bounded such that M    with M being a 

positive bounded real number. 

Theorem. Consider the exoskeleton system (1) 
along with the control torque (16) using the NN 
estimate (15) of the uncertain dynamics by using 
the following NN weight update rule 

 ˆ ˆz s k                                                        (17) 

where 0k   is the small positive learning rate. 

Consider Assumption 1 and assumption 2 holds. 
Then, the tracking errors and the NN weight 
estimation errors are semi globally uniformly 
ultimately bounded (SGUUB). 

Proof. Define the NN estimation error on the 
uncertain dynamics as  

   T
uncf z z                                               (18) 

and the Lyapunov function based on the sliding 
surface as well as the NN estimation error as 

 1 1

2 2
T T

uL s s tr      .                                     (19) 

Take derivative of (19) and get 

 
   

      
1 1 2 1

1 2 2 2

T T
u

T T

T T
d d

L s s tr

s k z k z tr

s k x x k x x tr

   

    

      

  

  

   

 

            1

1 2 2
T

d unc ds k x x k M q f x       

 Ttr    .                                                              (20) 

Use the controller (16) in (20) and obtain 

   
   2 ˆ

T
u

T

nc
T

u

T T T

s

s

L s tf r

s s t

s

z r

k

k s   







 

  

   

 



 


       (21) 

By using adaptation law (17)  in   (21) yields 

 
  

2

2

ˆT T
u

T T

s

s

L s tr

s t

k s k

k s rk









   

   

 

 

 

 
 

     22 T T
sk s rs k tk          .      (22) 

Using upper bounds on NN approximation error 
and NN weight estimation error, ,M M   

respectively in (22) yields 

22

Ms M
T

u kL sk s k          . 

Now, use the Young’s inequality to get 

2

22 2 2

2

1 1

2 2

2 2

u

M

s Mk s s

k

L k

k

 

 

    

  

 


.               (23) 

Combine the similar terms in (23) and obtain 
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2 22 21 1

2 2 2 2 Ms Mu

k k
sL k        





   .(24) 

Assume that we choose 1

2sk   and define sum of 

the positive terms in (24) as 221

2 2 MMPt
k

   , the 

bounds on NN estimation error and sliding 
surface can be calculated as  

2

2

0
1

2

1

2

s

s

P

t

k t

P

s

k s

    
 

 




 


   

1

2s

Pt
s

k


  
 

                                                      (25) 

The exoskeleton system becomes asymptotically 
stable when it moves away from the sliding 
surface with the altitude of (25). The bound can 
be reduced by choosing sk as large as possible. Or, 

second bound can be found as  

2

2

0
2

2

Pt

Pt

k

k





  

 




 

2Pt

k
                                                               (26) 

Finally, if one of the bounds (25) or (26) satisfies, 
the system becomes asymptotically stable. 
Therefore, the system is SGUUB. 

Next, simulation results are provided to validate 
our theoretical claims. 

4. SIMULATION RESULTS 

In this part, an exoskeleton system with seven 
degree of freedom is controlled through NSMC. 
Each link is forced to track a sinusoidal trajectory 
given as 

       
     

sin 1,cos , 2sin 1, 2cos 2,

cos 3,sin 3,3cos
d

t t t t
x

t t t

   
  

   
. 

The controller gains are selected as 

1 2 110.2 , 10.1 , 1.3 , 120.3sk k K k     while the 

initial conditions are chosen as 

   
   
0 15 14 13 12 11 10 9

0 1 1 1 1 1 1 1

q

q



       
 . 

Case1: Time invariant Uncertain Dynamics.  

In the first case, the uncertain dynamics of the 
exoskeleton system are assumed to be time 
invariant. For this scenario, two different 
controllers are applied: Regular SMC (12) and the 
NSMC (16).  

 

Figure 3 Desired vs actual trajectories of the first link 
of the Exoskeleton with NSMC 

 

Figure 4 Desired vs actual trajectories of the first link 
of the Exoskeleton with SMC 
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Figure 5 NSMC signal of the first Link 

As shown in Fig.3 and Fig. 4, both SMC (12) and 
the NSMC (16) is able to stabilize the exoskeleton 
system in the presence of time invariant uncertain 
system dynamics.  

 

Figure 6 SMC signal of the first Link 

Fig. 5 and Fig.6 illustrates the control signal of the 
NSMC and the regular SMC control of the first 
link of the exoskeleton. When compare two 
controller signals, it can be seen that the NSMC is 
smoother than the SMC. There are spikes, which 
is not desirable, on SMC as can be realized on 
Fig.6.  

 

Figure 7 Trajectories of the dynamic NN weights of 
the first link of Exoskeleton 

Fig. 7 depicts the NN weights trajectories of the 
first link. It is obvious that the NN weights 
converge after some time which means the 
dynamics of the exoskeleton estimated through 
our two layer NN design. 

Fig.8 illustrates the trajectories of the other links 
of the exoskeleton. As can be seen, all of them 
converge to the desired trajectories in 4-5 
seconds. The actual trajectories remain same with 
the desired trajectories as time evolves. 

 

Figure 8 Desired vs actual trajectories of the other 
links of the Exoskeleton with NSMC 
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Figure 9 Trajectories of the dynamic NN weights of 
the other links of Exoskeleton 

Dynamics weights of the NN of each link is 
depicted in Fig.9. Similar to the first link 
dynamical NN weights on Fig. 7, other links’ NN 
weights converge after some time.  

Remark: In this case, performance of the NSMC 
is shown and it is compared with regular SMC. 
Even though chattering affect is compensated for 
the SMC in the literature, time varying uncertain 
dynamics’ effect cannot be compensated by using 
regular SMC. In the next case, performances of 
both SMC and NSMC compared in the presence 
of time varying uncertain dynamics. 

Case2: Time Varying Uncertain Dynamics. 

In the previous case (case 1), the dynamics of the 
exoskeleton is assumed to be uncertain and time 
invariant. In this case, the uncertain dynamics are 
changed on 20th second. This scenario can be 
applicable for most of the electro-mechanical 
systems.  

 

Figure 10 Desired and actual trajectory of the first 
link of the Exoskeleton with NSMC in the presence 

of time-varying uncertain dynamics 

 

Figure 11 Desired and actual trajectory of the first 
link of the Exoskeleton with SMC in the presence of 

time-varying uncertain dynamics 

 

Figure 12 Trajectories of the dynamic NN weights of 
the first link of Exoskeleton in the presence of time-

varying uncertain dynamics 
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Fig. 10 and Fig.11 illustrates the tracking 
performance of NSMC and SMC of exoskeleton 
in the presence of time varying uncertain 
dynamics. In both controllers, the dynamics are 
changed significantly after 20th second. Tracking 
performance of NSMC is effected due to 
significant change on system dynamics initially 
but it fixes the tracking error eventually as shown 
in Fig.10. However, the same performance cannot 
be seen from regular SMC on Fig. 11. The 
tracking error remains same after 20th second.  

Dynamic NN weights trajectories of the first link 
can be viewed on Fig. 12. The weights converge 
before the dynamics change which means learns 
the dynamics. After the 20th second, the weights 
start searching again to adapt the new dynamics. 
It takes longer to learn the dynamics after 20th  
second when compare to the initial learning time. 
This is probably because the system angular 
velocities were zero at the beginning while it is 
nonzero on 20th  second.  

In the next section, some concluding remarks are 
given. 

 

5. CONCLUSIONS AND FUTURE WORK 

In this work, a NSMC was designed for an 
exoskeleton with 7 DoF in the presence of time-
varying uncertain system dynamics through 
Lyapunov stability theorem. Both sliding surface 
errors and NN weight estimation errors were 
shown to be SGUUB with controllable bounds 
those are controlled through control gains and the 
NN weights’ learning rate. Simulation results 
were utilized to validate that our proposed NSMC 
provides significantly adequate outcomes when 
compared to regular SMC in the presence of time-
varying uncertain dynamics. For the future work, 
the authors can consider saturation on the control 
torque. 
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The Role of Sodium Lauryl Sulfate on the Film Properties of Styrene-Butyl 
Acrylate-Acrylic Acid Copolymer Latex  

 
 

Bilge EREN*1, Yasemin SOLMAZ2 

 

Abstract 

In this study, the concentration effect of sodium lauryl sulfate (SLS) as a surfactant in the 
synthesis of styrene/acrylic acid/butyl acrylate copolymer (SAC) latex particles via seeded 
emulsion polymerization technique was investigated. Scanning electron microscopy (SEM), 
minimum film-forming temperature (MFFT), differential scanning calorimetry (DSC), 
dynamic light scattering (DLS), and thermal gravimetric analysis (TGA) techniques were used 
to explain the change on physicochemical properties and morphology. The main goal is to 
determine an optimal surfactant concentration to obtain latexes with low MFFT. DLS studies 
showed that the particle size decreases 118.30 to 75.18 nm with the increase of SLS 
concentration. MFFT of latexes decreased with increasing SLS concentration. From the TGA 
curves, it was found that all the SAC latex particles exhibit a three-step decomposition process. 
The observed single Tg values for SAC particles showed that the latexes were prepared 
successfully. 

Keywords: Latex, Emulsion polymer, Acrylate, Styrene.  

 

 

1. INTRODUCTION 

In the last decade, there has been an increase 
in the number of studies aimed at the 
development of high performance, easy to 
apply, low cost, and environmentally 
friendly binders used in the coating 
industry. Styrene acrylate copolymer (SAC) 
latexes are one of the most preferred binders 
due to their properties such as good 
dispersion in water, strong bonding with 

substrates, low film-forming temperature, 
mechanical and chemical stability. In 
addition to binder applications, SAC latexes 
have a wide range of work in industrial 
applications like paint, coating, ink and 
adhesive [1-5]. Due to the wide range of 
applications of SAC latexes, there has been 
an increase in the number of studies focused 
on improving the chemical properties of 
SAC latexes in recent years [6-12]. 
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SAC latexes having a minimum film-forming 
temperature above the application temperature 
show surface defects after coating [13,14]. 
Therefore, in practical applications, the MFFT 
value of the SAC latex is reduced by adding 
volatile aliphatic or aromatic compounds. 
However, many countries have regulations 
regarding the amount of volatile organic 
compounds (VOCs) that can be found in a 
product. For this purpose, it is necessary to 
develop SAC latexes containing low VOC with 
appropriate MFFT [15-19].  

Anionic surfactants contain an anionic group 
attached to a long hydrophobic backbone. The 
negatively charged group of the surfactant used in 
the emulsion polymerization reaction affects the 
latex stability, while the hydrophobic group 
affects the critical micelle concentration (CMC) 
value, the interface tension between water and the 
monomer. Anionic surfactants are often used to 
adjust the particle size of SAC latexes and give 
them particle stability [20-23].  

Amalvy [24] found that the particle size decreased 
with the increased amount of surfactant and 
particle stability reached a maximum value. Also, 
the author indicated that the water adsorption and 
the stability of films were changed considerably 
with increasing surfactant amount. Zhang et al. 
[25] investigated the effect of surfactant amount 
and surfactant types on the physical properties of 
latex particles. They indicated that when SLS and 
p-octyl polyethylene glycol phenyl ether (OP) 
mixed surfactants were added, at the amount of 
3%, and a ratio of SLS/OP of 4/6, the latex 
showed lower coagulum. Chanra et al. [26] 
showed that monomer conversion rate (> 99%) 
increased with the increasing amount of water-
soluble surfactant SDS from 2.0 to 4.0 wt%, but 
particle size increased from 80 to 102 nm [26]. 

Surfactants behave as “solubilizing” non-polar 
substances like organic monomers above their 
CMC. The stability of latex during and after 
production is important issue in latex production. 
The amount of surfactant has an effect on overall 
latex stability. Thus, the concentration of 
surfactant is an important consideration when 
designing a latex formulation. Also, the amount 
of surfactant used in emulsion polymerization has 

a strong effect on particle size and distribution, 
thermal characteristics, and film formation. The 
goal of present study is to examine the role of 
anionic surfactant on the styrene-acrylic emulsion 
polymerization. For this purpose, the 
concentration effect of SLS on the 
physicochemical characteristics of SAC particle 
properties have been studied in detail. The 
physical and chemical properties of SAC particles 
were elucidated by SEM, MFFT, DSC, TGA and 
DLS techniques. 

2. MATERIALS AND METHODS 

Styrene (Sty), butyl acrylate (BA), acrylic acid 
(AAc) and SLS, ammonium persulfate (APS, 
initiator), NaHCO3 and ammonia were all 
obtained from Merck. All reagents were all of 
analytical grades and used without further 
purification. 

The thermal gravimetric analysis (TGA) studies 
were made using EXSTAR SII TGA/DTA 7200 
TG/DTG apparatus. Perkin Elmer DSC 6000 
apparatus were used to obtain Tg values of the 
latex films under N2 atmosphere (10C/min 
heating rate). Morphology of SAC particles were 
studied using a ZEISS Supra 40 VP model field 
emission scanning electron microscopy (SEM). 
Particle size of latexes was determined using 
MALVERN Nano-ZS Zeta Potentiometer. MFFT 
of the latex particles were determined by 
Rhopoint MFFT 90 device.  

Sty, BA, and AAc ratios were 44/54/2 wt%, 
respectively. Polymerization was conducted 
according to our previous study about seeded 
emulsion polymerization [27]. Latex particle 
compositions are given in Table 1. The feeding 
and agitation speed rate were 0.1 ml/min and 200 
rpm, respectively. After 10 min of seed latex 
particles formation, the emulsion feed was 
started. The SLS concentration was changed from 
0.5 to 3 % of total monomers. Samples containing 
surfactant as 0.5, 0.9, 1.5, and 3 % of total 
monomer mass were designated as SAC-1, SAC-
2, SAC-3, and SAC-4, respectively.  

 

 

Bilge EREN, Yasemin SOLMAZ

The Role of Sodium Lauryl Sulfate on the Film Properties of Styrene-Butyl Acrylate-Acrylic Acid Copol...

Sakarya University Journal of Science 24(5), 1074-1080, 2020 1075



 

 

Table 1 
Copolymer formulation 

Components Reactor Charge (g) Feeding (g) 
Sty - 39.60 
BA - 48.60 

AAc 0.90 0.90 
APS 0.36   

Water 88.30 14.80 
SLS 0.45-2.70  0.45-2.70 

NaHCO3 0.72 0.27 

 

3. RESULTS AND DISCUSSION 

The effects of the change in surfactant 
concentration on the thermal behavior of latex 
films are shown in Figure 1. TGA measurements 
indicated a shift in maximum decomposition 
temperature (Tmax) with increasing of surfactant 
concentration due to partial penetration of the 
polymer surface by SLS. As given in Table 1, it 
was found that all the SAC latex particles exhibit 
a three-step decomposition process. The first step 
about 100 C is related to the loss of the absorbed 
water. The second step, between 330 C and 420 
C, can be assigned to the decomposition of the 
copolymer main chain, the breakage of the ester 
bonds. [27,28]. The third step, between 600-800 
C, the copolymer decomposes collectively and 
carbonization (charcoal formation) followed by 
oxidation takes place [29]. The second maximum 
decomposition temperature (Tmax2) for SAC 
samples was observed the temperature range of 
383-405 C. This means that the latex thermal 
stability changed with the increased SLS 
concentration. Also, the decomposition rate at 
second step increased from 15.37 to 19.85 %/min 
with increasing SLS concentration (Table 2). This 
result means that the decomposition of latex 
catalyzed by sulfonic acid moiety on SLS as a 
weak acid.  

 

 

 

Figure 1 TG curves of the latex films recorded in 
nitrogen atmosphere depending on the amount of 

surfactant 

Table 2 
The effect of the amount of surfactant on the 
decomposition temperatures and thermal stability of 
latex films 

Latex 
Tmax 

(ºC) 
Decomposition 
Rate (%/min) 

T%10 

 (ºC) 

T%50  

(ºC)  

SAC-1 

48 0.67 

277 377 383 15.37 

705 1.08 

SAC-2 

71 0.32 

332 384 405 18.66 

716 0.72 

SAC-3 

54 0.85 

306 384 392 16.31 

718 1.1 

SAC-4 

80 0.34 

327 383 403 19.85 

719 1.4 

 

The DSC curves of the prepared SAC latex films 
depending on the amount of SLS are given 
comparatively in Figure 2. The latex particles 
showed only a single Tg, indicating that the latex 
is a kind of random copolymer. The Tg values of 
SAC latexes decreased with increasing amount of 
SLS (Table 3). When the SLS amount was 
adjusted to be 0.5, 0.9, 1.5 and 3% of the total 
monomer mass, the Tg values of SAC latexes were 
determined to be 8.6, 7.5, -0.8 and -9.7ºC, 
respectively. This indicates that SLS emulsifies 
monomers into small droplets and forms more 
micelles that provide the polymerization zone 
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[30]. When the amount of SLS is low, a sufficient 
amount of micelle cannot be formed, causing the 
monomers to not be fully emulsified. Low Tg 
values obtained as the amount of SLS increases 
means that it is difficult for Sty monomers to enter 
SLS micelles, and more reactive centers are 
encouraged for BA monomers. 
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Figure 2 DSC figures of the SAC particles; SAC-1 
(a), SAC-2 (b), SAC-3 (c) and SAC-4 (d) 

MFFT values fluctuated with the increased 
amount of SLS (Table 3). This could be due to the 
plasticizing influence of water and SLS present in 
the latex during particle coalescence. However, it 
can be said that MFFT of latexes decreased with 
the decrease in Tg value as expected. 

Table 3 
The effect of surfactant amount on the Tg and MFFT 
values of the SAC latexes 

Latex Tg (ºC) MFFT (C) 
 

SAC-1 8.6 1 
SAC-2 7.5 5.0 
SAC-3 -0.8 0.3 
SAC-4 -9.7 0.7 

Morphological structures, average particle size 
and size distributions of prepared latexes were 
determined by SEM and DLS techniques. As seen 
in Figure 3, SEM images obtained can be 
observed quite stably, even approximately 6 
months after their preparation. Figure 3 shows the 
role of surfactant amount on the average particle 
size of SAC latexes obtained using DLS 
technique. Average particle size obtained by both 
techniques are compatible with each other. As 

seen in Table 3, the average particle size of 
prepared latexes are between 75-118 nm 
according to DLS data and are compatible with 
SEM data. According to DLS measurements, the 
particle size increased from 75.25 to 118.30 nm 
with 0.9 % SLS addition, and decreased to 75.18 
nm with further increase of SLS concentration to 
3.0%. It is known that the latex particles are 
formed by homogeneous nucleation mechanism 
at SLS concentration below critic micelle 
concentration [31]. According to this mechanism, 
SLS retained on monomer droplets can leave the 
droplet surface and then adsorb on the growing 
particle surface. The amount of the SLS 
molecules increases gradually on the surface with 
increasing SLS concentration in the reaction 
medium. It results in more suppression of growing 
the particles in the expanding step. Thus, the 
particle size becomes smaller due to higher 
surface charges in case of higher concentration of 
SLS used. The experimental particle size data of 
the present investigation are comparable with 
reported values. Amalvy [24] reported that the 
particle size in acrylate emulsion was decreased 
from 110 to 80 nm after increasing the amount of 
SLS from 1% to 4%. Zhang et al. [25] have found 
that the particle size of BA/MMA/AA copolymer 
was decreased from 145 to 122 nm when the 
surfactant concentration increased from 1.5% to 
4%. Chanra et al. [26] calculated that the particle 
size for poly-(St-co-BA-co-MMA) decreased 
from 156 to 80 nm as the SDS concentration 
increased from 0.50 to 4.00 %.  

 

Figure 3 SEM images of the SAC particles; SAC-1 
(a), SAC-2 (b), SAC-3 (c) and SAC-4 (d) 
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Table 4 
The effect of surfactant amount on the average 
particle size values of the SAC latexes 

 

Latex 
Average Particle Size (nm) 

PDI 
SEM DLS 

SAC-1 87 78.25 0.014  

SAC-2 110 118.30 0.150  

SAC-3 83 85.16 0.073  

SAC-4 72 75.18 0.236  

4. CONCLUSION 

In this study, optimization of process parameters 
was studied in detail in the preparation of SAC 
latexes. All prepared SAC latex particles have a 
single Tg value. This showed that all monomers 
were involved in the polymerization to form latex 
and copolymer formed during polymerization. It 
has been determined that all particles are 
homogeneous and the particle size and size 
distributions are sufficient for practical 
applications. The thermal stability of SAC latexes 
changed with the increasing amount of SLS. 
When the SLS amount is 0.9 %, latex is the 
highest of thermal stability.  It was observed that 
Tg values of SAC latexes increased in parallel 
with the hard monomer ratio. MFFT values were 
also found to be suitable for practical coating 
applications. Optimization studies have shown 
that the thermal stability, Tg, MFFT and particle 
size values expected from binding acrylic latexes 
in industry applications are best provided by 
SAC-2 latex. The amount of SLS in the pre-
emulsion and reactor loading stages is 0.9 % of 
the total monomer mass. 
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Removal of Maxilon Golden Yellow GL EC 400% from the Wastewater by 
Adsorption Method Using Different Clays 

 

Sevgi GÜNEŞ DURAK*1 

 

Abstract 

This study was to evaluate the adsorption capability of clay minerals of halloysite, bentonite, 
kaolinite, and natural clay (obtained from the Avanos) to remove Maxilon Golden Yellow GL 
EC 400% (MGY400) from aqueous solution. Different amounts of adsorbents (0.5, 1.0, 1.5 
and 2.0 g.) were taken from the samples and obtained the most dye-removal clay material and 
adsorbent amount were found according to the results. Adsorption was applied on all clays at 
25 oC temperature, 200 rpm mixing speed and different contact times (2, 5, 10, 20, 30, 40, 50, 
60 min) in the batch reactor. Bentonite provided the highest dyestuff removal. Therefore, the 
second phase adsorption was continued with bentonite. The adsorption with bentonite were 
performed at different temperature (13 oC, 25 oC, 50 oC) and pH values (2, 4, 6, 8, 10, 12). 
When the pH was 12 and the temperature was 25 oC, it was determined that the removal rate 
of the dyestuff of bentonite reached up to 99.7%. According to the results, adsorption kinetics 
and isotherms were investigated, and evaluation was made for working conditions. 

Keywords: adsorption, bentonite, clay, dyestuff, halloysite 
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1. INTRODUCTION 

Significant environmental problems occur when 
the toxic hydrophobic organic components of 
industrial and agricultural activities increase 
uncontrollably in the soil and water [1]. The 
receiving environment in which the wastewater 
is discharged without treatment can be 
contaminated with several contaminants 
including acidic and basic substances, toxic 
organics, inorganics and heavy metals. 
Particularly, the solids and dyes resulting from 
the textile industry are among the important 
pollutant industries because they disrupt the 
ecological balance and cause problems in 
aesthetic terms [2]. In general, wastewater with 
dyestuff has a strong color, high pH, high 
chemical oxygen demand and low 
biodegradability [3]. Therefore, color removal 
from wastewater must be done before the 
discharge of wastewater. Many physical, 
chemical, and biological decolorization methods 
such as aerobic and anaerobic microbial 
degradation, coagulation, chemical oxidation, 
membrane separation processes, adsorption, 
electrochemical separation, dilution, filtration, 
flotation and reverse osmosis are applied for 
color removal. Among these methods, the most 
economical method is the adsorption method [2]. 

Adsorption is the collection of the substances 
dissolved in the solution on a suitable interface. 
As inorganic and organic substances, silica-
based porous inorganic/organic hybrid 
substances can be used as adsorbents [4]. 
Adsorption processes are effective and attractive 
for the removal of dyestuff from the wastewater. 
The most commonly used of these substances is 
activated carbon. Activated carbon is expensive 
as well as it is costly to renew by thermal and 
chemical procedures when exhausted and leads 
to sorbent loss [5]. However, the use of low-cost 
adsorbents makes the treatment more 
economical. For this, as the adsorbent, the clay 
material often found in nature is utilized. To 
achieve a high efficiency of adsorption, the ion 
exchange capacity of the clay should be high. 
The substances that are to be removed from the 
wastewater are called adsorbate. Clay materials 
are of great interest due to their low costs, 

abundant availability, easy accessibility, 
environmental friendliness and surface 
reactivity. The structural variability of clays, 
chemical stability and high specific surfaces 
were important in clay minerals. Clays are 
natural and cost-effective adsorbents which are 
used as catalysts in wastewater treatment [3]. 
Also, the clays have a high specific surface and 
are suitable for adsorption and removal of 
organic contaminants. In the production of 
nanocomposite polymers, as heavy metal ion 
adsorbents, in the production of ceramics, paper 
fillings and coatings, sensors and biosensors are 
frequently used due to their structural properties 
such as chemical and mechanical stability and 
surface diversity [6]. Many color removal studies 
have been carried out with the adsorption 
method using clays that are cheap and easy to 
find in nature [2], [7–11]. 

Adsorption is divided into three as physical, 
chemical and ionic. In physical adsorption, Van 
Der Waals forces are effective and low 
temperatures are sufficient for adsorption. Here, 
the adsorption is reversible. Chemical adsorption 
is irreversible. It usually occurs at high 
temperatures. In ionic adsorption, it is based on 
the principle of attracting adsorbents with 
electrostatic forces on the surface loaded areas. 
Although there is no distinction for three types, 
they can occur together and sequentially in an 
adsorption process. 

The factors affecting adsorption are film 
diffusion, pore diffusion, mixing speed, pH, 
temperature, type and amount of adsorbent and 
properties of the solvent. In some studies, it is 
stated that there is a correlation between the 
organic matter content of the soil and the 
adsorption, and in some of them, there is a 
correlation between the adsorption and the clay 
content of the soil. However, in other studies, it 
has been stated that the behavior of the 
components in the soil is related to the 
adsorption capacity of different clay minerals 
and the diversity of the mineralogical structure 
of the soil [1]. Furthermore, the cationic dye 
molecules have a very high affinity for clay 
surfaces and are easily adsorbed when added to 
the clay suspension [5]. 
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Many isotherms are used to determine the 
efficiency of adsorption and the factors affecting 
the adsorption. The most commonly used 
isotherms are Freundlich and Langmuir 
Isotherms. 

Although the Langmuir equation describes 
adsorption on very strong homogeneous 
surfaces, this is not true for natural adsorbents. 
Because; natural adsorbents show chemical 
heterogeneity, indicated by different functional 
groups. The Langmuir equation was developed 
by the American scientist Irwing Langmuir, 
known for his work in surface chemistry. The 
Langmuir isotherm model, which is widely used 
in the explanation of chemical adsorption 
processes, can also be used to describe single-
layer physical adsorption and adsorption 
processes from solution. Langmuir has 
developed an isotherm model for the 
monomolecular adsorption process by 
emphasizing that the active centers of the 
adsorbent micropore size are too small to adsorb 
in multiple layers [12].  

The equation developed by the German 
physiologist Freundlich describes the physical 
adsorption phenomena occurring on the surface 
of the adsorbent in a heterogeneous structure. 
The surface energy distribution of the adsorbent 
is heterogeneous in the adsorption systems which 
are compatible with this equation. In other 
words, each of the adsorbent surface adsorption 
sites has different adsorption potential and each 
area is considered to be homogeneous in itself. 
Freundlich equation is derived based on the 
acceptance of adsorption of adsorbed molecules 
after adsorption on the adsorbent surface. 

In this study, halloysite, bentonite, kaolinite and 
raw clay were used as adsorbents. MGY400 was 
chosen as a dyestuff. Different amounts of 
adsorbent (0.5, 1.0, 1.5 and 2.0 g) were taken 
from the samples and the most color-removing 
clay material and adsorbent amount was found 
according to the results. The highest adsorption 
was obtained from bentonite. Therefore, the 
experiments in the second stage were continued 
with bentonite. According to the results, 
adsorption capacity and isotherms were 

examined and the different working conditions 
(pH, temperature) were evaluated. 

2. MATERIALS and METHODS 

2.1. Materials 

Halloysite, kaolinite and bentonite were obtained 
from Oltu district of Erzurum. The clay which is 
defined as raw clay is obtained from Avanos 
District of Nevşehir. These four clays were first 
washed with 1 N H2SO4 and then with pure 
water until neutral pH. As the natural clay from 
the dried clay samples had a larger particle 
diameter, it was brought to the size range of 150-
200 µm with the sieve after being beaten in the 
muller. Then, four samples were kept in a 
desiccator for use in batch adsorption test. MGY 
400 was used as a dyestuff in the study. The 
reason for the use of this dyestuff is that it is not 
widely studied in the literature and is frequently 
used in the dyeing of fabrics in the textile 
industry. The chemical structure of MGY 400 is 
given in Figure 1 [13]. 

 
Figure 1 Chemical structure of MGY 400 

Halloysite is an alumino-silicate clay mineral 
and its empirical formula is Al2Si2O5(OH)4. 
Halloysite was formed by the hydrothermal 
change of alumino-silicate minerals [14]. 
Kaolinite is clay from the industrial mineral 
group. Its chemical formula is Al2Si2O5(OH)4. 
Single-Atom alumina (AlO6) consists of a 
layered silicate mineral with tetrahedral silica 
(SiO4) layer attached to the octahedral layer by 
oxygen atoms [15]. The main component of 
bentonite montmorillonite and it is abundant. It 
consists of twin layers of tetrahedral silica 
sandwiching a single octahedral alumina sheet. 
[3]. The raw clay is brown-red. Red is due to the 
presence of iron oxide content. The kaolinite 
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used in the study is white. Research and cation 
exchange capacity, the pH of the initial solution, 
and the adsorption curves of the raw clay is a 
type of kaolinite is possible to say that the red 
form. The cation exchange capacity of halloysite, 
kaolinite, bentonite and raw clay was determined 
as 8, 4, 53 and 6 meq/100 g at pH 7 by applying 
the ammonium acetate method [16]. 

2.2. Adsorption Experiments 

Adsorption experiments were performed using a 
mechanical shaker. Ultrapure water was used for 
all solutions. In the first stage, the temperature in 
the agitator was carried out separately for each 
clay at 25 oC and 200 rpm at the natural pH of 
each solution and 2, 5, 10, 20, 30, 40, 50 and 60 
minutes. To determine the amount of active 
adsorbent, 0.5 g, 1.0 g, 1.5 g and 2.0 g of each 
clay were taken and adsorbed with 100 mL 
solution of dyestuff solution. The initial pH 
values of the clay-added dyestuff solutions are 
given in Table 1. There was no significant 
relationship between natural pH values and 
different concentrations of four different clays. 

Table 1 
Initial pHs of clay-added dyestuff solutions (In 100 
mL solution) 
Clay 
type/amount 

0.5 g 1.0 g 1.5 g 2.0 g 

Holloysite 7.56 7.93 8.14 8.22 
Bentonite 7.00 7.06 7.01 6.86 
Kaolinite 7.16 7.19 7.17 7.15 
Raw Clay 7.06 7.18 7.17 7.13 

The concentration of dyestuff was prepared as 
100 mg/L. Adsorption time ended samples were 
taken to NÜFE, NF 200 device, and centrifuged 
for 5 min at a mixing speed of 2400 rpm and 
then color analyzes of solutions were performed 
on a spectrophotometer at 438 nm wavelength. 
By these measurements, the effect of adsorption 
time, adsorbent material and adsorbent amount 
on adsorption were investigated. According to 
the results obtained as the most color removal 
bentonite provides, so the second stage of the 
adsorption study was continued with bentonite. 
For this, using the amount of bentonite (0.5 g) 
providing the most color removal, at mixing 
speed of 300 rpm, different contact times (5, 10, 

20, 30, 60, 120, 150, 200, 240 and 270 min), 
different temperatures (13 oC, 25 oC, and 50 oC) 
and at different pH levels (2, 4, 6, 8, 10 and 12) 
were studied. The reason for working in wide pH 
ranges and the wide temperature is that solutions 
consisting of clay and dyestuff give high pH 
[17–19] or low pH [20–22] value. The reason for 
working in wide temperature ranges is the 
thermal stability in the solution and the changes 
that may occur in the structural hydroxyl groups 
[23]. 

2.3. Data Analysis: Adsorption Capacity 

Equation 1 is used to calculate the amount of 
adsorbed dye at any time in kinetic experiments. 

𝑞௧(𝑚𝑔 𝑔⁄ ) = (𝐶଴ − 𝐶௧).
௏

௠
                              (1)  

Here Co, the initial liquid phase concentration 
(mg/L); Ct, liquid phase concentration at any one 
time (mg/L), qt; the concentration of dye in any 
adsorbent (mg/g); V, the volume of dye solution 
(L); m, mass (g) of clay used.                                                                                       

2.4. Data Analysis: Langmuir and Freundlich 
Isotherms  

The most commonly used isotherms for the 
determination of adsorption capacity are 
Freundlich and Langmuir Isotherms. Although 
the Langmuir equation describes adsorption on 
very strong homogeneous surfaces, this is not 
true for natural adsorbents. Because; natural 
adsorbents, indicated by different functional 
groups, show chemical heterogeneity [24]. 
Freundlich equation is an experimentally 
developed isotherm used for adsorption on 
heterogeneous surfaces [25].  Freundlich and 
Langmuir Isotherms are expressed as Equation 2 
and Equation 3 [26]: 

𝐹𝑟𝑒𝑢𝑛𝑑𝑙𝑖𝑐ℎ 𝑖𝑠𝑜𝑡ℎ𝑒𝑟𝑚: log 𝑞௘ = log 𝐾௙ +
(1 𝑛⁄ ) log 𝐶௘                                                     (2)                                                                 

𝐿𝑎𝑛𝑔𝑚𝑢𝑖𝑟 𝑖𝑠𝑜𝑡ℎ𝑒𝑟𝑚: 
𝐶௘ 𝑞௘ = (1 𝑄଴𝑏) +⁄⁄  (𝐶௘ 𝑄଴)⁄                          (3)          

Here Kf (mg/g) is the Freundlich constant, n is 
the Freundlich coefficient. The n parameter 
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describes the active sites on the adsorbent 
surface with low energy heterogeneity of these 
natural adsorbents. This value is also the 
adsorption density and the value between 1 and 
10 is a sign of good adsorption. If n is less than 
1, the adsorption is chemical. On the contrary, it 
can be called physical [24]. 

Where qe (mg/g) amount of MGY400 dyestuff 
adsorbed at equilibrium, Ce (mg/L) unadsorbed 
MGY400 dyestuff concentration at equilibrium, 

b is Langmuir constant obtained from plot of  
஼೐

௤೐
 

versus Ce. The b value and the initial 
concentration Co used to calculate the separation 
factor RL, are expressed as in Equation 4 [27]. 

𝑅௅ = 1 (1 + 𝑏𝐶଴)⁄                                            (4)     

It is not desirable to have RL greater than 1. If RL 
is equal to 1, the adsorption is linear, if it is 
between 0 and 1, the adsorption is suitable, that 
is, the adsorption can be realized without taking 
energy from outside [26]. 

3. RESULTS and DISCUSSION 

3.1. Effect of Initial Adsorbent Amount, 
Adsorbent Type and Contact Time to 
Adsorption Rate 

One of the two factors that are important for 
adsorption is film diffusion and the other is pore 
diffusion. The material to be removed in film 
diffusion passes through the liquid film 
surrounding the adsorbent. In pore diffusion, 
there is a transition to pores in the inner layer of 
the adsorbent material. Then, the adsorbent 
bonding process of the desired substance is 
realized. Adsorption capacity, mixing speed, 
mixing temperature, starting pH of the mixture 
solution, the type and amount of adsorbent vary 
according to the type and amount of the adsorbed 
material. 

The contact time is very important in adsorption 
applications in wastewater treatment. The fact 
that the adsorption reaches equilibrium is an 
indication of the end of the adsorption capacity. 
Usually, rapid adsorption occurs in the first 5 
minutes depending on the surface area of the 

adsorbent. By gradually filling up the adsorption 
areas, the adsorption becomes less efficient. The 
adsorption at this initial stage reflects the 
maximum dyestuff adsorption capacity of the 
adsorbent [2]. 

When the amount of halloysite, bentonite, 
kaolinite and raw clay adsorbed at different 
concentrations were examined, it was determined 
that the maximum adsorption was obtained in the 
amount of 0.5 g adsorbent (Fig. 2-5). The 
adsorption value was decreased for the amounts 
of 1.0, 1.5 and 2.0 g adsorbents, respectively. 
One of the reasons is that concentration affects 
chemical equilibrium. Depending on the 
maximum amount of adsorbent adsorbed, there 
is a difference between adsorption capacity and 
adsorbed adsorbent [28]. Another explanation for 
this situation is that the unit adsorption qt 
decreases as the amount of adsorbent increases. 
That is, when the adsorption dose increases, the 
amount of adsorbed increases, but the unit 
adsorption is less since the adsorbent is 
calculated per unit [29].  

 
Figure 2 Changes according to the time of the amount 

of adsorption halloysite 

 
Figure 3 Changes according to the time of the amount 

of adsorption bentonite 
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Figure 4 Changes according to the time of the amount 
of adsorption kaolinite 

 

Figure 5 Changes according to the time of the amount 
of adsorption raw clay 

When halloysite was used as the adsorbent, to 
reach maximum adsorption, the optimum contact 
times were determined as 5 minutes (54.65 
mg/g) for 0.5 g adsorbent, 2 minutes (26.19 
mg/g) for 1 g adsorbent, 20 minutes (17.3 mg/g) 
for 1.5 g adsorbent and 20 minutes (13.04 mg/g) 
for 2 g adsorbent (Fig. 2). 

When bentonite was used as the adsorbent, to 
reach maximum adsorption, the optimum contact 
times were determined as 10 minutes (56.53 
mg/g) for 0.5 g adsorbent, 10 minutes (26.27 
mg/g) for 1 g adsorbent, 20 minutes (17.76 
mg/g) for 1.5 g adsorbent and 10 minutes (13.86 
mg/g) for 2 g adsorbent (Fig. 3). 

When kaolinite was used as the adsorbent, to 
reach maximum adsorption, the optimum contact 
times were determined as 30 minutes (55.24 
mg/g) for 0.5 g adsorbent, 50 minutes (18.63 
mg/g) for 1 g adsorbent, 40 minutes (16.65 
mg/g) for 1.5 g adsorbent and 30 minutes (14.21 
mg/g) for 2 g adsorbent (Fig. 4). 

When raw clay was used as the adsorbent, to 
reach maximum adsorption, the optimum contact 

times were determined as 10 minutes (54.37 
mg/g) for 0.5 g adsorbent, 60 minutes (22.69 
mg/g) for 1 g adsorbent, 50 minutes (16.20 
mg/g) for 1.5 g adsorbent and 60 minutes (12.80 
mg/g) for 2 g adsorbent (Fig. 5). 

When all results were examined, it was found 
that there were similar properties between 
halloysite and bentonite, and between kaolinite 
and raw clay.  

The fact that halloysite has similar properties 
with bentonite can be explained by the fact that it 
has the same unstable structure with bentonite in 
terms of zeta potential. Therefore, it is possible 
to say that the zeta potential of halloysite is 
around -30 mV [30]. It is possible to say that the 
zeta potential value of bentonite, which gives 
similar values with halloysite in terms of contact 
time and amount of adsorption required for 
maximum adsorption, is around -30 mV. When 
the zeta potential value is below and above -30 
mV and +30 mV, the material structure is stable. 
Therefore, the unstable structure of bentonite can 
be easily connected with MGY400, resulting in 
shorter and greater amounts of adsorption. 
Kaolinite can change from unstable to stable as 
the pH increases. In some studies, as the pH 
decreases, the zeta potential value of kaolinite 
approaches about -30 mV, so its stability 
decreases, and its binding capacity increases 
[31]. However, the ratio of adsorbent in the 
starting solution also affects zeta potential [32]. 
The time required for the raw clay to reach 
maximum adsorption is similar to that of 
kaolinite. Moreover, the increase of the 
adsorbent rate in the solution negatively affected 
both the adsorption time and the amount of 
adsorption. 

However, as all of the clay types were examined, 
it was determined that bentonite provided the 
maximum dyestuff sorption (56.53 mg/g) and as 
soon as possible (5 min). According to this, the 
next step of experimental studies was continued 
with 0.5 g of bentonite, which provides the most 
effluent yield. 
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3.2. Effect of Initial pH, Adsorption 
Temperature and Contact Time to 
Adsorption Rate  

In the second stage where the only bentonite was 
used, the temperature and pH were studied at six 
different pH values of 2, 4, 6, 8, 10 and 12 with 
three different temperatures as 13, 25 and 50 oC 
to determine the effect of the adsorption. The 
highest sorption in all temperature values was 
obtained at pH 12 (Fig. 6, Fig. 7 and Fig. 8). 
After pH 12 value, the optimum pH was 
determined as 10. The sorption amounts obtained 
at pH 2, 4, 6 and 8 values were similar. The 
optimum temperature for pH 2 was 25 oC (Fig. 
7), the optimum temperature value for pH 4 was 
similar to 13 and 25 oC (Fig 6 and Fig. 7). The 
optimum temperature value for pH 6, pH 8 and 
pH 10 was 25 oC (Fig. 7) and for pH 12 the 
optimum temperature value was 50 oC. (Fig. 7 
and Fig. 8). The reaction rate increases as the 
temperature increases. The adsorbent surface 
becomes active and adsorption capacity 
increases. That is the strength of the 
intermolecular forces between the adsorbent and 
the adsorbate increases [33]. When all the results 
are evaluated, it is possible to say that the most 
effective removal efficiency for adsorption is 
obtained at 25 °C and this is an advantage. 
Because there will be no energy requirement for 
heating or cooling to provide color removal in 
the regions with a temperate climate where the 
temperature is between 20-30 oC throughout the 
year. This will provide an economic advantage. 

In the experiments performed for bentonite at 13 
oC and different pHs, the amount of dyestuff 
initially adsorbed at all pHs was low while the 
adsorption at all pHs increased to 60 minutes. 
After 60 minutes, it continued in a balanced 
manner (Fig. 6). At a temperature of 25 °C, the 
sorption at all pH values increased to 60 minutes, 
which continued up to 240 minutes and the 
concentration of the dyestuff adsorbed to 270 
minutes started to decrease (Fig. 7). At a 
temperature of 50 oC, the amount of adsorbed 
dyestuff at pH 10 and 12 reached the maximum 
level at 60 minutes. Until 270 minutes, it 
continued in a balanced manner. Similar values 
were obtained at pH 2, 4, 6 and 8, while the 

amount of dyestuff initially induced showed a 
fluctuating increase, reaching the highest level at 
240 minutes for each of the four pHs and 
decreased slightly at 270 minutes (Fig. 8). 

Depending on the zeta potential, when the pH 
decreases, the negatively charged sites on the 
sorbent surface increase whereas the positively 
charged sites and the adsorption decreases [29], 
[34]. The number of hydroxyl groups increases 
with increasing pH, so the attraction area on the 
surface of MGY400 and adsorbent expands, 
increasing the number of negatively charged 
sites [35]. 

 
Figure 6 Amount of adsorbed substance at different 

pH values for 13 oC temperature 

 
Figure 7 Amount of adsorbed substance at different 

pH values for 25 oC temperature 

 

Figure 8 Amount of adsorbed substance at different 
pH values for 50 oC temperature 
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The pKa value is a measure of the acid power in 
the dyestuff solution. According to all results, it 
is possible to say that the pKa value of the 
adsorbate is less than 6.5 [36]. In the 7-12 pH 
range, the surface of bentonite is positively 
charged and dyestuff is negatively charged (PKa 
of dyestuff <6.5) [37]. Because, when we 
examine the adsorption capacity of bentonite 
according to the pH values of the initial solution, 
there was a significant increase in capacity after 
pH 6.5, while the adsorption capacity at the 
values before pH 6.5 gave similar results. 
However, the fact that MGY400 is included in 
the cationic dyes class is also a reason why 
adsorption is more efficient at high pH [38]. 

3.3. Langmuir and Freundlich Isotherms  

Table 2 and Table 3 show the Langmuir and 
Freundlich Isotherms for halloysite clay. 
According to the results, the adsorption was 
physical and the surface energy distribution of 
the adsorbent was heterogeneous and becomes 
more heterogeneous when the value approaches 
zero [29] as bentonite containing 0.5 g of 
adsorbent. Also, n values greater than 1 indicate 
that the adsorption was physical. It is also 
possible to say that maximum adsorption was 
obtained at a concentration of 0.5 g clay when Kf 
values were examined. 

For bentonite clay, the Freundlich Isotherm was 
more suitable than the R2 values. This indicates 
that the adsorption was physical. When n values 
were examined, 0.5 g. n value for bentonite was 
determined as 12.73. This is undesirable. When 
the Kf values are examined, it is possible to say 
that the maximum adsorption was obtained at a 
concentration of 0.5 g clay. 

Kaolinite clay also conforms to the Freundlich 
Isotherm. This indicates that the adsorption was 
physical. When n values were examined, it is 
possible to say 11.01 for 2 g kaolinite and 
physical adsorption for other amounts. When all 
amounts and Kf values are examined, it is 
possible to say that 1.0 g of kaolinite was 
suitable for adsorption. 

Table 2 
Langmuir Isotherms and Isotherms Constants for 
Halloysite, Bentonite, Kaolinite, and Raw Clay 

 
Langmuir 
Isotherm 

Langmuir Isotherms 
Constants 

 
R2 b (L/mg) 

Qmax 
(mg/g) 

RL 

Halloysite 
0.5 g 0.68 0.00022 103.09 0.97 
1.0 g 0.90 0.0012 38.61 0.95 
1.5 g 0.92 0.0030 23.47 0.93 
2.0 g 0.87 0.0095 11.198 0.90 
Bentonite 
0.5 g 0.80 0.000043 476.19 0.98 
1.0 g 0.93 0.0012 37.31 0.95 

1.5 g 0.89 0.0018 37.31 0.93 
2.0 g 0.67 0.0021 40.65 0.92 
Kaolinite 
0.5 g 0.65 0.00019 121.95 0.977 
1.0 g 0.83 0.107 1.20 0.88 
1.5 g 0.84 0.035 3.47 0.89 
2.0 g 0.64 0.00074 116.28 0.92 
Raw Clay 
0.5 g 0.81 0.00012 175.43 0.98 
1.0 g 0.91 0.0195 4.127 0.92 
1.5 g 0.82 0.036 3.303 0.89 
2.0 g 0.97 0.0058 16.313 0.91 

When the adsorption values for Raw Clay were 
examined, it was seen that the determination of 
ion exchange capacity and initial pH value at the 
beginning of the study were similar with the 
evidence of kaolinite (Table 1, Table 2 and Table 
3).  

Table 3 
Freundlich Isotherms and Isotherms Constants for 
Halloysite, Bentonite, Kaolinite and Raw Clay 

 
Freundlich 
Isotherm 

Freundlich 
Isotherms 
Constants 

 
R2 

Kf 
(mg/g) 

n 

Halloysite 

0.5 g 0.91 60.64 5.98 
1.0 g 0.97 31.21 5.94 
1.5 g 0.98 20.96 5.66 
2.0 g 0.96 16.75 4.38 
Bentonite 
0.5 g 0.93 55.19 12.73 
1.0 g 0.98 31.32 5.88 

1.5 g 0.97 20.04 7.09 
2.0 g 0.91 14.71 7.35 
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Kaolinite 
0.5 g 0.90 60.09 6.32 
1.0 g 0.95 170.46 1.07 
1.5 g 0.96 33.02 2.10 
2.0 g 0.84 13.57 11.01 
Raw Clay 
0.5 g 0.95 57.95 8.25 
1.0 g 0.98 58.85 1.97 
1.5 g 0.95 35.44 2.07 
2.0 g 0.99 15.87 5.63 

According to the adsorption isotherms, it was 
determined that color removal from bentonite 
clay was higher. Accordingly, different 
temperature ranges and different starting pH 
values were continued with bentonite clay. 
Tables 4 and 5 show the Langmuir and 
Freundlich Isotherm values at pH values of 2, 4, 
6, 8, 10 and 12 for 13 oC, 25 oC and 50 oC. It is 
possible to say that adsorption for 13 oC is 
suitable for Langmuir Isotherm as a single layer 
of physical adsorption. The maximum adsorption 
was obtained at pH 12. When the b values were 
examined, the maximum adsorption energy was 
obtained at pH 8 and the best value was obtained 
at pH 12 according to RL value and all of the 
adsorptions were carried out without the need for 
external energy. It was similar for the adsorption 
capacity of 25 oC and 50 oC. Although the R2 
values for pH 12 were low, it can be said that the 
Langmuir isotherm complied with the other 
parameters. 

Table 4 
Langmuir Isotherms and Isotherms Constants for 
Bentonite at 13 oC, 25 oC and 50 oC 

 
Langmuir 
Isotherm 

Langmuir Isotherms 
Constants 

13 0C R2 b (L/mg) 
Qmax 

(mg/g) 
RL 

pH 2 0.73 0.00014 147.05 0.979 

pH 4 0.96 0.00019 113.63 0.978 

pH 6 0.94 0.00012 178.57 0.979 

pH 8 0.50 0.0002 112.36 0.978 

pH 10 0.67 0.000037 526.32 0.980 

pH 12 0.90 0.0000054 3333.3 0.982 

25 0C R2 b (L/mg) 
Qmax 

(mg/g) 
RL 

pH 2 0.98 0.0001 208.33 0.979 

pH 4 0.99 0.00011 181.81 0.98 

pH 6 0.94 0.00013 158.73 0.979 

pH 8 0.97 0.00012 166.66 0.98 

pH 10 0.96 0.00002 909.09 0.98 

pH 12 0.37 7.08×10
-8

 25000 0.98 

50 0C R2 b (L/mg) 
Qmax 

(mg/g) 
RL 

pH 2 0.98 0.00011 178.57 0.98 

pH 4 0.95 0.00021 105.26 0.978 

pH 6 0.98 0.00014 147.05 0.975 
pH 8 0.95 0.00011 181.81 0.98 

pH 10 0.92 0.00003 625 0.98 

pH 12 0.59 0.0000014 12500 0.98 

 
Table 5 
Freundlich Isotherms and Isotherms Constants for 
Bentonite at 13 oC, 25 oC and 50 oC 

 
Freundlich 
Isotherm 

Freundlich Isotherms 
Constants 

13 0C R2 Kf (mg/g) n 

pH 2 0.80 58.75 8.88 

pH 4 0.29 52.66 39.37 

pH 6 0.98 58.32 9.15 

pH 8 0.49 59.56 7.26 

pH 10 0.68 55.91 19.45 

pH 12 0.97 55.80 36.10 

25 0C R2 Kf (mg/g) n 

pH 2 0.99 57.81 10.06 

pH 4 0.99 58.13 9.48 

pH 6 0.99 58.60 8.75 

pH 8 0.99 58.40 9.02 

pH 10 0.99 55.86 21.36 

pH 12 0.77 56.07 71.94 
50 0C R2 Kf (mg/g) n 

pH 2 0.99 58.24 9.37 

pH 4 0.99 60.38 7.08 

pH 6 0.99 58.90 8.49 
pH 8 0.99 58.20 9.30 

pH 10 0.99 56.02 16.66 

pH 12 0.89 55.95 58.47 

4. CONCLUSIONS 

The adsorption isotherms were obtained under 
different adsorption conditions (temperature, pH, 
contact time) for MGY400 adsorption of 
halloysite, bentonite, kaolinite and raw clay.  
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MGY400 is a less commonly used dyestuff in 
the literature. Also, the clay materials used in the 
study are completely natural and it was tried to 
be shown that adsorbents with the potential to be 
used in color removal from wastewater can be 
obtained economically and can be effective in 
color removal. Therefore, it has been determined 
that a rare type of adsorbate is used in the current 
study, and an effective color removal can be 
achieved with easily available adsorbents that 
have no financial value. In addition, the 
adsorption study was carried out in wide pH and 
temperature ranges. 

The obtained values are expressed by the 
adsorption isotherms, Freundlich (r ≥ 0.84) and 
Langmuir (r ≥ 0.64) adsorption equations. Qmax 
values ranged from 1.20 to 476 mg/g. The b 
values expressing the adsorbent-adsorbate 
interaction energy ranged between 0.000043 and 
0.107 L/mg.  

It can be seen that the adsorption of dyestuff by 
clay minerals depends on the structure of raw 
clay minerals. When all adsorption data were 
examined, it was found that the maximum color 
removal efficiency was obtained from 0.5 g 
bentonite clay. It was determined that as the 
starting pH of the solution increased, the 
efficiency of adsorption increased, besides, 
adsorption occurred as physical adsorption and 
monolayer physical adsorption. 

The results show that it is necessary to know in 
advance the fractions of clay minerals to be used 
in water and soil treatment technologies. The 
type of clay minerals will determine the 
effectiveness of this technology and contribute to 
the selection of the type of substance to be 
adsorbed. 
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Determining the Factors that Influence the Effectiveness of the Health Sector in 
the OECD Countries 

 

Selin Ceren TURAN*1, Mehmet Ali CENGİZ2 

 

Abstract 

The purpose of this study is to determine the factors that influence the effectiveness of the health 
sector by combining Stochastic Frontier Analysis (SFA), Generalized Linear Models (GLM) 
and Heuristic Algorithms methods. In accordance with this purpose, firstly, the health system 
efficiencies of 29 OECD countries are estimated by the SFA method. Within the scope of this 
study, it is also aimed to select the factors influencing the efficiency of the health systems in 
OECD countries by employing Heuristic Algorithm methods such as Artificial Bee Colony 
Algorithm, Genetic Algorithm, and Differential Evolution Algorithm. Furthermore, GLM’s 
such as Truncated, Normal, Gamma and Tweedie distributions are employed for comparisons. 

Keywords: Efficiency, Generalized linear models, Heuristic algorithms, SFA 

 

 

1. INTRODUCTION 

The budget that countries earmark for health 
expenditures is an important factor for the 
improvement of quality in healthcare. These 
expenditures have recently accelerated in order to 
improve the health systems of the countries. 
Health policymakers have initiated reforms to 
provide information for the countries so as to 
enhance the quality and performance of their 
health systems.  

Nonparametric methods, such as Data 
Envelopment Analysis (DEA), and parametric 
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methods, such as Stochastic Frontier Analysis 
(SFA), can be used to compare the efficiencies of 
performances of health systems. DEA methods 
have been widely employed in measuring the 
efficiency of health systems of the countries in the 
Organization for Economic Co-operation and 
Development (OECD). Afonso and Aubyn [1] 
investigated the efficiency of the health system by 
using DEA. They used the life expectancy at birth, 
infant survival rate, and maternal mortality as 
output variables; while the number of hospital 
beds per thousand, and physician and nurse 
numbers were used as input variables. Spinks and 
Hollingsworth [2] conducted some analyses after 
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determining education, income, per capita health 
expenditure as input variables, and life 
expectancy at birth as an output variable. Afonso 
and Aubyn [3] conducted another study using by 
DEA approach with non-discretionary inputs. 
Kujawska [4] applied DEA with additive and 
super efficiency models to estimate the efficiency 
of the health sector of OECD countries. Çetin and 
Bahçe [5] estimated the efficiency of the health 
systems of OECD countries by using input-
oriented DEA. Özcan and Khushalani [6] 
calculated the health system efficiency of OECD 
countries by using Dynamic Data Envelopment 
Analysis.  

SFA, which is a parametric method, has been used 
only a few times in the literature to compare 
health system efficiency in OECD countries since 
the World Health Organization (WHO) reports in 
2000. Wranik [7] evaluated the policy-based 
characteristics of a healthcare system in terms of 
their contribution to the efficiency of health 
systems measured through the SFA method. The 
study of De Cos and Moral-Benito [8] focuses on 
the significant factors influencing the 
effectiveness of the health systems in OECD 
countries. They firstly examined and classified 
the health system efficiencies in OECD countries 
by benefiting from parametric and nonparametric 
methods. They also listed the efficiency values 
and determined the effective countries in 
accordance with the scores obtained via their 
estimations. Then, they regressed the efficiency 
scores on 20 different indicators obtained from 
the survey conducted in 2010 on the health sector 
determinants of OECD countries. 

Şenel and Cengiz [9] use a similar dataset as in De 
Cos and Moral-Benito [8].  Firstly, they 
investigated the efficiency of health care system 
in 29 OECD countries using Bayesian Stochastic 
Frontier Analysis (BSFA). For this step, the 
variables used are obtained from the OECD 
Health Database for the time period between 1997 
and 2009. Furthermore, the variables on the 
characteristics of the health system are chosen 
from the study carried out by Paris et al. [10] and 
cover the year 2009. Later, Bayesian beta 
regression has been performed to bring out the 

relationship between the health system efficiency 
and the features of healthcare models in the 
relevant countries. In their study, they suffered 
overfitting problems. In regression analysis, 
overfitting a model is a real problem. An overfit 
model can cause the regression coefficients, p-
values, and R-squared to be misleading. A 
modelling error which occurs when a function is 
too closely fit a limited set of data points. 
Overfitting the model generally takes the form of 
making an overly complex model to explain 
idiosyncrasies in the data under study. In reality, 
the data being studied often has some degree of 
error or random noise within it. Thus, making the 
model conform too closely to slightly inaccurate 
data can infect the model with substantial errors 
and reduce its predictive power. We suggest 
heuristics algorithm methods to avoid this 
problem.  

At the first step of this study, the health system 
efficiency of OECD countries are estimated by 
Stochastics Frontier Analysis and then the factors 
affecting the health system efficiency across 
OECD countries are selected using truncated, 
normal, gamma and tweedie distributions in the 
context of Generalized Linear Models (GLM) and 
Heuristic algorithm methods such as Artificial 
Bee Colony Algorithm, Genetic Algorithm and 
Differential Evolution Algorithm.  

2. MATERIAL AND METHODS  

2.1. Stochastic Frontier Analysis  

Stochastic Frontier Analysis assumes that a 
parametric function exists between production 
inputs and outputs. SFA is a parametric method 
that uses econometric methods. SFA establishes a 
functional relationship between the explained 
variables like cost, profit and production, and the 
explanatory variables like input, output, and other 
possible factors. In order to establish this 
relationship, the SFA model includes an error 
term. It is assumed that the error term in the model 
consists of two components. One of these 
components is the technical efficiency which is 
defined as achieving maximum output with the 
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existing inputs. The other component is the 
allocative efficiency which indicates the ability of 
these inputs to be used at the optimal rate when 
optimum prices for the inputs are available. 

SFA approach proposed by Aigner et al. [11] can 
be specified as follows: 

 𝑦௜ = 𝑥௜𝛽௜ +  ℰ௜ 

ℰ௜ =  𝑣௜ − 𝑢௜  , 𝑖 = 1,2, … , 𝑁      (1) 

where 𝑦௜ is the log output, 𝑥௜ is a vector of input 
measures, 𝛽௜ is an unknown parameter vector, ℰ௜ 
is the combined error term, 𝑣௜   is the independent 
and identically distributed error term, and 𝑢௜ is 
technically ineffective (non-negative random 
variable). Error term ℰ௜ =  𝑣௜ - 𝑢௜  has asymmetric 
distribution. 

2.2. Generalized Linear Models 

In simple linear regression models, the dependent 
variable and errors are assumed to have a normal 
distribution. Normality assumption may not be 
provided in cases where the dependent variables 
are discrete variables or binary. In such cases, 
classical linear models cannot be used. In 
addition, there may be situations where the 
dependent variable is continuous and does not 
show normal distribution. Generalized Linear 
Models (GLMs) are used in the analysis of data 
consisting of such variables. 

GLMs, which are the generalized version of 
classical linear models, are tasked with modelling 
the transformed average as a linear function of 
explanatory variables.  GLMs allow to fit 
regression models, if the dependent variable is 
from the exponential distribution family. If the 
probability density function of the dependent 
variable belongs to the exponential distribution 
family, the probability density function is as 
follows: 

𝑓(𝑦) = 𝑒𝑥𝑝 ቄ
௬ఏି௕(ఏ)

௔(థ)
+ 𝑐(𝑦, 𝜙)ቅ                (2) 

Here, θ is the natural parameter and depends on 
the observations 𝑦ଵ, 𝑦ଶ, … 𝑦௡. ϕ is the scale 
parameter related to the variance of the dependent 
variable (y) and is constant for each observation. 
c(y, ϕ) is a function of observations and dispersion 
parameter [12]. 

2.3. Heuristic Optimization Methods  

Problems that arise in many areas can be modelled 
as linear or nonlinear optimization problems. 
When we look at the structure of the problems, we 
notice that most of the problems have nonlinear 
structures. Many methods have been developed 
for solving non-linear problems. Apart from that, 
it can be difficult to solve problems according to 
types of data and variable numbers. Therefore, 
sometimes the results cannot be reached or can be 
reached within the unacceptable time frame. To 
eliminate these problems, heuristic optimization 
methods have been developed. 

Nowadays, there are many optimization 
algorithm methods available to solve optimization 
problems that use mathematical and heuristic 
methods. Classical algorithms are usually 
designed for a problem or trying to solve the 
problem by scanning the entire solution space of 
the problem. Usage of these algorithms is very 
costly and time-consuming in large problems. 
However, the heuristic algorithms are algorithms 
that can reach the closest solution in a very short 
period of time without scanning the whole 
solution space. 

Artificial Bee Colony Algorithm (ABC), 
developed by Karaboğa [13], is an algorithm 
based on swarm intelligence which is the result of 
examining the nutritional search processes of 
honey bees. In the process, the nutritional search 
behaviours of the bees are modelled. The model 
consists of 3 components. These components are 
employed bees, unemployed bees, and food 
sources. A bee waiting on the dance area for 
making the decision to choose a food source is 
called onlooker and a bee going to the food source 
visited previously by itself is named employed 
bee. A bee carrying out a random search is called 
scout. 
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Like all living things, bees also need food to 
sustain themselves and survive. That is why they 
have to look for food. Therefore, these processes 
are carried out by organizing themselves and 
making a division of labour among them. There is 
a responsible bee for each food source. The 
number of bees in the algorithm equals the 
number of total food sources. In the ABC 
algorithm, the first half of the colony consists of 
employed artificial bees and the second half 
constitutes the onlookers. Employed bees are 
researching randomly while conducting a 
nutritional search in nature. The locations of the 
nutrient sources of the bee colonies correspond to 
the possible solutions to the present problem. In 
addition, the quantity of nutrients indicates the 
quality of the solution. Therefore, the artificial 
bee colony algorithm aims to determine the 
location of the source where the most nutrients are 
found and try to find the solution that gives the 
minimum or maximum of the problem from the 
search space solutions [14]. 

Genetic Algorithm (GA), developed by Holland 
[15], provides modelling of natural selection and 
genetic populations by taking the process of living 
creatures in nature as an example. It is a kind of 
heuristic algorithm that can be used in problems 
where mathematical modelling cannot be done 
and the final solution cannot be achieved. This 
algorithm is based on sustaining their lives if new 
individuals from the previous generation meet the 
necessary criteria. It is based on the principle that 
the good generations protect their own lives while 
the bad generations disappear. GA is different 
from other heuristic algorithm methods. The 
reason of this difference is the method of 
searching solution space. While GA seeks for the 
the solution in the population of points, other 
heuristic algorithms looks from point to point. 
[16]. 

In the solution of a problem with the GA method, 
the variables representing the chromosomes are 
firstly coded into arrays. In this coding process, 
(0, 1) binary system is widely used. The initial 
population is formed by the chromosomes which 
are obtained after coding. At this stage, 
chromosomes are subject to an evaluation 

criterion in order to decide which chromosome 
will participate in the population. Fitness values 
are calculated to determine the success rates of 
chromosomes. In the selection phase, 
chromosomes with high fitness values are added 
to the population. Then, it is aimed to obtain new 
chromosomes with crossed and mutated 
chromosomes. Thus, the newly produced 
chromosomes participate in the new population. 
In this population where new chromosomes exist, 
the optimal solution is sought for the problem. 
These operations continue until a specified stop 
criterion is met. When the specified criterion is 
met, the algorithm stops. 

The Differential Evolution Algorithm (DE) was 
developed by Storn and Price [17]. DE, which is 
a population-based and development-based 
heuristic algorithm method, has been developed 
for the minimization of functions with real-valued 
parameters. The DE and GA methods are similar 
algorithms. However, the most important 
distinction of the DE and GA is that the DE 
contains real-valued parameters. Unlike the GA 
method, each operator is subjected to the entire 
population in turn. With the DE method, it is 
possible to optimize a wide range of problems that 
are encountered in science, engineering and 
business environments. 

DE is also based on mutation, crossover and 
selection operators. However, none of the 
previously defined probability-based mutations is 
used as in GA. Unlike the GA method, each 
operator is sequentially subjected to the entire 
population. Chromosomes are handled one by one 
and then it is aimed to obtain a new individual by 
using chromosomes along with other randomly 
chosen chromosomes. In this process, mutation 
and crossover operators are used. The fitness 
values of the new chromosomes obtained with the 
existing chromosomes are compared and checked 
again to determine the quality of the resulting 
solutions. The chromosome with a better fitness 
value is sent to the next population as a new 
individual. Thus, the algorithm is completed 
using the selection operator [18]. 
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The simple mutation operation used in the DE 
increases the performance of the algorithm. Thus, 
it allows for the creation of new research areas, 
which makes it a more stable algorithm. This 
algorithm is structurally simple and fast. It is also 
very effective in solving complex problems. DE 
has advantages over other algorithms. They are 
easy to code, have effective global optimization 
capability, do not need a derivation of the 
objective function or constraint functions, and 
low cost of calculation since they do not have 
matrix multiplication and sorting operations. 

2.4. Model Selection Criteria 

Criteria are important in choosing a model or 
deciding which model is better. Information 
criteria can be used to interpret the results of the 
obtained models and reach the best estimation 
model.  The Akaike Information Criterion (AIC) 
proposed by Akaike [19] was designed to be an 
approximately unbiased estimator of the 
Kullback-Leibler index of the fitted model 
relative to the true model.  With this suggestion, 
which has led to improvements in statistical 
modelling and evaluation of models, AIC has 
become an asymptotic criterion frequently used in 
model selection. Hurvich and Tsai [20] presented 
a corrected version of AIC, denoted Modified 
Akaike Information Criterion (AICC), which is 
less biased in the finite sample case. The criterion 
proposed by Schwartz [21] and called the 
Bayesian Information Criteria (BIC) is a similarly 
consistent criterion based on Bayesian reasoning. 
Another important and widely used criterion is the 
Consistent Akaike Information Criterion (CAIC) 
proposed by Bozdogan [22]. 

Table 1 
Information criteria 

Criteria Formula 
AIC −2𝐿 + 2𝑝 
BIC −2𝐿 + 𝑝𝑙𝑜𝑔(𝑛) 
AICC −2𝐿 + 2 𝑝௡/ (𝑛 − 𝑝 − 1) − 2𝐿 
CAIC −2𝐿 + 𝑝(log 𝑛 + 1) 

Table 1 contains the formulas for commonly used 
information criteria in the model selection stage 
                                                 
3 https://data.oecd.org/health.htm 

of GLM and Heuristic Algorithms. Here, 𝐿 
denotes the maximum value of log likelihood, log 
pseudo-likelihood or log semi-likelihood. 𝑝 
indicates the size of the model. 𝑛 indicates the size 
of the data. These measures are model dependent 
sizes. In model selection, the model with the 
minimum value of these criteria is preferred. 

3. RESULTS and DISCUSSION   

In this section, first, we measured the health 
system efficiencies of 29 OECD countries by SFA 
using the data from the OECD Health Database3.  
Determining the decision-making units (DMUs) 
is a crucial step of SFA. In this stage of the 
investigation it was primarily required to address 
the countries included in the OECD countries 
health sector determinants survey conducted by 
Paris et al. [10]. This dataset presents the 
information provided by 29 of OECD countries in 
2009. The dataset was created according to this 
condition. Although they fulfilled this 
requirement and could be applied at this stage, the 
data of variables belonging to some countries to 
be used in the second stage could not be reached. 
This led us to   exclude some countries from the 
study. In addition, countries with values that 
would disrupt the homogeneity of DMUs on the 
basis of variables were determined and were not 
included in the analysis. 

The input and output variables used in the study 
were selected from the variables used in the health 
system efficacy analysis in the literature. Total 
health expenditure, public expenditure on health, 
practicing nurses, hospital beds, tobacco 
consumption, alcohol consumption, GDP per 
capita, education are used as input variables, 
while life expectancy at birth is used as an output 
variable for the SFA approach in the study. 
Statistical analyses in this study were carried out 
using MaxDEA, RStudio and IBM SPSS 20 
programs. 

The results of the SFA method, which is the first 
step of our study, are summarized in Table 2 by 
taking the averages of the technical efficiency 
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values obtained and the efficiency scores of all 
countries as well as their ranking according to 
their efficiency status. 

Table 2 
Efficiency scores derived from SFA 

No Countries (DMU) Efficiency Scores Ranks 
1 Australia 0.844 19 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 

Austria 
Belgium 
Canada 

Czech Republic 
Denmark 
Finland 
France 

Germany 
Greece 

Hungary 
Iceland 
Ireland 
Italy 
Japan 
Korea 

Luxembourg 
Mexico 

Netherlands 
New Zealand 

Norway 
Poland 

Portugal 
Slovakia 

Spain 
Sweden 

Switzerland 
Turkey 

United Kingdom 

0.914 
0.878 
0.849 
0.765 
0.785 
0.829 
0.974 
0.836 
0.936 
0.698 
0.879 
0.859 
0.976 
0.945 
0.694 
0.864 
0.789 
0.893 
0.766 
0.897 
0.742 
0.929 
0.742 
0.968 
0.890 
0.879 
0.858 
0.883 

7 
14 
18 
25 
23 
21 
2 
20 
5 
28 

12-13 
16 
1 
4 
29 
15 
22 
9 
24 
8 

26-27 
6 

26-27 
3 
10 

12-13 
17 
11 

In the second stage, the efficiency values obtained 
at the first stage are taken as a dependent variable, 
and other potential variables affecting this 
efficiency are considered as explanatory variables 
and different regression models such as are 
truncated, normal, gamma, gamma-power(2), 
tweedie and tweedie-power(2) were examined. 
These regression models also identify which 
factors may affect countries’ health system 
efficiencies and which factors should be given 
priority to raising countries’ health system 
effectiveness. For these models, 20 different 
variables from OECD countries’ health sector 
determinants survey conducted in 2010 were used 
as explanatory variables in analyses. Those 
variables choice of insurer (𝐱𝟏), insurer level for 

competition (𝐱𝟐), over the basic coverage (𝐱𝟑), 
degree of private provision (𝐱𝟒), volume 
incentives (𝐱𝟓), regulation of prices billed by 
providers (𝐱𝟔), user  information on quality and 
prices (𝐱𝟕), regulation of the workforce and 
equipment (𝐱𝟖), the patient choice among 
providers (𝐱𝟗), gatekeeping (𝐱𝟏𝟎), price signals 
on users (𝐱𝟏𝟏), priority setting (𝐱𝟏𝟐), the 
stringency of the budget constraint (𝐱𝟏𝟑), 
regulation of prices paid by third-party payers 
(𝐱𝟏𝟒), degree of decentralization (𝐱𝟏𝟓), degree of 
delegation to insurers (𝐱𝟏𝟔), consistency in 
responsibility (𝐱𝟏𝟕), breadth (𝐱𝟏𝟖), the scope of 
basic coverage (𝐱𝟏𝟗), and depth of coverage 
(𝐱𝟐𝟎). 

As seen in Table 3, estimated models with various 
distributions are calculated. Here, the model 
distributions and link functions are expressed. As 
a result of the analysis, it was concluded that 
gamma - power (2) and tweedie - power (2) 
models are the models with the most explanatory 
variables affecting the efficiency scores of 
countries (p < 0.05).  
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Table 3 
Comparison of models 

Distribution Truncated Normal Gamma Gamma Tweedie Tweedie 
Link Function  identity identity power (2) identity power (2) 
 Coef. P  Coef. P  Coef. P  Coef. P  Coef. P  Coef. P  

Intercept -0.33 0.47 -0.26 0.53 -0.18 0.66 -0.91 0.18 -0.20 0.63 -0.95 0.17 
xଵ 0.02 0.23 0.02 0.21 0.02 0.18 0.03 0.14 0.02 0.19 0.03 0.15 
xଶ -0.03 0.10 -0.03 0.08 -0.03 0.07 -0.05 0.05 -0.03 0.07 -0.05 0.06 
xଷ 0.01 0.18 0.01 0.21 0.01 0.19 0.02 0.15 0.01 0.20 0.02 0.16 
xସ 0.00 0.89 0.00 0.87 0.00 0.86 0.00 0.86 0.00 0.87 0.00 0.87 
xହ 0.00 0.77 0.00 0.79 0.00 0.87 0.00 0.87 0.00 0.85 0.00 0.85 
x଺ -0.02 0.33 -0.01 0.34 -0.01 0.33 -0.03 0.29 -0.01 0.33 -0.03 0.30 
x଻ -0.03 0.12 -0.03 0.15 -0.03 0.15 -0.04 0.12 -0.03 0.15 -0.04 0.13 
x଼ -0.03 0.03 -0.02 0.04 -0.03 0.02 -0.05 0.01 -0.03 0.02 -0.05 0.01 
xଽ 0.02 0.01 0.02 0.01 0.02 0.00 0.03 0.00 0.02 0.00 0.03 0.00 
xଵ଴ 0.02 0.01 0.02 0.02 0.02 0.01 0.04 0.01 0.02 0.01 0.04 0.01 
xଵଵ 0.06 0.12 0.05 0.13 0.06 0.10 0.10 0.08 0.06 0.11 0.10 0.09 
xଵଶ 0.02 0.20 0.02 0.21 0.02 0.29 0.02 0.34 0.02 0.27 0.02 0.32 
xଵଷ -0.02 0.02 -0.02 0.01 -0.02 0.01 -0.03 0.01 -0.02 0.01 -0.03 0.01 
xଵସ 0.03 0.17 0.02 0.22 0.02 0.25 0.04 0.20 0.02 0.25 0.04 0.20 
xଵହ 0.02 0.09 0.02 0.11 0.02 0.07 0.03 0.04 0.02 0.08 0.03 0.04 
xଵ଺ 0.03 0.11 0.02 0.16 0.03 0.13 0.05 0.09 0.03 0.13 0.05 0.10 
xଵ଻ 0.01 0.52 0.01 0.51 0.00 0.64 0.00 0.72 0.00 0.61 0.01 0.68 
xଵ଼ -0.05 0.16 -0.04 0.24 -0.05 0.13 -0.09 0.06 -0.04 0.16 -0.09 0.07 
xଵଽ 0.06 0.09 0.05 0.09 0.05 0.11 0.07 0.12 0.05 0.10 0.07 0.11 
xଶ଴ 0.17 0.01 0.16 0.01 0.16 0.01 0.28 0.00 0.16 0.01 0.27 0.00 

The information criteria specified in Table 4 were 
used to determine the model quality for each 
distribution and to select the correct model. Table 
4 shows the calculated test results to determine the 
quality of the models and to select the models. 

Table 4 
Information criteria of distributions 

Criteria Normal Gamma Gamma 
Power 

(2) 

Tweedie Tweedie 
Power 

(2) 

AIC -61.86 -61.94 -63.84 -61.86 -63.56 
AICC 106.81 106.73 104.83 106.81 105.11 
BIC -31.78 -31.87 -33.76 -31.78 -33.47 
CAIC -9.78 -9.86 -11.76 -9.78 -11.47 

When we compare the information criteria given 
in Table 4, the information criterion with the 
smallest value should be selected. When we 
consider each information criterion in Table 4, it 
can be said that the gamma - power (2) 
distribution is the most suitable distribution for 
modelling because it has the smallest value. 

In this study, the heuristic optimization methods 
such as BC, DE and GA used to identify which 
factors may affect countries’ health system 

efficiencies. For this purpose, the parameters and 
values of these algorithms used are given in Table 
5. 

Table 5 
Parameters used in heuristic algorithms 

Parameters  Value 
ABC algorithm:  
   Number of individuals in the population 
   Number of elements in the row 
   Cross rate 
   Mutation rate 
   Number of iterations 

50 
40 
0.8 
0.1 
1000 

GA Algorithm:  
   Number of individuals in the population 
   Cross rate 
   Scale parameter 
   Lower limit value 
   Upper limit value 
   Number of iterations 

100 
0.7 
1.2 
0 
1 
1000 

DE algorithm:  
   Quantity of food 
   Number of worker bees 
   Onlooker bee 
   Limit 
   Lower limit value 
   Upper limit value 
   Number of iterations 

20 
20 
20 
100 
0 
1 
1000 
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Crossing rate, mutation rate and population size, 
which are control parameters, were determined as 
a result of preliminary tests. The combinations 
given in Table 5 converged to the better solution 
faster than the other tested combinations for the 
used parameter values. Thus, it has been seen that 
these decided combinations have optimal search 
capabilities in the solution spaces of the each 
algorithms. For the fixed number of iterations, as 
the population sizes increase, the solution time of 
the algorithms will increase, so the population 
sizes were taken as 50 for the ABC algorithm, 100 
for the GA and 20 for the DE algorithm. Tests for 
1000 iterations were carried out on the dataset. In 
addition, binary system was used in the coding 
process.  

We had found that the model with the most 
explanatory variables affecting the efficiency 
scores of OECD countries is the gamma - power 
(2) model after applying SFA. Here, our main is 
to consider ABC, DE, and GA algorithms for 
gamma regression in variable selection process. 
These algorithms were used to achieve the 
selection task by minimizing a fitness function. 
The objective function value of the problem is 
computed as the fitness function value [17]. We 
selected AIC, AICC, BIC, and CAIC as the fitness 
function to compare the performance of the 
competitive models. All applications were made 
with packages in RStudio. 

Table 6 
Results of the information criteria of heuristic 
algorithms 

Criteria ABC DE GA 
AIC 
AICC 
BIC 
CAIC 

-75.27359 
-88.48888 
-61.36138 
-67.82476 

-75.27359 
-88.48888 
-61.36138 
-67.82476 

-75.27359 
-88.48888 
-61.36138 
-67.82476 

Table 6 shows the results of the information 
criteria for the ABC, DE, and GA algorithms. In 
order to compare the models obtained by using 
ABC, DE and GA algorithms, which are part of 
the second stage of our study, AIC, AICC, BIC 
and CAIC information criteria were taken into 
consideration. When Table 6 is observed, we can 
conclude that the information criteria results of 
these three algorithms are converged to each 

other.  According to the criteria results, it can be 
said that it is appropriate to use these three 
algorithms in parameter selection. Also, it is seen 
that the AICC criterion has the lowest value for 
each heuristic algorithm and we stated that the 
AICC model, with which four of the four criteria 
agreed, would be chosen as the best model. Thus, 
in line with the data used in this study, the AICC 
model is can be said to be the best in identifying 
other indicators that affect the efficiencies of 29 
OECD countries for which health system 
efficiency is calculated. 

Table 7 
 AICC model of heuristic algorithms 

AICC model Coefficients p value 
constant 
𝒙𝟏 
𝒙𝟐 
𝒙𝟖 
𝒙𝟗 
𝒙𝟏𝟎 

-1.09748 
0.05102 
-0.08747 
-0.03801 
0.02650 
0.01946 

0.04587* 
0.06656 
0.00794* 
0.01554* 
0.02293* 
0.09319 

*p<0.05   

In Table 7, the variable coefficients and 
significance values of the model obtained 
according to AICC criteria for ABC, DE and GA 
are given. Considering Table 7, it can be said that 
the 𝐱𝟐, 𝐱𝟖 and 𝐱𝟗 variables are important in 
determining the indicators affecting the health 
sector efficiencies of 29 OECD countries 
according to the AICC model, while the other 
variables are not. 

All models obtained within the scope of this study 
are given in Table 8. 

Table 8 
Determination of significant variables 

Models  Significant variables 
Generalized Linear Models 
Truncated 𝒙𝟖, 𝒙𝟗, 𝒙𝟏𝟎, 𝑥ଵଷ, 𝑥ଶ଴ 
Normal 
Gamma 
Gamma – Power (2) 
Tweedie 
Tweedie – Power (2) 

𝒙𝟖, 𝒙𝟗, 𝒙𝟏𝟎, 𝑥ଵଷ, 𝑥ଶ଴ 
𝒙𝟖, 𝒙𝟗, 𝒙𝟏𝟎, 𝑥ଵଷ, 𝑥ଶ଴ 

𝒙𝟖, 𝒙𝟗, 𝒙𝟏𝟎, 𝑥ଵଷ, 𝑥ଵହ, 𝑥ଶ଴ 
𝒙𝟖, 𝒙𝟗, 𝒙𝟏𝟎, 𝑥ଵଷ, 𝑥ଶ଴ 

𝒙𝟖, 𝒙𝟗, 𝒙𝟏𝟎, 𝑥ଵଷ, 𝑥ଵହ, 𝑥ଶ଴ 
Heuristic Algorithms (ABC, DE, GA) 
AIC 
AICC 
BIC 
CAIC 

𝒙𝟐, 𝒙𝟗, 𝑥ଵ଴, 𝑥ଵଵ, 𝑥ଵଷ, 𝑥ଵହ, 𝑥ଶ଴ 
𝒙𝟐, 𝑥଼, 𝒙𝟗 

𝒙𝟐, 𝑥଼, 𝒙𝟗, 𝑥ଵଵ, 𝑥ଵଷ, 𝑥ଶ଴ 
𝒙𝟐, 𝑥଼, 𝒙𝟗, 𝑥ଵଵ, 𝑥ଵଷ, 𝑥ଶ଴ 
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The significant variables in the models with 
various distributions in the context of GLM are 
given in table 8, taking into account Table 3. 
Then, the significant variables included in the 
models obtained as a result of the applications 
performed using heuristic algorithms were 
summarized according to the information criteria. 
When the established GLMs with truncated, 
normal, gamma and tweedie distribution are 
examined, it is seen that 𝐱𝟖, 𝐱𝟗 and 𝐱𝟏𝟎 variables 
are common variables in each model. Similarly, 
when the models established as a result of the 
heuristic algorithms were compared, it is seen that 
the 𝐱𝟐 and 𝐱𝟗 variables are included in the model 
according to four information criteria. The point 
to note in Table 8 is that the models obtained by 
using each heuristic algorithm show similarity. 
That is, when the models obtained with ABC, DE 
and GA algorithms are compared, it is seen that 
the optimal solutions are the same. 

4. CONCLUSION  

In the first stage of this study, an efficiency 
analysis was carried out by the SFA approach to 
examine the health system efficiency status of 
OECD countries. The input variables used in this 
stage are total health expenditures per capita, 
public expenditures, number of nurses, number of 
beds, tobacco consumption, alcohol consumption, 
GDP per capita, and educational status. Life 
expectancy at birth is used as an output variable. 
The analysis was performed in software program 
R. Using the results obtained from the SFA 
approach, the efficiency scores of the countries 
are ranked and the most effective and least 
effective countries are determined. Among the 29 
selected OECD countries, Italy was found to be 
the most effective country in terms of health 
system efficiency. This finding reveals that Italy 
is the country that completes the output 
transformation process of selected input variables 
for the study in the most efficient way. 
Additionally, according to the results of the SFA 
approach, it can be said that the country with the 
lowest health system efficiency is Korea. 

In the second stage of this study, we aimed to 
identify the other indicators that could affect the 
health system efficiencies of 29 OECD countries 
and determine the factors that should be given 
priority for countries to increase their efficiencies 
in this sector. For this purpose, the effect of the 20 
different indicators obtained from the 2010 health 
sector determinants surveys on OECD countries 
on the efficiency scores estimated by the SFA 
approach was analysed using different regression 
methods and heuristic algorithm methods in the 
context of generalized linear models. Parameter 
estimations made for GLM are based on IBM 
SPSS 20 package program. As a result of using 
heuristic algorithm methods, we decided that it is 
appropriate to use the three algorithms discussed 
in this study. Applications of the algorithms have 
been benefited from the R software program 
again. 

While the insurer level for competition (𝑥ଶ), the 
patient choice among providers (𝑥ଽ) were related 
according to the heuristic algorithms, the 
regulation of the workforce and equipment (𝑥଼), 
the patient choice among providers (𝑥ଽ), 
gatekeeping (𝑥ଵ଴) were related factors with the 
health system efficiency factors according to 
GLM.   

In particular, the lowest effective countries should 
reconsider the health system policy and take 
precautions to improve the health system 
efficiency paying attention to important factors 
mentioned and highlighted above. 
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On a Generalized Difference Sequence Spaces of Fractional Order 
associated with Multiplier Sequence Defined by a Modulus Function 

 

Taja YAYING*1 

Abstract 

Let Γ(𝑚) denotes the gamma function of a real number 𝑚 ∉ {0, −1, −2, … }. Then the 
difference matrix Δఈ of a fractional order 𝛼 is defined as  

 (Δఈ𝑣)௞ = ∑ (−1)௜ ୻(ఈାଵ)

௜!୻(ఈି௜ାଵ)
𝑣௞ା௜௜ . 

Using the difference operator Δఈ, we introduce paranormed difference sequence spaces 
𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝) and 𝑆ఏ(Δఈ, 𝑓, Λ, 𝑝) of fractional orders involving lacunary sequence, 𝜃; modulus 
function, 𝑓 and multiplier sequence, Λ = (𝜆௞). We investigate topological structures of these 
spaces and examine various inclusion relations. 

Keywords: Difference operator Δఈ, Paranormed sequence space, Lacunary sequence, Modulus 
function, Multiplier sequence. 

 

1. INTRODUCTION 

Let 𝑤 denotes the space of all real valued 
sequences. Also ℓஶ, 𝑐 and 𝑐଴ will denote the 
spaces of bounded, convergent and null 
sequences, respectively. The spaces ℓஶ, 𝑐 and 𝑐଴ 
are Banach spaces normed by ‖𝑣‖ஶ = sup௞|𝑣௞|. 

The notion of difference sequence spaces was first 
introduced by Kızmaz [1]. Later on, the notion 
was generalized by Et and Colak [2] as given 
below: 

Let 𝑚 be a non negative integer, then  

                                                 
* Corresponding Author: tajayaying20@gmail.com 
1 Dera Natung Government College, Itanagar, ORCID: https://orcid.org/0000-0003-3435-8417 

Δ௠(𝑉) = {𝑣 = (𝑣௞): Δ௠𝑣 ∈ 𝑉} for V
∈ {ℓஶ, c, c଴}, 

where(Δ௠𝑣)௞ = (Δ௠ିଵ𝑣)௞ − (Δ௠ିଵ𝑣)௞ାଵ)), 
(Δ଴𝑣)௞ = 𝑣௞ and  

(Δ௠𝑣)௞ = ෍
௠

௜ୀ଴
(−1)௜ ቀ

𝑚
𝑖

ቁ 𝑣௞ା௜ . 

These spaces are Banach spaces with the norm 
defined by  

‖𝑣‖୼ = ෍

௠

௜ୀ଴

|𝑣௜| + sup
௞

|(Δ௠𝑣)௞|. 

Furthermore, generalized difference sequence 
spaces were studied by Et and Esi [3], Et and 
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Başarır [4], Malkowsky and Parashar [5], Et and 
Tripathy [38], Ҫolak [6], and many others. 

The notion of statistical convergence was 
independently introduced by Fast [31] and 
Schoenberg [32]. The concept lies on the 
asymptotic density of the subset 𝐸 of natural 
numbers ℕ. A subset 𝐸 of ℕ is said to have 
asymptotic density 𝛿(𝐸), if 𝛿(𝐸) =

lim௡→ஶ
ଵ

௡
∑௡

௞ୀଵ 𝜒ா(𝑘) exists, where 𝜒ா is the 

characteristic function of 𝐸. 

A sequence 𝑣 = (𝑣௜) is said to be statistically 
convergent to 𝐿 if for every 𝜀 > 0,  

lim
௞→ஶ

1

𝑘
|{𝑘 ∈ ℕ: |𝑣௞ − 𝐿| ≥ 𝜀}| = 0, 

where |𝐸| denotes the cardinality of the set 𝐸. In 
this case, we write 𝑆 − lim𝑣௞ = 𝐿 or 𝑣௞ → 𝐿(𝑆). 

Let 𝜃 = (𝑘௥) be the sequence of positive integers 
such that 𝑘଴ = 0, 0 < 𝑘௥ < 𝑘௥ାଵ and ℎ௥ = 𝑘௥ −
𝑘௥ିଵ → 0 as 𝑟 → ∞. Then 𝜃 is called lacunary 
sequence. The intervals determined by 𝜃 will be 

denoted by 𝐼௥ = (𝑘௥ିଵ, 𝑘௥] and the ratio 
௞ೝ

௞ೝషభ
 will 

be denoted by 𝑞௥ . Freedman et. Al [44] introduced 
the sequence space 𝑁ఏ given by  

𝑁ఏ = ቐ𝑣 = (𝑣௞) ∈ 𝑤: ℎ௥
ିଵ ෍

௞∈ூೝ

|𝑣௞ − 𝐿|

→ 0, for some 𝐿ቑ ; 

and showed that the space 𝑁ఏ is a 𝐵𝐾 space with 
the norm defined by  

‖𝑣‖ఏ = sup
௥

ቌℎ௥
ିଵ ෍

௞∈ூೝ

|𝑣௞|ቍ. 

The study on sequence spaces was extended by 
using the notion of associated multiplier 
sequences. Goes and Goes [40] defined the 
differentiated sequence space 𝑑𝐸 and the 
integrated sequence space ∫ 𝐸 for a given 
sequence space 𝐸, using the multiplier sequences 

(𝑘ିଵ) and (𝑘) respectively. Different authors 
took different types of multiplier sequences for 
their study. In this article we shall consider a 
general multiplier sequence Λ = (𝜆௞) of non-zero 
scalars. 

Let Λ = (𝜆௞) be a sequence of non-zero scalars. 
Then the multiplier sequence space 𝐸(Λ), 
associated with the multiplier sequence Λ, of the 
sequence space 𝐸 is defined as  

𝐸(Λ) = {𝑣 = (𝑣௞) ∈ 𝑤: (𝜆௞𝑣௞) ∈ 𝐸}. 

The notion of a modulus function was introduced 
by Nakano [34]. A modulus is a function 
𝑓: [0, ∞) → [0, ∞) such that   

1. 𝑓(𝑣) = 0 if and only if 𝑣 = 0;  
2. 𝑓(𝑣 + 𝑢) ≤ 𝑓(𝑣) + 𝑓(𝑢);  
3. 𝑓 is increasing;  
4. 𝑓 is continuous from right at 0.  

Ruckle [36] and Maddox [35] used modulus 
function 𝑓 to construct various sequence spaces. 
The following inequality (see [37]) will be used 
throughout in this article:  

|𝑎௞ + 𝑏௞|௣ೖ ≤ 𝐶(|𝑎௞|௣ೖ + |𝑏௞|௣ೖ); 

where 𝑎௞, 𝑏௞ ∈ ℂ, 0 < 𝑝௞ ≤ sup𝑝௞ = 𝐻, 𝐶 =
max(1, 2ுିଵ).  

Proposition 1.1 [43] Let f be a modulus function 
and let 0 < δ < 1. Then for each v ≥ δ we have 
f(v) ≤ 2f(1)δିଵv.  

2. FRACTIONAL DIFFERENCE 
OPERATOR AND GENERALIZED 

DIFFERENCE SEQUENCE SPACE OF 
FRACTIONAL ORDERS 

Let Γ(𝑚) be the Gamma function of a real number 
𝑚 and 𝑚 ∉ {0, −1, −2, … }. Gamma function can 
be expressed as an improper integral  

Γ(𝑚) = න
ஶ

଴

𝑒ି௧𝑡௠ିଵ𝑑𝑥. 

 Recently, Baliarsingh and Dutta [10, 11] have 
introduced the generalized difference operator Δఈ, 
for a positive fraction 𝛼 as follows:  
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(Δఈ𝑣)௞ = ෍

ஶ

௜ୀ଴

(−1)௜
Γ(𝛼 + 1)

𝑖! Γ(𝛼 − 𝑖 + 1)
𝑣௞ା௜. 

In particular, we have    

1. (Δ
భ

మ𝑣)௞ = 𝑣௞ −
ଵ

ଶ
𝑣௞ାଵ −

ଵ

଼
𝑣௞ାଶ −

ଵ

ଵ଺
𝑣௞ାଷ −

ହ

ଵଶ଼
𝑣௞ାସ − ⋯ 

2. (Δ
షభ

మ 𝑣)௞ = 𝑣௞ +
ଵ

ଶ
𝑣௞ାଵ +

ଷ

଼
𝑣௞ାଶ +

ହ

ଵ଺
𝑣௞ାଷ +

ଷହ

ଵଶ଼
𝑣௞ାସ + ⋯  

3. (Δ
మ

య𝑣)௞ = 𝑣௞ −
ଶ

ଷ
𝑣௞ାଵ −

ଵ

ଽ
𝑣௞ାଶ −

ସ

଼ଵ
𝑣௞ାଷ −

଻

ଶସଷ
𝑣௞ାସ − ⋯  

Baliarsingh [12] defined the spaces 𝑉(Γ, Δఈ, 𝑢) 
for 𝑉 ∈ {ℓஶ, 𝑐, 𝑐଴} using the fractional difference 
operator Δఈ and studied their topological 
properties and obtained their 𝛼, 𝛽, and 𝛾 duals. 

The studies on generalized difference sequence 
spaces of fractional orders were extended by 
Baliarsingh and Dutta [10, 11], Dutta and 
Baliarsingh [18], Kadak and Baliarsingh [19], 
Baliarsingh and Kadak [13], Meng and Mei [14], 
Yaying and Hazarika [16], Yaying et. al [15], 
Nayak et. al [26], Kadak [21, 22], Furkan [28], 
Özger [29, 30] etc. They studied different 
sequence spaces of fractional orders. Kadak in 
[23] determined a new classes of fractional 
difference sequence spaces Δ௩

ఈ(𝑉) as follows:  

Δ௨
ఈ(𝑉) = {𝑣 = (𝑣௞) ∈ 𝑤: (Δ௨

ఈ𝑣)௞ ∈ 𝑉}, 

where (Δ௨
ఈ𝑣)௞ = ∑ஶ

௜ୀ଴ (−1)௜ ୻(ఈାଵ)

௜!୻(ఈି௜ାଵ)
𝑢௞ା௜𝑣௞ା௜ 

and 𝑢 = (𝑢௞) is a sequence of positive real 
numbers. Using the fractional difference operator 
Δ௨

ఈ, he defined strongly Cesàro summable and 
statistical difference sequence spaces of fractional 
orders involving lacunary sequence, 𝜃 and 
arbitrary sequence 𝑝 = (𝑝௞) of positive real 
numbers.  

Theorem 2.1. [12]   

1. For a proper fraction 𝛼, Δఈ: 𝑤 → 𝑤 is a 
linear operator.  

2. For proper fractions 𝛼, 𝛽 > 0, 
Δఈ((Δఉ𝑣)௞) = (Δఈାఉ𝑣)௞ and 
Δఈ((Δିఈ𝑣)௞) = 𝑣௞ .  

The main objective of this article is to introduce 
generalized paranormed difference sequence 
spaces 𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝) and 𝑆ఏ(Δఈ, 𝑓, Λ, 𝑝) of 
fractional orders involving lacunary sequence, 𝜃; 
modulus function, 𝑓 and multiplier sequence, Λ 
and to investigate topological structures of these 
spaces and examine various inclusion relations. 

3. MAIN RESULTS 

Throughout the paper, 𝑝 = (𝑝௞) is a sequence of 
positive scalars. By using the fractional difference 
operator Δఈ, we introduce some new generalized 
difference sequence spaces 𝑁ఏ

଴(Δఈ, 𝑓, Λ, 𝑝), 
𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝) and 𝑁ఏ

ஶ(Δఈ, 𝑓, Λ, 𝑝) involving 
lacunary sequence, 𝜃; modulus function, 𝑓 and 
multiplier sequence, Λ as follows:  

 𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝) = ቄ𝑣 = (𝑣௞) ∈

𝑤: lim
௥→ஶ

ℎ௥
ିଵ ∑௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ =

0, for some 𝐿ቅ ; 

 𝑁ఏ
଴(Δఈ, 𝑓, Λ, 𝑝) = ቄ𝑣 = (𝑣௞) ∈

𝑤: lim
௥→ஶ

ℎ௥
ିଵ ∑௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞|)௣ೖ = 0ቅ ; 

 𝑁ఏ
ஶ(Δఈ, 𝑓, Λ, 𝑝) = ቄ𝑣 = (𝑣௞) ∈

𝑤: lim
௥→ஶ

ℎ௥
ିଵ ∑௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞|)௣ೖ <

∞ቅ ; 

Note that:   

1. When 𝑓(𝑣) = 𝑣, 𝛼 = 0, 𝜆௞ = 1, for all 𝑘 
and 𝑝௞ = 1 for all 𝑘, then the above 
sequence spaces reduces to ordinary 
lacunary convergent sequence spaces as 
studied by Freedman et. Al [44].  

2. When 𝛼 = 𝑚 ∈ ℕ, 𝜆௞ = 1, for all 𝑘 and 
𝑝௞ = 1 for all 𝑘, then the above sequence 
spaces reduces to 𝑉(Δ௠, 𝑓) where 𝑉 ∈

൛𝑁ఏ
଴, 𝑁ఏ, 𝑁ఏ

ஶൟ as studied by Çolak [6].  
3. When 𝛼 = 𝑚 ∈ ℕ, and 𝜆௞ = 1, for all 𝑘, 

then the above sequence spaces reduces to 
the sequence spaces studied by Tripathy 
and Et [38].  
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4. When 𝜆௞ = 1 for all 𝑘 ∈ ℕ, then the above 
class of sequence spaces reduce to 
𝑁ఏ

଴(𝑓, 𝑝), 𝑁ఏ(𝑓, 𝑝), 𝑁ఏ
ஶ(𝑓, 𝑝) as studied 

by Yaying [27].  
 

Theorem 3.1. The sequence spaces 
𝑁ఏ(𝛥ఈ , 𝑓, 𝛬, 𝑝), 𝑁ఏ

଴(𝛥ఈ , 𝑓, 𝛬, 𝑝) and 
𝑁ఏ

ஶ(𝛥ఈ , 𝑓, 𝛬, 𝑝) are linear spaces.  

Proof. We shall prove for 𝑁ఏ
଴(Δఈ, 𝑓, Λ, 𝑝). Others 

can be proved in a similar fashion. Let 𝑣, 𝑢 ∈
𝑁ఏ

଴(𝛥ఈ, 𝑓, Λ, 𝑝) and 𝛼′ and 𝛽′ be two scalars. Then 
there exist 𝑀ఈᇱ > 0 and 𝐾ఉᇱ > 0 such that |𝛼′| ≤

𝑀ఈᇱ and |𝛽′| ≤ 𝐾ఉᇱ. Since 𝑓 is subadditive and Δఈ 
is linear, we have  

ℎ௥
ିଵ ∑௞∈ூೝ

𝑓(|𝜆௞(Δఈ(𝛼′𝑣 + 𝛽′𝑢))௞|)௣ೖ  

≤ ℎ௥
ିଵ   ∑௞∈ூೝ

[𝑓(|𝛼′|𝜆௞|(Δఈ𝑣)௞|) +

𝑓(|𝛽′||𝜆௞(Δఈ𝑢)௞|)]௣ೖ  

          ≤ 𝐶(𝑀ఈᇲ)ுℎ௥
ିଵ ∑௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞|)௣ೖ +

𝐶൫𝐾ఉᇲ൯
ு

ℎ௥
ିଵ ∑௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑢)௞|)௣ೖ → 0  

as 𝑟 → ∞. This proves the linearity of 
𝑁ఏ

଴(Δఈ, 𝑓, Λ, 𝑝).  

Theorem 3.2. 𝑁ఏ
଴(𝛥ఈ, 𝑓, 𝛬, 𝑝) is a paranormed 

sequence space paranormed by  

𝑔(𝑣) = sup
௥

ቌℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞|)௣ೖቍ

ଵ/ெ

; 

where 𝑀 = max(1, sup௞𝑝௞).  

Proof. Clearly 𝑔(𝜃) = 0 and 𝑔(𝑣) = 𝑔(−𝑣) for 
all 𝑣 ∈ 𝑁ఏ

଴(Δఈ, 𝑓, Λ, 𝑝). Using the linearity of Δఈ, 
definition of 𝑓 and Minkowski’s inequality, it is 
not difficult to show that 𝑔(𝑣 + 𝑢) ≤ 𝑔(𝑣) +
𝑔(𝑢), for any two sequences 𝑣, 𝑢 ∈
𝑁ఏ

଴(Δఈ, 𝑓, Λ, 𝑝). 

It remains to show the continuity of the scalar 
multiplication. Let 𝛽 be any scalar. By definition 
of modulus 𝑓, we have  

𝑔(𝛽𝑣) = sup
௥

ቌℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝛽𝑣)௞|)௣ೖቍ

ଵ/ெ

≤ 𝑁ఉ
ு/ெ

𝑔(𝑣),  

where 𝑁ఉ is a positive number such that |𝛽| ≤ 𝑁ఉ 
and 𝐻 = sup 𝑝௞.  

Now, since 𝑓 is modulus, we have 𝑥 → 0 implies 
𝑔(𝛽𝑣) → 0. Similarly, 𝑣 → 0 and 𝛽 → 0 implies 
𝑔(𝛽𝑣) → 0. Finally, keeping 𝑣 fixed and letting 
𝛽 → 0 implies 𝑔(𝛽𝑣) → 0. This completes the 
proof.  

Theorem 3.3. Let 𝑓 be a modulus function, then 
𝑁ఏ

଴(Δఈ , 𝑓, Λ, 𝑝) ⊂ 𝑁ఏ(Δఈ , 𝑓, Λ, 𝑝) ⊂ 𝑁ఏ
ஶ(Δఈ , 𝑓, Λ, 𝑝). 

Proof. The first inclusion is obvious. We provide 
the proof of the second inclusion. 

Let 𝑣 ∈ 𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝). By definition of 𝑓, we 
have,  

ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞|)௣ೖ 

= ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿 + 𝐿|)௣ೖ 

≤ 𝐶ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ

+ 𝐶ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝐿|)௣ೖ . 

Now, there exist a positive integer 𝐾௅ such that 
|𝐿| ≤ 𝐾௅ . Hence, we have,  

ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞|)௣ೖ 

≤ 𝐶ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ

+ 𝐶(𝐾௅𝑓(1))ு. 

This proves the result.   

Theorem 3.4.  If 𝑓, 𝑓ଵ, 𝑓ଶ be modulus functions 
and 𝑉 ∈ ൛𝑁ఏ, 𝑁ఏ

଴, 𝑁ఏ
ஶൟ, then   
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1. 𝑉(Δఈ, 𝑓, Λ, 𝑝) ⊂ 𝑉(Δఈ, 𝑓 ∘ 𝑓ଵ, Λ, 𝑝). 
2. 𝑉(Δఈ, 𝑓ଵ, Λ, 𝑝) ∩ 𝑉(Δఈ, 𝑓ଶ, Λ, 𝑝) ⊂

𝑉(Δఈ, 𝑓ଵ + 𝑓ଶ, Λ, 𝑝).  

Proof. We shall prove for 𝑁ఏ
଴(Δఈ, 𝑓, Λ, 𝑝). Let 𝜀 >

0 and choose 0 < 𝛿 < 1 such that 𝑓(𝑡) < 𝜀 for 
0 ≤ 𝑡 ≤ 𝛿. We write 𝑢௞ = 𝑓ଵ(|𝜆௞(Δఈ𝑣)௞|) and 
consider  

෍

௞∈ூೝ

𝑓(𝑢௞)௣ೖ = ෍

ଵ

𝑓(𝑢௞)௣ೖ + ෍

ଶ

𝑓(𝑢௞)௣ೖ 

where the first summation runs over 𝑢௞ ≤ 𝛿 and 
the second summation runs over 𝑢௞ > 𝛿. Since 𝑓 
is continuous, we have 

∑ଵ 𝑓(𝑢௞)௣ೖ < ℎ௥𝜀ு. (3.1) 

Also,  

𝑢௞ <
𝑢௞

𝛿
≤ 1 +

𝑢௞

𝛿
. 

Hence, by using Proposition 1.1, we can write  

ℎ௥
ିଵ ∑ଶ 𝑓(𝑢௞)௣ೖ ≤

max{1, (2𝑓(1)𝛿ିଵ)ு} ℎ௥
ିଵ ∑௞∈ூೝ

𝑢௞ . (3.2) 

Using equations (3.1) and (3.2), we get 
𝑁ఏ

଴(Δఈ, 𝑓, Λ, 𝑝) ⊂ 𝑁ఏ
଴(Δఈ, 𝑓 ∘ 𝑓ଵ, Λ, 𝑝).  

The proof of (ii) follows from the inequality  

(𝑓ଵ + 𝑓ଶ)(|𝜆௞(Δఈ𝑣)௞|)௣ೖ 

≤ 𝐶𝑓ଵ(|𝜆௞(Δఈ𝑣)௞|)௣ೖ + 𝐶𝑓ଶ(|𝜆௞(Δఈ𝑣)௞|)௣ೖ. 
 The following result is an immediate 
consequence of Theorem 3.4 (i).  

Corollary 3.5 Let 𝑓 be a modulus function. Then 
𝑉(𝛥ఈ, 𝛬, 𝑝) ⊂ 𝑉(𝛥ఈ, 𝑓, 𝛬, 𝑝) where 𝑉 ∈

൛𝑁ఏ, 𝑁ఏ
଴, 𝑁ఏ

ஶൟ.  

Theorem 3.6 Let 0 < 𝑝௞ < 𝑞௞ and ቀ
௤ೖ

௣ೖ
ቁ be 

bounded then 𝑉(𝛥ఈ , 𝑓, 𝛬, 𝑞) ⊂ 𝑉(𝛥ఈ , 𝑓, 𝛬, 𝑝).  

Proof. The proof of the theorem is easy and hence 
omitted. 

4. LACUNARY STATISTICAL 
CONVERGENCE OF FRACTIONAL 

ORDER DEFINED BY MODULUS 
FUNCTION 

In this section we introduce the set of generalized 
lacunary statistical convergence of fractional 
orders associated with a multiplier sequence 
defined by a modulus function as follows:  

𝑆ఏ(Δఈ, 𝑓, Λ, 𝑝) = ቄ𝑣 = (𝑣௞) ∈

𝑤: lim
௥→ஶ

ℎ௥
ିଵ|{𝑘 ∈ 𝐼௥: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ ≥

𝜀}| = 0, for some 𝐿ቅ.   

When 𝑝௞ = 1 for all 𝑘 ∈ ℕ, we shall denote 
𝑆ఏ(Δఈ, 𝑓, Λ, 𝑝) by 𝑆ఏ(Δఈ, 𝑓, Λ). 

Note that: 

1. When 𝑓(𝑣) = 𝑣, 𝛼 = 0, 𝜆௞ = 1 for all 𝑘 ∈
ℕ and 𝑝௞ = 1 for all 𝑘 ∈ ℕ, then the above 
sequence spaces reduce to ordinary 
lacunary statistical convergent sequence 
spaces as studied by Fridy and Orhan [42]. 

2. When 𝛼 = 𝑚 ∈ ℕ, 𝜆௞ = 1, for all 𝑘 ∈ ℕ, 
then the above sequence spaces reduce to 
the sequence spaces as studied by 
Tripathy and Et [38]. 

Theorem 4.1.  Let 𝜃 be a lacunary sequence. 
Then 𝑆(𝛥ఈ , 𝑓, 𝛬) ⊂ 𝑆ఏ(𝛥ఈ , 𝑓, 𝛬), if 𝑙𝑖𝑚𝑖𝑛𝑓𝑞௥ >
1.  

Proof. Let liminf𝑞௥ > 1, then there exist a 𝛿 > 0 
such that 1 + 𝛿 ≤ 𝑞௥ , for sufficiently large 𝑟. 

Since ℎ௥ = 𝑘௥ − 𝑘௥ିଵ, which implies that 
௛ೝ

௞ೝ
≥

ఋ

ଵାఋ
. 

Let 𝑣 ∈ 𝑆(Δఈ, 𝑓, Λ). Then for 𝜀 > 0  

1

𝑘௥

|{𝑘 ≤ 𝑘௥: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|) ≥ 𝜀}| 

≥
1

𝑘௥

|{𝑘 ∈ 𝐼௥: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|) ≥ 𝜀}| 

≥
𝛿

1 + 𝛿
ℎ௥

ିଵ|{𝑘 ∈ 𝐼௥: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|) ≥ 𝜀}|. 
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This proves the result.  

Theorem 4.2.  Let 𝜃 be a lacunary sequence. 
Then 𝑆ఏ(𝛥ఈ , 𝑓, 𝛬) ⊂ 𝑆(𝛥ఈ , 𝑓, 𝛬), if 𝑙𝑖𝑚𝑠𝑢𝑝 𝑞௥ <
∞.  

Proof. Let limsup 𝑞௥ < ∞, then there is a 𝐾 > 0 
such that 𝑞௥ < 𝐾, for all 𝑟. Let 𝑣 ∈ 𝑆ఏ(Δఈ, 𝑓, Λ) 
and let 𝜏௥ = |{𝑘 ∈ 𝐼௥: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|) ≥ 𝜀}|.  

Now by definition, for 𝜀 > 0 there is an integer 𝑟଴ 
such that  

ℎ௥
ିଵ𝜏௥ < 𝜀 for all r > r଴. (4.1) 

Now let 𝛾 = max{𝜏௥: 1 ≤ 𝑟 ≤ 𝑟଴} and let 𝑛 be 
any integer satisfying 𝑘௥ିଵ < 𝑛 ≤ 𝑘௥ , then we 
can write  

1

𝑛
|{𝑘 ≤ 𝑛: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|) ≥ 𝜀}| 

≤
1

𝑘௥ିଵ

|{𝑘 ≤ 𝑘௥: 𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|) ≥ 𝜀}| 

=
1

𝑘௥ିଵ
൛𝜏ଵ + 𝜏ଶ + ⋯ + 𝜏௥బ

+ 𝜏௥బାଵ + ⋯ + 𝜏௥ൟ 

≤
𝛾

𝑘௥ିଵ
𝑟଴ +

1

𝑘௥ିଵ
ቊℎ௥బାଵ

𝜏௥బାଵ

ℎ௥బାଵ
+ ⋯ + ℎ௥

𝜏௥

ℎ௥
ቋ 

≤
𝛾

𝑘௥ିଵ
𝑟଴ +

1

𝑘௥ିଵ
ቆsup

௥ழ௥బ

𝜏௥

ℎ௥
ቇ ൫ℎ௥బାଵ + ⋯ + ℎ௥൯ 

≤
ఊ

௞ೝషభ
𝑟଴ + 𝜀

௞ೝି௞ೝబ

௞ೝషభ
    (using equation (4.1)  

≤
𝛾

𝑘௥ିଵ
𝑟଴ + 𝜀𝑞௥ 

≤
𝛾

𝑘௥ିଵ
𝑟଴ + 𝜀𝐾. 

This proves the result.  

Following result is the direct consequence of 
theorems (4.1) and (4.2).  

Corollary 4.3. Let 𝜃 be a lacunary sequence. 
Then 𝑆(𝛥ఈ , 𝑓, 𝛬) = 𝑆ఏ(𝛥ఈ , 𝑓, 𝛬), if 1 <
𝑙𝑖𝑚𝑖𝑛𝑓𝑞௥ ≤ 𝑙𝑖𝑚𝑠𝑢𝑝 𝑞௥ < ∞.  

Theorem 4.4.  Let 𝑓 be a modulus function and 
𝐻 = 𝑠𝑢𝑝௞𝑝௞. Then 𝑁ఏ(𝛥ఈ , 𝑓, 𝛬, 𝑝) ⊂ 𝑆ఏ(𝛥ఈ, 𝛬).  

Proof. Let 𝑣 ∈ 𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝) and 𝜀 > 0 be 
given. Then,  

ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ 

= ℎ௥
ିଵ ෍

௞∈ூೝ
|ఒೖ(୼ഀ௩)ೖି௅|ஹఌ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ

+ ℎ௥
ିଵ ෍

௞∈ூೝ
|ఒೖ(୼ഀ௩)ೖି௅|ழఌ

𝑓(|𝜆௞(Δఈ𝑣)௞

− 𝐿|)௣ೖ 

≥ ℎ௥
ିଵ ෍

௞∈ூೝ
|ఒೖ(୼ഀ௩)ೖି௅|ஹఌ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ 

≥ ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(𝜀)௣ೖ 

≥ ℎ௥
ିଵ ෍

௞∈ூೝ

min൫𝑓(𝜀)୧୬୤௣ೖ , 𝑓(𝜀)ு൯ 

≥ ℎ௥
ିଵ|{𝑘 ∈ 𝐼௥: |𝜆௞(Δఈ𝑣)௞ − 𝐿|

≥ 𝜀}|min൫𝑓(𝜀)୧୬୤௣ೖ , 𝑓(𝜀)ு൯. 

Taking the limit as 𝑟 → ∞,  

lim
௥→ஶ

ℎ௥
ିଵ|{𝑘 ∈ 𝐼௥: |𝜆௞(Δఈ𝑣)௞ − 𝐿| ≥ 𝜀}|

≤
1

min(𝑓(𝜀)୧୬୤௣ೖ , 𝑓(𝜀)ு)
lim
௥→ஶ

ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞

− 𝐿|)௣ೖ = 0. 

This proves the result.  

Theorem 4.5.  Let 𝑓 be bounded and 0 < ℎ =
𝑖𝑛𝑓𝑝௞ ≤ 𝑝௞ ≤ 𝑠𝑢𝑝𝑝௞ = 𝐻 < ∞. Then 
𝑆ఏ(𝛥ఈ, 𝛬) ⊂ 𝑁ఏ(𝛥ఈ, 𝑓, 𝛬, 𝑝).  

Proof. Since 𝑓 is bounded, there exist some 𝐾 
such that 𝑓(𝑣) < 𝐾 for all 𝑣 ≥ 0. Now,  

ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ 
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= ℎ௥
ିଵ ෍

௞∈ூೝ
|ఒೖ(୼ഀ௩)ೖି௅|ஹఌ

𝑓(|𝜆௞(Δఈ𝑣)௞ − 𝐿|)௣ೖ

+ ℎ௥
ିଵ ෍

௞∈ூೝ
|ఒೖ(୼ഀ௩)ೖି௅|ழఌ

𝑓(|𝜆௞(Δఈ𝑣)௞

− 𝐿|)௣ೖ 

≤ ℎ௥
ିଵ ෍

௞∈ூೝ

max(𝐾௛, 𝐾ு) + ℎ௥
ିଵ ෍

௞∈ூೝ

𝑓(𝜀)௣ೖ 

≤ max(𝐾௛, 𝐾ு)ℎ௥
ିଵ|{𝑘 ∈ 𝐼௥: |𝜆௞(Δఈ𝑣)௞ − 𝐿|

≥ 𝜀}| + max(𝑓(𝜀)௛, 𝑓(𝜀)ு) 

Hence 𝑣 ∈ 𝑁ఏ(Δఈ, 𝑓, Λ, 𝑝).  

The following result is an immediate consequence 
of the Theorem 4.4 and Theorem 4.5.  

Corollary 4.6. Let 𝑓 be bounded and 0 < ℎ =
𝑖𝑛𝑓𝑝௞ ≤ 𝑝௞ ≤ 𝑠𝑢𝑝𝑝௞ = 𝐻 < ∞. Then 
𝑆ఏ(𝛥ఈ, 𝛬) = 𝑁ఏ(𝛥ఈ, 𝑓, 𝛬, 𝑝). 

5. CONCLUSION 

Fractional order difference sequence space has 
been an active field of research during the recent 
times. Many authors have introduced different 
classes of difference sequence spaces of fractional 
orders, obtained their 𝛼, 𝛽 and 𝛾 duals and matrix 
transformations. Recently, Kadak [24] introduced 
the notions of statistically Ω-convergence and Ω-
statistically convergence by the weighted method 
with respect to the fractional difference operator 

Δ௛
ఈ,ఉ,ఊ

. In his another work, Kadak [25] introduced 
the concepts of statistically weighted 𝜓୼

௣,௤-
summability, weighted 𝜓୼

௣,௤-statistical 
converegence and weighted strongly 𝜓୼

௣,௤-
summability with respect to a more generalized 

difference operator Δ௛,௣,௤
ఈ,ఉ,ఊ including (𝑝, 𝑞)-

analogue of gamma function and obtained 
Korovkin type approximation theorems for 
function of two variables. In this article we tend 
to generalize the findings of the previous authors 
using modulus function and a multiplier 
sequence. We expect that the introduced notions 
and the results might be a reference for further 
studies in this field. For further studies one can 

investigate and generalize this results using 
sequence of modulus functions, Orlicz function, 
etc. One can obtain similar results by employing 
more generalized fractional difference operator as 
defined by Kadak in [24, 25]. 
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Isotopes by Artificial Neural Networks 
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Abstract 

The nuclear reaction induced by photon is one of the important tools in the investigation of 
atomic nuclei. In the reaction, a target material is bombarded by photons with high-energies in 
the range of gamma-ray energy range. In the bombarding process, the photons can statistically 
be absorbed by a nucleus in the target material. Then the excited nucleus can decay by 
emitting proton, neutron, alpha and light particles or photons. By performing photonuclear 
reaction on the target, it can be easily investigated low-lying excited states of the nuclei. In 
the present work, (γ, n) photonuclear reaction cross-sections on different calcium isotopes 
have been estimated by using artificial neural network method. The method is a mathematical 
model that mimics the brain functionality of the creatures. The correlation coefficient values 
of the method for both training and test phases being 0.99 indicate that the method is very 
suitable for this purpose. 

Keywords: Photonuclear reaction, cross-section, calcium, artificial neural network 
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1. INTRODUCTION 

In the experimental nuclear physics studies, 
reactions induced by photons are one of the 
important tools. In these types of reactions, the 
target nuclei are bombarded by high-energy 
photons and the photons can be absorbed by a 
nucleus in the target material. Because of a 
nuclear process can be observed in the reaction, 
these are called as photonuclear reaction [1]. In 
order to release excess energy by the nucleus, 
one of the decay process is governed via emitting 
proton, neutron, alpha and light particles or 
photons. In the case of neutron emission, the 
reaction is called as photo-neutron reaction.  By 
emitting particles from the target nucleus, a 
stable or unstable isotope can be formed. The 
unstable isotope goes to stable one by beta 
decays. The half-life of the radioisotopes can 
also be determined in these types of reactions. 

The cross-section values for photo-neutron 
reactions for different isotopes and energies are 
determined either experimentally or theoretically 
[2, 3]. One of the most used theoretical codes for 
this purpose is TALYS computer code [4]. 
TENDL database [5] is based on this code and 
other sources such as ENDF [6]. The code is a 
system for the analysis and prediction of nuclear 
reactions. The basic objective behind its 
construction is the simulation of nuclear 
reactions that involve neutrons, photons, protons, 
deuterons, tritons, 3He- and alpha-particles, in 
the 1 keV - 200 MeV energy range and for target 
nuclides of mass 12 and heavier. To achieve this, 
it is implemented a suite of nuclear reaction 
models into a single code system.  

Calcium (Ca) is a metal with a silver color 
whose structure is cubic crystal [7]. It has 25 
known isotopes and 5 of them are stable. The 
abundances of the isotopes in percentage are 
96.941, 0.647, 0.135, 2.086 and 0.187 for 40Ca, 
42Ca, 43Ca, 44Ca and 46Ca, respectively. Ca has 
also long-lived unstable isotopes which are 
suitable for target material which are 41Ca and 
45Ca isotopes with 99400 years and 162.6 days 
half-lives. Ca element is one of the fundamental 
target materials for experimental nuclear 
structure studies. It also plays a number of 

biologically important roles that have been 
explored for a long time with various techniques 
available for medical science [8]. One of the 
most important of these techniques is 
investigation of calcium functions in the body 
with the assist of a radioactive isotope. Apart 
from the stable isotopes, the radioactive Ca 
isotopes have been artificially produced which 
are possible radioactive tracers.  

The one of the way to produce the radioactive Ca 
isotopes is photo-neutron (γ, n) reaction. 41Ca, 
45Ca and 47Ca can be generated by using photo-
neutron reactions performed on 42Ca, 46Ca and 
48Ca stable isotopes. Therefore, the information 
about the cross-sections on Ca according to 
different energy values for these reactions is 
important. In the present study, artificial neural 
network (ANN) method [9] has been used for the 
prediction of (γ, n) reaction cross sections in 
different energies from threshold energy values 
to 200 MeV on stable or long-lived Ca isotopes. 
The data are taken from TENDL2019 library [5]. 
ANN is a machine learning tool as a 
mathematical model that mimics brain 
functionality which is composed of layers 
including neurons in each. The method generates 
its own output as close as the desired values. One 
of the advantages of the method is it does not 
need any relationship between input and output 
data variables. Another advantage of the method 
is that in case of missing data, it can complete 
missing data thanks to its learning ability. 
Recently, ANN has been used in many fields in 
nuclear physics. Among them the studies 
performed by our group are developing nuclear 
mass systematic [10], obtaining fission barrier 
heights [11], obtaining nuclear charge radii [12], 
estimation of beta decay energies [13], 
approximation to the cross sections of Z boson 
[14, 15], determination of gamma-ray angular 
distributions [16] and estimations of radiation 
yields for electrons in absorbers [17]. 
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2. MATERIAL and METHODS 

ANN (artificial neural network) is a very 
powerful mathematical tool that is used when 
standard techniques fail [9]. The method mimics 
brain functionality and nervous system. It is 
composed of three different layers which are 
input, hidden and output layers. Each layer has 
its own neurons. The neurons are processing 
units. The neurons in a layer are connected to the 
neurons only in the next layer by adaptive 
synaptic weights. The input neurons receive the 
data which are independent variables of the 
problem. The data is transmitted to the hidden 
layer neurons by multiplying the weight values 
of the connections. The all data entering the 
neurons are summed and the summed net data 
are activated by appropriate functions. The 
hidden neuron activation function can be 
theoretically any well behaved nonlinear 
function. In this study, a sigmoid-like function 
(tangent hyperbolic) has been used for the 
activation. Finally, the data is transmitted to the 
output layer neurons and predictions have been 
done for the dependent variables. Because of the 
layered structure, a particular type of ANN is 
called layered ANN. In Fig.1, we have shown 
the 3-20-20-1 ANN structure which is used in 
this study for the prediction of the reaction cross 
sections. 

The inputs were neutron number (N) of the 
target, mass number (A) of the target and photon 
energy (E) impinging upon the target. 40Ca, 41Ca, 
42Ca, 43Ca, 44Ca, 45Ca, 46Ca and 48Ca isotopes are 
considered in the target. The desired output was 
photo-neutron reaction cross-section for these 
different Ca isotopes. There is no rule for the 
determination of the hidden layer and neuron 
numbers. It depends of problem nature and 
determined after several trials. In this work, two 
hidden layer with 20 neurons in each were 
chosen as 2 and 4 in each, respectively.  

 

 

Figure 1 ANN with 3-20-20-1 structure for the 

prediction of photo-neutron cross sections performed 

on Ca isotopes 

The main goal of the method is the determination 
of the final weight values between neurons by 
starting random values. The ANN with best 
weights can give the ANN outputs as close as to 
the desired values. ANN is two step processes. In 
the first, ANN is trained (training) for the 
determination of the final best weights by given 
input and output data values. By the appropriate 
modifications of the weights, ANN modifies its 
weights until an acceptable error level between 
ANN and desired outputs. The error function 
was mean square error (MSE) in this study. MSE 
gives the average of the squares of the difference 
between the desired and the neural network 
output values. Correlation coefficient (R) takes 
values between -1 and 1. It gives the correlation 
between values. Over-training and network 
memorization can be prevented by validation 
dataset which is not included in training. If 
validation is not made, it is not noticeable that 
the network is trained or memorized during the 
training stage.  

In the second step (test), another dataset of the 
problem is given to ANN and the results are 
predicted by using the final weights. If the 
predictions of the test data are good, the ANN is 
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considered to have learned the relationship 
between input and output data.  

In this work, neural network tool of MATLAB 
program [18] was used for the estimations. The 
data was divided into three separate sets for 
training (70%), validation (15%) and test (15%) 
stages. The whole data were obtained from 
TENDL database. In the training step, 
Levenberg–Marquardt [19, 20] backpropagation 
algorithm was used. 

3. RESULTS and DISCUSSION 

A total of 282 data were used for calculations, 
198 of which are for training and 42 for the 
validation of ANN and 42 for the test of ANN. 
The data for (γ, n) reaction cross-sections in the 
literature are studied from threshold energy 
values to 200 MeV. After the determination of 
the final weights, the ANN is first used in the 
training and validation datasets. As can be seen 
in regression plots (Figure 2) that the R values 
are 0.99998 and 0.99827 for the training and 
validation data. All data concentrated on the X = 
Y line indicates that the method is very suitable 
for this purpose.  

For the test dataset R values is still high by 
getting values 0.9988. MSE, minimum and 
maximum errors for the all data are 0.202 mb, 
10-5 mb and -3.27 mb, respectively. For the all 
data the R values is 0.99941. The R values 
obtained for each datasets which are close to 1 
show the strength of the relationship. However, 
the R value in the test stage is lower than the 
training stage. This indicates that ANN does not 
memorize data, as can be seen also in the 
validation results. In the training stage, the MSE 
value gets its minimum value for the validation 
data in 43th epoch of total 1000. We have shown 
in Figure 3 that the plot for validation starts to 
increase after this epoch with the value of 
0.66641. The final MSE value of the training is 
in the order of 10-5. 

In Figure 4, we have given the photo-neutron 
reaction cross section values for Ca isotopes 
from ANN method in comparison with the 
available literature data. As is clear in figure that 
the ANN estimations are in harmony with the 

literature data. The eight peaks belong to 40Ca, 
41Ca, 42Ca, 43Ca, 44Ca, 45Ca, 46Ca and 48Ca 
isotopes, respectively. For 40Ca isotope, the 
reaction cross-section values are the lowest 
among the other isotopes for all energy values in 
the energy range. For 41Ca isotope, the cross-
sections are relatively lower than the other 
higher Ca isotopes. The larger cross-section 
values are for 44Ca and 45Ca isotopes.  

 

Figure 2 The comparisons of the ANN results by 

target values for training (upper-left), validation 

(upper right), test (lower-left) and all (lower-right) 

datasets. 

 

 

Figure 3 The performance plots of the ANN for 

training, validation and test datasets 
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Also, it can be seen in Figure 4 that the 
maximum cross-section values are 2.98 mb in 22 
MeV for 40Ca, 17.22 mb in 19 MeV for 41Ca, 
33.82 mb in 20 MeV for 42Ca, 47.51 mb in 19 
MeV for 43Ca, 59.52 mb in 19 MeV for 44Ca, 
60.38 mb in 19 MeV for 45Ca, 56.90 mb in 18 
MeV for 46Ca and 40.19 mb in 18 MeV for 48Ca. 
The cross-sections get its maximums about 18-
20 MeV in the investigated energy range of 
threshold to 200 MeV. The reaction thresholds 
are 16, 9, 12, 8, 12, 8, 11 and 10 MeV, 
respectively, for to 40Ca, 41Ca, 42Ca, 43Ca, 44Ca, 
45Ca, 46Ca and 48Ca isotopes.  

 

Figure 4 Photo-neutron reaction cross-sections 

performed on Ca isotopes from ANN estimation 

(ANN) and the literature data (TENDL).  

 

4. CONCLUSIONS 

In this work, (γ, n) photo-neutron reaction cross-
sections of stable and long-lived Ca isotopes 
have been predicted by using artificial neural 
network (ANN) method in the threshold to 200 
MeV energy range. The data for the applications 
of the ANN method have been borrowed from 
TENDL-2019 nuclear data library. According to 
the results, the ANN predictions for the cross-
sections are very close to the available literature 
data. Therefore, one can use ANN method for 
the obtaining of photonuclear reaction cross-
sections whose values are not available in the 
literature.   
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Low Power-High Gain Bulk-Driven 3 Stages CMOS Miller OTA in 
130nm Technology 

 

Engin AFACAN*1 

 

Abstract 

The requirement of low-power analog circuits has been raised in recent years due to the strict 
limitation of power consumption in modern applications. Therefore, the trend in analog circuit 
design has been changed such that they are able to meet the required specifications with lower 
power dissipation. Design of low power operational transconductance amplifiers, which are 
the main building blocks in many analog applications, has been more pronounced to keep the 
power dissipation below certain levels. In this concern, this study presents a low power, high-
performing bulk-driven 3 stages CMOS OTA in a 130 nm standard CMOS technology. The 
proposed circuit leverages the bulk-driven architecture at the input stage; thus it can operate 
under sub 1-V. The design process of the proposed OTA is explained in detail and the results 
are validated via post-layout simulations. The proposed OTA is powered by ±0.45 V 
symmetric voltage sources, where the power consumption is around 27 μW. The area 
overhead is only 0.0017 μm2. The open-loop gain, unity gain frequency, and the phase 
margin are 73.24 dB, 5.167 MHz, and 78o, respectively. To demonstrate the performance of 
the proposed circuit, a comparison is made with other circuits published in the last five years 
considering the well-known figures of merit (FOMs). Comparison results indicate that the 
proposed solution outperforms the other circuits for small-signal operation while it is the 
runner-up for large-signal operation. 

Keywords: Analog, CMOS, bulk-driven, low power, OTA, 130nm. 

1 INTRODUCTION1 

Operational amplifiers are one of the most 
important building blocks in analog integrated 
circuit design, which has a wide range of 
applications (e.g., ADCs, DACs, and filters). 
Over the years, numerous different topologies 
(two stage, folded, telescopic, etc.) have been 
developed to design high performing operational 
amplifiers and the effort is still ongoing since the 
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requirements of the modern electronics have 
been changed.  

Nowadays, a large portion of the consumer 
electronics consists of portable devices (e.g., 
PDAs and smart phones), so the power 
consumption has been strictly limited for those 
devices to increase working durations without 
charge plug-in. Therefore, low power design has 
become a major concern in recent years for IC 
industry [1-7]. 
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 Considering the analog design problem 
consisting of difficult trade-offs among 
specifications, designing low power circuits 
while keeping the performance of the circuits at 
certain levels is not trivial, even it is highly 
challenging. To demonstrate the analog circuit 
design essentials and trade-offs among several 
circuit specifications, an illustration is provided 
in Fig. 1. 

 

Figure 1 An illustration of saturation level vs. 
channel length guidance for analog circuit design 

[8,9] 

As seen from the figure, both the channel length 
and the saturation level of the transistor are the 
major parameters to achieve the targeted design 
specifications for a given analog design problem 
(e.g., keeping the length minimum while pushing 
transistor into strong inversion provides higher 
bandwidth). Considering the low power analog 
circuit design, one possible solution is to design 
transistors such that they operate in weak 
inversion (sub-threshold) region. Since the bias 
current of transistors in the weak inversion is 
commonly a few nano-amperes, the power 
consumption can be reduced. However, the 
intrinsic unity-gain bandwidth of transistors 
decreases as the transistors come close to weak 
inversion region. 

Therefore, weak-inversion based analog circuit 
design may not be a proper solution for low-
power applications that also need high speed. 
Sub-threshold based designs addresses 

ultrasonic, biomedical, and wireless sensor 
interface applications [5, 10-15]. The obstacle 
with design of low power analog circuits is 
relatively high threshold voltages, which is the 
result of scaling difference between the power 
supply and the threshold voltage (Vt). 
Intentionally, Vt has not been aggressively scaled 
to meet the noise performance of integrated 
circuits. 

Employing low Vt transistors is another way to 
mitigate the power consumption; however, one 
should consider the noise problem and the 
increased cost bringing with the low Vt 
technology. Besides, the bulk-driven transistor 
approach is a quite efficient way to surpass the 
effect of threshold voltage, where the bulk 
terminal is used as the input of the circuit [16-
23]. This modification enhances the low voltage 
operation capability of transistors and allows to 
low power high performing analog circuits. The 
idea behind the bulk-driven approach is to bias 
the gate properly and apply the signal to the bulk 
terminal in order to control the saturation current 
by gmbVbs. Therefore, there is no Vt barrier at the 
input, which enhances the dynamic input range 
and enables low-voltage operation [17]. A major 
problem of the bulk-driven transistors is that 
they have considerably lower transconductance 
(gmb) compared to a typical connection (input 
applied to the gate terminal). In this paper, a 
low-power and high performing bulk-driven 
three-stage CMOS OTA is presented. To 
decrease the chip area and increase the DC gain, 
the circuit architecture presented in [5] has been 
adopted. The proposed circuit is explained in 
detail and validated through post-layout 
simulations. 

The Remainder of the paper is as follows. The 
proposed solutions is described and analyzed in 
Sections 2 and 3, respectively. Experimental 
results are presented in Sections 4. Section 5 
provides a comparison with other published 
solutions in the last five years is provided. 
Finally, the paper is concluded in Section 6. 
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Figure 2 Schematic of the improved bulk-driven 3 stages operational transconductance amplifier

2. DESCRIPTION OF THE PROPOSED 
CIRCUIT 

The circuit schematic of the proposed 3 stages 
Miller OTA circuit is given in Fig. 2. The 
proposed amplifier has been adopted from the 
circuit presented in [5], where a biasing circuit 
(cascode current mirror) has been replaced rather 
than a constant current source, the resistors in the 
gain boosting part have been replaced by 
MOSFETs acting as resistors, and two transistors 
at the output stage have been removed. The 
details for the applied modifications will be 
explained in the following section. 

 

Figure 3 Modification of the effective gm                        
boosting stage. MR1 and MR2 operate in linear 

regime and act as resistors 

As seen from the circuit schematic, the proposed 
circuit is comprised of four stages: Biasing, input 
differential pair, effective gm boosting stage, the 
first gain stage, and the second gain stage (output 
stage). A cascode current mirror is employed to 
generate the bias current, where MB1-MB4 and 
RB are the components of the biasing circuit. 
The saturation currents of M1-M2 and M3-M4 
transistors are determined via ML. As the input 
stage, M1-M2 transistors are used in the bulk-
driven configuration, whose gate terminals 
connected to ML transistor’s gate for biasing 
aim. 

The circuit proposed in [5] includes a load part 
(gm boosting) consisting of M3-M4 and two 
resistors. The resistor values are selected 
relatively large in order to boost the small bulk 
transconductance (gmb). However, using large 
resistors may degrade the noise performance and 
increase the area overhead. To palliate those 
problems, the resistors have been replaced by the 
transistors MR1-MR2 operating in linear regime. 
Considering the requirement of large resistance 
at this part, the dimensions of those transistors 
are critical, where longer and narrower 
transistors should be preferred. Here, the DC 
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currents through MR1-MR2 are negligible. M3-
M4 transistors can be assumed as diode 
connected and act as current mirror with M6. 
Similarly, the DC current of M8 is also 
determined through M3-M4 since they also act 
as current mirror. Therefore, the saturation 
currents of M6 and M8 can be determined by (1). 

𝐼ௗ଺ =
𝐼ௗଷ,ସ ቀ

𝑊
𝐿

ቁ
଺

ቀ
𝑊
𝐿

ቁ
ଷ,ସ

  , 𝐼ௗ଼ =
𝐼ௗଷ,ସ ቀ

𝑊
𝐿

ቁ
଼

ቀ
𝑊
𝐿

ቁ
ଷ,ସ

. (1)

As the first gain stage, M5-M6 transistors are 
employed in common-source configuration, 
where the size of M5 is determined considering 
the Id6 given in (1). The capacitor Cc1 is 
included for frequency compensation for this 
stage. At the last gain stage, again, an active 
loaded common-source configuration is used 
though M7-M8 transistors. The capacitor Cc2 is 
used in a feedback network for the purpose of 
pole splitting; thus, enhancing the frequency 
response. To determine the minimum supply 
voltage, the rail-rail voltage drop between VDD 
and VSS should be equal to at least, 

𝑉𝐷𝐷 − 𝑉𝑆𝑆 = 𝑉 ௌଷ + 𝑉஽ௌଵ. (2)

In [5], additional NMOS and PMOS transistors 
in cascade configuration are included to the end 
of the second stage for the purpose of properly 
biasing of M7; thus, canceling the systematic 
offset errors. However, careful sizing of 
transistors satisfies the same function; therefore, 
those transistors have been removed in the 
proposed circuit. 

3. ANALYSIS FOR MAJOR DESIGN 
CONSIDERATIONS 

Analog circuit design (sizing) is not a trivial 
problem such that it cannot be solved through 
blind sizing iterations. Therefore, the idea behind 
circuit sizing should be supported with 
theoretical calculations, which substantially 
reduce the search space and the duration to 
achieve targeted specifications. In this section, 
the circuit is explained in detail by giving 
fundamental equations. 

3.1. Bias Current Determination 

The first stage is an NMOS type cascade current 
mirror. Assuming all transistors are identical, for 
the sake of simplicity, the transistor sizing ratios 
can be selected as follows. 

ቀ
𝑊
𝐿

ቁ
ଵ

ቀ
𝑊
𝐿

ቁ
ଶ

 =
ቀ

𝑊
𝐿

ቁ
ଷ

ቀ
𝑊
𝐿

ቁ
ସ

. (3) 

The resulting output current can be calculated as; 

𝐼௢ =
𝐼௥௘௙ ቀ

𝑊
𝐿

ቁ
ଶ

ቀ
𝑊
𝐿

ቁ
ଵ

,   (4)

where Io is the output current (bias current for 
differential pair) and Iref is the current flow 
through the resistor RB. Once a reference current 
is constituted, the bias current is easily 
determined by using those simple equations. 
 
3.2. Voltage Gain and Common-Mode 
Rejection Ratio (CMRR) 

The proposed circuit includes 3 gain stages. In 
the first stage, a bulk driven circuit and a gain 
boosting circuit (Figure 3) are assigned. This 
type of active load stage enables also fully 
differential operation for pair M1−M2 [5]. 
Considering a gate-driven amplifier, the gain is 
typically expressed as gmro, where ro is the 
resistance seen from the output node and 
commonly equals to rds/2. However, the 
proposed circuit includes a bulk-driven pair at 
the input, which yields an output voltage as 
given in (5) when an input of vi is applied. 

𝑣௢ଵ,ଶ = 𝑣௚௦ଷ,ସ ±  
1

2
𝑣௜𝑅𝑔௠௕ଵ,ଶ.  (5)

In (5), R denotes the equivalent resistance 
generated by the MOSFETs in linear regime and 
vgs3,4=vgs denotes the gate to source voltages of 
M3-M4. Since the currents flow in the same 
branch will be equal to each other, it can be 
drawn that gmb1(vi/2) = gm3vgs and gmb2(vi/2) = 
gm4vgs. By using these equalities, (5) can be 
rewritten as follows. 
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𝑣௢ଵ,ଶ = ± 
𝑣௜

2
ቆ

𝑔௠௕ଵ,ଶ

𝑔௠ଷ,ସ
+ 𝑅𝑔௠௕ଵ,ଶቇ.  (6)

Since gm>> gmb, the output voltage of the first 
stage can be calculated as; 

𝑣௢ଵ,ଶ = ± 
𝑣௜

2
൫𝑅𝑔௠௕ଵ,ଶ൯.  (7)

As seen from (7), the R value should be kept as 
large as possible to amplify even very small 
signals. Considering a MOSFET operating in 
linear regime, the resistance value can be 
calculated as follows. 

𝑅 = 𝐿 𝑊𝜇௡𝑐௢௫(𝑉 ௌ − 𝑉௧)⁄ .  (8)

(8) shows that those transistors should be 
designed as narrower and longer as possible 
compared to the other transistors in order to 
achieve high resistance values. Moreover, one 
should also consider that the output resistance 
seen from the differential pair is actually 
R//rds3//rds4.  After the first stage, the data signal 
is transmitted through two similar common-
source amplifiers and the output voltage can be 
expressed as follows. 

𝑣௢௨௧ =
𝑣௜

2
൫𝑅𝑔௠௕ଵ,ଶ൯ 𝑔௠଺(𝑟௢௨௧ଶ)𝑔௠଼(𝑟௢௨௧ଷ). (9)

Once a bias current is determined (keeping small 
for low power), the transconductance values can 
be calculated; thus, a rough gain calculation can 
be performed.  

CMRR exhibits performance of amplifier in 
terms of suppressing the common-mode voltage 
at the input. Considering the circuit schematic 
(gm boosting part), resistors (MR1-MR2) sets the 
common mode gain through M3-M4. Namely, 
there is no current flow through MR1-MR2; 
thus, the gate and the drain voltages of M3-M4 
are equal to each other. Let us apply a common 
voltage (vcm) to the inputs of differential pair. A 
current of gmb1,2vcm flows through transistors. 
This current is also equal to the current (gm3,4vgs) 
flows through M3-M4, where vgs is equal to vo1,2. 
The common-mode gain can be expressed as 

𝐴௖௠ = ฬ
𝑣௢

𝑣௖௠
ฬ =

𝑔௠௕ଵ

𝑔௠ଷ
. (10)

As a result, the CMRR can be calculated as 
follows. 

𝐶𝑀𝑅𝑅௦௜௡௚௟௘_௘௡ௗ௘ௗ = ฬ
𝐴௢

𝐴௖௠
ฬ =

1

2
(𝑅) 𝑔௠ଷ. (11)

According to (11), the resistor values (MR1-
MR2) should be kept as large as possible to 
maximize the CMRR. 

3.3. Frequency Response 

The unity-gain bandwidth of a conventional 
Miller OTA circuit with compensation is simply 
approximated as 

𝑊ீ஻ௐ ≅
𝑔௠

𝐶௖
, (12)

where gm is the transconductance of the input 
transistors and Cc is the compensation capacitor. 
Even though the frequency response is quite 
straightforward to be handled, the stability is 
highly problematic for multi-stage amplifiers, so 
further theoretical analysis is needed for pre-
design phase. 

A general form of transfer function of a system 
including multi-poles and zero can be expressed 
as 

𝐴௦ ≅ 𝐴଴

1 +
𝑠
𝑧

ቀ1 +
𝑠
𝑝

ቁ (𝑎𝑠ଶ + 𝑏𝑠 + 1)
. (13)

Considering the compensation capacitors Cc1 and 
Cc2 and the current buffer through M3-M4 pair, 

the dominant pole (p) and the zero (z) are 
calculated as 

𝑝 =
2

𝑔௠଺𝑔௠଼𝑅𝑟௢௨௧ଶ𝑟௢௨௧ଷ𝐶௖ଵ
 (14a)

 

𝑧 =
𝑔௠ଷ𝑔௠଺

2𝐶௖ଵ𝑔௠଺ − 𝐶௖ଶ𝑔௠ଷ
. (14b)

Engin AFACAN

Low Power-High Gain Bulk-Driven 3 Stages CMOS Miller OTA in 130nm technology

Sakarya University Journal of Science 24(5), 1121-1134, 2020 1125



Considering (13), a and b denote the coefficients 
for non-dominant complex conjugate poles and 
given as 

𝑎 =
𝐶௖ଶ𝐶௅(2𝑔௠଺ + 𝑔௠ଷ)

𝑔௠ଷ𝑔௠଺𝑔௠଼
 (16a)

 

𝑏 =
𝐶௅(𝐶௖ଵ + 𝑔௠଺𝐶௖ଶ𝑟௢௨௧ଶ)

𝐶௖ଵ𝑔௠଺𝑔௠଼𝑟௢௨௧ଶ
. (16b)

To ensure the stability of the amplifier, the 
damping factor can be calculated similar to the 
expression given in [5] as follows; 

𝜉 =
𝑏

2√𝑎
 =

𝐶௖ଵ + 𝐶௖ଶ𝑔௠଺𝑟௢௨௧ଶ

2𝐶௖ଵ𝑟௢௨௧ଶ
 

 

𝑥ඨ
𝐶௅𝑔௠ଷ

𝑔௠଺𝑔௠଼𝐶௖ଶ(2𝑔௠଺ + 𝑔௠ଷ)
 

(17)

The first design step is to determine the targeted 
bandwidth and calculation of required gmb and 
Cc1 from (12). Then, a suitable Cc2 can be 
approximated from (17) to keep the damping 
ratio below certain level. Another suggestion is 
adjusting  gm6/ gm3>> Cc2/ Cc1 to avoid any 
negative zero [5]. 

4. EXPERIMENTAL RESULTS  

The proposed circuit given in Fig. 2 was 
implemented in a 130nm standard CMOS 
technology. Mentor Graphics® and HSPICE® 
were used for design and simulation steps, 
respectively. Design parameters for the proposed 
circuit are listed in Table-1. The design 
parameters including transistors aspect ratios and 
other parameters were determined considering 
the design insight (major design equations) 
explained in Section 3. The power supply of the 
circuit was determined as ±0.45 V, where the 
circuit drives a load of 25 pF. The targeted unity-
gain frequency was 5 MHz. To achieve this 
bandwidth, the bias current for the transistors 
M1-M2 was calculated as 5 μA. Then, the 
transistor widths were determined for the first 
level. Dimensions of the transistors MR1-MR2 
were selected in order to achieve a considerable 
gain at the first stage. As previously mentioned, 
longer and narrower transistors were preferred in 
order to achieve high output resistance. The 
value of compensation capacitors were 
determined to obtain a sufficient phase margin. 
Some pre-layout measurements were 
summarized in Table 2. The total power 
consumption of the circuit is around 25.7 μW. 
The layout is provided in Fig. 4. The total area 
occupation of the circuit is 1.1x10-3 mm2. 

 
Table 1 
Design parameters for proposed circuit for ±0.45V power supply and 25 pF load capacitor 

 

 
L 

[µm] 
 

 
Rbias 
[Ω]  

 

 
WB1,2,3,4 

[µm] 
 

 
WR,1,2 

[µm] 
 

 
W3,4 
[µm] 

 

 
W5 

[µm] 
 

 
W6,8 
[µm] 

 

 
W7 

[µm] 
 

 
WR1,2 
[µm] 

 

 
LR1,2 
[µm] 

 

 
Cc1 
[fF] 

 

 
Cc2 
[fF] 

 

0.5 40k 12 12 2 30 5 20 0.18 10 250 10 

 
Table 2 
Pre-layout DC measurement results of some electrical parameters for the proposed circuit 

IM1-M2 

[µA] 
gmb1,2 

[µA/V]  
gm3,4 

[µA/V] 
gm6 

[µA/V] 
gm8 

[µA/V] 
rds3,4 

[MegΩ] 
IDD 

[µA] 
ISS 

[µA] 

5.18 12.3 100 255 58 0.45 25.7 25.7 
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The presented layout does not include the 
compensation capacitors since the values are 
comparable with the layout parasitic 
capacitances. Therefore, they are externally 
included to the post-layout netlist. Even they 
were included, the area occupation would be at 
worst 1.7 x10-3mm2. 

Figure 4 Layout of the proposed circuit 

 
4.1. Frequency Domain Analysis Results  

The post-layout bode plot of the proposed 
amplifier is provided in Fig. 5. According to the 
simulation results, the amplifier has 73.24 dB 
gain, where the gain margin is around 11dB. The 
unity-gain frequency was measured as 5.17 
MHz. The phase margin of the amplifier is 
around 78o. CMRR and power supply rejection 
ratio (PSRR) were also measured for the circuit. 
The post-layout simulation result for CMRR is 
given in Fig. 6. According to the results, the 
amplifier has a CMRR of 97.7 dB. The reason of 
achieving such high value is using transistors in 
linear regime yielding high resistance values. 
The PSRR of the circuit was measured as 70 dB. 
These values are very competitive compared to 
the results reported in the literature.

 

Figure 5 Post-layout bode-plot of the proposed amplifer 

 

Figure 6 Post-layout simulation results for CMRR 
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Figure 7 Post-layout simulation results for noise analysis of the proposed amplifier 

 

Figure 8 Slew-rate measurement result for 200 mVpp step input applied in unity-gain configuration 

 

Figure 9 Settling-time measurement result for 200 mVpp step input applied in unity-gain configuration
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Noise measurement result is shown in Fig. 7.The 
input referred noise density measured at 1 MHz is 
around 82 nV/√Hz. 

 
4.2.Time Domain Analysis Results  

 
To demonstrate the transient performance of the 
circuit, a 200 mVpp input step was applied in the 
unity gain configuration. The post-layout 
simulation result for the slew-rate is provided in 
Fig. 8. The positive and negative slew rate values 
were measured as 1.21 V/μs and 1.47 V/μs, 
respectively. Moreover, the settling time was 
also measured using the same input 
configuration. According to the results provided 
in Fig. 9, the settling time for achieving 5%, 1%, 
and 0.1% maximum amplitude are 0.67 μs, 1.51 
μs, and 2.7 μs, respectively. The total current 
drawn from power supplies is 30μA. The total 
power consumption of the circuit was measured 
as 27 μW. The output and input offset voltages 
were also measured, where the circuit has 68 mV 
output offset voltage whereas the input offset 
was measured as 32 μV.  
 
4.3. Variability Analysis: Process-Voltage-

Temperature (PVT) Analysis  

To verify the design against variation effects, 
PVT analysis was performed. To observe the 
process variations, Monte Carlo analysis was 
perfumed with 5000 samples. The histogram 
plots for the gain and the unity-gain bandwidth 
are provided in Fig. 10 and Fig. 11, respectively. 

 
Figure 10 Monte Carlo analysis result for the gain 

 

Figure 11 Monte Carlo analysis result for the unity    
gain-bandwidth 

As seen from the results, the mean value of 5000 
samples is around 5.15 MHz while the standard 
deviation is just 0.10 MHz. Similar results were 
obtained for the open loop gain, where the 
average gain value and the standard deviation are 
74.5 dB and 2.13 dB, respectively. According to 
the results, the circuit can exhibit sufficient gain 
and bandwidth even the worst case occurs. 

Figure 12 Monte Carlo analysis result for the gain.      
The sample size of the analysis is 5000 

To consider the effect of variations in power 
supplies, the supply voltages were swept by 
up/down to ±30 mV and results are provided in 
Fig. 12. Simulation results indicate that the 
bandwidth of the circuit is not affected by the 
power supply variations. On the other hand, the 
open-loop-gain is quite different, where the gain 
decreases when a negative change in power 
supply occurs. For the positive variations, the 
gain is almost the same up to certain point, then, 
it also decreases. 
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At last, the temperature variation analysis was 
performed for the proposed circuit and the 
results are provided in Fig. 13. As seen from the 
results, the circuit performance degrades at low 
temperatures. The case for the high temperature 
is more dramatic, where a considerable 
performance loss occurs. Even though those 
degradations, the performance of the circuit is 
still sufficient to be used as an OTA. 

Figure 13 Effect of the temperature variations on the 
open-loop-gain and the unity gain frequency 

4.4. Design Summary 

A single-ended three stage OTA with low power 
consumption circuit was analyzed and designed 
in a 130 nm CMOS technology. Post-layout 
measurement results and the design details are 
summarized in Table 3. 

Table 3 
Summary of the design specifications of the           
proposed circuit 

Specification Value  
Unity-gain frequency (MHz) 5.17 

Open-loop-gain (dB) 73.24 

Phase Margin (o) 78.21 

Gain Margin (dB) 11.33 

CMRR (dB) 93.74 

PSRR (dB) 70 

Input referred noise  (nV/√Hz) 82 

Slew Rate (V/μs) (Pos. - Neg.) 1,21-1.47 

Settling Time (μs) (5% - 1% - 0.1%) 0.67 - 1.51 - 2.7 

Input Offet Voltage (mV) 0.032 

Output Offset Voltage (mV) 68 

Power Consumption (μW) 27 

Chip Area (mm2) 6 

Supply Voltage (V) ±0.45 

Table 4 
Benchmark comparison 

 

Specification 
This 

Work  
2015 
[24] 

2016 
[5] 

2016 
[19] 

2017 
[6] 

2018 
[25] 

2019 
[26] 

2020 
[27] 

Technology 
(nm) 

130 65 180 180 350 180 180 40 

Supply Voltage 
(V) 

±0.45 0.5 0.45 0.7 0.6 0.9 0.3 0.5 0.6 

Load 
Capacitance 

(pF) 
25 3 20 15 27 20 15 1 

Open-loop-gain 
(dB) 

73.24 46 43 57.5 82 65 65.8 111.5 60 

Unity-gain 
bandwidth 

(MHz) 
5.17 38 3.6 3 0.019 1 0.0028 0.0095 45 

Phase Margin 
(o) 

78.21 57 56 60 60 60 61.2 66 86.5 

Slew Rate 
(V/μs) 

1.34 0.043 5.6 2.8 0.012 0.25 0.0072 0.0009 18.2 

Settling Time 
(μs) (1% ) 

1.51 N.A. 1.15 75 1.8 166 N.A 0.038 

Power 
Consumption 

(μW) 
27 182 17 25.4 0.4 21.2 0.015 0.07 30 

Chip Area 
(μm2) 

1700 5000 19800 40000 14000 8200 19700 1632 

Engin AFACAN

Low Power-High Gain Bulk-Driven 3 Stages CMOS Miller OTA in 130nm technology

Sakarya University Journal of Science 24(5), 1121-1134, 2020 1130



5. DISCUSSION 

To demonstrate the performance of the proposed 
circuit, a selection of sub-1V amplifiers 
published in the last five years has been explored 
and compared with the proposed circuit. The 
performance comparison table is provided in 
Table 4. According to the results, the proposed 
circuit has highly competitive specifications 
compared to the other circuits. Especially, the 
chip area, unity-gain bandwidth, phase margin, 
and capacitive loading capability of the proposed 
circuit are at the upper ranks. To generalize the 
comparison, the well-known two figures-of-
merit given in (17) and (18) were considered. 
Typically, FOM1 measures the AC performance 
of the circuit while FOM2 measures the transient 
performance. 

 

𝐹𝑂𝑀ଵ  =
𝑈𝐺𝐹. 𝐶௅

𝐴𝑟𝑒𝑎. 𝑃𝑜𝑤𝑒𝑟
 (17)

𝐹𝑂𝑀ଶ  =
𝑆𝑅. 𝐶௅

𝐴𝑟𝑒𝑎. 𝑃𝑜𝑤𝑒𝑟
 

 
(18)

UGF and SR denote unity-gain-frequency and 
slew rate, respectively. 

Figure 14 FOM1 comparison results 

FOM1 and FOM2 results of the all circuits are 
visually illustrated in Figures 14 and 15, 
respectively. Considering the FOM1 results, it is 
apparently seen that the proposed circuit 
outperforms the all other circuits, where the 

FOM1 score of it is 2816 while the runner-up 
[27] has a FOM1 of 920. Regarding the FOM2 
results, the proposed circuits exhibits quite good 
performance (the runner-up with 730 FOM2 
score) that is close to the best score (1170) 
achieved by [25]. 

Figure 15 FOM2 comparison results 

 

6. CONCLUSION 

In this paper, a modified bulk-driven 3 stages 
CMOS OTA in a 130 nm standard CMOS 
technology for low-power applications has been 
presented. Thanks to the bulk-driven 
configuration, the circuit can operate with sub 1-
V power supply. The applied modification 
provides high gain and less area overhead. Post-
layout simulation results indicate that the 
proposed circuit has 73.24 dB gain, 5.17 MHz 
bandwidth, and 78o phase margin, respectively. 
PVT analysis has been performed to verify the 
robustness of the circuit against process, voltage, 
and temperature variations. To compare the 
performance of the proposed circuit with the 
other circuits published in the last five years, the 
well-known figures of merit (FOMs) were 
calculated and demonstrated on a benchmark 
figure. Comparison results indicate that the 
proposed solution is highly competitive with the 
other circuits, whose ranks are 1st  and 2nd for 
small-signal and large signal operations, 
respectively. 
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Modelling of Remazol Black-B Adsorption on Chemically Modified Waste 
Orange Peel: pH Shifting Effect of Acidic Treatment 

 

Ceren KARAMAN*1, Zümriye AKSU2 

 

Abstract 

The adsorption of Remazol Black-B (RBB) onto two different types of agricultural waste 
derived-adsorbents; dried-orange peel (DOP) and chemically modified orange peel (CMOP), 
was performed. The adsorption rate, capacity, and the dye removal efficiency were investigated 
in terms of initial pH ranged between 2.0 to 10.0 of the dispersion and the operating temperature 
of 25 °C, 35 °C, 45 °C . The Langmuir and Freundlich adsorption models were applied to the 
experimental data to model the adsorption equilibrium, and evaluated by regression analysis. 
The results indicated that the Langmuir model was more suitable to describe the adsorption 
equilibrium of RBB over CMOP. According to Langmuir model, while the highest RBB uptake 
capacity of DOP was determined as 62.4 mg.g-1 at pH 2.0 and 25°C, this value was figured out 
for CMOP as 84.4 mg.g-1 at pH 8.0 and 45°C. Furthermore, the adsorption kinetics followed 
both the pseudo-second order and the saturation type kinetic models for each adsorbent-dye 
system. The thermodynamic parameters of adsorption including the Gibbs free energy change 
(ΔGo), the enthalpy change (ΔHo), and the entropy change (ΔSo) were obtained by using 
thermodynamic equations. These parameters were calculated as -4.24 kJ.mol-1, 43.77 kJ.mol-1, 
0.16 kJ mol-1.K-1 for CMOP respectively whereas for DOP -3.58 kJ.mol-1,-19.79 kJ.mol-1, -0.05 
kJ mol-1.K-1  . 

Keywords: Adsorption, Orange Peel, Remazol Black-B, Acidic Treatment, Chemical 
Modification, pH shifting, Agricultural Waste 

 

1. INTRODUCTION 

Since industrial wastewaters contain large amount 
and different types of pollutants such as dyes, 
surfactants, heavy metals and salts, they are one 
of the greatest threats to the environment. Among 
these pollutants, dyes, and pigments used in many 
industries (i.e., textile, pharmaceutical, paper, 
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plastic, petrochemical etc.) lead to severe harmful 
effects both to the ecosystem and to human health. 
Due to their synthetic origins and complex 
molecular structures, it is difficult to biodegrade 
dye effluents. These effluents not only 
significantly reduce sunlight penetration but also 
decrease the solubility of oxygen in the water. As 
a result, the photosynthetic activity of living 
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organisms in the aquatic system is inhibited [1]. 
Therefore, removal of the dyes from wastewater 
before discharge into the environment is essential 
for the protection of the environment and human 
health. In order to contribute to the total solution 
of this problem, in addition to conventional 
technologies (like coagulation, flocculation, 
precipitation, ozonation, etc.), several treatment 
technologies have gained prominences, such as 
membrane processes, electrochemical techniques, 
photocatalytic oxidation/degradation, adsorption 
and combined methods [2].  Amongst them, 
adsorption processes generally have high removal 
efficiency and can be scaled-up [3]. Furthermore, 
adsorption attracts more attention because it 
allows the adsorbent regeneration, which is an 
important economic advantage [4].  

In the last decades, plenty of research groups have 
been tried to develop alternative adsorbents, 
which are economic, environmentally friendly 
and reusable, to desalination the wastewater. To 
call an adsorbent as “alternative adsorbent”, it 
should be a waste or by-product of an industrial 
process. Besides, it should be plenty in nature or 
to be processed easily [5]. In light of this 
definition, agricultural wastes/by-products can be 
considered as the most important candidate of an 
alternative low-cost, non-toxic adsorbent for the 
removal of different kinds of contaminants such 
as dyes, heavy metals, and organics. They are 
lignocellulosic materials which mainly consist of 
cellulose, lignin, and hemicellulose. There are 
many studies which investigate the performance 
of agricultural waste/by-products to remove dyes 
or heavy metal ions from wastewater, peach stone 
[6], cherry stones [7], coconut shell [8-10], walnut 
shell, coffee bean husk, corn cob, rice husk, pecan 
shell and sugar cane bagasse [11,12].  

In this study, the potential use of waste orange 
peel, one of the valued lignocellulosic agricultural 
wastes discharged from juice industry, and its 
derivative type, chemically modified orange peel, 
was investigated as an adsorbent for anionic 
reactive dye, RBB. Owing not only to its high 
content of different functional groups, such as 
carboxyl and hydroxyl groups but also to its 
lignocellulosic content such as of lignin, 
cellulose, hemicellulose, pectin and others, waste 

orange peels can be used as a satisfactory 
adsorbent [13-15]. Although utilization of waste 
orange peels as adsorbents for removal of 
effluents in industrial wastewaters is one of the 
studies explored in literature, as far as the authors' 
knowledge, there seems to be no study which uses 
the chemically modified orange peel to remove 
textile dyes. This paper presents the outcomes 
about the application of DOP and CMOP as 
adsorbents for the removal of RBB from aqueous 
solution. 

In this study, the effects of the temperature and 
the initial pH of the adsorption system on the RBB 
removal performance of orange peel derived 
adsorbents (DOP and CMOP) were investigated.  
Although some studies using the waste orange 
peel as an adsorbent have been published, 
especially the equilibrium, kinetic and 
thermodynamic modelling of RBB adsorption 
onto the chemically modified orange peel has not 
been studied comprehensively yet.  Since the 
modelling of the adsorption process assists in 
optimizing the process’ conditions, the Langmuir 
and Freundlich adsorption models were used to 
express adsorption of RBB in aqueous media and 
the effect of temperature on the model constants 
was evaluated. Moreover, because the 
thermodynamic parameters are also crucial in the 
design of the treatment processes, these 
fundamental data were calculated for further 
applications. 

2. MATERIALS AND METHODS 

2.1. Reagents and Preparation of Test 
Solutions 

RBB supplied by Sigma-Aldrich was used 
without additional treatment (Figure A1.). The 
examples with the initial dye concentration range 
between 25 and 750 mg.L−1 were prepared by 
diluting 1.0 g.L−1 of RBB dye stock solution. The 
initial pH of each solution was set to the desired 
value by using 0.1 N HCl and 0.1 N NaOH 
solutions before introducing the adsorbent.   
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2.2. Adsorbent Preparation 

The waste orange peels were obtained from the 
BELSO fruit juice production facility Ankara, 
Turkey, and they were washed with a large 
volume of tap water, followed by deionized (DI) 
water. Subsequently, they dried in a vacuum oven 
at 70 °C for 24 h. After ball milling, the 
adsorbents with 500-707 µm particle size range 
were stored in airtight containers ready for further 
use as the adsorbent named dried orange peel 
(DOP). During the acidic treatment of the DOP, 
an isothermal reactor unit consisting of a pyrex 
glass and a condenser was used. 1.0 g DOP was 
added to 250 mL of 1.0 M H2SO4 solution. The 
acidic treatment reaction was conducted for 6 
hours at 25 °C. The hydrolysate fluid was then 
removed from the solid by centrifugation. The 
solid was washed DI water to reach a neutral pH 
and then dried at 75 °C in a vacuum oven for 
overnight. The acidic treated orange peels were 
stored in airtight containers ready to use as the 
adsorbent, named chemically modified orange 
peel (CMOP). 

2.3. Characterization of The Adsorbents 

The surface morphologies of the adsorbents were 
characterized by Hitachi S-4900 FE-SEM 
operating at 5.0 kV. The N2 adsorption/desorption 
measurements (at 77 K) were performed by 
Quantachrome Nova 2200 automated surface area 
analyzer (Quantachrome Corporation, USA). The 
isotherm data supplied from N2 
adsorption/desorption experiments were applied 
to the Brunauer–Emmett–Teller (BET) theory for  
specific surface area. Pore size distributions 
(PSD) were measured based on the Barrett-
Joyner-Halenda (BJH) method. 

2.4. Evaluation of The Uptake Performance  

Adsorption experiments were conducted by the 
batch technique in an Erlenmeyer (Pyrex glass) 
containing 100 mL of RBB solution. The 
experimental samples were placed in an incubator 
at a shaking rate of 100 rpm and set to the 
temperature of 25 °C, 35 °C, 45 °C, respectively. 
All of the adsorption studies were carried out for 
24 h to reach the equilibrium conditions. For the 

adsorption studies, 0.1 g of DOP or CMOP was 
added to 100 mL of the dye solution, and this 
moment was defined as t0. Subsequently, at pre-
determined time intervals, periodically 5 mL of 
samples were taken from the system and 
centrifuged at 4000 rpm for 10 min. Then, the 
amount of dye uptake, percentage of dye removal, 
and adsorption rate values of the adsorbent were 
calculated with the help of Equations (1-3). 

𝑞 =
(஼బି஼)

௑
  (1) 

% removal efficiency =  
(஼బష஼)

஼బ
× 100  (2) 

𝑟௔ௗ =
∆௤

∆௧
   (3) 

Where q (mg.g−1) is the adsorption capacity; Co 

(mg.L-1) is the initial RBB concentration; C 
(mg.L-1) is the residual dye concentration at any 
time of the adsorption procedure; X is the 
adsorbent concentration (g.L−1); rad the adsorption 
rate of the adsorbent (mg.g-1 min-1); t is the time 
(min). 

The concentrations of RBB remaining in the 
aqueous phase were analyzed by UV-Vis 
spectrophotometer at the maximum adsorption 
peak (𝜆௢௣௧) of 598.0 nm obtained experimentally 
for RBB.  In order to determine the remaining 
RBB concentration in the aqueous phase, the 
calibration curve obtained experimentally for 
different RBB concentrations was used. All the 
experiments were repeated twice to verify the 
repeatability and accuracy, and the average of 
them  were used for further calculations. 

2.4.1. Effects of initial pH  

Since the initial pH of the adsorption media 
affects the surface charge of the adsorbent, the 
ionization of the dye molecules or dissociation of 
the dye ions in the bulk solution, and also the 
interactions between the functional groups and 
unsaturated bonds, it is crucial to optimize the 
initial pH [1,16]. The effect of pH on the 
adsorption capacity of the adsorbent was 
investigated at the pH values of 2.0, 3.0, 4.0, 5.0, 
6.0, 8.0, 10.0 at  25 °C, and at initial RBB 
concentration of 25 mg.L-1.  
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2.4.2. Effects of initial RBB concentration and 
operation temperature  

The effects of initial RBB concentration and 
operation temperature on the adsorption were 
investigated at initial dye concentrations of 25 
mg.L−1, 50 mg.L−1, 100 mg.L−1, 250 mg.L−1, 500 
mg.L−1, and 750 mg.L−1 and at operating 
temperatures of 25 °C, 35 °C, 45 °C. Each 
experiment was conducted at the optimum pH 
values for each adsorbent determined according to 
Section 2.4.1. 

2.5. Modelling of The Adsorption 

2.5.1. Modelling of adsorption kinetics: 
Application of simplified kinetic models 

Since the adsorption is a time-dependent 
equilibrium process, it is important to well define 
the adsorption rate to control and to evaluate the 
process. To express the adsorption rate, simplified 
kinetic models including pseudo-first order, 
pseudo-second order and saturation type kinetic 
models were applied to the experimental data.  
The linearized equations of these models were 
depicted in Table A1. According to these 
linearized equations, to validate the applicability 
of pseudo-first order kinetics, the plot of t/q vs. t 
should give a linear relationship, with the help of 
this graph qeq and k2.ad can be calculated from the 
slope and the intercept of the plot (Table A1).  

2.5.2. Modelling of adsorption equilibrium: 
Application of adsorption equilibrium models  

At equilibrium conditions of the adsorption 
process, the amount of effluent at the solid-liquid 
interface (qeq) increases non-linearly with the 
concentration. To determine the maximum 
adsorption capacity of the adsorbent and to 
identify the type of adsorption equilibrium, the 
Langmuir and the Freundlich adsorption 
isotherms (two-parameter models) were applied 
to experimental data at different temperatures for 
each adsorbent-dye system. The non-linear 
equations of these models were presented in Table 
A2. 

The Langmuir equation is valid for monolayer 
adsorption and has some assumptions as 

following: (i) the adsorbent surface has a finite 
number active sites and all of these sites have the 
same adsorption energy (a homogenous surface); 
(ii) the adsorption process is reversible; (iii) there 
is no interaction between the adsorbed species; 
(iv) if an active site on the adsorbent absorbs an 
adsorbate, there is no way to occur another 
adsorption on that site [17]. According to this 
model, as the saturation of the adsorption is 
reached, no further binding sites are available on 
the adsorbent surface and the maximum 
adsorption capacity (Q0) corresponding to 
complete monolayer coverage on the sorbent 
surface is obtained.  The Langmuir model 
constants are significantly dependent on the 
adsorbent type and temperature.  The linearized 
Langmuir model can be expressed in the form of 
Equation (4), 

஼೐೜

௤೐೜
=

஼೐೜

ொబ
+

ଵ

ொబ௕
  (4) 

where Q0 (mg.g-1), represents the maximum 
saturated monolayer adsorption capacity 
(maximum amount of adsorbate adsorbed per 
gram of adsorbent) under the given conditions. 
According to Equation (4), a plot of 1/qeq vs. 1/Ceq 
should give a straight line with a slope of Q0, and 
an intercept of b. The Langmuir model constant b 
is related to the free energy of adsorbent and 
shows the affinity of the adsorbent for the binding 
of effluent. 

Unlike the Langmuir model, the Freundlich 
empirical equation is based on the adsorption onto 
a heterogeneous adsorbent surface affected by 
temperature. This model suggests neither linearity 
at low effluent concentration nor a fixed 
adsorption capacity as any saturation is reached. 
According to this model, the multilayer 
adsorption on the heterogeneous adsorbent 
surface is occurred [18]. As a result, an 
exponential shaped theoretical equilibrium curve 
is obtained. The linearized form of the Freundlich 
model equation is given as in Equation (5), 

ln 𝑞௘௤ = ln 𝐾ி +  
ଵ

௡
ln 𝐶௘௤  (5) 

A linear plot of log qeq vs. log Ceq was plotted to 
determine the n (adsorption intensity) and KF 
(adsorption capacity) model constants with the 
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help of the slope and the intercept of the graph, 
respectively. The higher n value means the 
stronger adsorption intensity, and generally, n>1 
indicates that adsorbate is favorably adsorbed on 
the adsorbent [19]. KF, is one of the Freundlich 
model constants related to the adsorption capacity 
of the adsorbent.  

2.5.3. Modelling of adsorption 
thermodynamics 

In the adsorption process, it is important to 
establish the adsorption mechanism such as 
chemical or physical adsorption. While during 
physical adsorption, the relatively weak 
interaction is taken into account, in chemisorption 
stronger chemical interactions take place [17].  To 
distinguish the physical and chemical adsorption, 
it is essential to determine the thermodynamic 
parameters, including the Gibbs free energy 
change (ΔGo; kj mol-1), the enthalpy change (ΔHo; 
kj mol-1), and the entropy change (ΔSo; kj mol-1K-

1) in the system.   

The Gibbs free energy of the system can be 
obtained using the following relationship; 

∆𝐺௢ = −𝑅𝑇 ln 𝐾௖
௢ (6) 

where 𝐾௖
௢ is the thermodynamic equilibrium 

constant, R is is the universal gas constant (8.314 
J.mol-1K-1) and T is the temperature (K). Since the 
adsorption process is a heterogeneous equilibrium 
process, it can be summarized by the reversible 
process between the effluent in solution and the 
effluent-adsorbent. The apparent equilibrium 
constant (𝐾௖

ᇱ) of this system can be defined as; 

𝐾௖
ᇱ =

஼ೌ೏,೐೜

஼೐೜
 (7) 

where Cad,eq is the concentration of the effluent on 
the adsorbent at the equilibrium. In this case, 
instead of the concentration values, the activity of 
the species can be used to obtain standard 
thermodynamic equilibrium constant (𝐾௖

௢) of the 
adsorption system. This value can be obtained by 
calculating 𝐾௖

ᇱ at different initial effluent 
concentrations and extrapolating data to zero. It 
will be also equal to the 1/intercept of Ceq/qeq vs. 
Ceq graph (=bQo) at 25 oC, which indicates the 

linearized form of the Langmuir adsorption model 
equation.  
According to the law of thermodynamics the 
relationship of ∆𝐺௢ to ΔHo and ΔSo can be 
expressed as: 

∆𝐺଴ = ∆𝐻௢ − 𝑇 ∆𝑆଴ (8) 

Moreover, the relationship between the 𝐾௖
௢ and T 

is obtained by Equation (6) into Equation (8) and 
called as the van’t Hoff equation: 

ln 𝐾௖
௢ =

∆ௌ೚

ோ
+

∆ு೚

ோ ்  
 (9) 

The enthalpy change and the entropy change of 
the system can be computed according to the 
linearized van’t Hoff plot of ln 𝐾௖

௢ vs. 1/T. 

3. RESULTS AND DISCUSSIONS 

3.1. Characterization of The Adsorbents 

Figure 1a-b show that DOP exhibited irregular 
shape bulk-like carbon monoliths with a smooth 
surface where no cavities or holes detected. On 
the other hand, CMOP presented a well-
developed porous and interconnected network 
with abundant micro and mesoporous structure 
(Figure 1c, and d) which my be attributed to 
etching effect of acidic treatment . 

 

Figure 1 FE-SEM images of (a,b) DOP, and (c,d) 
CMOP at the same magnifications 

The porous structure of the DOP, and CMOP was 
analyzed by the N2 adsorption/desorption 

Ceren KARAMAN, Zümriye AKSU

Modelling of Remazol Black-B Adsorption on Chemically Modified Waste Orange Peel: pH Shifting Effect ...

Sakarya University Journal of Science 24(5), 1135-1150, 2020 1139



isotherms. As shown in Figure 2a, DOP presented 
essentially a Type-I isotherm which confirms the 
presence of dominant microporous structure [20]. 
This was also confirmed by the pore size 
distribution curve (Figure 2b) calculated by the 
BJH method. On the other hand, CMOP exhibited 
type-IV isotherm with an H4 type hysteresis loop 
located between 0.40 and 0.99 of P/P0, according 
to the presence of mesoporous carbon structures 
[21]. Furthermore, a sharp increase of N2 uptake 
at a relative pressure of <0.1 proves the existence 
of micropores. Chemical modification improved 
SBET and porosity structure of DOP, as presented 
in Table 1. While SBET value of DOP is merely 
102.0 m2.g-1, consisting of very low pore volume, 
after chemical treatment, the surface area and pore 
volume was enhanced to 651.0 m2.g-1 and 0.625 
cm3.g-1 (Table 1), respectively. These results 
proves that acidic treatment was an effective 
method for synthesis of well-ordered porous 
carbon structure with high porosity. 

 

Figure 2 (a) N2 adsorption/desorption isotherms, and 
(b) the BJH pore size distributions of DOP and 

CMOP 

Table 1 
Physicochemical parameters obtained from N2 
adsorption/desorption isotherms of DOP and CMOP 
samples 
Sample 
ID 

SBET 
m2.g-1 

Vmicro 
cm3/g 

Vmeso 
cm3/g 

Vtotal 
cm3/g 

% 
Vmicro 

% 
Vmeso 

DOP 102.0 0.095 0.046 0.141 67.38 32.62 

CMOP 651.0 0.258 0.394 0.652 39.55 60.45 

3.2. Evaluation of the Uptake Performance  

3.2.1. Effects of initial pH  

As shown in Figure 3, the pH dependence of the 
adsorption capacity of both DOP and CMOP were 
investigated at 100 mg.L-1 initial dye 
concentration between the pH range out from 2.0 
to 10.0. It can be seen that the dye removal of each 
adsorbent was strongly depended on the initial 
pH. While the highest uptake of DOP was 
obtained at pH 2.0 as 19.4 mg.g-1, this value for 
CMOP was shifted to pH 8.0, almost neutral, as 
30.4 mg.g-1 for the uptake of RBB (Figure 3). 
However, it should be taken into consideration 
that natural wastewaters generally have pH values 
higher than acidic values (pH >2). the pH values 
close to the natural pH value are more relevant 
results due to easy and direct application to the 
system of interest. The results verified that the 
DOP mainly consists of negatively charged 
surface functional groups such as carboxyl 
groups, nitrogen-containing functional groups, 
and some weaker acidic groups. Just as the pH of 
the system decreases, the adsorbent surface 
charges more positively. Thus, the RBB 
adsorption capacity of the DOP turns out more 
favorable owing to the electrostatic attractions 
between RBB anions and positively charged 
adsorbent surface. DOP charged more positively 
for pH values lower than 3.5-4.0 because of the 
ionization of the surface functional groups and 
charged more negatively at higher pH values. At 
acidic medium, most of the potential active sites 
of the adsorbent are protonated so the maximum 
adsorption capacity of DOP was obtained at pH 
2.0 [5]. This result is also supported by the other 
researchers that the surface functional groups of 
the adsorbent may become protonated under 
relatively acidic media [22-25]. According to 
some researchers, nitrogen containing functional 
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groups show significant potential for the removal 
of reactive dyes from aqueous solution due to the 
electrostatic interactions between amine groups of 
the adsorbate and sulfonate groups of the RBB 
[16, 26].  

 

Figure 3 Effect of the initial pH of the solution 
on the equilibrium uptake of RBB (Co: 100 mg 

l−1, T: 25 ◦C, agitation rate: 100 rpm) 

As the pH is shifted to the alkaline region, while 
the number of positive surface charges decreases, 
the increment is observed in the amount of 
negatively charged surface sites. As a result of the 
electrostatic repulsion, this situation does not 
favor the adsorption of RBB anions on the 
adsorbent dominated by negative sites. The 
competition between the OH- ions increased by 
the higher pH value and the RBB anions for the 
adsorption onto the active sites leads to decrease 
of the adsorption capacity of the adsorbent. It is 
suggested that as a result of acidic treatment of 
DOP, the surface charge has been changed 
anionic to cationic. The chemical modification of 
DOP by acidic treatment leads to a change of 
surface charge negative to positive, which 
therefore indicates that CMOP added favorable 
electrostatic contribution to RBB around the 
natural pH range. These findings also support the 
results related to the pH dependence of RBB 
adsorption capacity of the adsorbent represented 
in Figure 3. In the light of these results it can be 
suggested that the adsorption process of the RBB 
onto each adsorbent probably consist of two steps; 
electrostatic interaction and then ion-exchange or 
complexation between adsorbent and adsorbate. 

3.2.2. Effect of initial RBB concentration and 
operation temperature  

For different initial RBB concentration and 
operation temperature, each adsorbent showed 
different behavior (Figure 4). At all temperatures, 
adsorption on each adsorbent was enhanced 
significantly by increasing the initial RBB 
concentration tending to saturation at higher dye 
concentrations. Increasing the dye concentration 
provides a considerable driving force to eliminate 
the effect of mass transfer resistances of the dye 
between solid-liquid interfaces. Moreover, the 
number of interactions between the adsorbent and 
the adsorbate relatively increase by the initial dye 
concentration, which enhances the RBB removal 
capacity of the adsorbent. However, the removal 
RBB efficiency of each adsorbent does not 
increase with the initial dye concentration. At all 
temperatures studied, RBB removal % was higher 
at lower dye concentrations for each adsorbent 
due to the availability of unoccupied active sites 
on the surface of the adsorbents. Increasing the 
dye concentration diminished the dye removal 
efficiency, due to almost filled active sites of the 
adsorbents. 

 

Figure 4 Effects of temperature and the initial dye 
concentration (C0 ; mg.L-1) on RBB removal 

efficiency of DOP; at pH=2.0 and CMOP at pH=8.0  

Temperature is another parameter which plays a 
crucial role in both the adsorption rate and the 
equilibrium dye uptake of adsorbents. The results 
obtained for DOP revealed that the adsorption 
behavior of DOP indicated an exothermic 
character and qeq values diminished with the 
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increasing temperature. As adsorption generally 
is an exothermic process, this is expected due to 
the weakened physical bounding with increasing 
temperature.  At 100 mg.L-1 initial dye 
concentration with increasing temperature from 
25 ℃ to 45 ℃, while the equilibrium uptake 
capacity of DOP decreased from 23.3 mg.g-1 to 
16.7 mg.g-1, that of CMOP increased from 30.4 
mg.g-1 to 36.6 mg.g-1. The decrease in adsorption 
of DOP at higher temperature may be referred to 
the deactivation of the active sites on the 
adsorbent surface (Table 2). As listed in Table 2, 
the data obtained from adsorption of RBB on 
CMOP demonstrated that the adsorption 
performance of the adsorbent was favored by the 
increase of the temperature, so the results showed 
that the adsorption of RBB by CMOP was 
endothermic. The change of the adsorption 
characteristic from exothermic to endothermic 
behavior revealed that the chemical modification 

by acidic treatment of the DOP led to change the 
surface charge and the structure. The 
enhancement of the adsorption capacity could be 
attributed to an increase in the number of active 
sites on the surface available for the adsorption, 
increase in the porosity and the total pore volume 
of the adsorbent (Figure 2). It may also be 
attributed to the decrease in the mass transfer 
resistance with  decreasing the thickness of the 
boundary layer surrounding the adsorbent . 
Furthermore, the kinetic energy of the molecules, 
namely the mobility of the RBB molecules 
increases with the increasing of the temperature. 
Consequently, the dye molecules can easily 
transport from the bulk solution to the adsorbent-
solution interface, so this may easily enhance the 
rate of intra-particular diffusion of adsorbate [19]. 
It can be concluded that the adsorption of RBB on 
the CMOP may involve not only the physical 
adsorption but also the chemical adsorption.

Table 2 
Effect of temperature and initial dye concentration on adsorption rate (rad), equilibrium uptake of RBB (qeq), and 
RBB removal % for DOP and CMOP (X: 1.0 g.L−1, and agitation rate: 100 rpm) 

 
DOP 

at pH= 2.0  
CMOP 

at pH= 8.0  

T 
(℃) 

Co  
(mg.L-1) 

rad  
(mg.g-1min-1) 

qeq  
(mg.g-1) 

RBB  
Removal % 

rad  
(mg.g-1min-1) 

qeq  
(mg.g-1) 

RBB  
Removal % 

25 

25 0.14 7.4 31.4 0.25 7.9 32.0 

50 0.24 12.4 24.6 0.46 14.6 30.1 

100 0.51 23.3 23.2 0.73 30.4 30.1 

250 0.87 43.3 17.2 1.13 54.1 21.4 

500 1.23 61.1 12.1 1.37 75.2 14.9 

750 1.45 62.4 8.3 1.48 78.5 10.4 

35 

25 0.12 6.1 23.9 0.26 8.3 37.3 

50 0.21 10.2 20.5 0.49 16.4 33.7 

100 0.43 18.1 17.9 0.79 33.1 32.5 

250 0.75 37.3 14.7 1.18 56.1 22.7 

500 1.12 59.2 11.6 1.44 771 15.4 

750 1.29 60.5 8.0 1.55 79.6 10.6 

45 

25 0.11 5.2 19.5 0.29 8.1 38.5 

50 0.19 9.3 18.2 0.52 17.1 33.9 

100 0.42 16.7 16.7 0.84 36.6 32.8 

250 0.72 33.1 13.0 1.24 58.3 23.3 

500 1.09 54.8 10.8 1.49 82.2 16.5 

750 1.27 57.3 7.6 1.59 84.4 11.2 
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Figure 5 demonstrated the adsorption kinetics of 
RBB, at all temperatures by plotting the uptake 
capacity (q) vs. time (t) for 25 mg.L-1 and 750 
mg.L-1  initial RBB concentrations for the first 7 
h of the adsorption.  

 

Figure 5 The adsorption equilibrium curves of RBB 
at different initial dye concentrations (C0) and at 

different temperatures for DOP (dashed lines) and 
CMOP (Straight lines) at pH= 2.0 and pH=8.0, 

respectively  

Figure 5 shows a contact time from 2 to 4 h 
depending on the temperature and the adsorbent 
was sufficient to reach equilibrium. The 
adsorption level  did not change subsequently up 
to 24 h. At the beginning of the adsorption 
process, the RBB uptake capacity of the 
adsorbents increased with the contact time 
linearly, then non-linearly got to a slower rate and 
at the end, the adsorbent achieved the saturation 
called the equilibrium time and equilibrium 
uptake capacity (qeq). Moreover, it was noticed 
that at all temperatures for all initial RBB 
concentrations, the majority of RBB adsorption 
onto each adsorbent (~ 60 - 70 %) took place 
within the first two hours of the whole process 
(Table 2). Both DOP and CMOP have an affinity 
for RBB and the uptake of RBB occurs mainly by 
surface binding. The number of available active 
sites of the surface is the limiting factor for the 
adsorption [19]. CMOP showed higher uptake of 
RBB than DOP at all temperatures due to its 
surface characteristics, especially specific surface 
area, number of active sites, surface charge, the 
total pore volume and pore size distribution 
(Table 1).   

3.3. Modelling of The Adsorption 

3.3.1. Modelling of adsorption kinetics: 
Application of simplified kinetic models 

The adsorption rate constants (k1.ad and k2.ad) and 
theoretical equilibrium uptake capacities (qeq.cal) 
of each adsorbent were obtained for each 
adsorbent-dye system (Table 3). 

Table 3 
Comparison of the experimental and calculated qeq values for the pseudo-first order and pseudo-second order 
adsorption kinetics at different temperatures of RBB concentration of 100 mg.L-1  

 

T (˚C) 
Co 

(mg.L-1) 
qeq.exp 

(mg.g-1) 

Pseudo-first order kinetic model Pseudo-second order kinetic model 

qeq.cal 

(mg.g-1) 
k1.ad 

 

(min-1) 
R2 

qeq.cal 

(mg.g-1) 
k2.ad x103 

(g.mg-1min-1) 
R2 

DOP at 
pH=2.0 

25 100.5 23.31 17.91 0.0143 0.962 23.81 2.03 0.998 

35 100.9 18.09 13.31 0.0127 0.939 17.92 1.82 0.993 

45 99.0 16.69 14.04 0.0124 0.989 16.89 1.75 0.999 

CMOP 
 at pH=8.0 

25 101.0 30.4 25.9 0.0189 0.923 31.5 1.08 0.999 

35 101.9 33.1 25.4 0.0233 0.946 32.4 1.11 0.999 

45 105.4 36.6 33.5 0.0240 0.943 37.9 1.29 0.999 
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As indicated in Table 3, for both of the 
adsorbents, the correlation coefficients (R2) for 
pseudo-second-order kinetic were calculated 
much higher than those calculated for the pseudo-
first-order kinetic. It was concluded that the 
pseudo-second order kinetic model fits better the 
experimental data obtained for RBB adsorption 
onto both adsorbents for the entire adsorption 
period suggesting chemisorption mechanism. 
Besides the pseudo-first order and pseudo-second 
order kinetic models, the saturation type kinetic 
model was also applied to experimental data to 
describe the batch adsorption kinetics over the 
entire concentration range of RBB and all 
temperatures studied as presented in Table 4.. 
Table 4 shows that this kinetic model was also 
well fitted with the experimental data to express 
the adsorption kinetics of RBB on DOP and 
CMOP (plots not shown). It was observed that the 
adsorption rate constants were affected by the 
temperature. The change of the rate constants with 
the temperature indicated that adsorption reaction 
was one of the rate controlling steps of the whole 
process. All of these findings suggested that the 
adsorption of RBB at 25- 45 ˚C could be best 
described by the pseudo-second order kinetics 
and saturation type kinetic model, with high 
correlation coefficients. 

 

Table 4 
The saturation type kinetic rate constants obtained at 
different temperatures for different adsorbents 

  T (˚C) 
kad x 102 

(L.g-1min-1) 
ko,ad x 102 

 (L.mg-1) 
R2 

DOP 
 at pH=2.0 

25 6.22 0.30 0.998 

35 4.91 0.25 0.999 

45 4.46 0.21 0,998 

CMOP  
at pH=8.0 

25 1.24 0.72 1.000 

35 1.37 0.80 1.000 

45 1.42 0.82 0.999 

3.3.2. Modelling  of the adsorption 
Equilibrium: Application of adsorption 
equilibrium models  

According to the linearized Langmuir model 
equation (Equation 4), the theoretical maximum 
adsorption capacity (Q0) of RBB on DOP and 
CMOP were obtained as 63.30 mg.g-1 at 25 ˚C, 
and 89.30 mg.g-1 at 45 ˚C, respectively. At all 
temperatures, Q0 values were calculated higher 
for the CMOP-RBB system in comparison with 
the DOP-RBB system. The higher b value 
indicates the higher affinity of the adsorbents for 
the adsorbate [18]. Similarly, the b values for 
CMOP were much higher than that of DOP at all 
temperatures investigated (Table 5).

Table 5 The Langmuir and the Freundlich adsorption isotherm parameters for RBB adsorption on DOP and CMOP 
at various temperatures  

  The Langmuir Model Constants The Freundlich Model Constants 

 T (˚C) 
Qo 

(mg.g-1) 
𝒃 R2 

𝜺 
(%) 

KF 
[(mg.g−1) (mg.L−1)n] 

n R2 
𝜺 

(%) 

DOP 
at pH=2.0 

25 63.30 0.0073 0.9987 2.2 1.67 1.5 0.9780 8.2 

35 61.70 0.0050 0.9989 2.2 1.49 0.9 0.9998 6.7 

45 57.80 0.0048 0.99991 1.9 1.41 0.7 0.9886 8.5 

CMOP 
at pH=8.0 

25 78.10 0.0713 0.99986 3.4 1.69 2.2 0.9947 16.5 

35 82.60 0.1122 0.99987 2.3 1.72 2.8 0.9958 15.5 

45 89.30 0.1894 0.99990 2.2 1.75 3.7 0.9977 13.2 
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KF values calculated for each adsorbent showed 
that RBB adsorption capacity of CMOP relatively 
higher than DOP (Table 5). A higher value of KF 

indicates that a higher adsorption capacity. 
Although the KF increased with an increase in the 
temperaturefor CMOP, it decreased for DOP. It 
was also observed that while all n values obtained 
for CMOP were greater than unity, these values 
for DOP was greater only at 25 ˚C than unity 
(Table 5). These results indicated that RBB was 

more favorably adsorbed by CMOP at all 
temperatures studied. The non-linearized 
adsorption isotherm models for the fitting of RBB 
adsorption on DOP and CMOP were plotted as 
graphs of qeq vs. Ceq at different temperatures 
(Figure 6). The overlapping of the experimental 
and the non-linearized model curves was an 
evidence that the Langmuir adsorption model 
closely agreed with the equilibrium data for each 
adsorbent-dye system.

Figure 6 The experimental and estimated non-linearized adsorption isotherms of RBB on DOP, at pH= 2.0 and 
CMOP, at pH=8.0 at different temperature

In Table 5, the adsorption model parameters 
calculated by related model equations (Equation 
(4) and (5)), the linear regression coefficients (R2) 
and average percentage error values (ε) were also 
presented. It was obvious that the Langmuir 
adsorption isotherm model well fitted the 
experimental data with much higher R2 values, 
than that of the Freundlich model (Table 5 and 
Figure 6). On the other hand, the linear regression 
coefficients (>0.97) indicated that the Freundlich 
model was comparable to the Langmuir model. 
Another criterion for determination of the most 
applicable isotherm model is the magnitude of 
average percentage error values (ε) which show 
the deviation from the experimental qeq values. 
On the basis of the ε values, it was proven the 

adsorption equilibrium data of RBB fitted very 
well to the Langmuir model in the initial dye 
concentration and temperature ranges 
investigated for each adsorbent. With an average 
percentage error values more than 6.7%, it was 
concluded that the Freundlich model exhibited a 
relatively poor fit to the adsorption data of RBB 
onto each adsorbent. The applicability of the 
Langmuir model indicated that the adsorption 
process of RBB was monolayer and had constant 
adsorption energy.  

Table 5 also demonstrated that both of the model 
constants of CMOP increased with the 
temperature rise, which means that the RBB 
adsorption phenomenon on CMOP is governed by 
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an endothermic process, whereas RBB adsorption 
onto DOP showed exothermic character. The 
typical physical adsorption shows exothermic 
character. The weak electrostatic forces between 
the opposite charged sites on the adsorbent and 
effluent species in the solution are responsible for 
the adsorption behavior [17].  

3.3.3 Modelling of adsorption thermodynamics 

All of the thermodynamic parameters of each 
adsorbent-dye system were obtained by using the 
thermodynamic relationships and represented in 
Table 6. Generally, increasing of the adsorption 
capacity with the increasing temperature reflects 
the exothermic character of the adsorption 
process. This situation leads to negative standard 
enthalpy change of the process. Notably, an 
exothermic process is because the total energy 
released in bond occurred between effluent and 
the adsorbent is higher than the bond breaking, 
leading to release of extra energy in the form of 
heat [1, 2].  

The standard thermodynamic equilibrium 
constant (𝐾௖

௢) of the adsorption system was 
obtained with the help of the linearized form of 
the Langmuir adsorption model equation (for 
detail see Section 2.5.3). The 𝐾௖

௢ values at 25 oC 
are calculated for DOP and CMOP as 4.2 and 5.5, 
respectively. 

Table 6 shows that the signs of all thermodynamic 
parameters were in accordance with the 
experimental data of the adsorption isotherms. 
The negative value of enthalpy change reveals 
exothermic adsorption favorable at lower 
temperatures. It is demonstrated by a decrease in 
the maximum adsorption capacity of the 
adsorbent at higher temperatures. Meanwhile, the 
posi tive value of ΔH0 for CMOP reflects that the 
endothermic nature of the adsorption process 
favorable at higher temperatures and possible 
relatively stronger bonding between the RBB and 
CMOP.   

 

 

Table 6 Comparison of the thermodynamic 
parameters of RBB adsorption on DOP and CMOP 

Adsorbent 
ΔG0 

 (kJ mol-1) 
ΔH0  

(kJ mol-1) 
ΔS0  

(kJ mol-1K-1) 

DOP 
(at pH=2.0) 

-3.58 -19.79 -0.05 

CMOP 
(at pH=8.0) 

-4.24 43.77 0.16 

Furthermore, both the magnitude and the sign of 
entropy change give the information about 
whether the adsorption process is occurred by an 
associative mechanism (ΔS0<0) or more 
randomly (a dissociative mechanism) (ΔS0>0). 
While the positive ΔS0 value suggests that the 
high affinity of CMOP to RBB in solution and 
some structural changes or rearrangement in the 
dye-adsorption complex, the negative entropy 
change values confirm the decreased randomness 
and disorder at the solid-liquid interface during 
the adsorption of RBB onto CMOP. Furthermore, 
the positive entropy change indicated that the 
adsorption process was entropy-governed rather 
than enthalpy-governed. The negative ΔG0 value 
implies that at all temperatures suggested that the 
adsorption process took place favorably and 
spontaneously.   

4. CONCLUSIONS 

This study has investigated the adsorption 
characteristics of the untreated waste orange peel- 
DOP and chemical pre-treated waste orange peel- 
CMOP adsorbents for the removal of RBB ions 
from the aqueous solutions. As a result of acidic 
treatment, the lignin, cellulose and hemicellulose 
structures in the DOP have been decomposed, the 
surface charge have changed negative to positive 
due to the acidic medium, and a highly porous 
structure has been obtained. The optimum pH 
value of the system has shifted from pH 2.0 to 8.0, 
almost natural, and the RBB uptake capacity of 
the adsorbent has been increased.  The maximum 
adsorption capacity calculated according to the 
Langmuir model was determined as 62.4 mg/g at 
25°C and pH 2.0 for DOP and this value was 
figured out for CMOP as 84.4 mg.g-1 at 45°C and 
pH 8.0 (35.2% higher). The Langmuir adsorption 
model provided more realistic description of RBB 
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onto both adsorbent-dye systems and could be 
used to predict the uptake of RBB with more 
accuracy than the Freundlich model for each 
system. The acidic treatment of DOP change the 
adsorption characteristic from exothermic to 
endothermic. The acidic treatment had shifted the 
structure of the DOP to shift the mechanism of the 
adsorption process from physical adsorption to 
the chemical adsorption with higher ΔH0 value 
(>10 kJ kmol-1).  

The novel CMOP adsorbent, a widely available 
agricultural by-product, could be a promising 
candidate for practical applications as a low-cost 
and efficient  agricultural waste adsorbent for 
anionic dye removal from the textile industry 
wastewater.  
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Appendices  

Molecular Structure of RBB 

 

Figure 1 The Structural molecular formula of RBB [1] 

Details for kinetic modelling of adsorption 

In order to evaluate the adsorption kinetics, three 
simplified kinetic models including were applied 
to the experimental data: pseudo-first-order, 
pseudo-second-order, and saturation type. The 
related equations are given on Table A1.  
Principally, all of these three kinetic models 
include all of the mass transfer steps of the 
adsorption process, so they are called as pseudo-
models. 

 

 

Table A1 
Simplified adsorption kinetic models 

Kinetic Model Non-Linear Function Linearized Function 

Pseudo-first 
order 

𝑑𝑞

𝑑𝑡
= 𝑘ଵ.௔ௗ  (𝑞௘௤ − 𝑞) 

log൫𝑞௘௤ − 𝑞൯

= log൫𝑞௘௤൯ −
𝑘ଵ.௔ௗ

2.303
𝑡 

Pseudo-
second order 

𝑑𝑞

𝑑𝑡
= 𝑘ଶ.௔ௗ  (𝑞௘௤ − 𝑞)ଶ 

𝑡

𝑞
=

1

𝑘ଶ.௔ௗ𝑞௘௤
ଶ +

1

𝑞௘௤
𝑡 

Saturation 
type  

𝑟௔ௗ =
𝑑𝑞

𝑑𝑡
ฬ

௧ୀ଴

=
𝑘௔ௗ  𝐶଴

1 + 𝑘଴.௔ௗ  𝐶଴
 

1

𝑟௔ௗ
=

1

𝑘௔ௗ  𝐶଴
+

𝑘଴.௔ௗ

𝑘௔ௗ
 

k1,ad (min-1); k2,ad (g.mg-1min-1); kad (L.g-1min-1) 
and k0,ad (L.mg-1) are the of pseudo-first order, 
pseudo-second order and saturation  type 
adsorption rate constants, respectively; rad is the 
initial adsorption rate at t=0; qeq is the  amount of 
adsorbed dye per gram of adsorbent at 
equilibrium (mg.g−1). 

Details for kinetic and equilibrium modelling 
of adsorption 

To discover the maximum RBB adsorption 
capacity of the adsorbents, the experimental data 
were fitted to the Freudlich and Langmuir models 
which are most commonly used adsorption 
isotherms characterizing the non-linear 
equilibrium between adsorbed effluent on the 
active sites of the adsorbent (qeq) and effluent in 
the bulk solution (Ceq) at a constant temperature, 
represented in Table A2.

Tabel A2  
Adsorption isotherm models 

Isotherm Model Equation Nomenclature 

Langmuir Model 𝑞௘௤ =
𝑄௢  𝑏 𝐶௘௤

1 + 𝑏 𝐶௘௤

 

𝐐𝒐      ; The maximum adsorption capacity 

𝒃         ; Bonding energy of adsorption 

𝑪𝒆𝒒     ; Residual dye concentration at equilibrium (mg. L−1) 

Freundlich Model 𝑞௘௤ = 𝐾ி𝐶௘௤
ଵ/௡ 

KF   ;  Freundlich adsorption constant about adsorption capacity 
[(mg.g−1).(mg.L−1)n]  

n        ; Freundlich adsorption constant (about adsorption intensity) 
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